Dual-Norm Least-Squares Finite Element Methods for Hyperbolic Problems

by

Delyan Zhelev Kalchev

Bachelor, Sofia University, Bulgaria, 2009
Master, Sofia University, Bulgaria, 2012
M.S., University of Colorado at Boulder, 2015

A thesis submitted to the
Faculty of the Graduate School of the
University of Colorado in partial fulfillment
of the requirements for the degree of
Doctor of Philosophy
Department of Applied Mathematics
2018
This thesis entitled:
Dual-Norm Least-Squares Finite Element Methods for Hyperbolic Problems
written by Delyan Zhelev Kalchev
has been approved for the Department of Applied Mathematics

_______________________________

Thomas A. Manteuffel

_______________________________

Stephen Becker

Date ______________________

The final copy of this thesis has been examined by the signatories, and we find that both the content and the form meet acceptable presentation standards of scholarly work in the above mentioned discipline.
Least-squares finite element discretizations of first-order hyperbolic partial differential equations (PDEs) are proposed and studied. Hyperbolic problems are notorious for possessing solutions with jump discontinuities, like contact discontinuities and shocks, and steep exponential layers. Furthermore, nonlinear equations can have rarefaction waves as solutions. All these contribute to the challenges in the numerical treatment of hyperbolic PDEs.

The approach here is to obtain appropriate least-squares formulations based on suitable minimization principles. Typically, such formulations can be reduced to one or more (e.g., by employing a Newton-type linearization procedure) quadratic minimization problems. Both theory and numerical results are presented.

A method for nonlinear hyperbolic balance and conservation laws is proposed. The formulation is based on a Helmholtz decomposition and closely related to the notion of a weak solution and a \( H^{-1} \)-type least-squares principle. Accordingly, the respective important conservation properties are studied in detail and the theoretically challenging convergence properties, with respect to the \( L^2 \) norm, are discussed.

In the linear case, the convergence in the \( L^2 \) norm is explicitly and naturally guaranteed by suitable formulations that are founded upon the original \( \mathcal{L}\mathcal{L}^* \) method developed for elliptic PDEs. The approaches considered here are the \( \mathcal{L}\mathcal{L}^* \)-based and \( (\mathcal{L}\mathcal{L}^*)^{-1} \) methods, where the latter utilizes a special negative-norm least-squares minimization principle. These methods can be viewed as specific approximations of the generally infeasible quadratic minimization that determines the \( L^2 \)-orthogonal projection of the exact solution. The formulations are analyzed and studied in detail.
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Chapter 1

Introduction

This dissertation focuses on the development and study of novel finite element discretization techniques of least-squares type for first-order hyperbolic partial differential equations (PDEs). Such equations are of high interest in practice and their numerical treatment is quite challenging. In particular, applications of hyperbolic-type PDEs arise in problems of fluid dynamics \cite{1, 2, 3, 4, 5}, particle transport \cite{6, 7}, and plasma modeling via the Vlasov equation \cite{8}.

Solutions of practical interest to the considered hyperbolic PDEs are often rather irregular, possessing steep layers or jump discontinuities. Moreover, discontinuities can be associated with nonlinear wave behaviors \cite{9} like shocks and their interactions. Other nonlinear wave phenomena arising in solutions to hyperbolic equations of interest are rarefaction waves. The notion of a weak solution is rather important for nonlinear hyperbolic PDEs since it allows the consideration of non-smooth solutions. Further difficulties are caused by the fact that, in general, the weak solution to a nonlinear hyperbolic equation is not uniquely determined. Namely, a problem can have multiple (even infinitely many) weak solutions, thus giving rise to the additional notion of so-called entropy (or admissibility) that facilitates the determination of a unique physically admissible weak solution \cite{1}; that is, an additional entropy (or admissibility) condition is imposed together with the differential equation to guarantee uniqueness of the weak solution to the problem.

The conservation properties of a numerical scheme are very important in the numerical treatment of these PDEs. In the context of this thesis, conservation is regarded as the property that the limit of converging approximations provided by a method is a weak solution to the given equation. This is of fundamental importance for the ability of a scheme to correctly approximate weak solutions (i.e., non-smooth solutions) to nonlinear hyperbolic PDEs. In particular, this is associa-
ated with the shock capturing capabilities of the discretization. Ideally, a method would provide approximations that correctly capture the locations of discontinuities, resolve them sharply without spurious oscillations, and, also, converge to an admissible weak solution. All this would be obtained via a computationally efficient numerical procedure. Moreover, an ideal method would provide high-order approximations in the regions where the solution is smooth.

A considerable number of methods for hyperbolic equations have been developed and studied. They include finite difference and, quite notably, finite volume methods [1, 2, 4, 3, 10, 11, 5]. In the context of those methods, Lax and Wendroff established the importance of utilizing so-called conservative schemes (i.e., those that can be expressed in a conservative form). Such schemes are based on an integral form (and integration by parts) of the equation and satisfy an exact discrete conservation property for an appropriate numerical flux [2, 3, 12]. Lax and Wendroff showed that, due to the exact discrete conservation, the above mentioned property (having a weak solution as a limit) holds.

Finite element methods have also been proposed and are actively developed and investigated. Quite notably, discontinuous Galerkin (DG; see [13] and the references therein) methods are often applied to the solution of hyperbolic PDEs as well as SUPG (streamline-upwind/Petrov-Galerkin) methods [14, 15, 16, 17]. DG methods also count on the exact discrete conservation property and the Lax-Wendroff theorem. In fact, the DG approach can be viewed as a finite element generalization of the finite volume method, that can naturally use high-order elements and unstructured meshes. The spaces of piecewise discontinuous functions allow for formulations with upwind numerical fluxes [18]. The SUPG method is a stabilized Petrov-Galerkin modification of the standard Galerkin formulation. Some derivations of SUPG methods use variational formulations, in which an additional term is added. Numerical diffusion in the streamline direction is added artificially by a mesh-dependent perturbation of the test functions. SUPG methods show good results for advection-dominated elliptic problems [17, 19, 20, 21, 22], as well as DG methods [23]. SUPG formulations are additionally augmented by shock capturing terms [14, 24] to improve the quality of the solution near discontinuities.

An intriguing development in the field of hyperbolic solvers is the BLAST library [25, 26, 27]. BLAST is a parallel code targeting applications in hydrodynamics. In particular, it solves the Euler equation of compressible hydrodynamics in a moving Lagrangian frame. It implements a
general finite element framework that uses curvilinear elements with continuous bases for the spacial
discretization of some of the variables and discontinuous bases for the rest of the variables, providing
high-order methods. A related work is presented in [28], where a high-order DG method for linear
hyperbolic equations is described that utilizes appropriate flux limiters to diminish oscillations and
avoid nonphysical values in the approximate solutions.

Least-squares finite element methods (see [29, 30, 31]) have also been applied to the solution of
hyperbolic problems [32, 33, 34, 35, 15]; see also [36, 37, 7, 38]. However, compared to the previously
mentioned approaches, least-squares methods are less developed in the context of hyperbolic PDEs,
which provides a field of many challenges and novelties to be addressed and studied. The PhD
dissertation by Luke Olson [32] and the related articles [33, 34] constitute an important development
and are major references in this thesis. In particular, [32, 33] study a least-squares formulation that
is related to the method of characteristics for linear advection hyperbolic PDEs. Moreover, they
propose an intriguing discontinuous least-squares (DLS) method and investigate the performance
of an algebraic multigrid (AMG; see [39]) linear systems solver for hyperbolic problems. The DLS
formulation resembles the DG approach, but the numerical flux that normally appears in DG and
finite volume methods is replaced by interface terms in the functional that build the connecting
components between the elements of the mesh in the minimization formulation. In [32, 34], $H(\text{div})$
-conforming least-squares formulations are proposed for nonlinear hyperbolic conservation laws that
satisfy the above mentioned conservation property. In principle, those formulations are related to
a specific Helmholtz decomposition or, alternatively, can be associated with the characterization of
divergence-free fields within the de Rham complex [40, 41, 42].

This thesis is focused on the development and study of new least-squares finite element dis-
cretizations for hyperbolic PDEs. It can be viewed as a continuation and extension of the work in
[32, 33, 34], although not all methods that are proposed here are incremental developments from
the considerations in [32, 33, 34]. Here, a rather concise overview is presented, while more detailed
view on the connections and differences between methods appears in the coming chapters. In par-
ticular, the method for nonlinear hyperbolic balance laws based on the Helmholtz decomposition
in Chapter 3 is an extension of the approach for conservation laws proposed in [32, 34] and it
also satisfies the desired conservation property. The $\mathcal{L}\mathcal{L}^*$-type and $(\mathcal{L}\mathcal{L}^*)^{-1}$ approaches for linear
problems in Chapter 4 can be seen as more related to the $\mathcal{L}\mathcal{L}^*$ [43], hybrid [44], and $H^{-1}$ [45]
least-squares methods, while the theoretical results in [32, 33] are important for the applicability of the \((LL^*)^{-1}\) method to hyperbolic problems. In fact, the \((LL^*)^{-1}\) approach can be derived as an improvement (in terms of approximation quality) of the \(LL^*\)-type methods, based on the known specifics of these methods but utilized and combined differently. Alternatively, it can be motivated as an improvement of an \(H^{-1}\) formulation and the method based on the Helmholtz decomposition, which is closely related to an \(H^{-1}\)-type formulation, for linear hyperbolic problems. Namely, the \(H^{-1}\) norm is replaced, in the linear case, by a dual norm that better conforms to the particular PDE and naturally provides convergence in the \(L^2\) norm, which is very challenging to establish for the methods in Chapter 3 and [34]. This view furnishes a relation between the methods studied in this thesis. Another connection is provided by uniting all approaches under the group of “dual” methods. Here, “dual” means that the methods utilize or can be associated with adjoint operators or dual spaces (i.e., spaces of functionals) and their respective norms. Moreover, all considered formulations are typically viewed as unconstrained minimization problems. Nevertheless, it is somewhat unique and interesting that “saddle-point” problems and inf-sup conditions arise. Actually, the saddle-point formulation of the \((LL^*)^{-1}\) method can be related to an equality constrained quadratic minimization and the original unconstrained form of the \((LL^*)^{-1}\) method can be associated with the respective dual problem, in view of the theory of mathematical optimization. This adds to the “duality” point of view on these methods and, in fact, even the standard \(LL^*\) approach of [43] can, in theory (and somewhat artificially), be posed as a constrained problem and the respective duality can be considered. While this is interesting, we do not elaborate much on it, since it is currently unclear what the possible benefits may be of such a view on the formulations.

Overall, the novelty in this dissertation can be summarized as the introduction and study of the method based on the Helmholtz decomposition for balance laws and the \((LL^*)^{-1}\) approach, as well as the further study and analysis of the \(LL^*\)-type methods. Note that, similar to [32, 33, 34], space-time discretizations are considered, without employing a particular time-stepping strategy, whereas the previously mentioned (finite difference, finite volume, DG, and SUPG) methods typically utilize a time-stepping scheme.

The outline of the rest of the thesis follows.

Chapter 2 provides a short and basic overview of some notions associated with least-squares methods and hyperbolic equations. The main purpose is to set the stage for the following chapters.
that describe in detail the actual new contributions of this dissertation.

Chapter 3 is devoted to a method based on the Helmholtz decomposition for nonlinear scalar
hyperbolic balance laws. Whereas [32, 34] consider conservation laws, which only have zero source
terms, this chapter extends their ideas to balance laws, which allow nonzero sources. The funda-
mental idea is similar in the sense that a Helmholtz decomposition is used. However, the method
here utilizes a different Helmholtz decomposition compared to that of [32, 34], which allows not
only the accommodation of source terms but also a natural treatment of the inflow boundary condi-
tions. The method is analyzed and its conservation properties are shown. The formulation satisfies
the desired conservation property essentially by design due to the use of the particular Helmholtz
decomposition. It is closely related to the well-known notion of a weak solution to a hyperbolic
problem. Also, the convergence properties of the method with respect to the $L^2$ norm are discussed.

In Chapter 4, the $(LL^*)^{-1}$ and $LL^*$-type (single- and two-stage methods, as well as the stan-
dard $LL^*$ formulation) approaches for linear hyperbolic problems are investigated. The $(LL^*)^{-1}$
formulation is a novel method. Also, the idea of reformulating a negative-norm least-squares prin-
ciple as a “saddle-point” problem does not exist in the literature. It allows the utilization of the
original (unmodified) $(LL^*)^{-1}$ minimization principle. The standard $LL^*$ method is not new; it is
formulated in [43] in the context of elliptic problems. The single- and two-stage methods are simple
extensions of the original $LL^*$ approach and can be seen as a part of the hybrid method in [44].
The application of the $LL^*$, single-, and two-stage methods to hyperbolic problems is, however, a
new development. In particular, the error analysis of the single- and two-stage methods in terms of
the approximation properties of the involved finite element spaces was not previously known. The
analysis is developed in a general setting and is, thus, applicable for more general linear PDEs,
beyond hyperbolic problems.

Chapter 5 contains conclusions, final remarks, and future work.
Chapter 2

Overview of Least-Squares Methods and Hyperbolic Equations

Least-squares methods have been applied successfully to a variety of problems. In particular, they are well-studied in the context of partial differential equations (PDEs) of elliptic and parabolic types; see, e.g., [29, 31, 46, 47, 30, 48, 49, 50, 51]. This dissertation is focused on hyperbolic-type problems. To aid the exposition, the present chapter serves to set the stage for the chapters that follow. This is just a short overview and nothing novel is presented in the chapter. Everything that is discussed is either well known, or can be directly and easily obtained from known facts. A good general presentation of least-squares methods is provided in [29, 30, 31, 52], some references related to the PDE topic are [10, 3, 1, 2, 11, 53, 54, 55, 56, 57, 9], and a general detailed description of the finite element method is presented in [58, 59, 60, 61, 62, 41, 40]. It should be noted that the considerations in Chapters 3 and 4 do not fall entirely within the commonly utilized framework. This contributes to the fact that those chapters are somewhat self-contained. Nevertheless, it is beneficial to have a preparation in the form of the present chapter. A short overview of the least-squares ideas is provided in Section 2.1. Section 2.2 is a concise presentation of hyperbolic equations.

2.1 On least-squares methods

This is a general, abstract, and quite standard overview of least-squares principles and their application to approximating solutions to linear differential equations. The main idea is obtaining a Rayleigh-Ritz-type finite element formulation by considering the unconstrained minimization
of convex quadratic functionals associated with least-squares principles. Only conforming finite element methods are considered, i.e., “variational crimes” are not outlined.

2.1.1 General formulation

Let \( H \) and \( V \) be two real Hilbert spaces, where \( H \) is endowed with the inner product \( \langle \cdot, \cdot \rangle \) and the respective norm \( \| \cdot \| \), while the norm in \( V \) is denoted by \( \| \cdot \|_V \). Consider a linear operator \( L : V \to H \) and some given \( f \in H \). The purpose is to solve the linear operator equation

\begin{equation}
Lv = f,
\end{equation}

for the unknown \( v \in V \). In least-squares methods, the following quadratic functional is defined:

\begin{equation}
F(v; f) = \|Lv - f\|^2, \quad \forall v \in V,
\end{equation}

and the goal is to minimize this functional; that is, the following problem is considered:

\begin{equation}
\min_{v \in V} F(v; f) = \min_{v \in V} \|Lv - f\|^2.
\end{equation}

Typically, the minimization in (2.1.2) is associated with the weak formulation

\begin{equation}
\text{Find } u \in V : a(u, v) = \ell(v), \quad \forall v \in V,
\end{equation}

where \( a : V \times V \to \mathbb{R} \) is a symmetric bilinear form and \( \ell : V \to \mathbb{R} \) is a functional defined as

\begin{equation}
a(u, v) = \langle Lu, Lv \rangle, \quad \ell(v) = \langle f, Lv \rangle.
\end{equation}

Clearly, the bilinear form \( a \) is positive semidefinite, i.e., \( a(v, v) \geq 0 \) for all \( v \in V \). Also, by dropping constant additive terms and using the just introduced notation, the minimization in (2.1.2) can be seen in the more stereotypical Rayleigh-Ritz setting by expressing it as

\begin{equation}
\min_{v \in V} [a(v, v) - 2\ell(v)].
\end{equation}

Questions of interest are uniqueness and existence of solutions to (2.1.2) (or, equivalently, (2.1.4)) and (2.1.3), as well as when (2.1.2) and (2.1.3) are equivalent, i.e., when they provide the same solutions. These questions turn out to be interrelated. In particular, it is not difficult to see that \( F \) (or the functional in (2.1.4)) is always Gâteaux differentiable. Thus, a necessary
condition for \( u \in \mathcal{V} \) to minimize (2.1.2) is \( u \) to be a zero of the Gâteaux derivative (also called \textit{first variation} in this context), which is the same\(^1\) as to be a solution to (2.1.3); that is, any minimizer of (2.1.2) (or (2.1.4)) is a solution to (2.1.3). The converse is more delicate. However, this simple observation clearly shows that the uniqueness of the solution to (2.1.3) implies the uniqueness of the minimizer of (2.1.2). Particularly, if \( a(\cdot, \cdot) \) is \textit{positive definite}, i.e., \( a(v, v) > 0 \) for all \( v \in \mathcal{V} \setminus \{0\} \), then it is easy to see that (2.1.3) can have at most one solution, implying the uniqueness of the minimizer of (2.1.2). This is to be expected, since the uniqueness of the minimizer of (2.1.2) follows from the strict convexity of the functional \( \mathcal{F} \), which is equivalent to the positive definiteness of \( a(\cdot, \cdot) \). Furthermore, the strict convexity of \( \mathcal{F} \) implies that the unique minimizer (if it exists) is characterized as the unique zero of the Gâteaux derivative. Hence, (2.1.2) and (2.1.3) are equivalent. In summary, if \( a(\cdot, \cdot) \) is positive definite, then (2.1.2) and (2.1.3) are equivalent and they have at most one solution.

Existence of a solution is typically established via the Riesz representation theorem (which also implies uniqueness). Here, positive definiteness of \( a(\cdot, \cdot) \) shows that it is an inner product in \( \mathcal{V} \), but the Riesz theorem does not apply, in general, since \( \mathcal{V} \) may not be a Hilbert space with respect to the induced norm, denoted by \( \|\cdot\|_a \). Thus, the positive definiteness of \( a(\cdot, \cdot) \) alone and the Riesz representation theorem\(^2\) only imply the existence of a solution in the completion (closure) of \( \mathcal{V} \) with respect to \( \|\cdot\|_a \). Therefore, the following additional assumption on \( a(\cdot, \cdot) \), that it is \textit{\( \mathcal{V} \)-coercive} (in short, \textit{coercive}), is needed:

\[
(2.1.5) \quad \alpha \|v\|_V^2 \leq a(v, v), \quad \forall v \in \mathcal{V},
\]

for some constant \( \alpha > 0 \). This states that the norm \( \|\cdot\|_a \) is stronger than \( \|\cdot\|_V \). Hence, \( \mathcal{V} \) is closed, and thus a Hilbert space, with respect to \( \|\cdot\|_a \). Now, the Riesz representation theorem provides the desired existence. In summary, the coercivity (2.1.5) implies equivalence between (2.1.2) and (2.1.3), as well as the respective existence and uniqueness of a solution in \( \mathcal{V} \).

In such a general setting, the equation (2.1.1) may be overdetermined in the sense that \( L : \mathcal{V} \to \mathcal{H} \) may not be surjective, (2.1.1) may not possess general existence, and the minimal value of \( \mathcal{F} \) may not be zero. Note that (2.1.5) only implies that \( L : \mathcal{V} \to \mathcal{H} \) is injective (i.e., (2.1.1) can have at most

\(^1\)In the literature, (2.1.3) is sometimes called an \textit{Euler-Lagrange equation} associated with the minimization (2.1.2) (or (2.1.4)).

\(^2\)It is a simple matter to see that the functional \( \ell \) is bounded with respect \( \|\cdot\|_a \).
one solution) and has a closed range. In general, the usual behavior of least-squares methods is obtained; that is, the minimizer of (2.1.2) is precisely the unique solution to the equation $Lv = f_p$, where $f_p \in L(V) \subset \mathcal{H}$ is the $\mathcal{H}$-orthogonal projection of $f$ onto the range of $L$, $L(V)$. However, in practice, this is usually not an issue, since $L$ is often surjective or $f$ is taken in the range of $L$ and, thus, the minimal value of $F$ is zero. This thesis concentrates on surjective operators. Therefore, from now on we assume that $L$ is surjective. Sometimes it is instructive to express the least-squares problem in terms of the normal equation $L^*Lv = L^*f$, where $L^*$ is the adjoint of $L$.

Actually, (2.1.3) can be viewed as the weak form (the Galerkin closure) of the normal equation.

### 2.1.2 Discrete formulation

The purpose now is to lead to finite element methods. The approach is to restrict (2.1.2) and (2.1.3) to a (discrete) finite element space $\mathcal{V}^h \subset \mathcal{V}$ with a basis $\{\phi_i^h\}_{i=1}^N$:

\begin{align}
(2.1.6) \quad u^h &= \arg\min_{v^h \in \mathcal{V}^h} F(v^h; f) = \arg\min_{v^h \in \mathcal{V}^h} \|Lv^h - f\|^2, \\
(2.1.7) \quad \text{Find } u^h \in \mathcal{V}^h: a(u^h, v^h) = \ell(v^h), \quad \forall v^h \in \mathcal{V}^h.
\end{align}

All considerations in the continuous case continue to hold in the discrete case. Additionally, just the positive definiteness of $a(\cdot, \cdot)$ implies the existence of a discrete least-squares solution. This is easy, but instructive, to see. Namely, consider the symmetric matrix $A \in \mathbb{R}^{N \times N}$ and the vector $f \in \mathbb{R}^N$ defined as

\[ (A)_{ij} = a(\phi_j^h, \phi_i^h), \quad (f)_i = \ell(\phi_i^h). \]

Then (2.1.7) induces the algebraic system of linear equations

\[ Au = f, \]

where the solution $u \in \mathbb{R}^N$ is the vector of coefficients of the solution $u^h \in \mathcal{V}^h$ to (2.1.7) with respect to the basis functions $\{\phi_i^h\}_{i=1}^N$. If $a(\cdot, \cdot)$ is positive definite, then $A$ is positive definite and, thus, nonsingular. In particular, this implies the existence and uniqueness of a solution to (2.1.7) and, by equivalence, (2.1.6). Furthermore, this reveals an important feature of standard least-squares formulations in that they lead to linear systems with symmetric positive definite matrices, which generally holds for convex quadratic minimization problems.
It is important to establish that appropriate approximations of the solution to the continuous problem are obtained. This is provided by the Céa’s lemma and its particular version for formulations with symmetric bilinear forms, which is a basic result in the theory of finite element methods. First, observe that, by combining (2.1.3) and (2.1.7), the following orthogonality property is obtained:

\[ a(u^h - u, v^h) = 0, \quad \forall v^h \in V^h, \]

where \( u^h \in V^h \) is the solution to (2.1.7) and \( u \in V \) is the solution to (2.1.3). Thus, \( u^h \) is the \( a \)-orthogonal projection of \( u \) onto \( V^h \), i.e., it is the best approximation of \( u \) with respect to the norm \( \| \cdot \|_a \); that is,

\[ u^h = \arg\min_{v^h \in V^h} \| v^h - u \|_a^2 = \arg\min_{v^h \in V^h} \| L(v^h - u) \|_2^2, \]

which, since \( f = Lu \), is precisely (2.1.6).

In practice, error estimates with respect to the \( V \) norm are desired. To this end, the following additional assumption, that \( a(\cdot, \cdot) \) is \( V \)-continuous (shortly, continuous), is needed:

\[ a(v, v) \leq \beta \| v \|_V^2, \quad \forall v \in V, \]

where \( \beta > 0 \) is some constant. Notice that (2.1.9) is equivalent to the boundedness of \( L: V \rightarrow H \) and implies the continuity of \( \ell \) with respect to \( \| \cdot \|_V \), i.e., \( \ell \in V' \) – the dual space of \( V \). Combining (2.1.5), (2.1.8), and (2.1.9) provides the (quasi-)optimal estimate

\[ \| u^h - u \|_V \leq \left( \frac{\beta}{\alpha} \right)^{\frac{1}{2}} \| v^h - u \|_V, \quad \forall v^h \in V^h. \]

In practice, \( V \) is replaced by a suitable Sobolev space and plugging an appropriate interpolant in place of \( v^h \) in (2.1.10) allows the utilization of the interpolation bounds of the polynomial approximation theory to deduce the rate of convergence of \( u^h \) to \( u \) in terms the particular Sobolev norm. In summary, the continuity (2.1.9) and the approximation properties of \( V^h \) yield a bound on the rate at which the functional values, \( F(u^h; f) \), converge to zero, while the functional convergence together with the coercivity (2.1.5) determine the rate at which the \( V \) norm of the error approaches zero. The combination guarantees that the error of the method in the \( V \) norm decays with the optimal rate provided by the approximation properties of \( V^h \).
The coercivity (2.1.5) is further important, since it provides the stability of the variational formulations (2.1.3) and (2.1.7); that is, the following a priori estimates hold:

\[ \|u\|_V \leq \frac{1}{\alpha} \|\ell\|_{V'}, \quad \|u^h\|_V \leq \frac{1}{\alpha} \|\ell\|_{V'}. \]

Observe that the coercivity and continuity relations (2.1.5) and (2.1.9) can be conveniently expressed as

(2.1.11) \[ \alpha \|v\|_V^2 \leq \mathcal{F}(v; 0) \leq \beta \|v\|_V^2, \quad \forall v \in V, \]

and it is said that \( \mathcal{F} \) and the respective bilinear form, \( a(\cdot, \cdot) \), are \( V \)-elliptic (or \( V \)-equivalent). It is instructive to derive the following from (2.1.11):

\[ \alpha \|u^h - u\|_V^2 \leq \mathcal{F}(u^h - u; 0) = \mathcal{F}(u^h; f) \leq \beta \|u^h - u\|_V^2, \]

demonstrating one of the important features of standard least-squares formulations. Namely, the functional value \( \mathcal{F}(u^h; f) \), which is computable, is a good candidate for an a-posteriori error estimate [63, 64, 65]. In practice, the value of the functional is computed locally (i.e., on each element), providing a reliable global upper bound of the error (due to the coercivity) and a sharp local lower bound of the error (due to a local version of the continuity). Particularly, in the common setting of a small coercivity constant, \( \alpha \), and a non-large continuity constant, \( \beta \), this means that small global values of the functional may not necessary indicate that the error is correspondingly small in the \( V \) norm, while large local values indicate the substantial presence of a local error. Thus, the least-squares functional, \( \mathcal{F} \), can be used as a local error estimate for adaptive mesh refinement.

Typically, in practice, when PDEs are considered, \( L \) is a first-order differential operator, (2.1.1) is a PDE (a scalar equation or, more often, a system), and \( H, V \) are Sobolev spaces. The boundary conditions can be treated in a variety of ways – they can be imposed weakly as a part of the functional, strongly in the spaces, or a combination of both. Usually, \( H \) is the \( L^2 \) function space, but it can also be a negative-order Sobolev space, like \( H^{-1} \), or a product of \( L^2 \) and \( H^{-1} \) spaces [52]. The \( L^2 \) version of FOSLS (first-order system least-squares) is somewhat easier to implement and work with, which contributes to it being more common.

A substantial effort, especially for elliptic PDEs, has been invested in obtaining least-squares formulations and proving appropriate ellipticity results like (2.1.11). Usually, the continuity is not
difficult, whereas the coercivity can be quite challenging to show. Particularly, in the context of $L^2$ functionals with first-order systems, a core component of the approach is the derivation of a suitable first-order system of the general form (2.1.1) that induces a least-squares principle with the desired properties. Considerable work has been devoted to developing formulations that are $H^1$-equivalent for elliptic problems. This way, approximations with respect to the $H^1$ norm, which is somewhat natural for elliptic PDEs, are guaranteed and good performance of algebraic multigrid (AMG) linear system solvers is obtained. A major advantage and, at the same time, disadvantage of least-squares methods is the great flexibility that they offer, which includes a variety of treatments of boundaries and weighting of the terms in the functional. The weighting has been particularly useful for elliptic problems with singularities. It allows utilizing weighted Sobolev spaces and obtaining ellipticity with respect to weighted norms, leading to methods that properly treat singularities and prohibit their pollution effect on the entire solution. Full elliptic regularity (also called $H^2$ regularity) in terms of the weighted Sobolev spaces can be recovered, providing optimal convergence rates with respect to the weighted norms and even an enhanced $L^2$ convergence (away from the singularities) due to the Aubin-Nitsche duality argument.

Furthermore, due to the utilization of unconstrained minimization, FOSLS has the positive feature that it provides a natural treatment of the respective elliptic first-order systems without the special need for inf-sup conditions and compatible finite elements spaces, as well as a simpler setting for using nonconforming finite elements [52]. However, even though only unconstrained minimization problems are considered in this thesis, inf-sup conditions appear in the considerations in the chapters that follow.

2.1.3 Hybrid and $\mathcal{L}\mathcal{L}^*$ formulations

This subsection contains a short overview of least-squares methods that, in the terminology used in this thesis, can be called dual methods. The exposition is basic and intuitive to provide introduction. Chapter 4 presents a more rigorous view as necessary.

Consider (2.1.1), where $L: \mathcal{D}(L) \subset L^2(\Omega) \to L^2(\Omega)$ is a first-order differential operator, $\Omega$ is a domain in $\mathbb{R}^d$ ($d$ is the dimension), and $\mathcal{D}(L)$ is the domain of $L$. Note that $\mathcal{D}(L)$ is a space of functions that satisfy certain suitable homogeneous boundary conditions (for more details, see Chapter 4). In general, as it is well known, linear problems can be reduced to equations with
homogeneous boundary conditions via superposition. Thus, seeking a solution to (2.1.1) in $\mathcal{D}(L)$ does not lead to any loss of generality. Consider also the differential operator $L^* : \mathcal{D}(L^*) \subset L^2(\Omega) \to L^2(\Omega)$ – the $L^2$-adjoint of $L$. Here, $\mathcal{D}(L^*)$ is the domain of $L^*$ and it also consists of functions that satisfy appropriate homogeneous boundary conditions, which are in a sense adjoint to the boundary conditions in $\mathcal{D}(L)$. The $LL^*$ method (also called FOSLL$^*$) is proposed in [43] for elliptic problems with singularities, targeting approximations in the $L^2$ norm. The intuitive idea is to seek $w \in \mathcal{D}(L^*)$ that solves

\[(2.1.12) \quad LL^* w = f.\]

The final solution to (2.1.1) is obtained as $u = L^* w$. More precisely, consider a finite element space, $\mathcal{Z}^h \subset \mathcal{D}(L^*)$, and the quadratic minimization,

\[(2.1.13) \quad w^h = \arg\min_{z^h \in \mathcal{Z}^h} \| L^* z^h - u \|^2,\]

where $\| \cdot \|$ denotes the $L^2$ norm, $\langle \cdot, \cdot \rangle$ is the respective inner product, and $u \in \mathcal{D}(L)$ is the exact solution to (2.1.1). The obtained approximation is $u^h = L^* w^h \in L^*(\mathcal{Z}^h)$, which clearly is the $L^2$-orthogonal projection of the exact solution, $u$, onto $L^*(\mathcal{Z}^h)$, i.e., $u^h$ is the best approximation of $u$ in the $L^2$ norm on $L^*(\mathcal{Z}^h)$. A valuable feature of (2.1.13) is that the associated weak formulation is computationally feasible, since the exact solution, $u$, is not explicitly needed. Indeed, the weak form is:

\[(2.1.14) \quad \text{Find } w^h \in \mathcal{Z}^h : \langle L^* w^h, L^* z^h \rangle = \langle f, z^h \rangle, \quad \forall z^h \in \mathcal{Z}^h,\]

which contains only available information. Observe that (2.1.14) can be formally seen as the Galerkin closure (weak formulation) of (2.1.12), while (2.1.13) represents the least-squares closure of $u = L^* w$.

It is a curious fact that the equation (2.1.12) can be related to known approaches in numerical linear algebra and convex optimization, as explained in [43]. Using known facts from linear algebra and optimization (see [66, Section 6.2]), one can see that the $LL^*$ approach can be (formally, at least) associated, via duality, with the following constrained quadratic minimization:

\[(2.1.15) \quad \begin{array}{l}
\text{minimize} \quad \frac{1}{2} \| u \|^2, \\
\text{subject to} \quad Lu = f.
\end{array}\]
This is sketched as follows; see also [66, Section 5.1.5]. Note that the Lagrangian associated with (2.1.15) is
\[ \mathcal{L}(u, w) = \frac{1}{2} \langle u, u \rangle + \langle w, f - Lu \rangle, \]
for \( u \in \mathcal{D}(L) \) and \( w \in \mathcal{D}(L^*) \). Then, the so called (Lagrange) dual function is given by \( \mathcal{D}(w) = \inf_{u \in \mathcal{D}(L)} \mathcal{L}(u, w) \). Observe that \( \mathcal{L}(u, w) \) is a convex quadratic functional in \( u \). Hence, assuming that \( L^* \) is surjective, the minimizer can be expressed as \( u = L^*w \), providing
\[ \mathcal{D}(w) = -\frac{1}{2} \langle L^*w, L^*w \rangle + \langle f, w \rangle = -\frac{1}{2} \langle L^*w, L^*w \rangle + \langle u, L^*w \rangle, \]
where \( f = Lu \). Generally, the Lagrange dual problem of (2.1.15) is the unconstrained problem of maximizing the dual function \( \mathcal{D}(w) \) over \( w \in \mathcal{D}(L^*) \), or, equivalently, the minimization of \(-\mathcal{D}(w)\). Thus, the dual optimization problem (Lagrange dual) of (2.1.15) is equivalent, in terms of minimizers, to
\[ \text{minimize } \| L^*w - u \|^2, \]
which recovers the \( LL^* \) minimization (2.1.13) (in a slightly different notation) and \( w \) is the dual variable (Lagrange multiplier) associated with the constraint in (2.1.15). Also, the Karush-Kuhn-Tucker optimality conditions for (2.1.15) are
\[ u - L^*w = 0, \quad Lu = f, \]
recovering (2.1.12) and the relation \( u = L^*w \). In summary, the \( LL^* \) formulation can be related to the minimal norm solution to the least-squares problem \( \min_{u \in \mathcal{D}(L)} \| Lu - f \|^2 \) (i.e., the minimal norm solution to \( Lu = f \)).

In this thesis, no explicit considerations of constrained minimization problems are presented. The focus is on unconstrained least-squares principles and we do not provide a detailed investigation of relations between these principles and constrained problems, even if such simple connections exist as in the \( LL^* \) method. Note that there are specialized constrained least-squares finite element methods in the literature; see [67, 68].

The hybrid least-squares method is introduced in [44]. The idea is to combine the \( LL^* \) method, which provides a certain best approximation in the \( L^2 \) norm, and the FOSLS method, which yields the best approximation in the operator norm, \( \| \cdot \|_0 \), to obtain a formulation that aims at approximations with respect to the graph norm, \( (\|v\|^2 + \|Lv\|^2)^{1/2} \). This is achieved by combining,
in a single functional, the FOSLL and FOSLS functionals together with a connecting intermediate term as follows:

\[
(u^h, w^h) = \underset{(v^h, z^h) \in V^h \times Z^h}{\text{argmin}} \left[ \|L^* z^h - u\|^2 + \|v^h - L^* z^h\|^2 + \|Lv^h - f\|^2 \right],
\]

where \( V^h \subset D(L) \), \( Z^h \subset D(L^*) \) are some finite element spaces and \( u \in D(L) \) is the exact solution to (2.1.1). Note that one of the major features of FOSLS, the natural error measure, is lost in the FOSLL method, but it is partially recovered in the hybrid formulation. Namely, the functional in (2.1.16) can be used as an error estimate by removing the FOSLL term, i.e., by only using the FOSLS and intermediate terms.

In Chapter 4, a couple of formulations are studied that resemble the hybrid method (2.1.16) but without the FOSLS term. Actually, the method of Chapter 3 can also be loosely viewed as a hybrid-type formulation, but it is considerably more specialized for the particular hyperbolic PDE at hand.

### 2.2 On hyperbolic equations

This dissertation is in the general field of numerical analysis, and novel least-squares methods for hyperbolic equations are proposed. While research in the theory of hyperbolic PDEs is in no way a goal in this thesis, the rather basic introduction in this section is useful as a preparation for the considerations in the coming chapters.

Probably the most widely known topic regarding the types of PDEs is the classification of linear second-order PDEs. We are only concerned with first-order equations of hyperbolic type here, and this is the only class we discuss. This is, clearly, related to the widely known notion of hyperbolicity in the second-order equations, which intuitively is associated with the possession of a “full” set of characteristics.

For simplicity and illustration, as is customary, only homogeneous equations (i.e., conservation laws) and initial value (Cauchy) problems are considered. This should not be an issues for the purpose of this section even though there is interest in equations with sources and this thesis is focused on such problems. Generally, initial value problems are formulated on the whole space and for non-negative time, involving only initial conditions without any boundary conditions. In the coming chapters, as practical, bounded computational domains are used and there is no significant
distinction between space and time, as well as between initial and boundary conditions and they are collectively called “(inflow) boundary conditions”. Nevertheless, a more stereotypical path is followed in this section.

Consider a partial differential equation of the form, for some integer dimensions \(d,m>0\),

\[
\tag{2.2.1}
\frac{\partial u}{\partial t} + \sum_{i=1}^{d} f_i(u)x_i = 0,
\]

where \(u: \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}^m\) is the vector of unknowns (dependent variables) also called state variables, which represent some (physical) quantities to be conserved, \(t,x_i\) are the independent variables, where \(t\) is time, and \(f_i: \mathbb{R}^m \to \mathbb{R}^m\) are called flux functions or flux vectors as they describe the flow of the conserved quantities, \(u\). It becomes clear below why PDEs like (2.2.1) are called (systems of) conservation laws, when they are derived from basic conservation principles. However, this is also clear from expressing (2.2.1) as

\[
\frac{\partial u}{\partial t} + \nabla_x \cdot F(u) = 0,
\]

where \(F: \mathbb{R}^m \to (\mathbb{R}^m)^d, F(u) = [f_1(u), \ldots, f_d(u)]\) and \(\nabla_x \cdot\) is the divergence with respect to the \(x_i\) variables, i.e., the spatial divergence. Furthermore, (2.2.1) can be expressed as

\[
\nabla_{t,x} \cdot \Phi(u) = 0,
\]

which is a preferred form in this dissertation. Here, \(\Phi: \mathbb{R}^m \to (\mathbb{R}^m)^{d+1}, \Phi(u) = [\iota(u), f_1(u), \ldots, f_d(u)]\), where \(\iota: \mathbb{R}^m \to \mathbb{R}^m\) is the identity map, and \(\nabla_{t,x} \cdot\) is the divergence with respect to \(t\) and the \(x_i\) variables, i.e., the space-time divergence.

The basic conservation principle states that, for any space-time volume (domain), \(D \subset \mathbb{R}_+ \times \mathbb{R}^d\), the net flux across its boundary, \(\partial D\), vanishes, indicating that no source or sink of the conserved quantities is present in the volume; that is,

\[
\tag{2.2.2}
\int_{\partial D} \mathbf{n} \cdot \Phi(u) \, d\mathbf{\sigma} = 0, \quad \forall D \subset \mathbb{R}_+ \times \mathbb{R}^d,
\]

where \(\mathbf{n}\) denotes the unit outward normal to \(\partial D\). Alternatively, this states that the total values of the conserved quantities in any spatial region change only due to flux through the respective spatial boundaries [1]. Green’s formula (integration by parts) gives

\[
\int_D \nabla_{t,x} \cdot \Phi(u) \, dt \, dx = \int_{\partial D} \mathbf{n} \cdot \Phi(u) \, d\mathbf{\sigma} = 0, \quad \forall D \subset \mathbb{R}_+ \times \mathbb{R}^d.
\]

\(^1\)Here, \(\mathbb{R}_+ = \{x \in \mathbb{R}; x \geq 0\}\).
This equality implies the differential form (2.2.1) of the conservation law, since it holds on any domain \( D \).

The PDE (2.2.1) is said to be hyperbolic if, for each value of \( v \in \mathbb{R}^m \), every real linear combination \( \sum_{i=1}^d \omega_i f'_i(v) \) is diagonalizable with real eigenvalues and eigenvectors, where \( f'_i \) denote the respective Jacobian matrices. It is strictly hyperbolic if all eigenvalues are distinct. In particular, scalar PDEs (i.e., the case \( m = 1 \)) of the form (2.2.1) are hyperbolic. In more detail, (2.2.1) is hyperbolic in the direction of time (or \( t \)-hyperbolic), which essentially means that the characteristics are never perpendicular to the time direction and, thus, allowing the consideration of initial value problems, where initial conditions can be imposed on hyperplanes in \( \mathbb{R}^+ \times \mathbb{R}^d \) that are perpendicular to the \( t \)-axis. Typically, the initial conditions are provided for \( t = 0 \) as

\[
(2.2.3) \quad u(0, x) = u_0(x),
\]

for a given initial state \( u_0 : \mathbb{R}^d \to \mathbb{R}^m \). Together (2.2.1) and (2.2.3) constitute a Cauchy hyperbolic problem.

In the linear case, the PDE becomes

\[
u_t + \sum_{i=1}^d A_i u_{x_i} = 0,
\]

where \( A_i : \mathbb{R}^+ \times \mathbb{R}^d \to \mathbb{R}^{m \times m} \) are given matrix-valued functions. Two alternative ways to write this equation are

\[
u_t + A \cdot \nabla_x u = 0,
\]

\[
\mathbb{B} \cdot \nabla_{t,x} u = 0,
\]

where \( A : \mathbb{R}^+ \times \mathbb{R}^d \to (\mathbb{R}^{m \times m})^d \), \( \mathbb{A}(t, x) = [A_1(t, x), \ldots, A_d(t, x)] \), \( \nabla_x \) is the spatial gradient, \( \mathbb{B} : \mathbb{R}^+ \times \mathbb{R}^d \to (\mathbb{R}^{m \times m})^{d+1} \), \( \mathbb{B}(t, x) = [I, A_1(t, x), \ldots, A_d(t, x)] \), and \( \nabla_{t,x} \) is the space-time gradient. The linear system is hyperbolic if every real linear combination \( \sum_{i=1}^d \omega_i A_i \) is diagonalizable with real eigenvalues and eigenvectors, and strictly hyperbolic if all eigenvalues are distinct. Note that the linear hyperbolic PDE above can be seen as a special case of (2.2.1) as long as the flux functions are allowed to explicitly depend on \( t \) and \( x \), which should not be a source of any issues.

Clearly, (2.2.1) can be expressed as a first-order quasilinear PDE. The method of characteristics is a well-known approach for solving and studying first-order quasilinear PDEs. It reduces
the problem to (autonomous) systems of ordinary differential equations. The classical method of characteristics mostly addresses classical solutions to the PDE, i.e., solutions that are continuously differentiable and satisfy (2.2.1) and (2.2.3) in the classical pointwise sense. However, one of the major difficulties associated with equations like (2.2.1) is that they model important behaviors that can be caused by the nonlinearity of the problem and result in solutions that have discontinuities, i.e., solutions that are not classical. In the linear case, this is less of an issue since linear hyperbolic PDEs can only have contact discontinuities, i.e., the discontinuities propagate only along characteristics and are not associated with any collisions between the characteristics. Thus, even though such discontinuous solutions are not classical, they can still be obtained unambiguously by the method of characteristics. In contrast, in the nonlinear case, characteristics can collide, even if all the given data is smooth, resulting in ambiguities in the method of characteristics since it leads to multivalued solutions. Such colliding characteristics lead to discontinuities called shocks, which are a typical of a nonlinear behavior. Moreover, another common nonlinear behavior is the characteristics “spreading apart”, which leads to entire regions where the method of characteristics cannot provide information on the solution. This setting is associated with rarefaction waves in the solution.

The solutions discussed above model important behaviors and while, due to their irregularity, they do not satisfy the differential form of the conservation law (2.2.1) in the classical sense, they satisfy the integral form of the conservation law in (2.2.2) and, thus, they model valuable physical behaviors. However, working with (2.2.2) is difficult. Therefore, the notion of a weak solution to the Cauchy problem (2.2.1) and (2.2.3) is introduced using a more convenient integral form of the conservation law. Namely, the PDE (2.2.1) is multiplied by continuously differentiable functions \( \phi: \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}^m \) that is compactly supported in \( \mathbb{R}_+ \times \mathbb{R}^d \) and then the Green’s formula (integration by parts) together with the initial condition (2.2.3) provide the weak formulation

\[
\int_{\mathbb{R}_+ \times \mathbb{R}^d} \Phi(u) \cdot \nabla_t u \phi \, dt \, dx = \int_{\mathbb{R}^d} (n \cdot \Phi(u_0)) \cdot \phi(0, x) \, dx = -\int_{\mathbb{R}^d} u_0(x) \cdot \phi(0, x) \, dx,
\]

for all continuously differentiable and compactly supported test functions \( \phi: \mathbb{R}_+ \times \mathbb{R}^d \to \mathbb{R}^m \). The notation here is intuitive, noting that some of the dot products are sums of other (lower-dimensional) dot products, effectively representing matrix multiplications. A weak solution to (2.2.1) and (2.2.3) is defined as a solution to the weak form (2.2.4). Notice that restricting the test
functions in (2.2.4) to only compactly supported in the open set \((\mathbb{R}_+ \setminus \{0\}) \times \mathbb{R}^d\) shows that any weak solution satisfies the PDE (2.2.1) in the sense of distributions, a terminology that we avoid in the rest of the thesis, but the weak form (2.2.4) also contains information on the initial condition (2.2.3). Moreover, weak solutions allow discontinuities and satisfy the integral form (2.2.2), thus maintaining the basic conservation principle.

In practice, there is a major interest in piecewise continuously differentiable weak solutions. Since the notion of a weak solution is naturally related to the conservation expressed in (2.2.2), piecewise continuously differentiable weak solutions satisfy the so-called Rankine-Hugoniot jump condition, which can be expressed here as

\[ [n \cdot \Phi(u)]_{\mathcal{C}} = 0 \]

almost everywhere along any surface of discontinuity \(\mathcal{C} \subset \mathbb{R}_+ \times \mathbb{R}^d\), where \([\cdot]_{\mathcal{C}}\) denotes the jump across \(\mathcal{C}\) and \(n\) is the unit normal to \(\mathcal{C}\), whose orientation is insignificant. In fact, the Rankine-Hugoniot condition is satisfied along any (orientable) surface, which may or may not be associated with a discontinuity. A converse also holds. Namely, [3, Theorem 2.1 on page 16] shows that if a piecewise continuously differentiable function satisfies the Rankine-Hugoniot condition along any surface of discontinuity and satisfies the PDE (2.2.1) in the classical sense where it is continuously differentiable, then it solves (2.2.1) in the sense of distributions. In general, as in Chapter 3, the Rankine-Hugoniot condition can be associated with the generalized flux, \(\Phi(u)\), belonging in an appropriate \(H(\text{div})\) Sobolev space. In fact, this theoretically extends the Rankine-Hugoniot condition, since it generally holds even if the weak solution is not piecewise continuously differentiable.

The approach to obtaining the weak formulation (2.2.4) and the considerations and facts above are quite general. Therefore, they can be applied when source terms are present (i.e., when (2.2.1) becomes a balance law) or bounded domains are used and initial-boundary value problems are considered.

While the general equation (2.2.1) does not seem to result in a very complicated form of a PDE, the numerical treatment of hyperbolic problems of this type is quite challenging. A major source of the challenges is that the weak solutions of interest are nonsmooth, resulting in difficulties in capturing discontinuities and their speeds, smearing and spurious oscillations close to the discontinuities. The conservation properties of the methods are quite important for obtaining correct
approximations to weak solutions. As discussed above, conservation is associated with the integral forms of the laws. In fact, a naive treatment of the differential form (2.2.1) of the conservation law can lead to inadequate methods. Thus, the notion of conservation and the integral forms of the law need to be taken into account. In particular, the method in Chapter 3 is closely related to the integral formulation (2.2.4), providing the desired conservation properties. In comparison, the conservative form introduced by Lax and Wendroff in [12] is a discrete representation of the integral form expressing the basic principle that the total values of the conserved quantities in any spatial region change only due to flux through the respective spatial boundaries. The resulting exact discrete conservation property, which is common in finite volume and discontinuous Galerkin methods, can be viewed as the following discretization of the integral form (2.2.2):

\begin{equation}
\int_{\partial E} n \cdot \Phi^h(u^h) \, d\sigma = 0,
\end{equation}

for all space-time computational cells (or elements) \( E \), where \( \Phi^h \) is an appropriate numerical flux. In fact, (2.2.5) holds when \( E \) is replaced by any union of computational cells (or elements) [1, 2]. This is related to an important component of the conservation, which is natural and general (i.e., also valid for balance laws). Namely, as in [3, page 362], the numerical flux needs to satisfy the Rankine-Hugoniot condition on the interfaces between cells (or elements) to obtain discrete conservation. This is intuitive since the continuity of the normal components of the flux guarantees that no quantity of the conserved variables is produced or consumed across the interfaces between cells (or elements). It is practical and common to study the behavior and properties of new methods by applying them to scalar PDEs. This path is followed in this dissertation, while the application and extension of the formulations to systems of PDEs is a subject of future work.

A further difficulty arises due to the possible multiplicity of the weak solutions, which is specific to nonlinear problems. Typically, in practice, only one solution is physically relevant [1]. Intuitively, this means that the fundamental conservation that defines the weak solution may lead to, in a sense, an underdetermined problem, since it may not be sufficient for unambiguously singling out the physically important behavior that is being modeled by the PDE. Therefore, additional physical principles are needed to select the admissible solution (also called entropy solution). This is achieved by introducing additional entropy (or admissibility) conditions that, in principle, recover the missing physical effects in the model. The name comes from gas dynamics, which is a major
field that uses hyperbolic models. The intuitive idea is that the entropy in the system cannot decrease over time. Thus, admissible discontinuities are either ones that follow the characteristics, or shocks in which the characteristics collide and information disappears, hence, increasing the entropy. In contrast, discontinuities from which characteristics emerge and, thus, information is generated are not admissible, since the entropy decreases. Another justification is related to the fact that hyperbolic conservation and balance laws are often seen as the limits of parabolic-type equations as the viscosity or diffusion vanishes. The vanishing viscosity (or diffusion) idea is rigorously, and in detail, studied in the theory of partial differential equations. In this case, the entropy solutions model the limiting behavior of the vanishing viscosity (or diffusion) solutions. That is, the hyperbolic models can be seen as simplifications of parabolic-type equations that model physical effects with a negligible contribution from diffusion or viscosity. However, the lack of viscous or diffusive terms leads to a possible loss of uniqueness and introduction of nonphysical behaviors, which is remedied by the entropy conditions that provide information on the desired physically relevant solution for the model. A sample setting where non-uniqueness of the weak solution can be observed is associated with rarefaction waves. In that case, as mentioned, the method of characteristics leaves gaps where the solution is not determined by the method. Those gaps can be filled in more than one way to obtain a weak solution. Only one approach is physically valid. Namely, filling the gap with a characteristic “fan” which represents the rarefaction. All other solutions involve inadmissible behaviors, like discontinuities from which characteristics emerge, that are unstable with respect to the presence of any small amount of viscosity or diffusion, which recovers the rarefaction wave as an admissible physical behavior. Entropy and admissibility are not particularly studied in this dissertation. They are discussed here only for completeness in pointing out the challenges associated with hyperbolic equations.
Chapter 3

A Weak Method Based on the Helmholtz Decomposition for Nonlinear Balance Laws

In this chapter, a least-squares finite element method for scalar nonlinear hyperbolic balance laws is proposed and studied. The main focus is on a formulation that utilizes an appropriate Helmholtz decomposition and is closely related to the standard notion of a weak solution. This relationship, together with a corresponding connection to negative-norm least-squares, is described in detail. As a consequence, an important numerical conservation theorem is obtained, similar to the famous Lax-Wendroff theorem. The numerical conservation properties of the method in this chapter do not fall precisely in the framework introduced by Lax and Wendroff, but they are similar in spirit as they guarantee that when certain convergence holds, the resulting approximations approach a weak solution to the hyperbolic problem. The convergence properties of the method are also discussed. Numerical results for the inviscid Burgers equation with discontinuous sources are shown. The numerical method utilizes a least-squares functional and a Gauss-Newton quadraticization technique.

3.1 Introduction

Hyperbolic conservation and balance laws arise often in practice, especially in problems of fluid mechanics [1, 2, 3, 4, 5]. The notion of a weak solution [69] is rather important for this type of partial differential equation (PDE) since it allows the consideration of solutions that posses discontinuities, which are of practical interest. In the numerical treatment of these problems, a related important
property is that the obtained approximations, if they converge, approach a weak solution [12] of the respective hyperbolic PDE. Such a property is related to the ability of the numerical method to correctly approximate weak solutions (i.e., solutions with discontinuities) to nonlinear problems [70, 1, 2, 3]. This is associated with the famous Lax-Wendroff theorem established in [12]. Based on that result, it has become standard, especially in the context of finite volume [2, 3] and discontinuous Galerkin (DG) finite element [13] methods, to consider so-called conservative schemes that posses a certain discrete conservation property. Such a conservation property in the Lax-Wendroff theorem provides a sufficient condition for approximating weak solutions to nonlinear hyperbolic PDEs. As demonstrated in [34], the discrete conservation property, while sufficient, is not necessary for obtaining convergence to a weak solution – a fact that is also utilized in this chapter. As in [34], the considerations here do not precisely abide by the framework provided by Lax and Wendroff in [12]. However, similar to [12, 34], we establish the important and desired numerical conservation property that approximations obtained by the method of this chapter approach a weak solution to the hyperbolic PDE of interest. Instead of the discrete conservation, here, similar to [34], this is due to the utilization of an appropriate least-squares minimization principle that is closely related to the notion of a weak solution. This largely motivates the consideration of the particular formulation in this chapter.

A variety of numerical schemes have been developed for the solution of hyperbolic conservation and balance laws. This includes finite difference and finite volume [1, 2, 4, 3, 10, 11, 5] as well as finite element methods. In the field of finite elements, notably, DG methods (see [13] and the references therein) are often utilized for the solution of hyperbolic PDEs as well as SUPG (streamline-upwind/Petrov-Galerkin) methods [14, 15, 16]. This chapter focuses on least-squares finite element techniques. Least-squares methods [29] have been developed for a variety of problems, including linear [33, 35, 15] and nonlinear [34] first-order hyperbolic PDEs; see also [32, 36, 37, 7, 38]. These approaches utilize appropriate least-squares minimization principles to obtain finite element discretizations of PDEs. Computationally, the problem is reduced to solving linear algebraic systems with symmetric positive definite matrices associated with quadratic minimization problems. Least-squares formulations provide natural error estimates for adaptive mesh refinement [63, 64, 65].

The main contributions of this chapter are summarized as follows. This work proposes and studies a general least-squares finite element formulation for scalar hyperbolic balance laws, which
is based on the standard notion of a weak solution. The fundamental idea is related to the consider-
ations in [34, 32]. Whereas [34, 32] introduce methods that are particularly tailored to conservation
laws, which only have zero source terms, this chapter extends their ideas to balance laws, which
allow nonzero sources. The approaches here and in [34, 32] are related in the sense that a Helmholtz
decomposition is used to obtain the final formulation. However, the method of this chapter utilizes
a different version of the Helmholtz decomposition compared to that of [34, 32], which allows not
only the accommodation of source terms but also a natural treatment of the inflow boundary con-
ditions. The differences are discussed in more detail at the end of Subsection 3.4.2. Moreover, the
proposed formulation is analyzed and, most notably, an important weak numerical conservation
property, similar to [12], is established that, in a sense, extends the respective result in [34, 32].
The method here satisfies such a weak conservation property essentially by design due to the use of
the particular Helmholtz decomposition and the resulting relationship of the obtained least-squares
principle with the notion of a weak solution. For clarity and simplicity of the considerations, the ba-
sic connection between the definition of a weak solution and an $H^{-1}$-type formulation is identified.
Also, the convergence properties of the method with respect to the $L^2$ norm are discussed. The
close and natural relation to the definition of a weak solution, however, contributes to considerable
difficulties in showing the desired norm convergence of the obtained approximations.

The approach here extends the ideas in [34, 32]. However, the particular method here and the
ones introduced in [34, 32] are different and do not coincide even when applied to conservation laws,
since different Helmholtz decompositions are used; see the end of Subsection 3.4.2. Furthermore,
a related method for balance laws can be obtained here by introducing an additional vector field
variable similar to the so-called “flux vector” formulation for conservation laws in [34, 32]. Such
an approach is not particularly considered in this chapter since it is quite closely related to the
proposed formulation with analogous properties.

The outline of the rest of the chapter is the following. Basic notions and the utilized Helmholtz
decomposition are presented in Section 3.2. Section 3.3 contains a general overview of scalar
hyperbolic balance laws. In Section 3.4, the least-squares formulations of interest are introduced,
and they are analyzed and studied in more detail in Section 3.5, including numerical conservation
and convergence properties. Section 3.6 is devoted to numerical results. Section 3.7 presents
additional considerations that are particularly specialized on linear hyperbolic problems. The
conclusions and future work are in the final Section 3.8.

### 3.2 Basic definitions and the Helmholtz decomposition

Here, basic notation and definitions are presented and the Helmholtz decomposition that is relevant to the considerations in this chapter is stated.

Let $\Omega$ be an open, bounded, and simply connected subset of $\mathbb{R}^2$ with a Lipschitz-continuous boundary, $\Gamma = \partial \Omega$, as defined in [71]. In the context of time-dependent hyperbolic problems, $\mathbb{R}^2$ represents the space-time, i.e., it is the $tx$-space, where $t$ and $x$ are the independent variables. Accordingly, $\nabla \cdot$ denotes the space-time divergence, i.e., $\nabla \cdot \mathbf{v} = \partial_t v_1 + \partial_x v_2$, for any appropriate vector field $\mathbf{v}: \Omega \to \mathbb{R}^2$, $\mathbf{v} = [v_1, v_2]$. Similarly, $\nabla$ and $\nabla^\perp$ are space-time differential operators defined as $\nabla \mathbf{v} = [\partial_t v, \partial_x v]$ and $\nabla^\perp \mathbf{v} = [\partial_x v, -\partial_t v]$, for any appropriate scalar function $v: \Omega \to \mathbb{R}$.

Let $\Gamma_S \subset \Gamma$ be a portion of the boundary, $\Gamma$, of $\Omega$ with a nonzero surface measure. The following denotes the space of $H^1(\Omega)$ functions with vanishing traces on $\Gamma_S$:

$$H^1_{0,\Gamma_S}(\Omega) = \left\{ v \in H^1(\Omega); \; v = 0 \text{ on } \Gamma_S \right\}.$$  

The space $H^1_{0,\Gamma_S}(\Omega)$ can be endowed with the $H^1(\Omega)$ norm: $\|v\|_1^2 = \|v\|^2 + \|\nabla v\|^2$, for $v \in H^1(\Omega)$, where $\|\cdot\|$ denotes the norms on both $L^2(\Omega)$ and $[L^2(\Omega)]^2$. It is convenient to also consider the $H^1(\Omega)$ seminorm: $|v|_1 = \|\nabla v\|$, for all $v \in H^1(\Omega)$. Owing to Poincaré’s inequality, using that $\Gamma_S$ has a nonzero surface measure, $|\cdot|_1$ is a norm in $H^1_{0,\Gamma_S}(\Omega)$, equivalent to $\|\cdot\|_1$; cf., [40, Lemma 3.1 in Chapter I]. Therefore, in this chapter, $H^1_{0,\Gamma_S}(\Omega)$ is endowed with the norm $|\cdot|_1$ and, clearly, it is a Hilbert space with respect to that norm.

It is customary to define the dual of a positive-order Sobolev space as a “negative-order” Sobolev space. Following this practice, the dual space of $H^1_{0,\Gamma_S}(\Omega)$ is denoted by $H^{-1}_{\Gamma_S}(\Omega)$ and it is endowed with the respective functional norm

$$\|\ell\|_{-1,\Gamma_S} = \sup_{v \in H^1_{0,\Gamma_S}(\Omega)} \frac{|\ell(v)|}{|v||_1}, \quad \forall \ell \in H^{-1}_{\Gamma_S}(\Omega),$$

where, to simplify notation, it is understood that $v \neq 0$ in the supremum. In particular, in the special case when $\Gamma_S \equiv \Gamma$, the commonly used notation is $H^1_{0,\Gamma}(\Omega) = H^1_{0,\Gamma}(\Omega)$ and $H^{-1}(\Omega) = H^{-1}_{\Gamma}(\Omega)$.

The inner products in both $L^2(\Omega)$ and $[L^2(\Omega)]^2$, which are associated with the respective norms $\|\cdot\|$, are denoted by $(\cdot, \cdot)$. Following the notation in [40], the inner product in $L^2(\Gamma)$ is denoted by

\[25\]
By extending the $L^2(\Gamma)$ inner product into a duality pairing, as is customary, $\langle \cdot, \cdot \rangle_{\Gamma}$ is also used (as in [40]) to denote the duality pairing between $H^{-1/2}(\Gamma)$ and $H^{1/2}(\Gamma)$, where $H^{1/2}(\Gamma)$ is the space of traces on $\Gamma$ of functions in $H^1(\Omega)$ and $H^{-1/2}(\Gamma)$ is its dual; see [40, 41, 72, 73, 74].

The Sobolev space of square integrable vector fields on $\Omega$ with square integrable divergence (see [40, 41]) is defined as

$$H(\text{div}; \Omega) = \left\{ v \in [L^2(\Omega)]^2; \nabla \cdot v \in L^2(\Omega) \right\},$$

where (cf., [72, 62]) $\nabla \cdot v \in L^2(\Omega)$, for $v \in [L^2(\Omega)]^2$, is understood in the sense that there exists a (unique) function $v \in L^2(\Omega)$ such that

$$-(v, \nabla \phi) = (v, \phi), \quad \forall \phi \in H^1_0(\Omega),$$

in which case $\nabla \cdot v = v \in L^2(\Omega)$.

Using the notation above, we can write the following Green’s formula [40]:

$$\langle v, \nabla \phi \rangle + \langle \nabla \cdot v, \phi \rangle = \langle v \cdot n, \phi \rangle_{\Gamma}, \quad \forall v \in H(\text{div}; \Omega), \forall \phi \in H^1(\Omega),$$

where $n$ is the unit outward normal to $\Gamma$.

Finally, assume that $\Gamma$ is split into two non-overlapping relatively open subsurfaces $\Gamma_1$ and $\Gamma_2$ of nonzero surface measures, i.e., $\Gamma = \Gamma_1 \cup \Gamma_2$ and $\Gamma_1 \cap \Gamma_2 = \emptyset$. Also, $\Gamma_1$ and $\Gamma_2$ are assumed to consist of finite numbers of connected components. Similar to [40, Sections 2 and 3 of Chapter I], the following Helmholtz decomposition can be obtained; cf., [40, Theorem 3.2 in Chapter I].

**Theorem 3.2.1 (Helmholtz decomposition)** For every $v \in [L^2(\Omega)]^2$, the following $L^2$-orthogonal decomposition holds:

$$v = \nabla q + \nabla^\perp \psi,$$

where $q \in H^1_{0, \Gamma_1}(\Omega)$ is the unique solution to

$$\text{Find } q \in H^1_{0, \Gamma_1}(\Omega): \langle \nabla q, \nabla \phi \rangle = \langle v, \nabla \phi \rangle, \quad \forall \phi \in H^1_{0, \Gamma_1}(\Omega),$$

and $\psi \in H^1_{0, \Gamma_2}(\Omega)$ is the unique solution to

$$\text{Find } \psi \in H^1_{0, \Gamma_2}(\Omega): \langle \nabla^\perp \psi, \nabla^\perp \nu \rangle = \langle v, \nabla^\perp \nu \rangle, \quad \forall \nu \in H^1_{0, \Gamma_2}(\Omega).$$
Remark 3.2.2 The weak problem (3.2.5) can be interpreted, formally, as the following elliptic PDE for $\psi$:

$$-\Delta \psi = \text{curl } v \quad \text{in } \Omega,$$

$$\psi = 0 \quad \text{on } \Gamma_2,$$

$$\frac{\partial \psi}{\partial n} = -(v - \nabla q) \cdot \tau = -v \cdot \tau \quad \text{on } \Gamma_1.$$

Here, $\Delta$ denotes the Laplace operator, $\Delta \psi = \partial_{tt} \psi + \partial_{xx} \psi$, $\text{curl } v = \partial_t v_2 - \partial_x v_1$, and $\tau = [-n_2, n_1]$, where $n = [n_1, n_2]$, is the unit tangent to the boundary, $\Gamma$.

Remark 3.2.3 In particular, when additionally $v \in H(\text{div}; \Omega)$, then, using (3.2.2), (3.2.4) can be expressed as

$$(3.2.6) \quad \text{Find } q \in H^1_{0, \Gamma_1}(\Omega): (\nabla q, \nabla \phi) = - (\nabla \cdot v, \phi) + (v \cdot n, \phi)_{\Gamma}, \quad \forall \phi \in H^1_{0, \Gamma_1}(\Omega),$$

which is interpreted (cf., [40, Corollary 2.6 in Chapter I], see also [74]) as the weak formulation of the following elliptic PDE for $q$:

$$\Delta q = \nabla \cdot v \quad \text{in } \Omega,$$

$$q = 0 \quad \text{on } \Gamma_1,$$

$$\frac{\partial q}{\partial n} = v \cdot n \quad \text{on } \Gamma_2.$$

For general $v \in [L^2(\Omega)]^2$, (3.2.4) can be interpreted the same way, but only formally. ⬤

3.3 Scalar hyperbolic balance laws

This section provides an overview of the basic notions and properties associated with hyperbolic balance laws. This serves as a foundation for the sections that follow.

In this chapter, we consider scalar hyperbolic balance laws (see [2]) of the form

$$(3.3.1a) \quad \nabla \cdot f(u) = r \quad \text{in } \Omega,$$

$$(3.3.1b) \quad u = g \quad \text{on } \Gamma_I,$$

where the generally nonlinear flux vector $f: \mathbb{R} \to \mathbb{R}^2$, $f \in [L^\infty_{\text{loc}}(\mathbb{R})]^2$, $f = [f_1, f_2]$, the source term $r \in L^2(\Omega)$, the inflow boundary data $g \in L^\infty(\Gamma_I)$ are given, and $u$ is the unknown dependent
variable. Recall that $L^\infty_{\text{loc}}(\mathbb{R})$ is the space of measurable functions that are in $L^\infty(J)$, for all compact subsets $J \subset \mathbb{R}$. Clearly, under the assumptions on $f$ below, (3.3.1a) can be represented as a first-order quasilinear PDE for $u$. When $r \equiv 0$, (3.3.1) becomes a hyperbolic conservation law. Here, $\Gamma_I$ denotes the inflow portion of the boundary, $\Gamma$, to be considered in more detail below. In problems of type (3.3.1) that are of practical interest, $f$ is often continuously differentiable and $f_1 \equiv \iota$, where $\iota: \mathbb{R} \to \mathbb{R}$ is the identity function $\iota(v) = v$, $v \in \mathbb{R}$. Nevertheless, it is convenient here to consider scalar balance laws in the general form (3.3.1). Since the focus is on weak solutions to (3.3.1) (defined below), we only assume that the components of the flux vector, $f$, are locally Lipschitz-continuous on $\mathbb{R}$; that is, for every compact subset $J \subset \mathbb{R}$, there exists a constant $K_{f,J} > 0$, which generally depends on $f$ and the set $J$, such that

$$
|f_i(v_1) - f_i(v_2)| \leq K_{f,J}|v_1 - v_2|, \quad \forall v_1, v_2 \in J, \quad i = 1, 2.
$$

(3.3.2)

Note that, by Rademacher’s theorem (see, e.g., [54, Theorem 6 in Subsection 5.8.3]), (3.3.2) implies that $f$ is differentiable, in the classical sense, almost everywhere (a.e.) in $\mathbb{R}$ and $f' \in [L^\infty_{\text{loc}}(\mathbb{R})]^2$.

The assumption (3.3.2) is reasonable and mild since it includes a wide class of problems. In particular, any continuously differentiable $f$ clearly satisfies (3.3.2). Moreover, certain requirements on the Lipschitz-continuity of the “numerical flux” are also encountered in the literature on finite volume methods; see, e.g., [2, Subsection 4.3.1][3, Subsection 4.1.2 of Chapter IV]. In general, there are PDEs of interest with discontinuous flux functions; see, e.g., [75] and the references therein. In this chapter, for simplicity of the analysis, we concentrate on problems that satisfy (3.3.2). Nevertheless, the considered formulations are also sensible in the general case of discontinuous $f$. A further investigation in that direction is a subject of future work. Currently, (3.3.2) admits discontinuous $f'$, which allows a quasilinear PDE with discontinuous coefficients.

**Remark 3.3.1** In view of [54, Subsection 5.8.2b], the above assumptions on the flux vector, $f$, are equivalent to the simple assumption $f \in [W^{1,\infty}_{\text{loc}}(\mathbb{R})]^2$. The implied a.e. differentiability of $f$ is sufficient for the notions considered in this section. Further assumptions are made as they become necessary.

According to the method of characteristics (see, e.g., [56, 55, 54, 57]), the characteristics of (3.3.1a) have directions determined by $f'(\hat{u})$, where $\hat{u}$ is an exact (weak) solution to (3.3.1) (defined
below) of interest; i.e., in the nonlinear case, the characteristics depend on the solution. This motivates the following definition of portions of the boundary, \( \Gamma \), which also depend on the solution, in the nonlinear case.

**Definition 3.3.2** Let \( \hat{u} \) be an exact (weak) solution to (3.3.1) (defined below) of interest. The **inflow** portion of the boundary, \( \Gamma \), of \( \Omega \) is defined as (see [32, 34, 35])

\[
\Gamma_I = \{ x \in \Gamma; f'(\hat{u}) \cdot n < 0 \}.
\]

Similarly, the **outflow** portion of the boundary and the portion that is tangential to the flow are, respectively,

\[
\Gamma_O = \{ x \in \Gamma; f'(\hat{u}) \cdot n > 0 \}, \quad \Gamma_T = \{ x \in \Gamma; f'(\hat{u}) \cdot n = 0 \}.
\]

The complement (essentially) in \( \Gamma \) of \( \Gamma_I \) is \( \Gamma_C = \Gamma_O \cup \Gamma_T = \{ x \in \Gamma; f'(\hat{u}) \cdot n \geq 0 \} \).

This motivates the consideration of boundary conditions that are posed on the inflow boundary, \( \Gamma_I \), in (3.3.1b). Furthermore, a consistency requirement on the inflow data, \( g \), is that \( f'(g) \cdot n < 0 \) on \( \Gamma_I \).

Note that weak solutions (defined below) to (3.3.1) of practical interest possess a certain structure. Namely, solutions to (3.3.1), that are important in practical cases, are piecewise continuously differentiable; see [3, 54, 2, 1, 10]. For completeness, we include the definition of piecewise continuously differentiable functions on \( \Omega \), which is useful in the context here; see also [3].

**Definition 3.3.3** A function \( u \) on \( \Omega \) is **piecewise continuously differentiable** (or, in short, **piecewise \( C^1 \)**) if \( \Omega \) can be partitioned by a finite number of continuous curves into a finite number of open simply connected subdomains, \( \Omega_i \), for \( i = 1, \ldots, m \), with Lipschitz-continuous boundaries, \( \partial\Omega_i \), such that \( u \in C^1(\Omega_i) \cap C(\overline{\Omega_i}) \), for \( i = 1, \ldots, m \). Hence, \( u \) is allowed to have only jump discontinuities (with finite jumps) across the interfaces of the subdomains.

**Remark 3.3.4** Observe that any piecewise \( C^1 \) function on \( \Omega \) is uniformly continuous on the respective subdomains, \( \Omega_i \). Thus, piecewise \( C^1 \) functions are in \( L^\infty(\Omega) \) and also possess a simple notion of restrictions (traces) on \( \Gamma \), since they are clearly piecewise continuous on \( \Gamma \). Indeed, any such trace is well-defined in a pointwise sense on \( \Gamma \) excluding a finite number of points, i.e., excluding a set
of zero surface measure. Clearly, sets of zero measure are irrelevant for the weak formulations considered below. In particular, for cases of practical interest, when piecewise $C^1$ solutions are sought, the boundary data in (3.3.1b), $g$, is piecewise continuous. These considerations provide a meaning behind (3.3.1b), i.e., the boundary condition can be understood in the sense of the above discussed traces. In terms of Sobolev spaces, for any piecewise $C^1$ function $u$, it holds that $u \in H^{1/2-\epsilon}(\Omega)$ and $u|_{\Gamma_I} \in H^{1/2-\epsilon}(\Gamma_I)$, for any real $\epsilon > 0$. Hence, for boundary data, $g$, of practical interest, it also holds that $g \in H^{1/2-\epsilon}(\Gamma_I)$.

**Remark 3.3.5** Under the assumption of local Lipschitz-continuity (3.3.2), $f(u)$ is piecewise continuous when $u$ is piecewise $C^1$. Thus, $f(u) \in [L^\infty(\Omega)]^2$ and $f(u)$, similar to Remark 3.3.4, has a clear notion of a trace on $\Gamma$. Furthermore, $f(u) \cdot n$ makes sense a.e. on $\Gamma$ and $f(u) \cdot n \in L^\infty(\Gamma)$. Similarly, $f'(u)$ and $f'(u) \cdot n$ make sense a.e. on $\Gamma$ and $f'(u) \cdot n \in L^\infty(\Gamma)$. This provides some substance into the above definition of portions of the boundary, Definition 3.3.2, when piecewise $C^1$ solutions are considered. Namely, the portions of the boundary in Definition 3.3.2, for a piecewise $C^1$ solution $\hat{u}$, are defined up to sets of zero surface measure. This is sufficient for the weak formulations considered below.

The notion of a classical solution to (3.3.1) is rather simple; see, e.g., [3]. Namely, $\hat{u} \in C(\overline{\Omega}) \cap C^1(\Omega)$ is a classical solution to (3.3.1) if it satisfies (3.3.1) in a pointwise sense, where the derivatives in (3.3.1a) are interpreted in the classical sense. This needs the additional assumption that $f$ is continuously differentiable, which often holds, so that the PDE (3.3.1a) would be well-defined everywhere on $\Omega$ in the classical sense.

As already discussed, it is common in practical applications of balance laws of the type (3.3.1) to consider solutions that are piecewise $C^1$. Clearly, in general, such solutions are not classical. Therefore, we are not particularly interested in classical solutions and concentrate on the important notion of a weak solution that extends the notion of a classical solution (i.e., every classical solution is also a weak one) and allows for piecewise $C^1$ solutions; cf., [3, 2, 1, 54, 55, 11, 12, 69, 34, 10]. In particular, any piecewise $C^1$ function is a weak solution to (3.3.1) if it satisfies the equation in the classical sense a.e. in the regions where it is continuously differentiable, whereas across jumps it needs to conform to additional jump conditions, which guarantee that it satisfies the equation.
(3.3.1a) in a “weak sense” [3]. This is further discussed below after the following definition of a weak solution based on integration by parts.

**Definition 3.3.6** A function \( \hat{u} \in L^\infty(\Omega) \) is a weak solution to (3.3.1) if it satisfies

\[
-\int_\Omega f(\hat{u}) \cdot \nabla \phi \, dx = \int_\Omega r \phi \, dx - \int_{\Gamma_I} f(g) \cdot n \phi \, d\sigma, \quad \forall \phi \in C^1_0, \Gamma_C(\Omega),
\]

where \( C^1_0, \Gamma_C(\Omega) = \{ \phi \in C^1(\Omega); \phi = 0 \text{ on } \Gamma_C \} \). In terms of the notation in Section 3.2, this can be equivalently expressed as

\[
-(f(\hat{u}), \nabla \phi) = (r, \phi) - (f(g) \cdot n, \phi)_\Gamma, \quad \forall \phi \in H^1_{0, \Gamma_C}(\Omega),
\]

using the density (cf., [76]) of \( C^1_0, \Gamma_C(\Omega) \) in \( H^1_{0, \Gamma_C}(\Omega) \).

The following lemma is obtained easily from the above definitions; see also [3, 34].

**Lemma 3.3.7** It holds that \( f(\hat{u}) \in H(\text{div}; \Omega) \) and \( \nabla \cdot f(\hat{u}) = r \), for any weak solution (in the sense of (3.3.3)), \( \hat{u} \in L^\infty(\Omega) \), to (3.3.1).

**Proof.** It is easy to see, using (3.3.2), that \( f(u) \in [L^\infty(\Omega)]^2 \subset [L^2(\Omega)]^2 \), for every \( u \in L^\infty(\Omega) \). Furthermore, in view of (3.3.3) and (3.2.1), it holds that \( \nabla \cdot f(\hat{u}) \in L^2(\Omega) \) and \( \nabla \cdot f(\hat{u}) = r \in L^2(\Omega) \), for any weak solution, \( \hat{u} \in L^\infty(\Omega) \), to (3.3.1).

In other words, the PDE (3.3.1a) is satisfied by \( \hat{u} \) in an \( L^2 \) sense. Also, in view of Lemma 3.3.7, the weak formulation (3.3.3) can be seen, in a sense, as the result of applying the Green’s formula (3.2.2) to (3.3.1).

Note that Lemma 3.3.7 holds under quite general assumptions and \( \hat{u} \) does not need to be piecewise \( C^1 \). In particular, in view of [34, Lemma 2.4] (see also [62, Lemma 5.3(3)]), for any piecewise \( C^1 \) function \( u \), using that \( f(u) \) is piecewise Lipschitz-continuous, \( f(u) \in H(\text{div}; \Omega) \) is equivalent to the Rankine-Hugoniot jump condition

\[
[f(u) \cdot n]_\mathcal{C} = 0 \text{ a.e. on } \mathcal{C},
\]

for every curve \( \mathcal{C} \subset \Omega \); cf., [34, 3, 54, 55]. Here, \([\cdot]_\mathcal{C}\) is the jump across the curve \( \mathcal{C} \) and \( n \) denotes the unit normal to \( \mathcal{C} \), where the particular orientation is irrelevant for the jump condition. Furthermore, it is not difficult to generalize the equivalence in [3, Theorem 2.1 on page 16] to the
case of balance laws of the form (3.3.1), utilizing the argument in [3, Theorem 2.1 on page 16] with minor modifications. However, these results are not needed for the considerations in this chapter and are only mentioned to highlight the connection between $f(\hat{u})$ being in $H(\text{div}; \Omega)$ and the more often encountered, in the context of hyperbolic conservation and balance laws, Rankine-Hugoniot jump condition, when piecewise $C^1$ weak solutions are considered; see also [34].

3.4 Least-squares formulations

This section is devoted to the least-squares principles, related to the weak formulation (3.3.3), that can be used for deriving finite element methods for balance laws of the form (3.3.1). First, an $H^{-1}$-based formulation is discussed. Then, the approach based on the Helmholtz decomposition in Theorem 3.2.1, which is a main focus of this chapter, is described.

3.4.1 A $H^{-1}$-based formulation

Here, we comment on the relation between the definition (3.3.3), of a weak solution to (3.3.1), and the $H^{-1}$-type spaces defined in Section 3.2. First, “weak-weak divergence” is introduced.

Definition 3.4.1 For any vector field $v \in [L^2(\Omega)]^2$, the “weak-weak divergence” operator

$$[\nabla_w \cdot ] : [L^2(\Omega)]^2 \to H^{-1}_{\Gamma_C}(\Omega)$$

is defined as $\nabla_w \cdot v = \ell_v \in H^{-1}_{\Gamma_C}(\Omega)$, where $\ell_v(\phi) = -(v, \nabla \phi)$, for all $\phi \in H^1_{0,\Gamma_C}(\Omega)$. \hfill \diamond

Remark 3.4.2 For the case when $v \in H(\text{div}; \Omega)$, owing to (3.2.2), the relation between the “weak-weak” and the “standard”, $[\nabla \cdot ] : H(\text{div}; \Omega) \to L^2(\Omega)$ (defined via (3.2.1)), divergence operators is

$$[\nabla_w \cdot v](\phi) = -(v, \nabla \phi) = (\nabla \cdot v, \phi) - (v \cdot n, \phi)_{\Gamma}, \quad \forall \phi \in H^1_{0,\Gamma_C}(\Omega).$$

Thus, if additionally $v \cdot n = 0$ on $\Gamma_I$, then $\nabla_w \cdot v$ and $\nabla \cdot v$ can be equated via the standard embedding of $L^2(\Omega)$ into $H^{-1}_{\Gamma_C}(\Omega)$; see [77, Remark 3 in Section 5.2]. Otherwise, $\nabla_w \cdot v$ and $\nabla \cdot v$ cannot be identified, since $\nabla_w \cdot v$ treats the terms on the inflow boundary, $\Gamma_I$, differently, which is convenient when we return to the weak formulation (3.3.3) below. \hfill \diamond
Next, consider the linear functional $\ell_d$, defined as

$$\ell_d(\phi) = (r, \phi) - \langle f(g) \cdot n, \phi \rangle_{\Gamma}, \quad \forall \phi \in H^1_{0,\Gamma_C}(\Omega),$$

where $r$ and $g$ represent the given data in (3.3.1). It is easy to see that $\ell_d \in H^{-1}_{\Gamma_C}(\Omega)$. This functional, $\ell_d \in H^{-1}_{\Gamma_C}(\Omega)$, contains all the given data in (3.3.1) and (3.3.3), i.e., it contains both the source and inflow boundary data. Then, in view of the weak formulation (3.3.3), which defines a weak solution to (3.3.1), and the definition of $\nabla w \cdot$, the problem of finding weak solutions to (3.3.1) is equivalent to the problem of finding solutions, in $L^\infty(\Omega)$, to the equation

$$\nabla w \cdot f(u) = \ell_d,$$

where the equality is understood in $H^{-1}_{\Gamma_C}(\Omega)$ sense (i.e., it is understood as the equality of functionals in $H^{-1}_{\Gamma_C}(\Omega)$: $[\nabla w \cdot f(u)](\phi) = \ell_d(\phi)$, for all $\phi \in H^1_{0,\Gamma_C}(\Omega)$). Equivalently, this can be expressed as

$$\|\nabla w \cdot f(u) - \ell_d\|_{-1,\Gamma_C} = 0.$$

Thus, a natural discrete least-squares formulation is

$$u^h = \arg\min_{v^h \in U^h} \|\nabla w \cdot f(v^h) - \ell_d\|^2_{-1,\Gamma_C},$$

for some finite element space $U^h \subset L^\infty(\Omega)$. In the next subsection, a related (as it is also associated with the weak formulation (3.3.3)) least-squares principle is considered, based on the Helmholtz decomposition in Theorem 3.2.1, which is more convenient for computation.

Finally, the following lemma is useful for the considerations below. It, in a sense, already hints at the relationship between the Helmholtz decomposition and the $H^{-1}$-based formulations (3.4.2) and (3.4.3).

**Lemma 3.4.3** Let $v \in [L^2(\Omega)]^2$ have the Helmholtz decomposition (provided by Theorem 3.2.1, with $\Gamma_1 = \Gamma_C$ and $\Gamma_2 = \Gamma_I$) $v = \nabla q + \nabla^\perp \psi$, for the respective unique $q \in H^1_{0,\Gamma_C}(\Omega)$ and $\psi \in H^1_{0,\Gamma_I}(\Omega)$. Then it holds that

$$[\nabla w \cdot v](\phi) = -((\nabla q, \nabla \phi), \quad \forall \phi \in H^1_{0,\Gamma_C}(\Omega),$$

$$\|\nabla w \cdot v\|_{-1,\Gamma_C} = \|\nabla q\|.$$

**Proof.** Using the definition of $\nabla w \cdot$ and (3.2.4), for any $\phi \in H^1_{0,\Gamma_C}(\Omega)$, it holds that

$$[\nabla w \cdot v](\phi) = -(v, \nabla \phi) = -(\nabla q, \nabla \phi),$$
∥∇w · v∥^{−1,Γ_C} = \sup_{φ \in H^1_{0,Γ_C}(Ω)} \frac{∥∇w · v∥(φ)}{∥φ∥_1} = \sup_{φ \in H^1_{0,Γ_C}(Ω)} \frac{∥(∇q, ∇φ)∥}{∥φ∥_1} = ∥∇q∥.

As a consequence of Lemma 3.4.3, ∥∇w · v∥^{−1,Γ_C} ≤ ∥v∥ = (∥∥q∥^2 + ∥∇^⊥ψ∥^2)^{1/2}, for any v ∈ [L^2(Ω)]^2. This shows that [∇w ·]: [L^2(Ω)] → H^{−1,Γ_C}(Ω) is a bounded linear operator. Also, the null space of ∇w · is

\begin{equation}
N(∇w ·) = \{ v ∈ [L^2(Ω)]^2; v = ∇^⊥ν for some ν ∈ H^1_{0,Γ_I}(Ω) \}.
\end{equation}

### 3.4.2 A formulation based on the Helmholtz decomposition

In this subsection, the formulation based on the Helmholtz decomposition in Theorem 3.2.1, which is a main focus of this chapter, is described. Here, Theorem 3.2.1 is applied, using the notation Γ_1 = Γ_C and Γ_2 = Γ_I.

Let ̂u ∈ L^∞(Ω) be a weak solution of interest to (3.3.1), as defined by (3.3.3). In view of Lemma 3.3.7, f(̂u) ∈ H(div; Ω) ⊂ [L^2(Ω)]^2. Thus, owing to Theorem 3.2.1, consider the Helmholtz decomposition

\begin{equation}
f(̂u) = ∇q + ∇^⊥ψ,
\end{equation}

for the respective, uniquely determined (by f(̂u)), q ∈ H^1_{0,Γ_C}(Ω) and ψ ∈ H^1_{0,Γ_I}(Ω). Owing to (3.2.4), the definition of ∇w ·, and (3.4.2) (or, using directly (3.3.3)), it holds that

\begin{equation}
(∇q, ∇φ) = (f(̂u), ∇φ) = −[∇w · f(̂u)](φ) = −ℓ_d(φ), \quad ∀φ ∈ H^1_{0,Γ_C}(Ω),
\end{equation}

where ℓ_d ∈ H^{−1,Γ_C}(Ω) is defined in (3.4.1). Alternatively, this follows from Lemma 3.3.7 and (3.2.6). Furthermore, in view of Remark 3.2.3, Lemma 3.3.7, and (3.3.1), (3.4.6) is interpreted as the weak formulation of the following elliptic PDE for q:

\begin{align}
Δq &= r \quad \text{in } Ω, \\
q &= 0 \quad \text{on } Γ_C, \\
\frac{∂q}{∂n} &= f(g) · n \quad \text{on } Γ_I.
\end{align}

**Remark 3.4.4** It is known (cf., [1, 2]) that, in general, nonlinear PDEs of the type (3.3.1) can have multiple weak solutions. This is specific to nonlinear problems, since the method of characteristics provides the uniqueness of the solution to first-order linear hyperbolic PDEs. The well-posedness of
linear hyperbolic problems is studied in detail, in a least-squares context, in [33]; see also [32, 35] and Chapter 4. Recall that, as discussed in the previous subsection, the functional $\ell_d \in H_{-1}^0(\Omega)$ contains all the given data in the problem (3.3.1). Thus, in view of the weak form (3.4.6), $q \in H_{0, \Gamma_C}^1(\Omega)$, in the decomposition (3.4.5), is uniquely determined by the given data as the solution, interestingly, to the elliptic PDE (3.4.7). In contrast, $\psi \in H_{0, \Gamma_I}^1(\Omega)$, in (3.4.5), is uniquely determined once the weak solution, $\hat{u}$, is fixed and, by (3.2.5), it satisfies $(\nabla^\perp \psi, \nabla^\perp \nu) = (f(\hat{u}), \nabla^\perp \nu)$, for all $\nu \in H_{0, \Gamma_I}^1(\Omega)$, but it is not directly determined by the given data in (3.3.1). Hence, if $\tilde{u} \in L^\infty(\Omega)$ is another weak solution to (3.3.1), then $f(\tilde{u}) = \nabla q + \nabla^\perp \tilde{\psi}$, for some $\tilde{\psi} \in H_{0, \Gamma_I}^1(\Omega)$, whereas $q \in H_{0, \Gamma_C}^1(\Omega)$ is the same as in (3.4.5), since it must satisfy (3.4.6). In view of the operator $\nabla_w \cdot$ and the formulation (3.4.2), this is to be expected, since, from (3.4.4), $[f(\tilde{u}) - f(\hat{u})] \in \mathcal{N}(\nabla_w \cdot)$. In theory, another possible source of non-uniqueness is if $f(\hat{u}) = f(\tilde{u})$ can hold, even when $\hat{u} \neq \tilde{u}$. However, this cannot happen in practical problems, since, as discussed in Section 3.3, the first component of $f$ is the identity function on $\mathbb{R}$, $f_1 \equiv \iota$. Therefore, the only practically possible source of non-uniqueness of the weak solution to (3.3.1) is the potential non-uniqueness of the $H_{0, \Gamma_I}^1(\Omega)$ component of the decomposition in (3.4.5), since it is determined only implicitly by the given data; that is, once the component $q \in H_{0, \Gamma_C}^1(\Omega)$ in (3.4.5) is fixed by the given data, through the weak problem (3.4.6), any $\psi \in H_{0, \Gamma_I}^1(\Omega)$ can be selected, as long as the equality (3.4.5) would hold for some $\hat{u} \in L^\infty(\Omega)$, which is the only constraint on the $H_{0, \Gamma_I}^1(\Omega)$ component in (3.4.5) that the PDE (3.3.1) and the weak formulation (3.3.3) (or its equivalent (3.4.2)) provide.

Now, based on the Helmholtz decomposition (3.4.5) and the above discussion, (3.3.1) is reformulated as the following first-order system of PDEs, for the unknowns $v$, $p$, and $\mu$:

$$f(v) - \nabla p - \nabla^\perp \mu = 0 \quad \text{in } \Omega,$$

$$\nabla p = \nabla q \quad \text{in } \Omega,$$  

$$p = 0 \quad \text{on } \Gamma_C,$$

$$\mu = 0 \quad \text{on } \Gamma_I,$$

where $q \in H_{0, \Gamma_C}^1(\Omega)$ is considered given as the unique solution to (3.4.6). The least-squares functional derived from (3.4.8) is

$$F(v, p, \mu; q) = \|f(v) - \nabla p - \nabla^\perp \mu\|^2 + \|\nabla p - \nabla q\|^2,$$
defined for \( v \in L^\infty(\Omega), p \in H^1_{0,\Gamma_C}(\Omega), \) and \( \mu \in H^1_{0,\Gamma_I}(\Omega). \) This results in a least-squares principle for the minimization of \( \mathcal{F}. \) Simply setting \( p = q \) and removing the second term in (3.4.9) is not an option in practice since \( q \in H^1_{0,\Gamma_C}(\Omega) \) is only given implicitly as the solution to (3.4.6) and it is a function from the infinite-dimensional Sobolev space \( H^1_{0,\Gamma_C}(\Omega), \) that cannot be exactly represented in a practical computation. One approach to addressing such a minimization is by reformulating it as a two-stage process, where the first stage obtains an approximation to \( q \in H^1_{0,\Gamma_C}(\Omega) \) by solving (3.4.7) and then, using this approximation, the minimization of \( \mathcal{F} \) is addressed in the second stage.

Alternatively, owing to (3.4.6), we consider the functional, for \( v \in L^\infty(\Omega), p \in H^1_{0,\Gamma_C}(\Omega), \) and \( \mu \in H^1_{0,\Gamma_I}(\Omega), \)

\[
\hat{\mathcal{F}}(v, p, \mu; r, g) = \| f(v) - \nabla p - \nabla^\perp \mu \|^2 + \| \nabla p \|^2 + 2 \ell_d(p) = \| f(v) - \nabla p - \nabla^\perp \mu \|^2 + \| \nabla p \|^2 + 2 \left[ (r, p) - \langle f(g) \cdot n, p \rangle_{\Gamma} \right],
\]

(3.4.10)

which utilizes only available data and is more convenient for a direct implementation. The minimization of \( \mathcal{F} \) is equivalent (in terms of minimizers) to the minimization of \( \hat{\mathcal{F}}. \) Notice that the minimal value of \( \mathcal{F} \) is 0, whereas the minimal value of \( \hat{\mathcal{F}} \) is \(-\| \nabla q \|^2. \) Unlike \( \mathcal{F}, \) \( \hat{\mathcal{F}} \) can be evaluated for any given \( (v, p, \mu) \in L^\infty(\Omega) \times H^1_{0,\Gamma_C}(\Omega) \times H^1_{0,\Gamma_I}(\Omega) \) using only available information, without requiring explicit knowledge of \( q. \)

Consider finite element spaces \( U^h \subset L^\infty(\Omega), \) \( V^h_{\Gamma_C} \subset H^1_{0,\Gamma_C}(\Omega), \) \( V^h_{\Gamma_I} \subset H^1_{0,\Gamma_I}(\Omega). \) In general, these spaces do not need to be on the same mesh or of the same order. Nevertheless, for simplicity of notation, we use \( h \) to denote the mesh parameters on all spaces and it is not difficult to extend the results and formulations in this chapter to the general case of different mesh parameters. The discrete least-squares formulation of interest in this chapter is

\[
\begin{align*}
\text{minimize} & \quad \mathcal{F}(v^h, p^h, \mu^h; q) \quad \text{or} \quad \hat{\mathcal{F}}(v^h, p^h, \mu^h; r, g), \\
\text{for} & \quad v^h \in U^h, \ p^h \in V^h_{\Gamma_C}, \ \mu^h \in V^h_{\Gamma_I}.
\end{align*}
\]

(3.4.11)

If \( (u^h, q^h, \psi^h) \in U^h \times V^h_{\Gamma_C} \times V^h_{\Gamma_I} \) is a minimizer of (3.4.11), then \( u^h \in U^h \) is the obtained approximation of a weak solution to (3.3.1).

The discrete least-squares problem (3.4.11) can be approached by methods for solving differentiable unconstrained optimization problems. A common and simple choice, which is tailored to non-quadratic least-squares problems, is the Gauss-Newton method (see [78, Chapter 10], [79, Section 10.3]), where the system (more precisely, the first equation in the system) (3.4.8) is linearized.
by the Newton method and the resulting linear first-order system is reformulated to a quadratic least-squares method. Namely, let \( v_0 \in L^\infty(\Omega) \) be a current iterate. The aim is to obtain a next iterate \( v \in L^\infty(\Omega) \). To this purpose, (3.4.8) is linearized around \( v_0 \). In general, for a (Fréchet) differentiable nonlinear operator \( F(v) \), the Newton linearization of the equation \( F(v) = 0 \) around \( v_0 \) is \( F(v_0) + F'(v_0)\delta v = 0 \), where \( F'(v_0)\delta v \) is, generally, the Gâteaux (i.e., directional) derivative (cf., [72]) of \( F \) at \( v_0 \) in the direction \( \delta v \). This is an equation for the update (step) \( \delta v \), where the new iterate is obtained as \( v = v_0 + \delta v \), which can be reformulated as a least-squares method. For a more detailed description see [78, Chapter 10], [79, Section 10.3]. In particular, the Newton linearization of (3.4.8) is

\[
\begin{align*}
\mathbf{f}'(v_0)\delta v - \nabla \delta p - \nabla^\perp \delta \mu &= \nabla p_0 + \nabla^\perp \mu_0 - \mathbf{f}(v_0) \quad \text{in } \Omega, \\
\nabla \delta p &= \nabla q - \nabla p_0 \quad \text{in } \Omega, \\
\delta p &= 0 \quad \text{on } \Gamma_C, \\
\delta \mu &= 0 \quad \text{on } \Gamma_I,
\end{align*}
\]

for the unknowns \( \delta v \), \( \delta p \), and \( \delta \mu \), where \( q \in H^1_{0,\Gamma_C}(\Omega) \) is only given implicitly as the solution to (3.4.6). The corresponding quadratic (a quadraticization of \( F \)) least-squares functional, for \( \delta v \in L^\infty(\Omega) \), \( \delta p \in H^1_{0,\Gamma_C}(\Omega) \), and \( \delta \mu \in H^1_{0,\Gamma_I}(\Omega) \), is

\[
\mathcal{F}_l(\delta v, \delta p, \delta \mu; v_0, p_0, \mu_0; q) = \| \mathbf{f}'(v_0)\delta v - \nabla \delta p - \nabla^\perp \delta \mu - \nabla p_0 - \nabla^\perp \mu_0 + \mathbf{f}(v_0) \|^2 \\
+ \| \nabla \delta p - \nabla q + \nabla p_0 \|^2,
\]

(3.4.12)

or, alternatively, we consider the quadratic (a quadraticization of \( \hat{\mathcal{F}} \)) functional

\[
\hat{\mathcal{F}}_l(\delta v, \delta p, \delta \mu; v_0, p_0, \mu_0; r, g) = \| \mathbf{f}'(v_0)\delta v - \nabla \delta p - \nabla^\perp \delta \mu - \nabla p_0 - \nabla^\perp \mu_0 + \mathbf{f}(v_0) \|^2 \\
+ \| p_0 + \delta p \|^2 + 2 [(r, p_0 + \delta p) - \langle f(g) \cdot n, p_0 + \delta p \rangle].
\]

(3.4.13)

Thus, for current iterates \( u^h_0 \in \mathcal{U}^h, q^h_0 \in \mathcal{V}^h_{\Gamma_C}, \) and \( \psi^h_0 \in \mathcal{V}^h_{\Gamma_I} \), the quadraticized discrete least-squares problem (a quadraticization of (3.4.11)) is

\[
\begin{align*}
\text{minimize} \quad & \mathcal{F}_l(\delta u^h, \delta q^h, \delta \psi^h; u^h_0, q^h_0, \psi^h_0; q) \quad \text{or } \hat{\mathcal{F}}_l(\delta u^h, \delta q^h, \delta \psi^h; u^h_0, q^h_0, \psi^h_0; r, g), \\
\text{for} \quad & \delta u^h \in \mathcal{U}^h, \delta q^h \in \mathcal{V}^h_{\Gamma_C}, \delta \psi^h \in \mathcal{V}^h_{\Gamma_I}.
\end{align*}
\]

(3.4.14)

Since it utilizes only given data, the computationally feasible weak formulation\(^1\) associated with

\(^1\)It can be derived directly, using the functional \( \hat{\mathcal{F}}_1 \), or using the functional \( \mathcal{F}_1 \) in a combination with (3.4.6).
(3.4.14) is: Find \((\delta u^h, \delta q^h, \delta \psi^h) \in \mathcal{U}^h \times \mathcal{V}^h_{\Gamma_C} \times \mathcal{V}^h_{\Gamma_I}\) such that
\[
\begin{align*}
(f'(u_0^h)\delta u^h - \nabla \delta q^h - \nabla^\perp \delta \psi^h, f'(u_0^h)v^h) &= (\nabla q_0^h + \nabla^\perp \psi_0^h - f(u_0^h), f'(u_0^h)v^h), \\
-(f'(u_0^h)\delta u^h - 2\nabla \delta q^h - \nabla^\perp \delta \psi^h, \nabla p^h) &= (f(u_0^h) - 2\nabla q_0^h - \nabla^\perp \psi_0^h, \nabla p^h - \ell_d(p^h)), \\
-(f'(u_0^h)\delta u^h - \nabla \delta q^h - \nabla^\perp \delta \psi^h, \nabla^\perp \mu^h) &= (f(u_0^h) - \nabla q_0^h - \nabla^\perp \psi_0^h, \nabla^\perp \mu^h),
\end{align*}
\]
for all \((v^h, p^h, \mu^h) \in \mathcal{U}^h \times \mathcal{V}^h_{\Gamma_C} \times \mathcal{V}^h_{\Gamma_I}\). The final approximation is obtained by iteratively repeating the above procedure. In practice, as in Section 3.6, a damped Gauss-Newton approach is preferred by combining the Gauss-Newton method with a line search, where the ability to evaluate the functional \(\hat{F}\) is utilized; see [78, 79, 66].

Similar to [34], by viewing, for the moment, \(f\) as the nonlinear map \(f: L^\infty(\Omega) \to [L^2(\Omega)]^2\) and using (3.3.2), one can show that, for any \(v_0 \in L^\infty(\Omega)\), \(f'(v_0): L^\infty(\Omega) \to [L^2(\Omega)]^2\) is a bounded linear operator, i.e., \(\|f'(v_0)v\| \leq C_{f,v_0}\|v\|_{L^\infty(\Omega)}\), for all \(v \in L^\infty(\Omega)\), where the constant \(C_{f,v_0} > 0\) can generally depend on \(f\) and \(\|v_0\|_{L^\infty(\Omega)}\). This demonstrates that the mapping \(f: L^\infty(\Omega) \to [L^2(\Omega)]^2\) is (Fréchet) differentiable on \(L^\infty(\Omega)\), which is of basic importance for the applicability of the Gauss-Newton method to the solution of the discrete problem (3.4.11). The convergence of the Gauss-Newton process can be guaranteed under additional assumptions as described in [78, Section 10.2], [79, Section 10.3]; see also [72, Section 7.7].

The first-order system (3.4.8), based on the Helmholtz decomposition (3.4.5), possesses the convenient property that the nonlinearity (i.e., \(f(v)\)) is only in a zeroth-order term (i.e., a term that does not involve differential operators). Actually, this is more than convenience, since, as observed in [34, 32] for the case of conservation laws, the \(L^2\)-type least-squares principle obtained directly from the first-order equation (3.3.1) poses additional difficulties; see [34, 32] for more details. This justifies the utilization of a formulation like (3.4.11), based on the Helmholtz decomposition, which is related to the weak formulation (3.3.3) and the \(H^{-1}\)-type least-squares principle (3.4.3). Moreover, this relationship between the formulations provides the desirable numerical conservation properties of (3.4.11); see Section 3.5.

The method here is general and can be applied to balance laws of the type (3.3.1). Particularly, it can be used for conservation laws, \(r \equiv 0\). However, although the approach here is related to the ideas in [34, 32], developed for conservation laws, it differs from the methods in [34, 32], even when applied to conservation laws. There, the methods are specially tailored to conservation laws.
utilizing a different Helmholtz decomposition. Namely, for any $\mathbf{v} \in [L^2(\Omega)]^2$, $\mathbf{v} = \nabla \tilde{q} + \nabla \perp \tilde{\psi}$, for uniquely determined $\tilde{q} \in H^1_0(\Omega)$ and $\tilde{\psi} \in H^1(\Omega)/\mathbb{R}$. Whence, $\nabla \cdot \mathbf{v} = 0$ if and only if $\mathbf{v} = \nabla \perp \tilde{\psi}$ for some $\tilde{\psi} \in H^1(\Omega)$; see [40, Theorem 3.1 in Chapter I]. In particular, this is convenient for conservation laws, since, in that case, $f(\tilde{u})$ is divergence free, for any respective weak solution $\tilde{u}$; see Lemma 3.3.7. Another consequence of using the Helmholtz decomposition of Theorem 3.2.1 is that $q \in H^1_{0,\Gamma_I}(\Omega)$ in (3.4.5) carries all given data (both the source term and the inflow condition), whereas an equality like $f(\tilde{u}) = \nabla \perp \tilde{\psi}$, specific to conservation laws, only provides $\nabla \cdot f(\tilde{u}) = 0$ and does not contain any information on the inflow boundary condition. This motivates the boundary terms $\|\mathbf{n} \cdot (\nabla \perp \tilde{\psi} - f(\tilde{u}))\|_{\Gamma_I}^2$ and $\|v - g\|_{\Gamma_I}^2$ in the functionals in [34, 32]. Here, $\|\cdot\|_{\Gamma_I}$ denotes the norm in $L^2(\Gamma_I)$. Notice that $\mathbf{n} \cdot \nabla \mu = 0$ on $\Gamma_I$, for any $\mu \in H^1_{0,\Gamma_I}(\Omega)$, so a term like $\|\mathbf{n} \cdot (\nabla \mu - f(\tilde{u}))\|_{\Gamma_I}^2$ is not useful here. However, although a term like $\|v - g\|_{\Gamma_I}^2$ is meaningless for a general function $v \in L^\infty(\Omega)$, it makes sense for piecewise continuous functions and, particularly, for finite element functions in place of $v$; see Remarks 3.3.4 and 3.3.5. Thus, in practical computations, the formulations (3.4.11), (3.4.14) can be augmented with such a boundary term or a scaled version of it, i.e., it can be added to the functionals in (3.4.9), (3.4.10), (3.4.12), and (3.4.13). This is utilized in the numerical experiments in Section 3.6. Nonetheless, it is not needed for the study of the analytical properties of the formulation, in Section 3.5, since, as already explained, the boundary data is incorporated in the formulation due to the particular Helmholtz decomposition in Theorem 3.2.1 and the resulting relation to (3.3.3).

3.5 Analysis

This section is devoted to the further study and analysis of the formulation in Subsection 3.4.2. In particular, we address the important numerical conservation properties of the method. Also, the norm convergence of the approximations is discussed. It is convenient to concentrate on the functional $\mathcal{F}$ in (3.4.9). All considerations, with minor modifications, carry over to the functional $\hat{\mathcal{F}}$ in (3.4.10) since, as discussed in Subsection 3.4.2, they provide equivalent formulations. The notation in Subsection 3.4.2 is reused here. In particular, $\hat{u}$ denotes a weak solution to (3.3.1) and the decomposition (3.4.5) is utilized.
3.5.1 Weak solutions and the conservation property

Here, we investigate in more detail the relationship between (3.4.11) and the weak formulation (3.3.3). As a consequence, the numerical conservation property of the method is obtained.

The following approximation bounds are used as assumptions in the results below:

\[ \exists \hat{u}^h \in \mathcal{U}^h : \| \hat{u}^h - \hat{u} \| \leq C h^s \| \hat{u} \|_s, \quad 0 < s \leq \beta_{\hat{u}}, \]
\[ \exists q^h \in V_{\Gamma_C}^h : \| \nabla (q^h - q) \| \leq C h^s \| q \|_{s+1}, \quad 0 < s \leq \beta_q, \]
\[ \exists \psi^h \in V_{\Gamma_I}^h : \| \nabla (\psi^h - \psi) \| \leq C h^s \| \psi \|_{s+1}, \quad 0 < s \leq \beta_{\psi}, \]

where \( C > 0 \) and \( \beta_{\hat{u}}, \beta_q, \beta_{\psi} > 0 \) are some constants that do not depend on \( h \), the functions \( \hat{u}, q, \) and \( \psi \) are defined in (3.4.5), and \( \| \cdot \|_s, \) for \( s \in \mathbb{R}_+ \), denotes the norm in the Sobolev space \( H^s(\Omega) \).

The assumptions (3.5.1)–(3.5.3) are associated with well known interpolation bounds of polynomial approximation theory; see [58, 59, 60, 61, 40]. As known, the approximation orders, \( \beta_{\hat{u}}, \beta_q, \) and \( \beta_{\psi} \), depend on the smoothness (in the Sobolev sense) of the functions \( \hat{u}, q, \) and \( \psi \), respectively, and the polynomial orders of the respective finite element spaces, \( \mathcal{U}_h, V_{\Gamma_C}^h, \) and \( V_{\Gamma_I}^h. \)

As already discussed, the formulations (3.4.11) and (3.4.3) are related as they both are based on the notion of a weak solution defined by (3.3.3). In fact, this relationship can be seen more directly.

For \( v^h \in \mathcal{U}^h \), consider the corresponding Helmholtz decomposition \( f(v^h) = \nabla q_{v^h} + \nabla \perp \psi_{v^h}, \) where \( q_{v^h} \in H_{0,\Gamma_C}^1(\Omega) \) and \( \psi_{v^h} \in H_{0,\Gamma_I}^1(\Omega). \) Then, using Lemma 3.4.3, (3.4.5), and (3.4.2), it follows that

\[ \min_{p \in H_{0,\Gamma_C}^1(\Omega)} \min_{\mu \in H_{0,\Gamma_I}^1(\Omega)} F(v^h, p, \mu; q) = \min_{p \in H_{0,\Gamma_C}^1(\Omega)} \left[ \| \nabla q_{v^h} - \nabla p \|^2 + \| \nabla p - \nabla q \|^2 \right] \]
\[ = \frac{1}{2} \| \nabla q_{v^h} - \nabla q \|^2 = \frac{1}{2} \| \nabla w \cdot \{ f(v^h) - f(\hat{u}) \} \|_{-1,\Gamma_C}^2 \]
\[ = \frac{1}{2} \| \nabla w \cdot f(v^h) - g \|_{-1,\Gamma_C}^2. \]

Thus, the minimization (3.4.3) is equivalent to the minimization

\[ \min \limits_{v^h \in \mathcal{U}^h, p \in H_{0,\Gamma_C}^1(\Omega), \mu \in H_{0,\Gamma_I}^1(\Omega)} F(v^h, p, \mu; q) \text{ or } \hat{F}(v^h, p, \mu; r, g), \]

for \( v^h \in \mathcal{U}^h, p \in H_{0,\Gamma_C}^1(\Omega), \mu \in H_{0,\Gamma_I}^1(\Omega). \)

However, in a practical, fully discrete formulation like (3.4.11), (discrete) finite element spaces \( \mathcal{V}_{\Gamma_C}^h \subset H_{0,\Gamma_C}^1(\Omega) \) and \( \mathcal{V}_{\Gamma_I}^h \subset H_{0,\Gamma_I}^1(\Omega) \) are utilized. Therefore, a more detailed study of the relationship between (3.4.3) and the fully discrete (3.4.11) is in the sequel. It is important since it,
essentially, represents the relationship between (3.4.11) and the weak formulation (3.3.3), which, in turn, is important for the numerical conservation properties, considered below, of the formulation (3.4.11). To this end, for simplicity of exposition, the following functional is introduced, for \( v \in L^\infty(\Omega) \):

\[
G_h(v ; q) = \min_{p^h \in V^h_C} \min_{\mu^h \in V^h_I} F(v ; p^h, \mu^h ; q).
\]

Considering, for \( v \in L^\infty(\Omega) \), the corresponding Helmholtz decomposition \( f(v) = \nabla q_v + \nabla^\perp \psi_v \), where \( q_v \in H^1_{0,\Gamma_C}(\Omega) \) and \( \psi_v \in H^1_{0,\Gamma_I}(\Omega) \), it is easy to see that

\[
(3.5.5) \quad G_h(v ; q) = \min_{p^h \in V^h_C} \min_{\mu^h \in V^h_I} \left[ \| \nabla p^h - \nabla q_v \|^2 + \| \nabla^\perp \mu^h - \nabla^\perp \psi_v \|^2 + \| \nabla q^h - \nabla q \|^2 \right].
\]

Notice that the minimization in (3.5.5), which defines the functional \( G_h \), is a discrete least-squares problem, where \( v \) and \( q \) are considered given. It is trivial to check that the respective formulation is \([H^1_{0,\Gamma_C}(\Omega) \times H^1_{0,\Gamma_I}(\Omega)]\)-equivalent, implying the existence and uniqueness of a minimizer; cf., [72, Theorem 6.1-1]. Thus, the functional \( G_h \) is well-defined. Also, problem (3.4.11) can be equivalently expressed as

\[
(3.5.6) \quad u^h = \arg\min_{v^h \in U^h} G_h(v^h ; q).
\]

Now, the relationship between (3.4.3) and (3.4.11) (or (3.5.6)) as well as other properties of the formulation (3.4.11) (or (3.5.6)) are shown in the following results; see [32, 34] for a related discussion on conservation laws.

**Theorem 3.5.1** For any \( v^h \in U^h \), the following estimate holds:

\[
\frac{1}{2} \| \nabla v \cdot f(v^h) - \ell_d \|^2_{-1,\Gamma_C} \leq G_h(v^h ; q).
\]

**Proof.** By (3.5.4) and the definition of \( G_h \),

\[
\frac{1}{2} \| \nabla v \cdot f(v^h) - \ell_d \|^2_{-1,\Gamma_C} = \min_{p^h \in H^1_{0,\Gamma_C}(\Omega)} \min_{\mu^h \in H^1_{0,\Gamma_I}(\Omega)} F(v^h ; p, \mu ; q) \leq G_h(v^h ; q).
\]

**Theorem 3.5.2** Assume the approximation bounds (3.5.2) and (3.5.3). For \( v^h \in U^h \), consider the corresponding Helmholtz decomposition \( f(v^h) = \nabla q_{v^h} + \nabla^\perp \psi_{v^h} \), where \( q_{v^h} \in H^1_{0,\Gamma_C}(\Omega) \) and
Finally, owing to the definition of \( \psi_{v,h} \in H^1_{0,\Gamma_I}(\Omega) \). Then, using the notation introduced in (3.4.5) and (3.4.1), the following estimates hold, for some constant \( C > 0 \):

\[
G^h(v^h; q) \leq 2\|\nabla w \cdot f(v^h) - \ell_d\|^2_{1, \Gamma_C} + Ch^{2\beta_q} \|q\|^2_{\beta_q+1} + \min_{\mu \in V^h_F} \|\nabla(\mu^h - \psi_{v,h})\|^2, 
\]

(3.5.7)

Proof. Recall that \( \hat{u} \) is a weak solution to (3.3.1), i.e., it solves the equation (3.4.2). By (3.5.5), Lemma 3.4.3, (3.4.5), (3.4.2), (3.5.2), and the obvious \( \|\nabla^\perp \psi\| = \|\nabla \psi\| \), it follows that

\[
G^h(v^h; q) = \min_{p^h \in V^h_C} \min_{\mu^h \in V^h_F} \left[ \|\nabla p^h - q - \nabla q_{v,h}\|^2 + \|\nabla^\perp \mu^h - \nabla^\perp \psi_{v,h}\|^2 + \|\nabla p^h - \nabla q\|^2 \right] 
\]

\[
= \min_{p^h \in V^h_C} \min_{\mu^h \in V^h_F} \left[ \|\nabla(p^h - q) + \nabla(q - q_{v,h})\|^2 + \|\nabla^\perp(\mu^h - \psi_{v,h})\|^2 + \|\nabla(p^h - q)\|^2 \right] 
\]

\[
\leq 2\|\nabla(q_{v,h} - q)\|^2 + \min_{\mu \in V^h_F} \|\nabla (\mu^h - \psi_{v,h})\|^2 + 3 \min_{p^h \in V^h_C} \|\nabla(p^h - q)\|^2 
\]

\[
\leq 2\|\nabla w \cdot [f(v^h) - f(\hat{u})]\|^2_{1, \Gamma_C} + \min_{\mu \in V^h_F} \|\nabla (\mu^h - \psi_{v,h})\|^2 + Ch^{2\beta_q} \|q\|^2_{\beta_q+1} 
\]

\[
= 2\|\nabla w \cdot f(v^h) - \ell_d\|^2_{1, \Gamma_C} + \min_{\mu \in V^h_F} \|\nabla (\mu^h - \psi_{v,h})\|^2 + Ch^{2\beta_q} \|q\|^2_{\beta_q+1}. 
\]

Finally, owing to the definition of \( G^h \), (3.5.2), (3.4.5), and (3.5.3), it holds that

\[
G^h(v^h; q) = \min_{p^h \in V^h_C} \min_{\mu^h \in V^h_F} \left[ \|f(v^h) - \nabla p^h - \nabla^\perp \mu^h\|^2 + \|\nabla(p^h - q)\|^2 \right] 
\]

\[
\leq \|f(v^h) - \nabla q^h - \nabla^\perp \hat{\psi}^h\|^2 + \|\nabla(q^h - q)\|^2 
\]

\[
\leq \|f(v^h) - f(\hat{u}) + \nabla(q - q^h) + \nabla^\perp(\psi - \hat{\psi}^h)\|^2 + Ch^{2\beta_q} \|q\|^2_{\beta_q+1} 
\]

\[
\leq 2\|f(v^h) - f(\hat{u})\|^2 + Ch^{2\beta_q} \|q\|^2_{\beta_q+1} + Ch^{2\beta_v} \|\psi\|^2_{\beta_v+1}, 
\]

where \( q^h \in V^h_C \) and \( \hat{\psi}^h \in V^h_F \) satisfy the bounds (3.5.2) and (3.5.3), respectively.

Remark 3.5.3 The term \( \min_{\mu \in V^h_F} \|\nabla (\mu^h - \psi_{v,h})\|^2 \) above can be further treated by considering an approximation bound similar to (3.5.3), but for the function \( \psi_{v,h} \). This provides the estimate, with the respective approximation order \( \beta_{v,h} > 0 \),

\[
G^h(v^h; q) \leq 2\|\nabla w \cdot f(v^h) - \ell_d\|^2_{1, \Gamma_C} + Ch^{2\beta_q} \|q\|^2_{\beta_q+1} + Ch^{2\beta_v} \|\psi\|^2_{\beta_v+1}. 
\]
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We should note that the bounds (3.5.1)–(3.5.3) are for some a priori fixed weak solution, \( \tilde{u} \), and they are invariant with respect to the arguments of the functionals above. In contrast, a similar bound for \( \psi_{v,h} \) depends on the argument, \( v^h \), of the functional.

\[ \Box \]

**Corollary 3.5.4** Assume the approximation bounds (3.5.2) and (3.5.3). Furthermore, consider a subset \( Q^h \subset U^h \) that is bounded in the \( L^\infty(\Omega) \) norm, i.e., there is a constant \( B > 0 \) such that \( \| \tilde{u} \|_{L^\infty(\Omega)} \leq B \) and \( \| v^h \|_{L^\infty(\Omega)} \leq B \), for all \( v^h \in Q^h \). Then, for some constants \( C > 0 \) and \( C_{f,B} > 0 \), where \( C_{f,B} \) generally depends on \( f \) and \( B \), it holds that

\[ G^h(v^h; q) \leq C_{f,B} \| v^h - \tilde{u} \|^2 + Ch^{2\beta_q} \| q \|_{\beta_q+1}^2 + Ch^{2\beta_v} \| \psi \|_{\beta_v+1}^2. \]

**Proof.** Consider the compact interval \( J = [-B, B] \) in (3.3.2). By (3.5.7) and (3.3.2),

\[ G^h(v^h; q) \leq 2 \| f(v^h) - f(\tilde{u}) \|^2 + Ch^{2\beta_q} \| q \|_{\beta_q+1}^2 + Ch^{2\beta_v} \| \psi \|_{\beta_v+1}^2 \]

\[ \leq 4K_f^2 \| v^h - \tilde{u} \|^2 + Ch^{2\beta_q} \| q \|_{\beta_q+1}^2 + Ch^{2\beta_v} \| \psi \|_{\beta_v+1}^2. \]

\[ \Box \]

**Corollary 3.5.5** Assume the approximation bounds (3.5.1)–(3.5.3) and that (3.5.6) has a minimizer \( u^h \in U^h \). Furthermore, assume that \( \tilde{u}^h \in U^h \), which satisfies the bound in (3.5.1), can be selected such that it forms a bounded sequence in \( L^\infty(\Omega) \) as \( h \to 0 \), i.e., there is a constant \( B > 0 \) such that \( \| \tilde{u} \|_{L^\infty(\Omega)} \leq B \) and \( \| \tilde{u}^h \|_{L^\infty(\Omega)} \leq B \) as \( h \to 0 \). Then, for some constants \( C > 0 \) and \( C_{f,B} > 0 \), where \( C_{f,B} \) generally depends on \( f \) and \( B \), it holds that

\[ G^h(u^h; q) \leq C_{f,B} h^{2\beta_q} \| \tilde{u} \|_{\beta_q}^2 + Ch^{2\beta_q} \| q \|_{\beta_q+1}^2 + Ch^{2\beta_v} \| \psi \|_{\beta_v+1}^2. \]

In particular, this implies that \( G^h(u^h; q) \to 0 \) as \( h \to 0 \).

**Proof.** Similar to Corollary 3.5.4, using (3.5.7), (3.3.2), and (3.5.1), it holds that

\[ G^h(u^h; q) \leq G^h(\tilde{u}^h; q) \leq C_{f,B} \| \tilde{u}^h - \tilde{u} \|^2 + Ch^{2\beta_q} \| q \|_{\beta_q+1}^2 + Ch^{2\beta_v} \| \psi \|_{\beta_v+1}^2 \]

\[ \leq C_{f,B} h^{2\beta_q} \| \tilde{u} \|_{\beta_q}^2 + Ch^{2\beta_q} \| q \|_{\beta_q+1}^2 + Ch^{2\beta_v} \| \psi \|_{\beta_v+1}^2. \]

\[ \Box \]

**Remark 3.5.6** It may be more instructive to express the estimate in Corollary 3.5.5, for the corresponding minimizer \((u^h, q^h, \psi^h) \in U^h \times V^h_{\Gamma_C} \times V^h_{\Gamma_f}\) of (3.4.11), as

\[ F(u^h, q^h, \psi^h; q) \leq C_{f,B} h^{2\beta_q} \| \tilde{u} \|_{\beta_q}^2 + Ch^{2\beta_q} \| q \|_{\beta_q+1}^2 + Ch^{2\beta_v} \| \psi \|_{\beta_v+1}^2. \]
which implies that $\mathcal{F}(u^h, q^h, \psi^h; q) \to 0$ as $h \to 0$; that is, the minimal value of $\mathcal{F}$ in (3.4.11) tends to 0 (its lower bound) as $h \to 0$.

The above results suggest that asymptotically (i.e., as $h \to 0$) the formulations in (3.4.3) and (3.4.11) approach each other. This can be interpreted that, in a sense, (3.4.11) behaves like the weak formulation (3.3.3) in the limit, since (3.4.3) is closely related to (3.3.3). A rather important consequence of this is the “numerical conservation” property of the least-squares formulation (3.4.11), which is the topic of the next theorem. The classical notion of “numerical conservation” (or “conservative schemes”) is associated with the result in [12] in the context of hyperbolic conservation laws; cf., [3, page 168 and Subsections 4.1.2, 4.2.2 of Chapter IV][2, Sections 12.9 and 12.10], see also [11, 1, 69]. This has been an important guiding principle in the design of numerical schemes for conservation laws, since it guarantees that, when certain convergence occurs, the limit is a weak solution. As observed in [34, 32], also in the context of conservation laws, the discrete conservation property in the Lax-Wendroff theorem [12], while sufficient, is not necessary for obtaining weak solutions. As in [34, 32], the considerations here do not fall precisely into the framework introduced in [12], but they are similar in spirit. Namely, assuming appropriate convergence of the discrete solutions, the limit is guaranteed to be a weak solution to (3.3.1). Similar to [12] (and also to [34, 32]), the theorem below does not guarantee that the convergence holds; instead, it assumes that it holds, and does not provide information on which weak solution is obtained, if more than one exist; cf., Remark 3.4.4. Nevertheless, this result is very important and it largely motivates the consideration of the formulation (3.4.11). In fact, it is not surprising that (3.4.11) possesses such a property, since it is closely related to (3.3.3) by design. In particular, this relationship to the notion of a weak solution is associated with the ability of the method to provide correct approximations to piecewise $C^1$ (i.e., discontinuous) weak solutions to (3.3.1).

**Theorem 3.5.7 (numerical conservation property)** Let (3.5.6) possess a minimizer $u^h \in \mathcal{U}^h$ (or, equivalently, let (3.4.11) possess a minimizer $(u^h, q^h, \psi^h) \in \mathcal{U}^h \times \mathcal{V}^h_{1,C} \times \mathcal{V}^h_{1,I}$) and let the assumptions in Corollary 3.5.5 hold. Assume, in addition, $L^2(\Omega)$ convergence,

$$\lim_{h \to 0} \|u^h - \bar{u}\| = 0,$$

for some function $\bar{u} \in L^\infty(\Omega)$, and that $u^h$ forms a bounded sequence in $L^\infty(\Omega)$ as $h \to 0$, i.e.,
there is a constant $B > 0$ such that $\|\tilde{u}\|_{L^\infty(\Omega)} \leq B$ and $\|u^h\|_{L^\infty(\Omega)} \leq B$ as $h \to 0$. Then $\tilde{u}$ is a weak solution of (3.3.1) in the sense of (3.3.3).

Proof. As in the proof of Corollary 3.5.4, by (3.3.2), (3.5.8) implies that

$$\lim_{h \to 0} \|f(u^h) - f(\tilde{u})\| = 0.$$ 

Thus,

$$(f(u^h), \nabla \phi) \xrightarrow{h \to 0} (f(\tilde{u}), \nabla \phi), \; \forall \phi \in H_{0,\Gamma_C}^1(\Omega).$$

Owing to Corollary 3.5.5 and Theorem 3.5.1, it holds that

$$\lim_{h \to 0} \|\nabla \cdot (f(u^h) - \ell_d)\|_{-1,\Gamma_C} = 0.$$ 

This implies, using the definitions of $\nabla \cdot$ and $\ell_d$, in (3.4.1), that

$$-(f(u^h), \nabla \phi) \xrightarrow{h \to 0} (r, \phi) - \langle f(g) \cdot n, \phi \rangle_{\Gamma}, \; \forall \phi \in H_{0,\Gamma_C}^1(\Omega).$$

Combining the above results provides (cf., (3.3.3))

$$-(f(\tilde{u}), \nabla \phi) = (r, \phi) - \langle f(g) \cdot n, \phi \rangle_{\Gamma}, \; \forall \phi \in H_{0,\Gamma_C}^1(\Omega).$$

The assumptions that $\tilde{u}^h$ and $u^h$ in Corollary 3.5.5 and Theorem 3.5.7 are bounded in $L^\infty(\Omega)$ sense are reasonable, especially when approximating piecewise $C^1$ weak solutions to (3.3.1). Furthermore, similar assumptions can be seen in the classical result in [12]; see also [11, Theorem 10.17][3, Proposition 4.1 on page 378]. Additionally, it is easy to see that the convergence assumption (3.5.8) can be replaced by a convergence in the $L^1(\Omega)$ norm or in a pointwise a.e. sense, i.e., the result is similar to the one in [12] (also in [11, 3]).

Note that in Theorem 3.5.7, unlike the formulations specific to conservation laws in [34, 32], no special treatment and assumptions associated with the boundary conditions are necessary. This is due to the Helmholtz decomposition in Theorem 3.2.1, as discussed in the end of Subsection 3.4.2, which incorporates the boundary conditions into the formulation in a natural way, i.e., in a way related to (3.3.3).
### 3.5.2 Convergence discussion

The conservation property in Theorem 3.5.7 is natural for the discrete least-squares formulation (3.4.11) since it is based on (3.3.3) and (3.4.3). A norm convergence like (3.5.8) is more challenging to show and it may potentially be too strong for formulations closely related to the notion of a weak solution (3.3.3). Here, we comment on the convergence properties of (3.4.11) (or (3.5.6)). To simplify the considerations, notice that the assumptions on the minimizer, \( u^h \), in Theorem 3.5.7 are utilized to obtain the convergence in \( L^2(\Omega) \) of \( f(u^h) \) to \( f(\tilde{u}) \), i.e., of the nonlinear term. Conversely, it is reasonable to assume that

\[
(3.5.9) \quad c\|v_1 - v_2\| \leq \|f(v_1) - f(v_2)\|, \quad \forall v_1, v_2 \in L^\infty(\Omega),
\]

for some \( c > 0 \), since, as discussed, in practice \( f_1 \equiv \iota \), the identity function on \( \mathbb{R} \). Thus, under (3.5.9), \( L^2 \)-convergence of \( f(u^h) \) implies convergence of \( u^h \).

Therefore, the question reduces to the convergence properties of (3.4.11) with respect to \( f(u^h) \). It is not difficult to observe that a uniform coercivity, which provides the respective control of the \( L^2(\Omega) \) norm, is not an innate property of the functional \( F \) in (3.4.9). Indeed, using the decomposition \( f(v) = \nabla q_v + \nabla^\perp \psi_v \),

\[
\|\nabla q_v\|^2 + \|\nabla^\perp (\psi_v - \mu)\|^2 + \|\nabla p\|^2 = \|f(v) - \nabla^\perp \mu\|^2 + \|\nabla p\|^2 \leq 3F(v, p, \mu; 0),
\]

for all \( (v, p, \mu) \in L^\infty(\Omega) \times H^1_{0, \Gamma_C}(\Omega) \times H^1_{0, \Gamma_I}(\Omega) \). This, as well as (3.5.4), suggests that the functional \( F \) provides only partial control of the \( L^2(\Omega) \) norm. Namely, it explicitly controls only the \( H^1_{0, \Gamma_C}(\Omega) \) component of the Helmholtz decomposition, not the \( H^1_{0, \Gamma_I}(\Omega) \) component. This is due to the close relation to the formulations (3.3.3) and (3.4.2); cf., (3.4.4) and Remark 3.4.4. Furthermore, similar to [32], one can construct, even in the linear case, an oscillatory counterexample (see Example 3.7.1 below) to demonstrate the lack of an appropriate uniform coercivity that controls the \( L^2(\Omega) \) norm, or simply observe that such coercivity, together with (3.5.9), would imply the uniqueness of the weak solution to (3.3.1), which, as discussed in Remark 3.4.4, does not hold in general.

Proving a norm convergence like (3.5.8) is often challenging for conservative methods that are based on a weak formulation like (3.3.3); see [3, the comments preceding Proposition 4.1 on page 378 and Remark 4.5 on page 388][32, 34, 10]. On the other hand, it is desirable, in the context of finite
element methods, to obtain $L^2$- or $L^1$-convergence of the respective finite element approximations. Currently, Theorem 3.5.1 and Corollary 3.5.5 only imply the convergence of $f(u^h)$ with respect to the seminorm $\| \nabla w \cdot v \|_{-1, \Gamma_C}$, for $v \in [L^2(\Omega)]^2$.

The above discussion suggests that $L^2$-convergence may not require a uniform $L^2$-coercivity, but it may possibly be due to the utilization of the functional $F$ in the discrete setting in formulation (3.4.11), since an $L^2$-coercivity, while sufficient, may not be necessary for convergence. A complete analysis of the convergence is potentially rather deep and might involve multiple factors that contribute to such a behavior. Our purpose here is to discuss the possibility of $L^2$-convergence despite the lack of a uniform $L^2$-coercivity and consider some factors that can contribute to that convergence. Numerical results that demonstrate the desired $L^2$-convergence are shown in Section 3.6.

First, the simplest setting that can provide $L^2$-convergence is discussed. Let (3.5.6) have a minimizer $\tilde{u}^h \in U^h$ and $f(\tilde{u}^h) = \nabla q_{\tilde{u}^h} + \nabla^\perp \psi_{\tilde{u}^h}$. Consider $q \in H^1_{0, \Gamma_C}(\Omega)$ as defined in (3.4.5)–(3.4.7) and assume, for some $C > 0$ and $\beta > 0$, that

\begin{equation}
(3.5.10) \quad \| \nabla w \cdot f(\tilde{u}^h) - \ell_d \|_{-1, \Gamma_C} = \| \nabla (q_{\tilde{u}^h} - q) \| \leq C h^\beta.
\end{equation}

In view of Theorem 3.5.1 and Corollary 3.5.5, under the respective assumptions, it holds that $\beta \geq \min \{ \beta_{\tilde{u}}, \beta_q, \beta_\psi \}$. Further, assume the (semi-discrete) inf-sup condition, for some $c, \alpha > 0$,

\begin{equation}
(3.5.11) \quad \inf_{s^h \in S^h} \sup_{p \in H^1_{0, \Gamma_C}(\Omega)} \frac{|(s^h, \nabla p)|}{\| s^h \| \| \nabla p \|} \geq c h^\alpha,
\end{equation}

where $S^h = \text{span} \{ f(v^h); \; v^h \in U^h \} \subset [L^2(\Omega)]^2$.

**Theorem 3.5.8** Let (3.5.10) and (3.5.11) hold with $\beta > \alpha$ and suppose that $U^h$ forms an increasing sequence of nested spaces as $h \to 0$. Then $f(\tilde{u}^h)$ converges in $[L^2(\Omega)]^2$ as $h \to 0$.

**Proof.** Assumption (3.5.10) implies that $\| \nabla (q_{\tilde{u}^h} - q_{\tilde{u}^h/2}) \| \leq C h^\beta$. Clearly, from the definition of $\nabla w$, (3.5.11) is equivalent to

\begin{equation}
(3.5.12) \quad \| \nabla w \cdot s^h \|_{-1, \Gamma_C} \geq c h^\alpha \| s^h \|, \; \forall s^h \in S^h.
\end{equation}

The nestedness of the $U^h$ spaces provides $[f(\tilde{u}^h) - f(\tilde{u}^{h/2})] \in S^{h/2}$ and, by (3.5.12),

\[ \| \nabla w \cdot (f(\tilde{u}^h) - f(\tilde{u}^{h/2})) \|_{-1, \Gamma_C} \geq c h^\alpha \| f(\tilde{u}^h) - f(\tilde{u}^{h/2}) \|. \]
Combining the above estimates with Lemma 3.4.3 implies that
\[ \|f(\tilde{u}^h) - f(\tilde{u}^{h/2})\| \leq Ch^{\beta - \alpha}, \]
which, together with \( \beta > \alpha \), can be used to show that \( f(\tilde{u}^h) \) forms a Cauchy sequence in \( [L^2(\Omega)]^2 \).

**Remark 3.5.9** Here, the inf-sup condition (3.5.11) is utilized differently compared to the more usual setting of standard mixed finite element methods [41, 58] or of Chapter 4. Typically, inf-sup conditions express a relation that is easily satisfied in the continuous (i.e., infinite-dimensional) case and finite element spaces are appropriately selected to maintain the property in the discrete setting. In our considerations, generally, a continuous version of (3.5.11) does not hold since it is essentially the uniform coercivity that was already discussed; that is, (3.5.11) is a relation that can hold only discretely and fails in the continuous setting. Namely, (3.5.11) is an assumption on the “discrete coercivity” (3.5.12). Moreover, the condition (3.5.11) restrains the space \( \mathcal{U}^h \) (based on the flux \( f \)), thus potentially limiting the freedom of choice of \( \mathcal{U}^h \). Actually, this is partially related to the heuristic considerations in [32, Subsection 6.4.2] and provides certain justification for using \( C^0 \) (i.e., Lagrangian) finite element spaces as \( \mathcal{U}^h \). In that case, owing to (3.3.2), \( \mathcal{S}^h \subset [H^1(\Omega)]^2 \subset H(\text{div}; \Omega) \), which is a convenient property, since, in view of Lemma 3.3.7 and (3.3.3), it guarantees that every \( v^h \in \mathcal{U}^h \) is a weak solution to some balance law of the type (3.3.1).

\[ \bigstar \]

Assumption (3.5.11) involves only the discrete space \( \mathcal{U}^h \) and not \( \mathcal{V}^h_{\Gamma_c}, \mathcal{V}^h_{\Gamma_I} \) in (3.4.11). In fact, (3.5.11) is more closely related to the \( H^{-1} \)-based formulation (3.4.3). Indeed, similar to Theorem 3.5.8, the respective \( L^2 \)-convergence for the minimizers of (3.4.3) can be shown, using the corresponding assumptions (3.5.10) and (3.5.11). Now, we consider assumptions that are more suitable for the discrete formulation (3.4.11). In particular, especially due to the space \( \mathcal{V}^h_{\Gamma_I} \), (3.4.11) can potentially provide better “control” of the \( [L^2(\Omega)]^2 \) norm compared to (3.4.3). First, define the following distance and a corresponding subset of \( \mathcal{S}^h \):

\[ R_{\tilde{u}^h} = \min_{\mu^h \in \mathcal{V}^h_{\Gamma_I}} \|\nabla (\mu^h - \psi_{\tilde{u}^h})\|, \]

\[ \mathcal{R}^h = \left\{ s^h \in \mathcal{S}^h ; \min_{\mu^h \in \mathcal{V}^h_{\Gamma_I}} \|\nabla (\mu^h - \psi_{s^h})\| \leq 2R_{\tilde{u}^{2h}}, \text{ where } s^h = \nabla q_{s^h} + \nabla \psi_{s^h} \right\}, \]

where \( \tilde{u}^h \) and \( \tilde{u}^{2h} \) denote minimizers of (3.5.6) for respective mesh parameters \( h \) and \( 2h \). Assume the following “restricted” version of the inf-sup condition, for some \( c, \gamma > 0 \):

\[ \inf_{r^h \in \mathcal{R}^h} \sup_{p \in H^1_{\text{div}}(\Omega)} \frac{|(r^h, \nabla p)|}{\|r^h\| \|\nabla p\|} \geq ch^\gamma. \]
Notice that if (3.5.11) holds, then (3.5.13) also holds and, generally, \( \gamma \leq \alpha \). The following convergence result is obtained, which can potentially be stronger than Theorem 3.5.8.

**Theorem 3.5.10** Let (3.5.10) and (3.5.13) hold with \( \beta > \gamma \) and suppose that \( \mathcal{U}_h, \mathcal{V}_{1,i}^h \) form respective increasing sequences of nested spaces as \( h \to 0 \). Assume also that \( R_{\tilde{u}h} \leq R_{\tilde{u}2h} \), for any value of the mesh parameter, \( h \). Then \( f(\tilde{u}^h) \) converges in \( [L^2(\Omega)]^2 \) as \( h \to 0 \).

**Proof.** By (3.5.10), it holds that
\[
\| \nabla (q_{\tilde{u}} q_{\tilde{u}2h} - q_{\tilde{u}} q_{\tilde{u}h}) \| \leq C h^\beta.
\]
Also, (3.5.13) is equivalent to
\[
(3.5.14) \quad \| \nabla w \cdot r_h \|_{-1, C} \geq c h^\gamma \| r_h \|, \quad \forall r_h \in \mathcal{R}^h.
\]
The nestedness of the \( \mathcal{U}_h \) spaces provides \( [f(\tilde{u}^{2h}) - f(\tilde{u}^h)] \in \mathcal{S}^h \). Consider
\[
\nu^{2h} = \arg\min_{\mu^{2h} \in \mathcal{V}_{1,i}^{2h}} \| \nabla (\mu^{2h} - \psi_{\tilde{u}2h}) \|, \quad \nu^h = \arg\min_{\mu^h \in \mathcal{V}_{1,i}^h} \| \nabla (\mu^h - \psi_{\tilde{u}h}) \|.
\]
The nestedness of the \( \mathcal{V}_{1,i}^h \) spaces implies \( \nu^{2h} \in \mathcal{V}_{1,i}^h \). Then
\[
\min_{\mu^h \in \mathcal{V}_{1,i}^h} \| \nabla (\mu^h - (\psi_{\tilde{u}2h} - \psi_{\tilde{u}h})) \| \leq \| \nabla (\nu^{2h} - \nu^h + \psi_{\tilde{u}h}) \|
\]
\[
\leq \| \nabla (\nu^{2h} - \psi_{\tilde{u}2h}) \| + \| \nabla (\nu^h - \psi_{\tilde{u}h}) \|
\]
\[
= R_{\tilde{u}2h} + R_{\tilde{u}h} \leq 2 R_{\tilde{u}2h}.
\]
Thus, \( [f(\tilde{u}^{2h}) - f(\tilde{u}^h)] \in \mathcal{R}^h \) and, by (3.5.14),
\[
\| \nabla_w \cdot (f(\tilde{u}^{2h}) - f(\tilde{u}^h)) \|_{-1, C} \geq c h^\gamma \| f(\tilde{u}^{2h}) - f(\tilde{u}^h) \|.
\]
Combining the above estimates with Lemma 3.4.3 implies that \( \| f(\tilde{u}^{2h}) - f(\tilde{u}^h) \| \leq C h^{\beta - \gamma} \), which, together with \( \beta > \gamma \), can be used to show that \( f(\tilde{u}^h) \) forms a Cauchy sequence in \( [L^2(\Omega)]^2 \). □

**Remark 3.5.11** The assumption \( R_{\tilde{u}h} \leq R_{\tilde{u}2h} \) in Theorem 3.5.10 is reasonable since \( R_{\tilde{u}h} \leq C h^\delta \), for some \( C, \delta > 0 \). In view of (3.5.5) and Corollary 3.5.5, under the respective assumptions, it holds that \( \delta \geq \min\{ \beta_\alpha, \beta_q, \beta_\psi \} \). More precisely, \( \delta \) depends on the smoothness of \( \psi_{\tilde{u}h} \) in relation to an approximation bound like (3.5.3). □

Theorems 3.5.8 and 3.5.10, together with (3.5.9), show that \( \tilde{u}^h \), a minimizer of (3.5.6), converges in the \( L^2(\Omega) \) norm to some function \( \tilde{u} \in L^2(\Omega) \). These theorems imply that the rate of convergence
is, respectively, $O(h^{\beta-\alpha})$ or $O(h^{\beta-\gamma})$. Under the additional assumption in Theorem 3.5.7 that $\tilde{u}^h$ forms a bounded sequence in $L^\infty(\Omega)$, it can be shown that $\tilde{u} \in L^\infty(\Omega)$ and, by Theorem 3.5.7, $\tilde{u}$ is a weak solution to (3.3.1). This analysis does not determine which weak solution is obtained.

The complete study of the convergence properties is still an open and challenging question. The main purpose here is to justify that the convergence (3.5.8) is plausible due to some “weak control” of the $L^2(\Omega)$ norm in the discrete setting, even when a uniform coercivity does not hold, and present basic tools that can aid the analysis of such $L^2(\Omega)$ norm convergence. The possible multiplicity of the weak solutions may contribute to additional difficulties in any further investigation. The above results are stated in the context of formulation (3.4.11) (or (3.5.6)). However, as mentioned, Theorem 3.5.8 more naturally corresponds to (3.4.3), whereas Theorem 3.5.10 is further specialized to reflect the specifics of (3.4.11). In particular, the order $\alpha$ in (3.5.11) (or the equivalent discrete coercivity (3.5.12)) reflects a certain weak control of the $L^2(\Omega)$ norm. Notice that (3.5.11) takes into account the worst case in terms of control and the proper handling of that case is required in Theorem 3.5.8 to obtain the convergence of (3.4.3) and, accordingly, of (3.4.11). In contrast, Theorem 3.5.10 demonstrates that handling the globally worst case may not be necessary, since, in view of (3.5.5), formulation (3.4.11) (or (3.5.6)) enforces certain “proximity” of $\psi_{\tilde{u}^h}$ to the discrete space $V_{h_{I}}^{h}$. Thus, (3.4.11) may provide better control of the $L^2(\Omega)$ norm compared to (3.4.3).

Intuitively, this can be interpreted that $V_{h_{I}}^{h}$ may act as a “filter” that diminishes certain modes and behaviors that may hinder the convergence; e.g., it may “filter out” or dampen oscillatory modes, like the ones in [32, Subsection 6.4.1] and Example 3.7.1, that are utilized to demonstrate the lack of uniform coercivity and represent components that can jeopardize the $L^2$-convergence. Here, we suggest that the proximity of $\psi_{\tilde{u}^h}$ to $V_{h_{I}}^{h}$ may “enhance” the control of the $H_{0,\Gamma_I}^1(\Omega)$ component of the Helmholtz decomposition (3.4.5), whereas the $H_{0,\Gamma_C}^1(\Omega)$ component is naturally controlled by $\mathcal{F}$, thus providing (or “enhancing”) the $L^2$-convergence. In summary, the convergence (3.5.8) may stem from a complex relationship between the spaces involved in the formulation (3.4.11) that depends on the flux vector, $f$. 
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3.6 Numerical examples

This section is devoted to numerical results for formulation (3.4.11), utilizing a damped Gauss-Newton procedure, applied to the inviscid Burgers equation, which is of the form (3.3.1) for $f(\nu) = [\nu, \nu^2/2]$, with a discontinuous source term, $r$. The examples are inspired by [80], which also provides the exact solutions for computing errors. As mentioned in the end of Subsection 3.4.2, the functional $\hat{\mathcal{F}}$ in (3.4.10) is replaced, for practical purposes, by the following “augmented” version (for simplicity, the notation is reused):

$$\hat{\mathcal{F}}(v^h, p^h, \mu^h; r, g) = \|f(v^h) - \nabla p^h - \nabla^\perp \mu^h\|^2 + \|\nabla p^h\|^2 + 2\ell_d(p^h) + \|h^{1/2}(v^h - g)\|^2_{\Gamma_I},$$

where $g$ is given in (3.3.1b) and $\|\cdot\|_{\Gamma_I}$ denotes the norm in $L^2(\Gamma_I)$. In all cases, continuous finite element spaces on structured triangular meshes are used. Here, $u^h$ denotes the obtained approximation, $\hat{u}$ is the exact solution, $\hat{\mathcal{F}}^h$ denotes the obtained minimal value of the functional, $\hat{\mathcal{F}}$, on a mesh with a parameter $h$. The meshes consist of right-crossed squares, $\Box$, where the coarsest mesh has 16 squares in $t$ and 32 squares in $x$, while the finer meshes are obtained by consecutive uniform refinements.
Figure 3.2: The approximation, $u^h$, obtained from Example 1 on the finest mesh, when all spaces, $\mathcal{U}^h$, $\mathcal{V}_{\Gamma_C}^h$, and $\mathcal{V}_{\Gamma_I}^h$, are linear. The black dot, $\bullet$, shows where the shock exists the domain in the exact solution, $\hat{u}$.

Figure 3.3: The approximation, $u^h$, obtained from Example 1 on the finest mesh, when $\mathcal{U}^h$ is linear and $\mathcal{V}_{\Gamma_C}^h$, $\mathcal{V}_{\Gamma_I}^h$ are quadratic. The black dot, $\bullet$, shows where the shock exists the domain in the exact solution, $\hat{u}$.

**Example 1 (a single shock)**  Consider (3.3.1) with

$$\Omega = \{0 < t < 1, -0.25 < x < 1.75\}, \quad r = \begin{cases} 1, & x \leq 0 \\ 2, & x > 0 \end{cases}, \quad g = \begin{cases} 3, & t = 0, x \leq 0 \\ 1, & t = 0, x > 0 \\ t + 3, & x = -0.25 \end{cases}.$$

Convergence of the functional values and the approximations obtained by the method are demonstrated in Figure 3.1 for a couple of choices of finite element orders. Notice that, in both cases, similar to the methods for conservation laws in [34, 32], the squared $L^2(\Omega)$ norm of the error approaches $O(h)$, which is the theoretically optimal rate [58, 60, 59, 61]. The functional values converge with a higher rate on the tested meshes, similar to [34, 32]. These results align with the discussion in Subsection 3.5.2 that, in general, the functional can only provide a “weak control” of
the $L^2(\Omega)$ norm and a respective uniform coercivity does not generally hold.

Figures 3.2 and 3.3 show the resulting approximations in the two cases. Note that the method correctly captures the shock speed and its curved trajectory, which can be expected considering the convergence in Figure 3.1. It is worth discussing the spikes in the corners of the domain. Theoretically, such behavior can be linked to the fact that the functional can only provide a sufficient control of certain “weaker” norms (e.g., the convergence in the $L^2(\Omega)$ norm is not significantly affected by such spikes) and does not generally provide a substantial control of “stronger” Sobolev norms involving derivatives (or their “fractions”) of the solution. This is associated with the fact that formulation (3.4.11) is closely related to the notion of a weak solution. A more particular inspection of the corner spikes suggests that they can be linked to the specific Helmholtz decomposition and the associated elliptic PDEs in Remarks 3.2.2 and 3.2.3, while they are clearly not the result of any surprising behavior of the exact solution to the hyperbolic PDE. Namely, in view of Remarks 3.2.2 and 3.2.3, the two corners with the spikes are precisely where the Neumann and Dirichlet boundary conditions meet in the respective elliptic problems that define the components of the Helmholtz decomposition, resulting in a decreased quality of the approximations close to the corners of these components, which are important parts of formulation (3.4.11). This is supported by the fact that increasing the order of the spaces for the components of the Helmholtz decomposition, $V^h_{\Gamma_C}$ and $V^h_{\Gamma_I}$, in Figure 3.3, compared to Figure 3.2, substantially decreases the spikes, since better approximations of these components are obtained. Observe that the corner spikes do not “pollute” the rest of the solution.

Furthermore, the oscillations at the initial and exit points of the shock in Figures 3.2 and 3.3 can be associated with both the singularity (discontinuity) in the solution of the hyperbolic PDE, as well as with the Helmholtz decomposition and the respective elliptic PDEs, since, in view of Remarks 3.2.2 and 3.2.3, at these points the Neumann boundary conditions in the respective elliptic problems exhibit jump discontinuities. Very similar oscillations are already observed in the methods for conservation laws in [34, 32], whereas the corner spikes are specific to the method of this chapter due to the utilization of the particular Helmholtz decomposition, which is different from the one in [34, 32], as discussed in the end of Subsection 3.4.2. Our experience shows that the oscillations around the shock become narrower to accommodate the $L^2(\Omega)$ convergence and remain bounded in amplitude as $h$ is decreased. The backward propagation of such oscillations results from formulation
Figure 3.4: Convergence results for Example 2.

Figure 3.5: The approximation, $u^h$, obtained from Example 2 on the finest mesh, when all spaces, $U^h$, $V^h_{\Gamma_C}$, and $V^h_{\Gamma_I}$, are linear.

(3.4.11) being a global (space-time) minimization that currently does not employ any upwinding techniques.

Observe that the shock in Figure 3.2 is noticeably more smeared than the one in Figure 3.3 and, accordingly, the backward propagating oscillations from the shock exit point are better dissipated in Figure 3.2. In our experience, the reduced numerical dissipation in Figure 3.3 is mostly due to the utilization of higher-order elements for $V^h_{\Gamma_I}$ and not so much due to the space $V^h_{\Gamma_C}$, whereas the reduction of the corner spikes benefits substantially from both $V^h_{\Gamma_I}$ and $V^h_{\Gamma_C}$ being of higher order. This, to some extent, aligns with the discussion about the “regularizing effect” of the space $V^h_{\Gamma_I}$ in the end of Subsection 3.5.2.
Figure 3.6: The approximation, $u^h$, obtained from Example 2 on the finest mesh, when $\mathcal{U}^h$ is linear and $\mathcal{V}_{\Gamma_C}^h, \mathcal{V}_{\Gamma_I}^h$ are quadratic.

Figure 3.7: Convergence results for Example 2 with quadratic $\mathcal{U}^h$ and cubic $\mathcal{V}_{\Gamma_C}^h, \mathcal{V}_{\Gamma_I}^h$.

**Example 2 (a rarefaction wave)** Consider (3.3.1) with

$$\Omega = \{ 0 < t < 1, -0.25 < x < 1.75 \}, \quad r = \begin{cases} 1, & x \leq 0 \\ 2, & x > 0 \end{cases}, \quad g = \begin{cases} 1, & t = 0, x \leq 0 \\ 2, & t = 0, x > 0 \\ t + 1, & x = -0.25 \end{cases}. $$

Results are shown in Figures 3.4–3.6. The main challenge is that such a setting is associated with an infinite multiplicity of the weak solutions [1], where the rarefaction wave (associated with the respective “characteristic fan”) is the unique admissible (or entropy) solution, which is of physical significance. It is a positive indication that the method recovers the physically admissible solution. However, it is currently unclear if this is an innate property of the formulation for all cases or if special entropy fixes may be necessary in general. This is a topic of further investigation. The
convergence rate is possibly suboptimal. In theory the decay rate of the squared $L^2(\Omega)$ norm of the error cannot be faster than $O(h^{2-\epsilon})$, for any small $\epsilon > 0$. As shown in Figure 3.7, increasing the order of the spaces does not improve the rate of convergence.
Example 3 (colliding shocks)  Consider (3.3.1) with

\[
\Omega = \{0 < t < 1, -0.25 < x < 1.75\}, \quad r = \begin{cases} 
1, & x \leq 0 \\
2, & x > 0 
\end{cases}, \quad g = \begin{cases} 
3, & t = 0, x \leq 0 \\
1, & t = 0, 0 < x \leq 0.5 \\
0.5, & t = 0, x \geq 0.5 \\
t + 3, & x = -0.25
\end{cases}.
\]

The respective results are shown in Figures 3.8–3.10. Note that the method accurately captures the shocks. However, the collision point, while correctly obtained, is substantially smeared in Figure 3.9, whereas this is not an issue in Figure 3.10.

Finally, the Gauss-Newton procedure utilizes a simple constant function as an initial guess on the coarsest mesh and, for every uniform refinement, the solution on the previous mesh is used as an initial guess. The number of Gauss-Newton iterations, for all cases and refinement levels in this chapter, are shown in Table 3.1. Note that the performance is expected to substantially improve by implementing adaptive mesh refinement in a nested iteration framework, which is a subject of future work.

3.7 About the linear case

This section concentrates on certain particulars associated with linear hyperbolic problems. First, some basic considerations and counterexamples are provided. Then, discrete coercivity results are shown. Finally, the potential impossibility of improving the discrete coercivity estimates is
Table 3.1: Number of Gauss-Newton iterations for all cases and refinement levels. The third column contains the number of iterations as the mesh is refined, from left to right. The space $U^h$ is linear in all cases.

discussed formally. This serves the additional purpose to furnish a relation and transition to the $(\mathcal{L}\mathcal{L}^*)^{-1}$ method in Chapter 4.

3.7.1 Basics

Here, a short introduction and basic considerations are presented. Reusing the notation in (3.3.1), consider the scalar linear hyperbolic problem

$$\nabla \cdot b u = r \text{ in } \Omega,$$

$$u = g \text{ on } \Gamma_I,$$

where $b \in [L^\infty(\Omega)]^2$, $\nabla \cdot b \in L^\infty(\Omega)$ is given. Observe that (3.7.1) can be seen, in a sense, as a special case of (3.3.1), where $f(u, x) = b(x)u(x)$; that is, the flux vector, $f$, depends also on $x$ and not just on $u$. This should not result in any confusion. Notice in this case that $\frac{\partial f}{\partial n}(u, x) = b(x)$, which is the direction of the characteristics of (3.7.1). Thus, clearly, the boundary portions in Definition 3.3.2 take the usual form for linear problems:

$$\Gamma_I = \{ x \in \Gamma; b(x) \cdot n(x) < 0 \},$$

$$\Gamma_O = \{ x \in \Gamma; b(x) \cdot n(x) > 0 \},$$

$$\Gamma_T = \{ x \in \Gamma; b(x) \cdot n(x) = 0 \},$$

$$\Gamma_C = \Gamma_O \cup \Gamma_T = \{ x \in \Gamma; b(x) \cdot n(x) \geq 0 \}.$$

It is well known that the characteristics of (3.7.1) are precisely the streamlines (trajectories) of the following autonomous system of ODE:

$$\dot{x} = b(x).$$
where \( x \) is viewed as a function \( x(s) \) (i.e., depending on a parameter \( s \in \mathbb{R}_+ \)), the points on \( \Gamma_I \) act as initial conditions, and \( \Omega \subset \mathbb{R}^2 \) is the phase space\(^1\) (state space) of the autonomous system. Therefore, the further assumptions on \( b \), as in [33], are based on the properties of this ODE system. Namely, assume that \( |b| \) is bounded away from zero a.e. on \( \Omega \), no two streamlines intersect, \( \Omega \) is entirely covered by streamlines, the streamlines in \( \Omega \) are of finite length, and there exists a transformation (of the phase space) with a bounded Jacobian that transforms the flow field, \( b \), to one that is aligned with a coordinate axis. Moreover, these assumptions imply an estimate like (3.5.9) for the linear case.

Now, a simple counterexample is presented, demonstrating that, in general, the functional \( F \) in (3.4.9) cannot be expected to provide “control” of the \( L^2(\Omega) \) norm.

**Example 3.7.1** Let \( \Omega = (0, \pi)^2 \), \( b = [1, 0] \), \( r \equiv 0 \), and \( g \equiv 0 \). Thus, the exact solution to (3.7.1) is \( \hat{u} = 0 \). Consider

\[
v_n(x_1, x_2) = \sin \frac{x_1}{2} \sin(nx_2), \quad n \geq 1.
\]

Then \( v_n \in H^1_{0, \Gamma_I}(\Omega) \) and \( \|v_n\| = \pi/2 \). Observe that

\[
\nabla \cdot bv_n = (v_n)'_{x_1} = \frac{1}{2} \cos \frac{x_1}{2} \sin(nx_2) \in H^1_{0, \Gamma_C}(\Omega),
\]

and \( \|(v_n)'_{x_1}\| = \pi/4 \). Considering the Helmholtz decomposition \( bv_n = \nabla q_{v_n} + \nabla^\perp \psi_{v_n} \), it is easy to verify that

\[
q_{v_n}(x_1, x_2) = -\frac{4}{4n^2 + 1}(v_n)'_{x_1} \in H^1_{0, \Gamma_C}(\Omega),
\]

since, in view of Remark 3.2.3, \( \partial q_{v_n}/\partial n = 0 = (bv_n) \cdot n \) on \( \Gamma_I \) and \( \Delta q_{v_n} = (v_n)'_{x_1} = \nabla \cdot bv_n \). Using (3.5.4) for this case gives

\[
\min_{p \in H^1_{0, \Gamma_C}(\Omega)} \min_{\mu \in H^1_{0, \Gamma_I}(\Omega)} \mathcal{F}(v_n, p, \mu; 0) = \frac{1}{2} \left\| \nabla q_{v_n} \right\|^2 = \frac{\pi^2}{4(4n^2 + 1)} = \frac{1}{4n^2 + 1} \|v_n\|^2 \xrightarrow{n \to \infty} 0.
\]

Consider some norm \( \|\cdot\|_\Omega \) that is defined on \( L^2(\Omega) \) and assume that \( X \) is a subset of \( L^2(\Omega) \) such that the \( L^2(\Omega) \) norm and \( \|\cdot\|_\Omega \) are equivalent on \( X \), i.e., there are constants \( a, b > 0 \) such that

\[
a\|v\| \leq \|v\|_\Omega \leq b\|v\|, \quad \forall v \in X.
\]

\(^1\)The set where the state vector \( x \) takes values.
Let $\overline{X}$ be the closure of $X$ with respect to the $L^2(\Omega)$ norm. It is not difficult to show that the norm equivalence continues to hold on $\overline{X}$ and that $\overline{X}$ is also the closure of $X$ with respect to $\|\cdot\|_{\overline{3}}$. In particular, if $X$ is dense in $L^2(\Omega)$, then the norms are equivalent on the whole $L^2(\Omega)$.

In the case of interest, when $\|\cdot\|_{\overline{3}}$ is the functional norm

$$
\|v\|_{\overline{3}}^2 = \min_{p \in H^1_0(\Omega)} \min_{\mu \in H^1_0(\Omega)} \mathcal{F}(v, p, \mu; 0), \quad v \in L^2(\Omega),
$$

this, together with Example 3.7.1, implies that it cannot be expected that the functional, $\mathcal{F}$, controls the $L^2(\Omega)$ norm on dense subsets of $L^2(\Omega)$. This unfortunately excludes any of the common Sobolev and finite element spaces. Meaningful candidates are only proper closed subsets of $L^2(\Omega)$, that is, a uniform discrete coercivity with respect to the $L^2(\Omega)$ norm cannot hold on any family of finite element spaces, since this would imply the respective uniform coercivity that is rejected by Example 3.7.1. Therefore, the reasonable coercivity is the discrete one in (3.5.12) and the respective inf-sup condition (3.5.11). This is studied in some detail in Subsection 3.7.2 for the linear case.

### 3.7.2 Discrete coercivity and inf-sup conditions

This subsection presents proofs, in a few cases, of inf-sup conditions of the form (3.5.11) for the linear case (3.7.1). More precisely, we show discrete coercivity estimates of the form (3.5.12), which are equivalent to inf-sup conditions like (3.5.11). All results here yield $\alpha = 1$ and Subsection 3.7.3 provides a formal discussion on why a smaller $\alpha$ may not be obtainable on standard finite element spaces.

In the linear case, it holds that $\mathcal{S}^h = \{ bv^h; v^h \in \mathcal{U}^h \}$ for a given finite element space $\mathcal{U}^h \subset L^\infty(\Omega)$. The following discrete coercivity estimate is shown for a few cases:

$$
\| \nabla_w \cdot bv^h \|_{-1, \Gamma_C} \geq ch \| bv^h \|, \quad \forall v^h \in \mathcal{U}^h.
$$

for a constant $c > 0$. The general assumptions are that $\Omega$ is a polygonal (or polyhedral) domain, $0 < h \leq 1$, and quasi-uniform (see [58], e.g.) meshes are used. Note that, for brevity, the standard abuse of notation is utilized by regarding every function $v \in L^2(\Omega)$ as a functional in any desired negative Sobolev space. This is achieved by the standard implicit identification of $v$ with the functional $(v, \cdot)$. 
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The first result is for finite element spaces that we are used to seeing in the context of $\mathcal{L}\mathcal{L}^*$ methods.

**Proposition 3.7.2** Consider a finite element space $Z^h \subset H^1_{0,\Gamma_C}(\Omega)$ and let $U^h = \{ b \cdot \nabla z^h; \ z^h \in Z^h \}$. Then (3.7.2) holds with $c > 0$ depending on $\Omega, b, \text{ and the quasi-uniformity of the mesh}.$

**Proof.** By [58, Theorem 4.5.11], the following inverse estimate holds, with a constant that depends on the quasi-uniformity of the mesh:

$$|z^h|_1 \leq Ch^{-1} \| z^h \|, \ \forall z^h \in Z^h.$$ 

Owing to the Poincaré-type inequality in [33, Lemma 2.4], the following estimate holds, with a constant depending on $\Omega$ and $b$:

$$\| z^h \| \leq C \| b \cdot \nabla z^h \|, \ \forall z^h \in Z^h.$$ 

Combining the two estimates above provides

$$|z^h|_1 \leq Ch^{-1} \| b \cdot \nabla z^h \|, \ \forall z^h \in Z^h.$$ 

Using this, for any $v^h \in U^h$, gives

$$\| bv^h \| \leq C \| v^h \| = C \sup_{\phi^h \in U^h} \frac{|(v^h, \phi^h)|}{\| \phi^h \|}$$

$$= C \sup_{z^h \in Z^h} \frac{|(v^h, b \cdot \nabla z^h)|}{\| b \cdot \nabla z^h \|} \leq Ch^{-1} \sup_{z^h \in Z^h} \frac{|(v^h, b \cdot \nabla z^h)|}{\| z^h \|_1}$$

$$\leq Ch^{-1} \sup_{z \in H^1_{0,\Gamma_C}(\Omega)} \frac{|(b v^h, \nabla z)|}{\| z \|_1} = Ch^{-1} \| \nabla w \cdot bv^h \|_{-1,\Gamma_C}. \quad \Box$$

Next, certain $H^1$-conforming finite element spaces are considered in the following result.

**Proposition 3.7.3** If $U^h \subset H^1_{0,\Gamma_C}(\Omega)$, then (3.7.2) holds with $c > 0$ depending on $\Omega, b, \text{ and the quasi-uniformity of the mesh}.$

**Proof.** Owing to the coercivity estimate\(^1\) [32, Lemma 6.8] and the inverse estimate in [58, Theorem 4.5.11], it holds, for $v^h \in U^h$, that

$$\| \nabla w \cdot bv^h \|_{-1,\Gamma_C} \geq c \| v^h \|_{-1,\Gamma_C} = c \sup_{\phi^h \in H^1_{0,\Gamma_C}(\Omega)} \frac{|(v^h, \phi)|}{\| \phi \|_1}$$

\(^1\)Note that [32, Lemma 6.8] is obtained under the assumption that that $\Gamma_I$ and $\Gamma_O$ do not touch each other. Similarly, the result can be obtained under the assumption that $\Gamma_I$ and $\Gamma_O$ each consist of a single connected component of the boundary. Our purpose is mainly to present ideas in this section. So, to keep thing simple, we do not elaborate too much on this. Nevertheless, more details appear in Lemma 3.7.4.
\[ \geq c \, \sup_{\varphi^h \in U^h} \frac{|(v^h, \varphi^h)|}{|\varphi^h|_1} \geq c \, \sup_{\varphi^h \in U^h} \frac{|(v^h, \varphi^h)|}{\|\varphi^h\|} = c h \|v^h\| \geq c h \|b v^h\|. \]

Stronger discrete coercivity estimates (i.e., ones that include a larger class of Lagrangian finite element spaces) are obtained by strengthening, in a sense, the coercivity result in [32, Lemma 6.8]. This is outlined in the following lemma. The argument is based on the proof of [32, Lemma 6.8]; see also [33].

**Lemma 3.7.4** Assume that \( \Gamma_I \) and \( \Gamma_O \) each consist of a single connected component of the boundary. Then there exists a constant \( c > 0 \), depending on \( \Omega \) and \( b \), such that

\[ c \|v\|_{-1, \Gamma_T} \leq \|\nabla_w \cdot b v\|_{-1, \Gamma_C}, \quad \forall v \in L^2(\Omega). \]

In particular, the estimate holds when \( \Gamma_T \) is of zero surface measure.

**Proof.** First, by a standard density argument, it is sufficient to restrict the considerations to the case of \( v \in C^\infty_c(\Omega) \), the space of infinitely smooth compactly supported functions on \( \Omega \). Hence, consider \( v \in C^\infty_c(\Omega) \). In this case, in view of Remark 3.4.2, \( \nabla \cdot b v \) and \( \nabla w \cdot b v \) can be identified via standard embeddings. Thus, it is sufficient to show that

\[ c \|v\|_{-1, \Gamma_T} \leq \|\nabla \cdot b v\|_{-1, \Gamma_C}. \]

By assumption, \( b \) can be aligned with one of the coordinate axes by a transformation with a bounded Jacobian. Thus, assume that such a transformation is applied and \( \Omega \) is in a \((\tau, s)\)-coordinate system, and \( b = [1, 0] \). The proof is carried for this case and the general inequality follows by considering the contribution of the Jacobian.

Consider \( \Gamma_O \) as the graph of \( \tau_O(s) \) for \( s \in J \), where \( J \subset \mathbb{R} \) is some appropriate set. Since \( \Gamma_O \) is a Lipschitz-continuous boundary, \( \tau_O \in W^{1, \infty}(J) \). In particular, \( \tau'_O \) is defined in classical sense almost everywhere in \( J \) and \( \|\tau'_O\|_{L^\infty(J)} < \infty \). Similarly, \( \Gamma_I \) is the graph of \( \tau_I(s) \) for \( s \in J \).

Now, it holds that

\[ v(\tau, s) = \int_{\tau_I(s)}^{\tau} \frac{\partial}{\partial \rho} v(\rho, s) \, d\rho. \]

Denote \( X = C^\infty(\bar{\Omega}) \cap H^1_{0, \Gamma_T}(\Omega) \) and let \( p \in X \), which is motivated by the density of \( X \) in \( H^1_{0, \Gamma_T}(\Omega) \).

The last equality and changing the order of integration yield

\[ \int_{\tau_I(s)}^{\tau_O(s)} v(\tau, s)p(\tau, s) \, d\tau = \int_{\tau_I(s)}^{\tau_O(s)} p(\tau, s) \int_{\tau_I(s)}^{\tau} \frac{\partial}{\partial \rho} v(\rho, s) \, d\rho \, d\tau. \]
\[ \begin{align*}
&= \int_{\tau_1(s)}^{\tau_2(s)} \frac{\partial}{\partial \rho} v(\rho, s) \int_{\rho}^{\tau_2(s)} p(\tau, s) \, d\tau \, d\rho \\
&= \int_{\tau_1(s)}^{\tau_2(s)} \frac{\partial}{\partial \tau} v(\tau, s) \int_{\tau}^{\tau_2(s)} p(\rho, s) \, d\rho \, d\tau 
\end{align*} \]

Denote

\[ (3.7.3) \quad q_p(\tau, s) = \int_{\tau}^{\tau_2(s)} p(\rho, s) \, d\rho. \]

Thus,

\[ \int_J \int_{\tau_1(s)}^{\tau_2(s)} v(\tau, s)p(\tau, s) \, d\tau \, ds = \int_J \int_{\tau_1(s)}^{\tau_2(s)} \frac{\partial}{\partial \tau} v(\tau, s)q_p(\tau, s) \, d\tau \, ds. \]

Here, this can be expressed as

\[ (v, p) = (\nabla \cdot b v, q_p). \]

Notice that

\[ \frac{\partial q_p}{\partial \tau} = -p, \]

whence

\[ \| \frac{\partial q_p}{\partial \tau} \|^2 \leq \| p \|^2 \leq \| p \|^2_1. \]

Also,

\[ \frac{\partial q_p}{\partial s} = \int_{\tau}^{\tau_2(s)} \frac{\partial}{\partial s} p(\rho, s) \, d\rho + p(\tau_2(s), s)\tau_2'(s). \]

Now, the simple inequality \((a + b)^2 \leq 2(a^2 + b^2)\) and Jensen’s inequality yield

\[ \| \frac{\partial q_p}{\partial s} \|^2_{0, \Omega} \leq C \left[ \int_J \int_{\tau_1(s)}^{\tau_2(s)} \left( \int_{\tau}^{\tau_2(s)} \left( \frac{\partial}{\partial s} p(\rho, s) \right) \, d\rho \right)^2 \, d\tau \, ds \\
+ \int_J \int_{\tau_1(s)}^{\tau_2(s)} (p(\tau_2(s), s)\tau_2'(s))^2 \, d\tau \, ds \right] \]

\[ \leq C \left[ \int_J \int_{\tau_1(s)}^{\tau_2(s)} \left( \frac{\partial}{\partial s} p(\rho, s) \right)^2 \, d\rho \, d\tau \, ds \\
+ \| \tau_2'(s) \|^2_{L^\infty(J)} \int_J p^2(\tau_2(s), s) \, ds \right] \]

\[ \leq C \left[ \int_J \int_{\tau_1(s)}^{\tau_2(s)} \left( \frac{\partial}{\partial s} p(\rho, s) \right)^2 \, d\rho \, d\tau \, ds \\
+ \int_J p^2(\tau_2(s), s) \sqrt{1 + (\tau_2'(s))^2} \, ds \right] \]

\[ \leq C \left[ \int_J \int_{\tau_1(s)}^{\tau_2(s)} \left( \frac{\partial}{\partial s} p(\tau, s) \right)^2 \, d\tau \, ds + \| p \|^2_{\Gamma_0} \right] \]
\[ \leq C \left[ \left\| \frac{\partial p}{\partial s} \right\|^2 + \|p\|_{1/2, \Gamma}^2 \right] \leq C\|p\|_1^2. \]

Thus,

(3.7.4) \[ |q_p|_1 \leq C\|p\|_1. \]

Also, (3.7.3) clearly shows that \( q_p = 0 \) on \( \Gamma_O \). Hence, \( q_p \in H^1_{0, \Gamma_O}(\Omega) \). In general, it is possible that \( q_p \notin H^1_{0, \Gamma_C}(\Omega) \). This is where the assumption that \( \Gamma_I \) and \( \Gamma_O \) each consist of a single connected component of the boundary becomes useful. Actually, it is sufficient to have every connected component of \( \Gamma_T \) touching \( \Gamma_O \). Since \( p = 0 \) on \( \Gamma_T \), then (3.7.3) implies that \( q_p = 0 \) on \( \Gamma_T \) and hence \( q_p \in H^1_{0, \Gamma_C}(\Omega) \).

Combining the above results, the following duality argument is clear:

\[ \sup_{p \in X} \frac{|(v, p)|}{\|p\|_1} \leq C \sup_{p \in X} \frac{|(\nabla \cdot bv, q_p)|}{\|q_p\|_1} \leq C \sup_{q \in H^1_{0, \Gamma_C}(\Omega)} \frac{|(\nabla \cdot bv, q)|}{\|q\|_1} = C\|\nabla \cdot bv\|_{-1, \Gamma_C}. \]

This implies the desired estimate

\[ c\|v\|_{-1, \Gamma_T} \leq \|\nabla \cdot bv\|_{-1, \Gamma_C}. \]

The case when \( \Gamma_T \) is of zero surface measure is analogous.

Now, a broader discrete coercivity result can be obtained for \( H^1 \) finite element spaces.

**Proposition 3.7.5** If \( U^h \subset H^1_{0, \Gamma_T}(\Omega) \), then (3.7.2) holds with \( c > 0 \) depending on \( \Omega, b \), and the quasi-uniformity of the mesh. In particular, when \( \Gamma_T \) is of zero surface measure, then \( U^h \) can be any \( H^1 \) finite element space, i.e., any \( U^h \subset H^1(\Omega) \).

**Proof.** The argument is similar to the proof of Proposition 3.7.3, using Lemma 3.7.4 and [58, Theorem 4.5.11].

More general discrete coercivity results are currently not established. Also, it is not completely clear if better powers of \( h \) can be obtained. Subsection 3.7.3 argues that it may be impossible in many cases or at least very hard. Note that all versions of \( U^h \) above form dense sets in \( L^2(\Omega) \) as \( h \to 0 \).
3.7.3 Limitations on the discrete coercivity

It is a quite deep question whether it is possible to improve on the power of \( h \) (i.e., make it as close to zero as possible) in (3.7.2) for the results in Subsection 3.7.2. Here, we brush over this topic.

One main idea in Subsection 3.7.2 is to utilize a coercivity estimate like the one in Lemma 3.7.4 to obtain a relationship between \( \| \nabla w \cdot b \|_{-1, \Gamma C} \) and some dual norm, and then invoke an inverse estimate with respect to the corresponding primal norm to conclude the final discrete coercivity estimate. It is not difficult, using operator interpolation theory (see [58, Chapter 14],[73]), to extend the inverse estimate in [58, Theorem 4.5.11] for the \( H^0(\Omega) \) norm, obtaining a \( h^{-\theta} \) rate, where \( 0 < \theta < 1 \). Also, the estimate in Lemma 3.7.4 can be further strengthened for a norm that is stronger than the \( H_{\Gamma C}^{-1}(\Omega) \) norm. However, no matter how tempting, this turns out to be insufficient for improving the final discrete estimate.

The key to strengthening the dual estimate in Lemma 3.7.4 is to improve on the primal estimate in (3.7.4) by utilizing a weaker norm of \( p \) in the bound on \( |q_p|_1 \). While this is not difficult in general, the issue is that one cannot essentially get rid of or weaken the term \( \| \partial p/\partial s \| \) in the norm of \( p \). This is suggested by the following observation based on Example 3.7.1. Consider \( \Omega = (0, \pi)^2, b = [1, 0], \) and

\[
\begin{align*}
p_n(\tau, s) &= \cos \tau \sin(ns) \in X, \\
q_{pn}(\tau, s) &= -\sin \tau \sin(ns) \in H_0^{1, \Gamma C}(\Omega), \\
\nabla q_{pn} &= \left[ -\cos \tau \sin(ns), -n \sin \tau \cos(ns) \right], \\
\frac{\partial p_n}{\partial s} &= n \cos \tau \cos(ns),
\end{align*}
\]

where \( n \geq 1 \). Then

\[
\begin{align*}
|q_{pn}|_1^2 &= \| \cos \tau \sin(ns) \|^2 + n^2 \| \sin \tau \cos(ns) \|^2 = \frac{\pi^2}{4} + n^2 \frac{\pi^2}{4}, \\
\left\| \frac{\partial p_n}{\partial s} \right\|_2^2 &= n^2 \| \cos \tau \cos(ns) \|^2 = n^2 \frac{\pi^2}{4}.
\end{align*}
\]

Therefore, any norm of \( p_n \) that is “weaker” than \( O(n) \) (i.e., weaker than \( \| \partial p/\partial s \| \)) cannot provide an estimate of the type (3.7.4). Intuitively, this may be interpreted that a “full control” of the partial derivative with respect to \( s \) (i.e., in the direction perpendicular to \( b \), which is the cross-stream direction) is needed. The particular issue is that an inverse estimate in which \( \| \partial v^b/\partial s \| \) is
bounded by $\|v^h\|$, derived by the usual finite element local analysis (i.e., element-by-element using a reference element), already results in $h^{-1}$, since having just one “whole” partial derivative involved prohibits any improvements on the power of $h$; see [58, Section 4.5]. Note that this is in no way a rigorous proof of the impossibility of obtaining better discrete estimates, but it outlines a major issue and provides some justification. An intuitive interpretation is that $\|\nabla_w \cdot bv\|_{-1, \Gamma_C}$ is based on an $H^{-1}$ norm, which in turn is related to the “action” of an inverse Laplace operator, $(-\Delta)^{-1}$, which is a Riesz isomorphism in this context. The operator $(-\Delta)^{-1}$ has a “smoothing effect” in all directions, including the cross-stream direction, which particularly results in the presence of $h$ in the discrete coercivity estimates. This is already exploited in the last example as well as in Example 3.7.1. In contrast, the operator $(-\nabla \cdot bb^T \nabla)^{-1}$, sometimes called “total anisotropy”, has a “smoothing effect” only in the direction of the stream (i.e., in the direction of $b$).

In short, the above formal discussion suggests that $\|\nabla_w \cdot bv\|_{-1, \Gamma_C}$ “behaves” like an $H^{-1}$ norm in the cross-stream direction, while it is stronger in the streamline direction. This is the fundamental reason for failing the uniform coercivity in Example 3.7.1 and failing to improve the discrete coercivity estimates, as discussed above. This further justifies the need for considering conditions like (3.5.13). Additionally, it motivates the development of the $(LL^*)^{-1}$ method in Chapter 4 for linear hyperbolic problems. The $(LL^*)^{-1}$ approach utilizes a more specialized isomorphism in the place of $(-\Delta)^{-1}$ (in fact, the isomorphism in the $(LL^*)^{-1}$ method is associated with the “total anisotropy” operator) and provides a natural relation to the $L^2(\Omega)$ norm.

### 3.8 Conclusions and future work

We proposed and studied a least-squares finite element formulation for hyperbolic balance laws that is based on the Helmholtz decomposition and is closely related to the notion of a weak solution. The ability of this approach to correctly approximate weak solutions and its convergence properties were discussed, and numerical results were provided. The method demonstrates good convergence, shock capturing capabilities, and correctly obtains rarefaction solutions to a nonlinear PDE.

There are many directions of future development. Particularly, adaptive mesh refinement in a nested iteration setting constitutes important follow-up work as it would contribute to the practical applicability of the method; while rarefaction waves are accurately obtained by the method, it is
still unclear if it naturally produces approximations to admissible (entropy) solutions or it may need to explicitly impose appropriate entropy conditions; extending the method to systems by utilizing a suitable Helmholtz decomposition is an important topic of future investigation; and generalizing the formulation for problems where the source term, $r$, in (3.3.1a) is allowed to depend linearly or nonlinearly on the unknown variable, $u$, would allow the consideration of more general hyperbolic equations.
Chapter 4

Mixed \((\mathcal{L}\mathcal{L}^\ast)^{-1}\) and \(\mathcal{L}\mathcal{L}^\ast\) Methods for Linear Problems

In this chapter, a few dual least-squares finite element methods and their application to scalar linear hyperbolic problems are studied. The purpose is to obtain \(L^2\)-norm approximations on finite element spaces of the exact solutions to hyperbolic partial differential equations of interest. This is approached by approximating the generally infeasible quadratic minimization that defines the \(L^2\)-orthogonal projection of the exact solution by feasible least-squares principles using the ideas of the original \(\mathcal{L}\mathcal{L}^\ast\) method [43] proposed in the context of elliptic equations. All methods in this chapter are founded upon and extend the \(\mathcal{L}\mathcal{L}^\ast\) approach, which is rather general and applicable beyond the setting of elliptic problems. Error bounds are shown that point to the factors affecting convergence and provide conditions that guarantee optimal rates. Furthermore, preconditioning of the resulting linear systems is discussed. Numerical results are provided to illustrate the behavior of the methods on common finite element spaces. Note that the methods, analysis, and all considerations are general and applicable to partial differential equations (PDEs), both scalar and systems, of a larger class than the hyperbolic equations discussed in this chapter. Nevertheless, following the subject of this thesis, the concentration is on linear hyperbolic PDEs and, for simplicity, scalar equations.

4.1 Introduction

Consider a scalar linear hyperbolic partial differential equation of the form

\[
\nabla \cdot \mathbf{b}\psi + \sigma \psi = r \quad \text{in } \Omega,
\]

(4.1.1)

\[
\psi = g \quad \text{on } \Gamma_I,
\]
where the simply connected domain, $\Omega \subset \mathbb{R}^d$ ($d$ is the dimension of the Euclidean space), flow field, $b \in [L^\infty(\Omega)]^d$, absorption coefficient, $\sigma \in L^\infty(\Omega)$, source term, $r \in L^2(\Omega)$, and inflow boundary data$^1$, $g \in L^2(\Gamma_I)$, are given and $\psi$ is the unknown dependent variable. Here, $\Gamma_I$ denotes the inflow portion of the boundary, $\partial \Omega$, i.e.,

$$\Gamma_I = \{ \mathbf{x} \in \partial \Omega; \mathbf{n}(\mathbf{x}) \cdot b(\mathbf{x}) < 0 \},$$

where $\mathbf{n}$ is the unit outward normal to $\partial \Omega$.

Equations like (4.1.1) arise often in applications and can also serve as model problems towards solving more elaborate hyperbolic PDEs [6, 1, 2, 3, 11, 7].

The solution to (4.1.1) can be quite irregular – exhibiting jump discontinuities or, depending on the contrast in $\sigma$, extremely steep exponential layers, leading to large variations of the solution in neighboring subregions of $\Omega$. We are interested in obtaining approximations of the solution without utilizing any additional information on its features and using only information provided by the differential operator in (4.1.1). In particular, we consider general unstructured meshes that are not aligned with the flow, $b$, i.e., the mesh does not follow the characteristics of (4.1.1). Also, the mesh does not need to resolve steep exponential layers, i.e., on the scale of the mesh such layers can appear as jump discontinuities. Moreover, we aim at solving (4.1.1) as a global space-time problem (if one of the independent variables represents time) without applying any time-stepping scheme, i.e., $\Omega$ is a domain in the space-time.

Least-squares finite element methods have been extensively studied for problems of elliptic and parabolic types; see, e.g., [29, 31, 46, 47, 30, 48, 49, 50, 51]. They have also been applied to hyperbolic problems, including of the type (4.1.1); cf., [33, 35, 15, 37, 32, 34, 36, 38]. These methods exhibit substantial numerical diffusion, unless proper scaling is implemented, which may include utilizing information about the characteristics of the problem and the respective features of the solution [81]. Diffusion results in stable methods (less oscillatory approximations) and least-squares have been used to augment Galerkin formulations to stabilize them; see, e.g, [38]. However, excessive diffusion can lead to unsatisfactory quality of the approximation. In our experience, this especially holds when large jumps in $\sigma$ cause very steep exponential layers in the solution that are not resolved by the mesh.

---

$^1$In general, the function $g$ is in a space on $\Gamma_I$ that can be larger than $L^2(\Gamma_I)$; see the trace results in [33]. For our considerations, the space $L^2(\Gamma_I)$ is sufficiently rich for inflow boundary conditions.
In this chapter, we address these issues (the solution irregularity, unstructured meshes not resolving steep exponential layers, and the excessive numerical diffusion) by seeking approximations in the $L^2(\Omega)$ norm. Note that the least-squares methods [33, 35] possess coercivity in a norm stronger than the $L^2(\Omega)$ norm, so they control the $L^2$-norm error, but the error can remain relatively large until the mesh size is sufficiently small to begin resolving the features of the solution. This contributes to the amount of numerical diffusion in the least-squares methods. In contrast, we approach the $L^2$-norm approximation more directly. The $(\mathcal{L}\mathcal{L}^*)^{-1}$ and $\mathcal{L}\mathcal{L}^*$ methods considered in this chapter are based on least-squares principles, which, in a sense, approximate the minimization that defines the best $L^2$-norm approximation.

Generally, given $f \in L^2(\Omega)$ and a linear first-order differential operator, $L$, our goal is to solve an equation of the form

$$Lu = f,$$

for the unknown $u \in D(L)$, where $D(L)$ denotes the domain of $L$. The general definition of $D(L)$ is provided in Section 4.2 and in Section 4.7 the particular definition for (4.1.1) is shown. Equation (4.1.1) can be reduced to (4.1.2) using superposition, since, in this case, the functions in $D(L)$ vanish on $\Gamma_I$. In practice, solving (4.1.2) is addressed by numerically approximating the exact solution, $\hat{u} \in D(L)$, of equation (4.1.2). The focus of this chapter is on obtaining finite element approximations of $\hat{u}$ with respect to the $L^2(\Omega)$ norm, denoted $\|\cdot\|$. Given a finite element space $U_h$, the best, in $U_h$, $L^2$-norm approximation of $\hat{u}$ is defined by the minimization

$$u^h = \arg\min_{v^h \in U_h} \|v^h - \hat{u}\|^2,$$

where the minimizer, $u^h$, is the $L^2$-orthogonal projection of $\hat{u}$ onto $U_h$. The minimization problem (4.1.3) can be reformulated as a standard $\mathcal{L}\mathcal{L}^*$ method [43, 82], but only for a special choice of the finite element space. However, for general $U_h$, the $L^2$-orthogonal projection of $\hat{u}$ onto $U_h$ cannot be directly computed, unless the exact solution, $\hat{u}$, is readily known. The idea here is to replace (4.1.3) with a similar, but computationally feasible, minimization problems using an additional (auxiliary) finite element space and applying the ideas of the standard $\mathcal{L}\mathcal{L}^*$ and negative-norm methods; see, e.g., [45] for an $H^{-1}$ approach to elliptic problems. In comparison, the standard $\mathcal{L}\mathcal{L}^*$ method obtains the best $L^2(\Omega)$ approximation under the compromise of using a particular
and nonstandard finite element space, whereas the \((L L^*)^{-1}\) and \(L L^*\)-type methods studied in this chapter allow utilizing standard finite element spaces but generally do not provide precisely the \(L^2\)-orthogonal projection of the exact solution.

Several methods are studied and compared in this chapter. In particular, the \((L L^*)^{-1}\) method is in the class of negative-norm least-squares methods. However, unlike a more standard \(H^{-1}\) approach, the \((L L^*)^{-1}\) method is better tailored to the particular problem (4.1.2). Namely, the isomorphism \((-\Delta)^{-1}\) in the \(H^{-1}\) method is replaced\(^1\) by the isomorphism \((L_w L^*)^{-1}\). Here, \(L_w\) is a special “weak version” of the operator \(L\) that is rigorously defined below. In general, the norm \(\|L(\cdot)\|_{-1}\) (here, \(\|\cdot\|_{-1}\) denotes the \(H^{-1}\) norm) does not control the \(L^2(\Omega)\) norm, when \(L\) is a hyperbolic operator; in fact, it is not even discretely (i.e., on any collection of finite element spaces) \(L^2\)-coercive \([32]\); see also Chapter 3. This is associated with the difficulty in analyzing the \(L^2\)-convergence of the \(H^{-1}\)-based methods in \([34, 32]\) (and its related \(H(\text{div})\)-conforming method) and in Chapter 3. In contrast, we observe that replacing \(\|\cdot\|_{-1}\) with the dual norm corresponding to \((L_w L^*)^{-1}\) precisely recovers the \(L^2(\Omega)\) norm. In practice, this desirable property of \((L_w L^*)^{-1}\) is lost when the operator is approximated by a discrete version. We demonstrate that under certain conditions a discrete \(L^2\)-coercivity of the \((L L^*)^{-1}\) method remains valid, which is sufficient for obtaining optimal convergence rates. All methods studied in this chapter converge in the \(L^2(\Omega)\) norm. Since operators play such an important role in our considerations, we provide a systematic analysis of the properties of the operators of interest here.

Negative-norm least-squares methods can be viewed as particular Petrov-Galerkin finite element methods, since Petrov-Galerkin methods constitute a very wide class; see \([83, 84]\) and the references therein. This chapter follows a slightly different path, in a sense, more in the spirit of least-squares methods. Namely, we extend the standard \(L L^*\) method of \([43]\) either by further projections onto \(U^h\) constituting the \(L L^*\)-type methods, or by employing a related negative-norm minimization resulting in the \((L L^*)^{-1}\) method. All methods of this chapter are fundamentally based on the original \(L L^*\) minimization principle in \([43]\). The relation to Petrov-Galerkin methods is interesting in its own right. The potential of further extending the \(L L^*\) approach using the (discontinuous) Petrov-Galerkin framework is a subject of future work.

\(^1\)In view of the weak formulations of these isomorphisms, this can be stated as: the gradient, \(\nabla\), is replaced by \(L^*\) – the \(L^2\)-adjoint of \(L\).
The main contributions of this chapter are summarized as follows. The \((\mathcal{L}\mathcal{L}^*)^{-1}\) formulation is introduced and analyzed, which is a new approach. Also, the idea of formulating a negative-norm least-squares method as a “saddle-point problem”, to our knowledge, does not exist in the literature. A more typical approach is the one in [45], where the conjugate gradient method is directly applied to minimize the functional of interest. For practical purposes, they use a preconditioner (i.e., an approximate inverse of an operator) that effectively modifies the least-squares principle. In contrast, the approach here allows utilization of the original (unmodified) minimization principle. Note that the norm for the \((\mathcal{L}\mathcal{L}^*)^{-1}\) method is different from the one in [45]. Moreover, additional difficulties arise when using the conjugate gradient method for a modified least-squares principle in the context of hyperbolic PDEs; see Section 4.6. The standard \(\mathcal{L}\mathcal{L}^*\) method is not new; it is formulated in [43] in the context of elliptic problems. The single- and two-stage methods are simple extensions of the original \(\mathcal{L}\mathcal{L}^*\) approach. Although not in such a pure form, they can be seen as a part of the hybrid method in [44]. The application of the \(\mathcal{L}\mathcal{L}^*\), single-, and two-stage methods to hyperbolic problems is, however, a new development. Most notably, the error analysis in Section 4.5 of the single- and two-stage methods in terms of the approximation properties of the involved finite element spaces was not previously known.

The outline of the rest of the chapter is the following. Basic notions and assumptions are presented in Section 4.2. Section 4.3 contains a systematic overview of the properties of the operators of interest. In Section 4.4, the \((\mathcal{L}\mathcal{L}^*)^{-1}\) method is formulated and analyzed. Section 4.5 is devoted to the \(\mathcal{L}\mathcal{L}^*\)-type methods and their comparison to the \((\mathcal{L}\mathcal{L}^*)^{-1}\) method. In Section 4.6, we comment on the implementation of the methods and the preconditioning of the respective linear systems. The specifics of applying the methods to (4.1.1) are discussed in Section 4.7. Particular numerical results are collected in Section 4.8. Section 4.9 discusses certain regularizations of the \((\mathcal{L}\mathcal{L}^*)^{-1}\) formulation. Conclusions and possible future work are in Section 4.10. Section 4.A is an appendix that, for convenience, provides an overview of the generalization of the considerations in the chapter. Note that this mainly contributes to a detailed exposition, while the methods are naturally implemented and used in such a general framework.
4.2 Notation, definitions, and assumptions

In this section, useful notation and definitions are presented, along with a pair of basic assumptions.

Consider a domain, \( \Omega \subset \mathbb{R}^d \), and a linear first-order differential operator, \( L \) (i.e., closed unbounded). The norm and inner product on \( L^2(\Omega) \) are denoted by \( \| \cdot \| \) and \( \langle \cdot, \cdot \rangle \), respectively. The domain of \( L \) is defined as

\[
\mathcal{D}(L) = \{ u \in L^2(\Omega); \ L u \in L^2(\Omega) \mbox{ and } B u = 0 \},
\]

where \( B u = 0 \) represents appropriate homogeneous boundary conditions. Note that \( L \) is densely defined in the sense that \( \mathcal{D}(L) \) is dense in \( L^2(\Omega) \). This is easy to see since, clearly, the infinitely smooth compactly supported functions on \( \Omega \), \( C^\infty_c(\Omega) \), are contained in \( \mathcal{D}(L) \) and it is well known that \( C^\infty_c(\Omega) \) is dense in \( L^2(\Omega) \). Thus, \( L^* \), the \( L^2 \)-adjoint of \( L \), is a well-defined closed linear operator \[85\]. In general, the adjoint operator, \( L^* \), and its domain, \( \mathcal{D}(L^*) \), are defined as follows: if, for \( w \in L^2(\Omega) \), there exists \( q \in L^2(\Omega) \) such that

\[
\langle L u, w \rangle = \langle u, q \rangle, \quad \forall u \in \mathcal{D}(L),
\]

then we say that \( w \in \mathcal{D}(L^*) \) and \( L^* w = q \). For our considerations, it is convenient to express \( \mathcal{D}(L^*) \) as

\[
\mathcal{D}(L^*) = \{ w \in L^2(\Omega); \ L^* w \in L^2(\Omega) \mbox{ and } B^* w = 0 \},
\]

where \( B^* w = 0 \) is the adjoint homogeneous boundary condition. Furthermore, it is known from functional analysis (see \[85\]) that, in general, \( L \) being densely defined and closed implies that \( L^* \) is also densely defined and \( (L^*)^* = L \).

Assume that \( L^* \) satisfies a Poincaré-type inequality and that it is surjective; that is, for some constant \( c^*_P > 0 \),

\[
(ASM \ 1) \quad c^*_P \|w\| \leq \|L^* w\|, \quad \forall w \in \mathcal{D}(L^*),
\]

\[
(ASM \ 2) \quad L^*(\mathcal{D}(L^*)) = L^2(\Omega).
\]

The motivation behind these assumptions is that they are important for the theory in Section 4.3 and they are satisfied by the problem of interest (4.1.1). This is discussed in Section 4.7.
Notice that assumption (ASM 1) implies that $\mathcal{D}(L^*)$ is a Hilbert space with respect to the norm $\| \cdot \|_{\mathcal{D}(L^*)} = \| L^* (\cdot) \|$ and this norm is equivalent to the respective graph norm on $\mathcal{D}(L^*)$; that is, there exists a constant $c_G^* > 0$ such that

$$c_G^* (\| w \|^2 + \| L^* w \|^2) \leq \| L^* w \|^2 \leq \| w \|^2 + \| L^* w \|^2, \quad \forall w \in \mathcal{D}(L^*).$$

Denote the dual space of $\mathcal{D}(L^*)$ by $\mathcal{D}'(L^*)$. The associated functional norm is

$$\| \ell \|_{\mathcal{D}'(L^*)} = \sup_{w \in \mathcal{D}(L^*)} \frac{|\ell(w)|}{\| L^* w \|}, \quad \forall \ell \in \mathcal{D}'(L^*).$$

To simplify notation, it is understood that $w \neq 0$ in the supremum and this convention is used throughout the chapter. This leads to the following definitions.

**Definition 4.2.1** Let $q \in L^2(\Omega)$ and consider the functional $\vartheta_q(w) = \langle q, L^* w \rangle$ for all $w \in \mathcal{D}(L^*)$. It is easy to see that $\vartheta_q \in \mathcal{D}'(L^*)$. Define the linear map $L_w : L^2(\Omega) \to \mathcal{D}'(L^*)$ as $L_w q = \vartheta_q$ for all $q \in L^2(\Omega)$. The operator $L_w$ is the “weak version” of $L$, defined on the whole $L^2(\Omega)$.

**Definition 4.2.2** The linear map $(L_w L^*)^{-1} : \mathcal{D}'(L^*) \to \mathcal{D}(L^*)$ is defined through the solution of the weak problem

$$(4.2.1) \quad \text{Find } z \in \mathcal{D}(L^*) : \langle L^* z, L^* w \rangle = \ell(w), \quad \forall w \in \mathcal{D}(L^*),$$

where $\ell \in \mathcal{D}'(L^*)$; that is, if $\hat{z} \in \mathcal{D}(L^*)$ solves (4.2.1), then $(L_w L^*)^{-1} \ell = \hat{z}$.

Owing to (ASM 1) and the Riesz representation theorem, (4.2.1) has a unique solution. Hence, $(L_w L^*)^{-1}$ is well-defined. It becomes clear in the next section that the notation $(L_w L^*)^{-1}$ is consistent and meaningful.

**Remark 4.2.3** Assumption (ASM 2) is equivalent (see [77, Theorems 2.20 and 2.21]) to the assumption that

$$(\text{ASM 3}) \quad c_P \| u \| \leq \| L u \|, \quad \forall u \in \mathcal{D}(L),$$

for some constant $c_P > 0$. This is the assumption that $L$ satisfies a Poincaré-type inequality. Similar to above, (ASM 3) implies that $\mathcal{D}(L)$ is a Hilbert space with respect to the norm $\| \cdot \|_{\mathcal{D}(L)} = \| L (\cdot) \|$. 74
and this norm is equivalent to the respective graph norm on $\mathcal{D}(L)$; that is, there exists a constant $c_G > 0$ such that
\[ c_G(\|u\|^2 + \|Lu\|^2) \leq \|Lu\|^2 \leq \|u\|^2 + \|Lu\|^2, \quad \forall u \in \mathcal{D}(L). \]
Similarly, (ASM 1) is equivalent to the assumption that $L : \mathcal{D}(L) \rightarrow L^2(\Omega)$ is surjective:
\[ (ASM \ 4) \quad L(\mathcal{D}(L)) = L^2(\Omega). \]

### 4.3 Properties of the operators

This section is devoted to the theoretical study of the properties of the operators introduced in Section 4.2. First, some abstract theory is presented. Then, the properties of $(L_wL^*)^{-1}$ relative to the $L^2(\Omega)$ inner product are shown. The main idea is to characterize the $L^2(\Omega)$ norm in terms of the norm in $\mathcal{D}'(L^*)$ and to properly represent the functional norm aiming at obtaining, in Section 4.4, an appropriate computable approximation of the $L^2(\Omega)$ minimization (4.1.3).

To aid precision and clarity below, note that $L^2(\Omega)$ can be embedded into $\mathcal{D}'(L^*)$. Indeed, for any $q \in L^2(\Omega)$, consider the functional $\ell_q(w) = \langle q, w \rangle$ for all $w \in \mathcal{D}(L^*)$. Using (ASM 1), it is easy to see that $\ell_q \in \mathcal{D}'(L^*)$. Then, the embedding operator $\mathcal{E} : L^2(\Omega) \rightarrow \mathcal{D}'(L^*)$ is defined as $\mathcal{E}q = \ell_q$ for all $q \in L^2(\Omega)$. Moreover, it is not difficult to show, using (ASM 1), that $\mathcal{E} : L^2(\Omega) \rightarrow \mathcal{D}'(L^*)$ is a bounded linear operator and, thus, it represents the continuous embedding of $L^2(\Omega)$ into $\mathcal{D}'(L^*)$.

The operator $(L_wL^*)^{-1}\mathcal{E}$ maps $L^2(\Omega)$ into $\mathcal{D}(L^*)$. Owing to (4.2.1) and the definition of $\mathcal{E}$, for $q \in L^2(\Omega)$, $(L_wL^*)^{-1}\mathcal{E}q$ equals the solution of the weak problem
\[ (4.3.1) \quad \text{Find } z \in \mathcal{D}(L^*) : \langle L^*z, L^*w \rangle = \langle q, w \rangle, \quad \forall w \in \mathcal{D}(L^*). \]
As customary, for simplicity of notation, we skip the embedding, $\mathcal{E}$, in the notation for the operator $(L_wL^*)^{-1}\mathcal{E}$ and consider $(L_wL^*)^{-1} : L^2(\Omega) \rightarrow \mathcal{D}(L^*)$ defined through the solution of the weak problem (4.3.1). This should lead to no confusion, since it should be clear from the context if $(L_wL^*)^{-1}$ denotes the operator $(L_wL^*)^{-1} : L^2(\Omega) \rightarrow \mathcal{D}(L^*)$ associated with the solution of the weak form (4.3.1) or $(L_wL^*)^{-1} : \mathcal{D}'(L^*) \rightarrow \mathcal{D}(L^*)$ introduced in Definition 4.2.2 and associated with the solution of the weak form (4.2.1); that is, the map $(L_wL^*)^{-1} : \mathcal{D}'(L^*) \rightarrow \mathcal{D}(L^*)$ can be considered as defined on $L^2(\Omega)$ via the embedding $\mathcal{E}$, allowing the consideration of the operator $(L_wL^*)^{-1} : L^2(\Omega) \rightarrow \mathcal{D}(L^*)$. The strict meaning behind this is provided by the weak form (4.3.1).
4.3.1 Abstract properties

First, a few basic results are collected in the following lemmas. The motivation behind the operator $L_w$ is that it extends $L$ (in fact, it extends $\mathcal{E}L$) on $L^2(\Omega)$, in the sense that $L_w$ coincides with $\mathcal{E}L$ on $\mathcal{D}(L)$. This allows the general characterization below of the norm in $L^2(\Omega)$ over the entire space. The result is important in the formulation of the $(LL^*)^{-1}$ method, since, as demonstrated in the next section, it essentially moves the infeasibility of (4.1.3), caused by the presence of the exact solution, $\hat{u}$, to the functional norm in $\mathcal{D}'(L^*)$.

**Lemma 4.3.1** The operator $L_w$ coincides with $\mathcal{E}L$ on $\mathcal{D}(L)$.

*Proof.* It is easy to see, from the definitions of $L_w$ and $\mathcal{E}$, that $L_w$ coincides with $\mathcal{E}L$ on $\mathcal{D}(L)$. □

**Lemma 4.3.2** The operator $L^*: \mathcal{D}(L^*) \to L^2(\Omega)$ is a bijective isometry.

*Proof.* This property follows immediately from (ASM 1) and the surjectivity of $L^*$ in (ASM 2), using that $\mathcal{D}(L^*)$ is endowed with the norm $\|\cdot\|_{\mathcal{D}(L^*)} = \|L^*(\cdot)\|$.

**Remark 4.3.3** Similarly, (ASM 3) and (ASM 4) (or, equivalently, as discussed in Remark 4.2.3, (ASM 1) and (ASM 2)) imply that $L: \mathcal{D}(L) \to L^2(\Omega)$ is a bijective isometry. □

It is not practical to work directly with a dual norm like $\|\cdot\|_{\mathcal{D}'(L^*)}$. Therefore, the operator $(L_wL^*)^{-1}: \mathcal{D}'(L^*) \to \mathcal{D}(L^*)$ is considered. As implied by the following lemma, it is the Riesz isomorphism between $\mathcal{D}(L^*)$ and $\mathcal{D}'(L^*)$, i.e., it is the isomorphism between a Hilbert space and its dual, mapping functionals to their representations with respect to the inner product in the Hilbert space, in accordance with the Riesz representation theorem. In essence, $(L_wL^*)^{-1}$ is the analog of the inverse Laplace operator in $H^{-1}$-type methods.

**Lemma 4.3.4** The operator $(L_wL^*)^{-1}: \mathcal{D}'(L^*) \to \mathcal{D}(L^*)$ is a bijective isometry. This, combined with (4.2.1), means that

$$
\|\ell\|^2_{\mathcal{D}'(L^*)} = \langle L^*(L_wL^*)^{-1}\ell, L^*(L_wL^*)^{-1}\ell \rangle = \ell((L_wL^*)^{-1}\ell), \quad \forall \ell \in \mathcal{D}'(L^*).
$$

In particular,

$$
\|\mathcal{E}q\|^2_{\mathcal{D}'(L^*)} = \langle (L_wL^*)^{-1}\mathcal{E}q, q \rangle, \quad \forall q \in L^2(\Omega).
$$
Proof. Owing to (4.2.1), it is an isometry since
\[ \|\ell\|_{\mathcal{D}'(L^*)} = \sup_{w \in \mathcal{D}(L^*)} \frac{|\ell(w)|}{\|L^*w\|} = \sup_{w \in \mathcal{D}(L^*)} \frac{|\langle L^*\hat{z}, L^*w \rangle|}{\|L^*w\|} = \|L^*\hat{z}\| = \|z\|_{\mathcal{D}'(L^*)} = \|(L_w L^*)^{-1}\ell\|_{\mathcal{D}'(L^*)} = \|L^*(L_w L^*)^{-1}\ell\|, \]
where \( \hat{z} \in \mathcal{D}(L^*) \) is the solution of (4.2.1), i.e., \( \hat{z} = (L_w L^*)^{-1}\ell \). The fact that \( (L_w L^*)^{-1} \) is an isometry immediately implies that it is injective. Owing to (ASM 1), (4.2.1), and the Riesz representation theorem, it follows that \( (L_w L^*)^{-1} \) is surjective. Indeed, for any \( z \in \mathcal{D}(L^*) \), consider \( \ell^*_z \in \mathcal{D}'(L^*) \) defined as \( \ell^*_z(w) = \langle L^*z, L^*w \rangle \) for all \( w \in \mathcal{D}(L^*) \). Then, clearly, \( (L_w L^*)^{-1}\ell^*_z = z \), showing that it is surjective.

Finally, using (4.2.1) and the definition of \( \mathcal{E} \) (or, equivalently, using (4.3.1)), it holds that
\[ \|\mathcal{E}q\|_{\mathcal{D}'(L^*)}^2 = \langle L^*(L_w L^*)^{-1}\mathcal{E}q, L^*(L_w L^*)^{-1}\mathcal{E}q \rangle \]
\[ = \|\mathcal{E}q\| \langle (L_w L^*)^{-1}\mathcal{E}q \rangle = \langle q, (L_w L^*)^{-1}\mathcal{E}q \rangle, \]
where it is utilized that \( (L_w L^*)^{-1}\mathcal{E}q \) solves (4.2.1) with \( \ell = \mathcal{E}q \).

The above lemmas together with the theorem below provide justification for the (symbolic) equality \( (L_w L^*)^{-1} = (L^*)^{-1}L_w^{-1} \). More importantly, the following theorem essentially demonstrates that the (symbolic) map \( L^*(L_w L^*)^{-1}L_w \) is the identity operator \( I : L^2(\Omega) \to L^2(\Omega) \), which provides a characterization of the \( L^2(\Omega) \) norm in terms of the functional norm on \( \mathcal{D}'(L^*) \).

**Theorem 4.3.5 (characterization of the \( L^2 \) norm)** The operator \( L_w : L^2(\Omega) \to \mathcal{D}'(L^*) \) is a bijective isometry. In particular, this means that
\[ \|q\| = \|L_w q\|_{\mathcal{D}'(L^*)}, \quad \forall q \in L^2(\Omega). \]

Proof. Using the surjectivity of \( L^* \) in (ASM 2), \( L_w \) is an isometry since
\[ \|L_w q\|_{\mathcal{D}'(L^*)} = \sup_{w \in \mathcal{D}(L^*)} \frac{|\langle q, L^*w \rangle|}{\|L^*w\|} = \|q\|. \]
The fact that \( L_w \) is an isometry immediately implies that it is injective. Consider arbitrary \( \ell \in \mathcal{D}'(L^*) \) and let \( \hat{z} \in \mathcal{D}(L^*) \) be the solution of (4.2.1), i.e., \( \hat{z} = (L_w L^*)^{-1}\ell \). Then, by setting \( \hat{q} = L^*\hat{z} \in L^2(\Omega) \), it follows from (4.2.1) that \( L_w \hat{q} = \ell \). Thus, \( L_w \) is surjective.

\[ \square \]
Corollary 4.3.6 It holds that
\[ \|u\| = \|\mathcal{E}Lu\|_{\mathcal{D}'(L^*)}, \quad \forall u \in \mathcal{D}(L). \]

Proof. The equality follows from Theorem 4.3.5 and Lemma 4.3.1. □

4.3.2 Properties of \((L_wL^*)^{-1}\) in \(L^2\)

As discussed at the beginning of this section, \(L^2(\Omega)\) is embedded into \(\mathcal{D}'(L^*)\) and, hence, \((L_wL^*)^{-1}\) can be considered defined on \(L^2(\Omega)\) via the embedding \(\mathcal{E}\). This subsection focuses on the operator \((L_wL^*)^{-1}\mathcal{E} : L^2(\Omega) \to \mathcal{D}(L^*)\). The following lemmas establish that \((L_wL^*)^{-1}\mathcal{E}\) is continuous, self-adjoint, and positive definite with respect to the \(L^2(\Omega)\) inner product.

Lemma 4.3.7 \((L^2\text{-continuity})\) It holds that
\[ \|(L_wL^*)^{-1}\mathcal{E}q\| \leq \frac{1}{(c_P^*)^2} \|q\|, \quad \forall q \in L^2(\Omega). \]

Proof. Using (ASM 1) and (4.3.1), it follows
\[
\|(L_wL^*)^{-1}\mathcal{E}q\| = \frac{1}{(c_P^*)^2} \sup_{w \in \mathcal{D}(L^*)} \frac{\langle (L_wL^*)^{-1}\mathcal{E}q, L^*w \rangle}{\|L^*w\|} \\
= \frac{1}{(c_P^*)^2} \sup_{w \in \mathcal{D}(L^*)} \frac{\|q, w\|}{\|L^*w\|} \leq \frac{1}{(c_P^*)^2} \sup_{w \in \mathcal{D}(L^*)} \frac{\|q, w\|}{\|w\|} \leq \frac{1}{(c_P^*)^2} \|q\|. \quad \square
\]

Lemma 4.3.4 allows to characterize the inner product in \(\mathcal{D}'(L^*)\) using the operator \((L_wL^*)^{-1}\). This is important for the considerations in Section 4.4, since by approximating \((L_wL^*)^{-1}\), the \(\mathcal{D}'(L^*)\) norm is approximated, thus obtaining, in view of Theorem 4.3.5, computationally feasible approximations of the \(L^2(\Omega)\) norm and the minimization (4.1.3). In practical finite element formulations, the \(\mathcal{D}'(L^*)\) inner product characterization is needed for functions in \(L^2(\Omega)\). This is the motivation behind the following result. It shows that \(\langle (L_wL^*)^{-1}\mathcal{E}, \cdot \rangle\) defines an inner product in \(L^2(\Omega)\), which, by Lemma 4.3.4, is precisely the inner product associated with \(\|\cdot\|_{\mathcal{D}'(L^*)}\), but restricted, via the embedding \(\mathcal{E}\), to \(L^2(\Omega)\).

Lemma 4.3.8 The operator \((L_wL^*)^{-1}\mathcal{E} : L^2(\Omega) \to \mathcal{D}(L^*)\) is self-adjoint and positive definite with respect to the \(L^2(\Omega)\) inner product.
Proof. Given \( p, q \in L^2(\Omega) \), by (4.2.1) and the definition of \( \mathcal{E} \) (or, equivalently, by (4.3.1)), it follows

\[
\langle q, (L_w L^*)^{-1} \mathcal{E} p \rangle = \langle L^* (L_w L^*)^{-1} \mathcal{E} q, L^* (L_w L^*)^{-1} \mathcal{E} p \rangle = \langle L^* (L_w L^*)^{-1} \mathcal{E} p, L^* (L_w L^*)^{-1} \mathcal{E} q \rangle = \langle p, (L_w L^*)^{-1} \mathcal{E} q \rangle,
\]

where \((L_w L^*)^{-1} : \mathcal{D}'(L^*) \to \mathcal{D}(L^*)\), as defined above.

Next, owing to Lemma 4.3.4,

\[
\langle (L_w L^*)^{-1} \mathcal{E} q, q \rangle = \| \mathcal{E} q \|_{\mathcal{D}'(L^*)}^2 \geq 0,
\]

where the equality holds if and only if \( q = 0 \). \( \square \)

Remark 4.3.9 Note that \((L_w L^*)^{-1} \mathcal{E}\) is not necessarily \(L^2\)-coercive (strictly positive definite), that is, \(\langle (L_w L^*)^{-1} \mathcal{E} q, q \rangle \geq \alpha \| q \|^2\), for all \( q \in L^2(\Omega) \), does not necessarily hold for any constant \( \alpha > 0 \). In view of Lemma 4.3.4, this reflects the fact that the \(L^2(\Omega)\) norm is generally strictly stronger than the \(\mathcal{D}'(L^*)\) norm on \(L^2(\Omega)\). \( \diamond \)

Remark 4.3.10 The assumption that \(L^*\) is \(L^2\)-coercive, (ASM 1), is important for the theory in this section, since basic results depend on it. Namely, it provides that the operator \((L_w L^*)^{-1}\) is well-defined, \(\mathcal{D}(L^*)\) is a Hilbert space with respect to the norm \(\| \cdot \|_{\mathcal{D}(L^*)} = \| L^*(\cdot) \|\), \(\mathcal{D}'(L^*)\) can be endowed with the respective dual norm, and allows the above presented definition of the embedding \(\mathcal{E}\). Also, the closedness of the operator \(L\) is important. Particularly, it provides that \((L^*)^* = L\). The assumption that \(L^*\) is surjective, (ASM 2), is used only in Lemma 4.3.2, Remark 4.3.3, Theorem 4.3.5, and Corollary 4.3.6, which are important results. \( \diamond \)

4.4 The \(L L^*\)\(^{-1}\) method

The \((L L^*)^{-1}\) method, which is a main focus of this chapter, is presented in this section. First, the method is formulated. Next, the corresponding linear algebra equations are discussed. Finally, the properties of the discrete formulation are studied.

4.4.1 Motivation and formulation

Let \(\mathcal{U}^h\) be a finite element space and consider the operator equation, \(L u = f\), in (4.1.2). For simplicity of exposition, \(\mathcal{U}^h\) is a subset of \(\mathcal{D}(L)\) in this section. The extension of the formulation
to more general finite element spaces is discussed in Section 4.A. The purpose is to obtain $u^h \in U^h$ that approximates the exact solution of (4.1.2) in the $L^2(\Omega)$ norm. Owing to Corollary 4.3.6 and Lemma 4.3.4, the minimization (4.1.3) can be equivalently expressed as

$$
\begin{align*}
    u^h &= \arg \min_{v^h \in U^h} \|v^h - \hat{u}\|^2 = \arg \min_{v^h \in U^h} \|\mathcal{E}L(v^h - \hat{u})\|^2_{\mathcal{D}'(L^*)} \\
    &= \arg \min_{v^h \in U^h} \|\mathcal{E}(Lv^h - f)\|^2_{\mathcal{D}'(L^*)} = \arg \min_{v^h \in U^h} \langle (L_wL^*)^{-1}(Lv^h - f), Lv^h - f \rangle,
\end{align*}
$$

(4.4.1)

where $\hat{u} \in \mathcal{D}(L)$ denotes the exact solution of (4.1.2). In view of the symmetry in Lemma 4.3.8, this leads to the weak problem

$$
\begin{align*}
    \text{(4.4.2) Find } u^h \in U^h : \langle (L_wL^*)^{-1}Lu^h, Lv^h \rangle = \langle (L_wL^*)^{-1}f, Lv^h \rangle, \quad \forall v^h \in U^h.
\end{align*}
$$

(4.4.2)

Observe that (4.4.1) and (4.4.2) are not computationally feasible, since the effect of $(L_wL^*)^{-1}$ cannot be computed in general. Therefore, a computable discrete version of $(L_wL^*)^{-1}$ is necessary.

To this end, consider an additional (auxiliary) finite element space $Z^h \subset \mathcal{D}(L^*)$. The discrete version of $(L_wL^*)^{-1}$ is obtained from the discrete version of (4.2.1), described as follows.

**Definition 4.4.1** The linear map $(L_wL^*)^{-1}_h : \mathcal{D}'(L^*) \to Z^h$ is defined through the solution of the discrete weak problem

$$
\begin{align*}
    \text{(4.4.3) Find } z^h \in Z^h : \langle L^*z^h, L^*w^h \rangle = \ell(w^h), \quad \forall w^h \in Z^h,
\end{align*}
$$

(4.4.3)

where $\ell \in \mathcal{D}'(L^*)$.

As previously, when convenient, the operator $(L_wL^*)^{-1}_h : L^2(\Omega) \to Z^h$ is considered (via the embedding $\mathcal{E}$), in which case, for $q \in L^2(\Omega)$, (4.4.3) takes the form

$$
\begin{align*}
    \text{(4.4.4) Find } z^h \in Z^h : \langle L^*z^h, L^*w^h \rangle = \langle q, w^h \rangle, \quad \forall w^h \in Z^h.
\end{align*}
$$

(4.4.4)

Now, (4.4.1) and (4.4.2) can be approximated feasibly by replacing $(L_wL^*)^{-1}$ with $(L_wL^*)^{-1}_h$. This results in the following:

$$
\begin{align*}
    u^h &= \arg \min_{v^h \in U^h} \langle (L_wL^*)^{-1}_h(Lv^h - f), Lv^h - f \rangle, \\
    \text{(4.4.5) Find } u^h \in U^h : \langle (L_wL^*)^{-1}_hLw^h, Lv^h \rangle = \langle (L_wL^*)^{-1}_h f, Lv^h \rangle, \quad \forall v^h \in U^h,
\end{align*}
$$

(4.4.5)
which constitutes the discrete $(\mathcal{L}\mathcal{L}^*)^{-1}$ formulation. Alternatively, (4.4.4) and (4.4.6) can be combined into the system

\begin{equation}
\text{(4.4.7)} \quad \text{Find } (u^h, z^h) \in \mathcal{U}^h \times \mathcal{Z}^h:\begin{cases}
(L^* z^h, L^* w^h) + \langle u^h, L^* w^h \rangle = \langle f, w^h \rangle, & \forall w^h \in \mathcal{Z}^h, \\
(L^* z^h, v^h) = 0, & \forall v^h \in \mathcal{U}^h.
\end{cases}
\end{equation}

In summary, exchanging $(L_w L^*)^{-1}$ for $(L_w L^*)_h^{-1}$ is practically trading the minimization of the $L^2(\Omega)$ norm of the error in (4.4.1) for computational feasibility. Namely, the resulting minimization problem (4.4.5) can be solved numerically but does not necessarily provide the $L^2$-orthogonal projection of the exact solution onto $\mathcal{U}^h$. In contrast, the standard $\mathcal{L}\mathcal{L}^*$ method introduced in [43] solves the $L^2$ minimization (4.4.1), but for the special choice $\mathcal{U}^h = L^*(\mathcal{Z}^b)$, i.e., it trades the freedom of choosing a standard finite element space in the place of $\mathcal{U}^h$ for computational feasibility. Moreover, the $\mathcal{L}\mathcal{L}^*$ method uses the space $\mathcal{Z}^b$ (more precisely, the space $L^*(\mathcal{Z}^b)$) to approximate the exact solution, $\hat{u}$, whereas, in the $(\mathcal{L}\mathcal{L}^*)^{-1}$ method introduced above, $\mathcal{Z}^b$ serves as an auxiliary space to approximate the operator $(L_w L^*)^{-1} : \mathcal{D}'(L^*) \to \mathcal{D}(L^*)$ by the operator $(L_w L^*)_h^{-1} : \mathcal{D}'(L^*) \to \mathcal{Z}^b \subset \mathcal{D}(L^*)$. See Sections 4.5 and 4.8 for further and more detailed comparisons of the $(\mathcal{L}\mathcal{L}^*)^{-1}$ and other $\mathcal{L}\mathcal{L}^*$-type methods. The implications of approximating the minimization problem (4.4.1) by (4.4.5) are studied in Subsection 4.4.3.

### 4.4.2 Linear algebra equations

Here, the algebraic systems associated with (4.4.6) and (4.4.7) are formulated. Let $\{\phi^h_i\}_{i=1}^N$ and $\{\psi^h_i\}_{i=1}^M$ be the bases for $\mathcal{U}^h$ and $\mathcal{Z}^b$, respectively. Define the matrices $\mathbf{L} \in \mathbb{R}^{M \times N}$, $\mathbf{H} \in \mathbb{R}^{M \times M}$, $\mathbf{M} \in \mathbb{R}^{N \times N}$ (the $L^2(\Omega)$ mass matrix on $\mathcal{U}^h$), and the vector $\mathbf{f} \in \mathbb{R}^M$ as

\begin{equation}
\text{(4.4.8)} \quad (\mathbf{L})_{ij} = \langle \phi^h_j, L^* \psi^h_i \rangle, \quad (\mathbf{H})_{ij} = \langle L^* \psi^h_j, L^* \psi^h_i \rangle, \quad (\mathbf{M})_{ij} = \langle \phi^h_j, \phi^h_i \rangle, \quad (\mathbf{f})_i = \langle f, \psi^h_i \rangle.
\end{equation}

The functions in $\mathcal{U}^h$ and $\mathcal{Z}^b$ can be identified with their corresponding coefficient vectors with respect to the bases of the spaces. Namely, $u^h \in \mathcal{U}^h$, $u \in \mathbb{R}^N$ and $z^b \in \mathcal{Z}^b$, $z \in \mathbb{R}^M$ are identified with the expansions

\begin{equation}
u^h = \sum_{i=1}^N (u)_i \phi^h_i, \quad z^b = \sum_{i=1}^M (z)_i \psi^h_i.
\end{equation}
Using this notation, the weak formulation (4.4.7) induces the following algebraic system of equations with a symmetric block matrix $A$:

\[
\begin{bmatrix}
    z \\
    u
\end{bmatrix}
= \begin{bmatrix}
    H & L \\
    L^T
\end{bmatrix}
\begin{bmatrix}
    z \\
    u
\end{bmatrix}
= \begin{bmatrix}
    \hat{f} \\
    0
\end{bmatrix}.
\]

Note that, owing to (ASM 1), $H$ is a symmetric positive definite matrix. Eliminating $z$ in (4.4.9) results in the following algebraic system for the respective Schur complement:

\[
L^T H^{-1} L u = L^T H^{-1} \hat{f}.
\]

Denote $A = L^T H^{-1} L \in \mathbb{R}^{N \times N}$ and $f = L^T H^{-1} \hat{f} \in \mathbb{R}^N$. Then (4.4.10) becomes

\[
Au = f,
\]

which is precisely the algebraic system induced by the weak form (4.4.6). Indeed, since the solution of (4.4.4) (i.e., the effect of $(L_w L^*)^{-1}_h$) is computed through the effect of $H^{-1}$, the matrix $A$ corresponds to the bilinear form and $f$ corresponds to the right-hand side in (4.4.6); that is,

\[
(A)_{ij} = \langle (L_w L^*)^{-1}_h L \phi^h_j, L \phi^h_i \rangle, \quad (f)_i = \langle (L_w L^*)^{-1}_h f, L \phi^h_i \rangle.
\]

Clearly, $A$ is nonsingular if and only if the matrix $\hat{A}$ in (4.4.9) is nonsingular.

### 4.4.3 Analysis

In this subsection, the properties of the operator $(L_w L^*)^{-1}_h$ and the discrete $(\mathcal{L} \mathcal{L}^*)^{-1}$ formulation are analyzed and studied in detail. The analysis of the discrete $(\mathcal{L} \mathcal{L}^*)^{-1}$ formulation and the properties of the matrix $A$ is fundamentally founded upon the effect of replacing $(L_w L^*)^{-1}$ with $(L_w L^*)^{-1}_h$ on the characterization of the $L^2(\Omega)$ norm. The major result is the error estimate for the $(\mathcal{L} \mathcal{L}^*)^{-1}$ method.

First, the discrete counterparts of Lemmas 4.3.7 and 4.3.8 are shown.

**Lemma 4.4.2 ($L^2$-continuity)** It holds that

\[
\|(L_w L^*)^{-1}_h q\| \leq \frac{1}{(c_p^2)^2} \|q\|, \quad \forall q \in L^2(\Omega).
\]
Proof. Using (ASM 1) and (4.4.4), it follows that
\[
\|\left( L_w L^* \right)_h^{-1} q \| \leq \frac{1}{c_P^*} \| L^* \left( L_w L^* \right)_h^{-1} q \| = \frac{1}{c_P^*} \sup_{\omega^h \in \mathcal{Z}^h} \frac{|\langle L^* \left( L_w L^* \right)_h^{-1} q, L^* \omega^h \rangle|}{\| L^* \omega^h \|} \leq \frac{1}{c_P^*} \sup_{\omega^h \in \mathcal{Z}^h} \frac{|\langle q, \omega^h \rangle|}{\| L^* \omega^h \|} \leq \frac{1}{(c_P^*)^2} \sup_{\omega \in \mathcal{D}(L^*)} \frac{|\langle q, \omega \rangle|}{\| \omega \|} \leq \frac{1}{(c_P^*)^2} \| q \|.
\]

Lemma 4.4.3 The discrete operator \( (L_w L^*)_h^{-1} : L^2(\Omega) \to \mathcal{Z}^h \) is self-adjoint and positive semidefinite with respect to the \( L^2(\Omega) \) inner product.

Proof. The proof is similar to that of Lemma 4.3.8. Note, however, that \( (L_w L^*)_h^{-1} \) is not positive definite since it has a nontrivial (and infinite-dimensional) null space. This is to be expected since \( (L_w L^*)_h^{-1} \) maps an infinite-dimensional space to a finite-dimensional one. Indeed, from (4.4.4), it follows that
\[
(4.4.12) \quad N((L_w L^*)_h^{-1}) = (\mathcal{Z}^h)^\perp = \{ q \in L^2(\Omega); \langle q, \omega^h \rangle = 0 \text{ for all } \omega^h \in \mathcal{Z}^h \}
\]
is the null space of \( (L_w L^*)_h^{-1} \).

The corollary below is an immediate consequence of Lemma 4.4.3.

Corollary 4.4.4 The matrix \( A \) in (4.4.11) is symmetric positive semidefinite, for all choices of \( \mathcal{U}^h \) and \( \mathcal{Z}^h \).

Since \( (L_w L^*)_h^{-1} \) is singular, the matrix \( A \) (or, equivalently, the matrix \( A \) in (4.4.9)) can be singular if the spaces \( \mathcal{U}^h \) and \( \mathcal{Z}^h \) are not selected carefully. The null space of \( A \) admits a simple but abstract characterization.

Lemma 4.4.5 By identifying the vectors in \( \mathbb{R}^N \) with the functions in \( \mathcal{U}^h \), the null space of \( A \) is characterized as
\[
N(A) = \mathcal{U}^h \cap \left[ L^*(\mathcal{Z}^h) \right]^\perp.
\]

Proof. Consider \( v^h \in \mathcal{U}^h \) and its vector of coefficients \( v \in \mathbb{R}^N \). First, let \( v^h \in [L^*(\mathcal{Z}^h)]^\perp \). Then
\[
(Av)_i = \langle v^h, L^*(L_w L^*)_h^{-1} L \phi_i^h \rangle = 0 \quad \text{(since } L^*(L_w L^*)_h^{-1} L \phi_i^h \in L^*(\mathcal{Z}^h)) \text{).}
\]
which implies that $v \in \mathcal{N}(A)$ and, hence, $U^h \cap [L^*(Z^h)]^\perp \subset \mathcal{N}(A)$. Conversely, let $v \in \mathcal{N}(A)$ and denote $z^h = (L_w L^*)^{-1} L v^h \in Z^h$. Then, by (4.4.4) and (ASM 1),

$$0 = v^T A v = \langle L v^h, (L_w L^*)^{-1} L v^h \rangle = \langle L v^h, z^h \rangle = \langle L^* z^h, L^* z^h \rangle = \|L^* z^h\|^2 \geq (c^*_p)^2 \|z^h\|^2,$$

implying that $L v^h \in \mathcal{N}((L_w L^*)^{-1})$. Combining this with (4.4.12) shows

$$0 = \langle L v^h, w^h \rangle = \langle v^h, L^* w^h \rangle, \quad \forall w^h \in Z^h.$$ 

Thus, $v^h \in [L^*(Z^h)]^\perp$ and, hence, $\mathcal{N}(A) \subset U^h \cap [L^*(Z^h)]^\perp$. 

The following is a simple corollary of Lemma 4.4.5.

**Corollary 4.4.6** The null spaces of $A$ and $L$ coincide, that is,

$$\mathcal{N}(A) = \mathcal{N}(L).$$

**Proof.** Let $v^h \in U^h$ be a finite element function with a coefficient vector $v \in \mathbb{R}^N$. Then

$$(L v)_i = \langle v^h, L^* \psi^h_i \rangle, \quad \text{for } i = 1, \ldots, M,$$

implies that $v \in \mathcal{N}(L)$ if and only if $v^h \in [L^*(Z^h)]^\perp$. Thus, owing to Lemma 4.4.5, $\mathcal{N}(A) = \mathcal{N}(L)$. 

Lemma 4.4.5 shows that $A$ is always singular if $L^*(Z^h) \subset U^h$. More generally, as shown below, $A$ is guaranteed to be singular if $U^h$ is of higher dimension than $Z^h$.

**Corollary 4.4.7** If $\dim(U^h) > \dim(Z^h)$ (i.e., $N > M$), then $A$ (as well as $A^h$) is singular.

**Proof.** If $N > M$, then there exists $v \in \mathbb{R}^N \setminus \{0\}$ such that $v \in \mathcal{N}(L)$. Thus, by Corollary 4.4.6, $v \in \mathcal{N}(A)$ and, hence, $\mathcal{N}(A) \neq \{0\}$.

Theorem 4.3.5 and Lemma 4.3.4 show that $(L_w L^*)^{-1}$ together with $L_w$ exactly recover the $L^2(\Omega)$ norm on the entire space, which is related to the mentioned equality $L^*(L_w L^*)^{-1} L_w = I$. However, replacing $(L_w L^*)^{-1}$ with $(L_w L^*)^{-1}_h$ cannot fully recover the $L^2(\Omega)$ norm. The following result shows that, instead, the $L^2(\Omega)$ norm is exactly recovered only on a subspace, $L^*(Z^h)$, and $L^*(L_w L^*)^{-1}_h L_w$ becomes a $L^2$-orthogonal projection. This is important for the coming considerations and results.
Lemma 4.4.8 \((L^2\text{-orthogonal projection})\) Let \(\Pi^b_h : L^2(\Omega) \rightarrow L^*(Z^h)\) be the \(L^2\text{-orthogonal projection onto } L^*(Z^h)\). Then \(\Pi^b_h = L^*(L_w L^*)^{-1}_h L_w\).

Proof. Consider an arbitrary \(q \in L^2(\Omega)\). Notice that \(\Pi^b_h q \in L^*(Z^h)\) is characterized by the following weak form:

\[(4.4.13) \quad \langle \Pi^b_h q, L^* w^h \rangle = \langle q, L^* w^h \rangle, \quad \forall w^h \in Z^h.\]

Let \(\hat{z}^h = (L_w L^*)_h^{-1} L_w q \in Z^h\). The definitions of \((L_w L^*)_h^{-1}\) and \(L_w\) imply

\[\langle L^* \hat{z}^h, L^* w^h \rangle = \langle q, L^* w^h \rangle, \quad \forall w^h \in Z^h.\]

Thus, \(\Pi^b_h q = L^* \hat{z}^h\) and, hence, \(\Pi^b_h q = L^*(L_w L^*)^{-1}_h L_w q\).

Corollary 4.4.9 It holds that

\[(A)_{ij} = \langle \Pi^b_h \phi^b_j, \phi^b_i \rangle, \quad (f)_i = \langle \Pi^b_h \hat{u}, \phi^b_i \rangle,\]

and the discrete \((\mathcal{L} \mathcal{L}^*)^{-1}\) formulation in (4.4.5) and (4.4.6) can be equivalently expressed as

\[(4.4.14) \quad u^h = \text{argmin}_{v^h \in U^h} ||\Pi^b_h (v^h - \hat{u})||^2,\]
\[(4.4.15) \quad \text{Find } u^h \in U^h : \langle \Pi^b_h u^h, v^h \rangle = \langle \Pi^b_h \hat{u}, v^h \rangle, \quad \forall v^h \in U^h.\]

Proof. This follows easily from Lemmas 4.3.1 and 4.4.8, using the obvious equality \(f = L \hat{u}\). □

As shown in [43], discussed later in Section 4.5, and evident from Lemma 4.4.8, the result of \(\Pi^b_h \hat{u}\) is computable through an application of \((L_w L^*)^{-1}_h\) (i.e., by solving (4.4.3)). This is a feature provided by the standard \(\mathcal{L} \mathcal{L}^*\) method. In particular, the \(\mathcal{L} \mathcal{L}^*\) method of [43] approximates the exact solution, \(\hat{u}\), by \(\Pi^b_h \hat{u}\). This justifies why formulations like (4.4.14) and (4.4.15) are computationally feasible. Corollary 4.4.9 is rather useful and interesting. It explains the effect on (4.1.3) when \((L_w L^*)^{-1}\) is replaced by \((L_w L^*)^{-1}_h\). Namely, the infeasible \(L^2\)-norm minimization of the error becomes a feasible, due to the standard \(\mathcal{L} \mathcal{L}^*\) formulation, minimization of the projection of the error. This is, generally, a semi-norm minimization that only partially represents the \(L^2(\Omega)\) norm, due to the necessary discretization of the operator \((L_w L^*)^{-1}\). Furthermore, Corollary 4.4.9 contributes to a considerable simplification of the proofs and considerations below.
Note that Corollary 4.4.7 establishes a necessary condition \((\dim(U^h) \leq \dim(Z^h))\) for the invertibility of \(A\). A sufficient condition is more delicate. Lemma 4.4.5 suggests that the spaces \(U^h\) and \(L^*(Z^h)\) should be “close” in a certain sense. This is made precise by the “inf-sup” condition below, which can be interpreted as a condition on the cosine of the abstract angle between the spaces \(U^h\) and \(L^*(Z^h)\). Moreover, it implies a discrete (i.e., on \(U^h\)) \(L^2\)-coercivity that is a stronger result than the nonsingularity of \(A\) and, in particular, provides information on the conditioning of \(A\); that is, even though the \(L^2(\Omega)\) norm is only partially recovered, i.e., only on \(L^*(Z^h)\), by the projection operator, the “proximity” of \(U^h\) and \(L^*(Z^h)\) provided by the inf-sup condition implies a discrete “control” of the \(L^2(\Omega)\) norm on \(U^h\).

**Theorem 4.4.10 (inf-sup condition)** If there exists a constant \(c_I > 0\) such that

\[
\inf_{v^h \in U^h} \sup_{w^h \in Z^h} \frac{\langle v^h, L^* w^h \rangle}{\|v^h\| \|L^* w^h\|} \geq c_I,
\]

then the following spectral estimate holds:

\[
c_I^2 \langle v^T M v \rangle \leq \langle v^T A v \rangle, \quad \forall v \in \mathbb{R}^N.
\]

In particular, \(A\) and \(A\) are nonsingular.

**Proof.** Consider a finite element function \(v^h \in U^h\) and its corresponding coefficient vector \(v \in \mathbb{R}^N\). Then, owing to (4.4.16), (4.4.13), and Corollary 4.4.9, it follows that

\[
c_I^2 \langle v^T M v \rangle = c_I^2 \|v^h\|^2 \leq \left[ \sup_{w^h \in Z^h} \frac{\|v^h, L^* w^h\|}{\|L^* w^h\|} \right]^2 \leq \left[ \sup_{w^h \in Z^h} \frac{\|\Pi^h w^h, L^* w^h\|}{\|L^* w^h\|} \right]^2 = \langle \Pi^h v^h, \Pi^h v^h \rangle = \langle \Pi^h v^h, v^h \rangle = \langle v^T A v \rangle.
\]

\(\square\)

**Remark 4.4.11** Almost the same argument can be used to show that if \(\lambda_{\text{min}}\) is the smallest eigenvalue of the generalized eigenvalue problem \(A v = \lambda M v\), then

\[
\sqrt{\lambda_{\text{min}}} = \inf_{v^h \in U^h} \sup_{w^h \in Z^h} \frac{\|v^h, L^* w^h\|}{\|v^h\| \|L^* w^h\|}.
\]

This implies that (4.4.17) holds if and only if the inf-sup condition (4.4.16) holds. Moreover, \(A\) and \(A\) are nonsingular if and only if

\[
\inf_{v^h \in U^h} \sup_{w^h \in Z^h} \frac{\|v^h, L^* w^h\|}{\|v^h\| \|L^* w^h\|} > 0.
\]

\(\diamond\)
Remark 4.4.12 Obtaining inf-sup conditions of the form (4.4.16) for common finite element spaces is nontrivial. However, for the special choice of $\mathcal{U}^h = L^*(\mathcal{Z}^b)$, it is easy to see that the inf-sup condition (4.4.16) holds with $c_I = 1$. In this case, $A = M$ and (4.4.14) reduces to $v^h = \Pi^b_v u$, that is, the $(LL^*)^{-1}$ method coincides with the standard $LL^*$ method when $\mathcal{U}^h = L^*(\mathcal{Z}^b)$. See Section 4.5 for a further discussion on the relation of the $(LL^*)^{-1}$ method to other $LL^*$-type methods.

The reverse spectral inequality can be easily shown without assuming the inf-sup condition (4.4.16).

Proposition 4.4.13 The following spectral estimate holds:

$$v^T A v \leq v^T M v, \quad \forall v \in \mathbb{R}^N.$$  

Proof. Let $v^h \in \mathcal{U}^h$ be a finite element function with a coefficient vector $v \in \mathbb{R}^N$. From Corollary 4.4.9,

$$v^T A v = \|\Pi^b_v v^h\|^2 \leq \|v^h\|^2 = v^T M v,$$

using the well-known property of the orthogonal projection $\|\Pi^b_v\| = 1$.

The results above can be combined to obtain the spectral equivalence between $A$ and $M$:

(4.4.18) \quad \quad c_I^2 v^T M v \leq v^T A v \leq v^T M v, \quad \forall v \in \mathbb{R}^N,

which can be equivalently expressed as

$$c_I^2 \|v^h\|^2 \leq \langle (L_w L^*)^{-1}_h L v^h, L v^h \rangle \leq \|v^h\|^2, \quad \forall v^h \in \mathcal{U}^h,$$

or

(4.4.19) \quad \quad c_I^2 \|v^h\|^2 \leq \|\Pi^b_v v^h\|^2 \leq \|v^h\|^2, \quad \forall v^h \in \mathcal{U}^h.

As can be expected, (4.4.16) allows us to derive an important error estimate, which is the main result in this section. Indeed, while the operator $(L_w L^*)^{-1}_h$ recovers the $L^2(\Omega)$ norm only partially and it is clear from Corollary 4.4.9 that a global $L^2$-coercivity cannot hold, the discrete (on $\mathcal{U}^h$) control of the $L^2(\Omega)$ norm that is provided by (4.4.16) is sufficient for obtaining optimal convergence rates with respect to the $L^2(\Omega)$ norm. This is the content of the following abstract lemma, which
provides the analytical foundation for the error estimate below regarding the \((LL^*)^{-1}\) method. It is a particular extension of Céa’s lemma (see, e.g., [58, 61]) for formulations with symmetric bilinear forms. The result can be viewed as a specific adaptation of the general considerations in [86] and is easily shown by a standard argument from the finite element analysis of so-called “variational crimes” [58, Chapter 10]; see also [83, 41].

**Lemma 4.4.14** Consider a real Hilbert space \(\mathcal{H}\) with norm \(\|\cdot\|_\mathcal{H}\) and closed subspace \(\mathcal{V} \subset \mathcal{H}\). Let \(a(\cdot, \cdot)\) be a symmetric positive semidefinite bilinear form defined on \(\mathcal{H} \times \mathcal{H}\) that is coercive on \(\mathcal{V}\) and continuous on \(\mathcal{H}\); that is,

\[
\alpha \|\chi\|_\mathcal{H} \leq a(\chi, \chi)^{1/2}, \quad a(w, w)^{1/2} \leq \beta \|w\|_\mathcal{H},
\]

for all \(\chi \in \mathcal{V}\), \(w \in \mathcal{H}\), and some constants \(\alpha, \beta > 0\). If \(v \in \mathcal{V}\) and \(\hat{v} \in \mathcal{H}\) are such that the “orthogonality” relation

\[
a(v - \hat{v}, \chi) = 0, \quad \forall \chi \in \mathcal{V},
\]

(4.4.20)

is satisfied, then the following (quasi-)optimal error estimate holds:

\[
\|v - \hat{v}\|_\mathcal{H} \leq \left(1 + \frac{\beta}{\alpha}\right) \inf_{\xi \in \mathcal{V}} \|\chi - \hat{v}\|_\mathcal{H}.
\]

**Proof.** Observe that \(a(\cdot, \cdot)\) is an inner product on \(\mathcal{V}\) inducing a norm that is equivalent to \(\|\cdot\|_\mathcal{H}\) on \(\mathcal{V}\). It induces only a seminorm on \(\mathcal{H}\), i.e., \(a(\cdot, \cdot)\) is an “indefinite inner product” on \(\mathcal{H}\). Note that the Cauchy-Schwarz inequality continues to hold in this case; see [72, Remark (1) on p. 176], i.e.,

\[
|a(w, q)| \leq a(w, w)^{1/2} a(q, q)^{1/2}, \quad \forall w, q \in \mathcal{H}.
\]

Let \(\chi \in \mathcal{V}\). The proof proceeds as

\[
\|v - \hat{v}\|_\mathcal{H} \leq \|\chi - \hat{v}\|_\mathcal{H} + \|v - \chi\|_\mathcal{H}
\]

\[
\leq \|\chi - \hat{v}\|_\mathcal{H} + \frac{1}{\alpha} a(v - \chi, v - \chi)^{1/2} \quad \text{(coercivity)}
\]

\[
= \|\chi - \hat{v}\|_\mathcal{H} + \frac{1}{\alpha} \sup_{\xi \in \mathcal{V}} \frac{|a(v - \chi, \xi)|}{a(\xi, \xi)^{1/2}}
\]

\[
= \|\chi - \hat{v}\|_\mathcal{H} + \frac{1}{\alpha} \sup_{\xi \in \mathcal{V}} \frac{|a(\hat{v} - \chi, \xi) + a(v - \hat{v}, \xi)|}{a(\xi, \xi)^{1/2}}
\]

\[
= \|\chi - \hat{v}\|_\mathcal{H} + \frac{1}{\alpha} \sup_{\xi \in \mathcal{V}} \frac{|a(\chi - \hat{v}, \xi)|}{a(\xi, \xi)^{1/2}} \quad \text{("orthogonality")}
\]
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\[
\leq \|\chi - \hat{v}\|_H + \frac{1}{\alpha} a(\chi - \hat{v}, \chi - \hat{v})^{1/2} \quad \text{(Cauchy-Schwarz inequality)} \\
\leq \left( 1 + \frac{\beta}{\alpha} \right) \|\chi - \hat{v}\|_H \quad \text{(continuity)}.
\]

The final result follows by taking the infimum over $\chi \in \mathcal{V}$.

The important $L^2$-norm error estimate for the $(\mathcal{L}\mathcal{L}^*)^{-1}$ method can be derived now. The argument counts on the discrete $L^2$-coercivity of (4.4.14) given by (4.4.16), the natural $L^2$-continuity of (4.4.14), and Lemma 4.4.14 to show a (quasi-)optimal error estimate for the $(\mathcal{L}\mathcal{L}^*)^{-1}$ method in the $L^2(\Omega)$ norm.

**Theorem 4.4.15 (error estimate)** Assume that the inf-sup condition in (4.4.16) holds. If $u^h \in \mathcal{U}^h$ is the approximation obtained by the $(\mathcal{L}\mathcal{L}^*)^{-1}$ method (i.e., the solution to any of (4.4.5), (4.4.6), (4.4.7), (4.4.14), or (4.4.15) obtained, e.g., by solving any of the linear systems (4.4.9) or (4.4.11)) and $\hat{u}$ is the exact solution of (4.1.2), then

\[
\|u^h - \hat{u}\| \leq \left( 1 + \frac{1}{c_I} \right) \inf_{v^h \in \mathcal{U}^h} \|v^h - \hat{u}\|.
\]

**Proof.** Note that, in view of (4.4.6) and (4.4.15), the bilinear forms of interest here are $\langle \Pi^b \cdot, \cdot \rangle$ and $(Lw L^*)^{-1} L \cdot, L \cdot)$. Owing to Lemma 4.4.8, they coincide when they are both defined, i.e., on $D(L)$. However, the bilinear form $\langle \Pi^b \cdot, \cdot \rangle$ is clearly well-defined on $L^2(\Omega) \times L^2(\Omega)$ and it is the one that is useful for this proof. Further information on extending the $(\mathcal{L}\mathcal{L}^*)^{-1}$ formulation is provided in Section 4.A.

First, since $\Pi^b$ is an orthogonal projection, it holds that

\[
\langle \Pi^b q, q \rangle^{1/2} \leq \|q\|, \quad \forall q \in L^2(\Omega),
\]

i.e., $\langle \Pi^b \cdot, \cdot \rangle$ is continuous on $L^2(\Omega)$. The left inequality in (4.4.19) can be written as

\[
c_I \|v^h\| \leq \langle \Pi^b v^h, v^h \rangle^{1/2}, \quad \forall v^h \in \mathcal{U}^h,
\]

which shows that $\langle \Pi^b \cdot, \cdot \rangle$ is coercive on the discrete space $\mathcal{U}^h$. Next, (4.4.15) implies the orthogonality property

\[
\langle \Pi^b (u^h - \hat{u}), v^h \rangle = 0, \quad \forall v^h \in \mathcal{U}^h.
\]

Thus, the error estimate follows from Lemma 4.4.14.
Remark 4.4.16 Notice that the argument in Theorem 4.4.15 only needs the inf-sup condition (4.4.16) and \( \mathcal{U}^h \subset L^2(\Omega) \). No other particular assumptions on \( \mathcal{U}^h \) are necessary as long as a general \((\mathcal{L}\mathcal{L}^*)^{-1}\) formulation like (4.4.14) and (4.4.15) is used; see Section 4.A.

Remark 4.4.17 In general, all observations above also hold when \( c_I \) depends on the mesh parameter, \( h \), instead of being a constant. In such a case, according to the estimate in Theorem 4.4.15, an \( h \)-dependence of \( c_I \) takes away from the convergence order that is implied by the approximation properties of \( \mathcal{U}^h \). Also, this would affect the spectral equivalence estimate (4.4.18).

Remark 4.4.18 The estimate in Theorem 4.4.15 resembles results in the theory of mixed finite element methods [62, Section 2.3],[58, Chapter 12],[41, 87] and both cases utilize an argument from the analysis of the so-called “variational crimes”; see, e.g., [58, Chapter 10]. However, the approach here is different compared to more standard mixed finite element methods. Most notably, the solution of interest here is viewed as a minimizer of an unconstrained problem (4.4.14) and there is no apparent advantage for the theory of the \((\mathcal{L}\mathcal{L}^*)^{-1}\) method to analyze a constrained minimization problem.

It is reasonable to expect that, for any fixed \( \mathcal{U}^h \) (i.e., \( h \) is fixed), the corresponding approximation of \((L_wL^*)^{-1}\) by \((L_wL^*)_h^{-1}\) becomes better as \( h \to 0 \), in the sense that the representation of the \( L^2(\Omega) \) norm on \( \mathcal{U}^h \) improves. This is demonstrated below by showing, under mild assumptions on the approximation properties of \( L^*(\mathcal{Z}^h) \), that \( c_I \to 1 \) in (4.4.16) as \( h \to 0 \) and the \((\mathcal{L}\mathcal{L}^*)^{-1}\) solution approaches the \( L^2 \)-orthogonal projection of \( \hat{u} \) onto \( \mathcal{U}^h \); that is, as \( h \to 0 \), the abstract angle between the spaces \( \mathcal{U}^h \) and \( L^*(\mathcal{Z}^h) \) vanishes and the computational representation of the \( L^2(\Omega) \) norm on \( \mathcal{U}^h \) becomes closer to being exact, since it is exact on \( L^*(\mathcal{Z}^h) \). Furthermore, it is shown, under stronger assumptions on the approximation properties of \( L^*(\mathcal{Z}^h) \), that (4.4.16) can be maintained uniformly with \( c_I \) arbitrarily close to 1 by taking the ratio \( h/\mathfrak{h} \) sufficiently large and keeping it fixed. This is a very basic study of how suitable approximation properties can provide inf-sup stability by appropriately selecting the configuration of spaces. These considerations need the following proposition. It shows that the inf-sup condition (4.4.16) can be equivalently expressed as a “sup-inf” condition. This can be interpreted as a condition on the sine of the abstract angle between the spaces \( \mathcal{U}^h \) and \( L^*(\mathcal{Z}^h) \).
Proposition 4.4.19 The inf-sup condition (4.4.16) is equivalent to

\[(4.4.21) \quad \sup_{v^h \in \mathcal{U}^h} \frac{\|v^h - \Pi^h v^h\|}{\|v^h\|} \leq \sqrt{1 - c_I^2}.\]

Proof. Using (4.4.13) and the simple equality

\[\|q\|^2 = \|\Pi^h q\|^2 + \|q - \Pi^h q\|^2, \quad \forall q \in L^2(\Omega),\]

the equivalence follows from

\[\inf_{v^h \in \mathcal{U}^h} \left[ \sup_{w^h \in \mathcal{Z}^h} \frac{\langle v^h, L^* w^h \rangle}{\|v^h\|\|L^* w^h\|} \right]^2 = \inf_{v^h \in \mathcal{U}^h} \frac{\|\Pi^h v^h\|^2}{\|v^h\|^2} = \inf_{v^h \in \mathcal{U}^h} \frac{\|v^h\|^2 - \|v^h - \Pi^h v^h\|^2}{\|v^h\|^2} = 1 - \sup_{v^h \in \mathcal{U}^h} \frac{\|v^h - \Pi^h v^h\|^2}{\|v^h\|^2}. \]

Generally, we do not have any explicit requirements on the approximation properties of \(Z^h\), as long as the inf-sup condition (4.4.16) holds. However, Proposition 4.4.19 suggests that the approximation properties of \(L^*(Z^h)\) may not be completely neglected. In fact, if \(L^*(Z^h)\) possesses approximation properties, the \((\mathcal{L}L^*)^{-1}\) method can always be made stable (in the sense that (4.4.16) can be enforced) as long as \(h\) is taken sufficiently small for fixed \(\mathcal{U}^h\). Indeed, let \(h\) (i.e., \(\mathcal{U}^h\)) be fixed and assume that \(L^*(Z^h)\) satisfies an approximation bound like

\[(4.4.22) \quad \|\Pi^h v^h - v^h\| \leq C_{v,h} h^\gamma, \quad \forall v^h \in \mathcal{U}^h,\]

for \(\gamma > 0\) and a constant \(C_{v,h} > 0\) that generally depends on some Sobolev-space norm of \(v^h\). Then, one can show, for any \(v^h \in \mathcal{U}^h\), that

\[\|\Pi^h v^h - v^h\| \leq C_h h^\gamma \|v^h\|,\]

where the constant \(C_h > 0\) can generally depend on the space \(\mathcal{U}^h\). Therefore, (4.4.21) becomes arbitrary small, when \(h\) is sufficiently close to zero. More precisely, \(\sqrt{1 - c_I^2} = \mathcal{O}(h^\gamma)\) and \(1 - c_I = \mathcal{O}(h^{2\gamma})\), using \(c_I \in [0, 1]\) and the trivial \(1 - c_I^2 = (1 - c_I)(1 + c_I)\); that is, the inf-sup condition can be enforced with a constant \(c_I\) arbitrary close to 1, as long as \(h\) is taken sufficiently small, for fixed \(h\).

Intuitively, this means that, as \(h \to 0\), \((L_w L^*)^{-1}\) approaches \((L_w L^*)^{-1}\), the discrete \((\mathcal{L}L^*)^{-1}\) formulation (4.4.5) approaches the \(L^2\)-norm minimization (4.4.1), and the \((\mathcal{L}L^*)^{-1}\) approximation,
$u^h$, approaches the $L^2$-orthogonal projection of $\hat{u}$ onto $U^h$. Indeed, consider the vector $\hat{f} \in \mathbb{R}^N$ such that

$$(\hat{f})_i = \langle \hat{u}, \phi_i^h \rangle.$$ 

Then the $L^2$-norm minimization (4.4.1) induces the linear system

$$(4.4.23) \quad Mu_p = \hat{f},$$

where $u_p^h$ denotes the $L^2$-orthogonal projection of $\hat{u}$ onto $U^h$ and $u_p \in \mathbb{R}^N$ is its respective coefficient vector. One can show that

$$|A - M| = O(h^\gamma), \quad |f - \hat{f}| = O(h^\gamma),$$

for any vector and its respective matrix norms $|\cdot|$. Thus, the $(LL^*)^{-1}$ linear system (4.4.11) approaches the $L^2$-orthogonal projection linear system (4.4.23), for fixed $h$, as $h \to 0$. A well known perturbation result from linear algebra (see, e.g., [88, Theorem 2.3.8]) implies that $u$ also approaches $u_p$. Namely,

$$|u - u_p| \leq \kappa(M)|u_p| \left[ \frac{|A - M|}{|M|} + \frac{|f - \hat{f}|}{|f|} + \frac{|A - M|}{|M|} \frac{|f - \hat{f}|}{|\hat{f}|} \right],$$

where $\kappa(M)$ denotes the condition number of $M$ with respect to the matrix norm $|\cdot|$. Thus,

$$|u - u_p| = O(h^\gamma) \quad \text{and} \quad ||u^h - u_p^h|| = O(h^\gamma).$$

Recall that, here, $u^h \in U^h$ denotes the approximation obtained by the $(LL^*)^{-1}$ method, $u \in \mathbb{R}^N$ is its respective coefficient vector, and $h$ is fixed as $h$ approaches zero.

The above argument does not exclude the possibility that, in general, the ratio $h/\theta$ may potentially need to grow to maintain the inf-sup condition (4.4.16) as $h \to 0$. However, assume that $U^h$ is an $H^1$ (Lagrangian) finite element space on a quasi-uniform mesh, $\Omega$ is a polyhedral (or polygonal) domain, and

$$||\Pi_h^0 v^h - v^h|| \leq C\theta||v^h||_1, \quad \forall v^h \in U^h,$$

where $||\cdot||_1$ is the norm on $H^1(\Omega)$ and the constant $C > 0$ does not depend on $h$, $\theta$, or $v^h$; that is, at least to a certain extent, the approximation properties of $L^*(Z^h)$ are on par with those of $U^h$. Let $\theta = h/\tau$ for some constant $\tau \geq 1$. Then, using an inverse inequality [58, Theorem 4.5.11], we obtain

$$\frac{||\Pi_h^0 v^h - v^h||}{||v^h||} \leq \frac{C}{\tau}.$$
Thus, if $\tau$ is taken sufficiently large (i.e., $\mathfrak{h}$ is sufficiently small relative to $h$), then (4.4.21) (and the respective (4.4.16)) can be enforced with $c_I$ arbitrary close to 1 and the inf-sup condition is maintained as $h \to 0$ by keeping the ratio $h/\mathfrak{h} = \tau$ fixed. Similar to above, observe that $\sqrt{1 - c_I^2} = \mathcal{O}(\tau^{-1})$ and $1 - c_I = \mathcal{O}(\tau^{-2})$.

In the discrete $(\mathcal{L}\mathcal{L}^*)^{-1}$ formulation (4.4.6), $(L_wL^*)^{-1}$ is replaced by $(L_wL^*)_{\mathfrak{h}}^{-1}$ (i.e., $\mathcal{D}(L^*)$ is replaced by $\mathcal{Z}^\mathfrak{h}$) leading to the loss of the $L^2$-orthogonal projection property of (4.4.2). However, Theorem 4.4.15 shows that when $\mathcal{Z}^\mathfrak{h}$ is appropriately chosen in relation to $\mathcal{U}^h$, so that the inf-sup condition (4.4.16) would hold, then the approximation $(L_wL^*)_{\mathfrak{h}}^{-1}$ of $(L_wL^*)^{-1}$ is of sufficient quality to guarantee (quasi-)optimal $L^2$-norm approximations on $\mathcal{U}^h$ of the exact solution. The above considerations show that under mild assumptions the $(\mathcal{L}\mathcal{L}^*)^{-1}$ method can be made stable (i.e., the inf-sup condition (4.4.16) can be enforced) and under stronger assumptions this can be achieved with fixed ratio $h/\mathfrak{h}$. Deriving inf-sup conditions of type (4.4.16) for spaces $\mathcal{U}^h$, $\mathcal{Z}^\mathfrak{h}$ and operators $L$, $L^*$ of interest is currently an open question, especially for $h/\mathfrak{h}$ being fixed and small so that the method is computationally efficient. It is not clear if this can be achieved with common finite element spaces serving as $\mathcal{Z}^\mathfrak{h}$ or special (ad-hoc) spaces are needed to guarantee the inf-sup stability (4.4.16). In Section 4.8, we investigate numerically the behavior of the method on model problems and using common finite element spaces as $\mathcal{Z}^\mathfrak{h}$ in which case the inf-sup condition (4.4.16) may not hold.

We close this section by stating the equivalence of the inf-sup condition (4.4.16) to the existence of a stable approximation operator $\Pi^\mathfrak{h}_z: \mathcal{D}(L^*) \to \mathcal{Z}^\mathfrak{h}$ that preserves, in a sense, a certain discrete (with respect to $\mathcal{U}^h$) version of the operator $L^*$.

**Proposition 4.4.20** The inf-sup condition (4.4.16) holds if and only if there exists a linear operator $\Pi^\mathfrak{h}_z: \mathcal{D}(L^*) \to \mathcal{Z}^\mathfrak{h}$ such that

$$
\|L^*\Pi^\mathfrak{h}_z w\| \leq \frac{1}{c_I} \|L^*w\|, \quad \langle v^h, L^*\Pi^\mathfrak{h}_z w \rangle = \langle v^h, L^*w \rangle, \quad \forall w \in \mathcal{D}(L^*), \forall v^h \in \mathcal{U}^h.
$$

This is a special case of the rather general considerations in [89], but it is not difficult to prove it directly for the setting here.
4.5 Other \(\mathcal{LL}^*\)-type methods

This section is devoted to more standard \(\mathcal{LL}^*\)-type approaches. All methods here and the \((\mathcal{LL}^*)^{-1}\) method of the previous section are related as they are founded upon the original \(\mathcal{LL}^*\) method introduced in [43]. Here, we consider all formulations on common terms to aid the comparison between them. They are further compared numerically in Section 4.8. Again, for simplicity of exposition, \(U_h\) is a subset of \(D(L)\) in this section and the extensions of the formulations to more general finite element spaces is discussed in Section 4.A.

First, consider the (standard) \(\mathcal{LL}^*\) formulation of [43]:

\[
(4.5.1) \quad z_h^* = \arg\min_{w_h \in Z_h} \| L^* w_h - \hat{u} \|_2^2.
\]

The resulting \(\mathcal{LL}^*\) approximation is \(u_h^* = L^* z_h^* \in L^*(Z_h^*)\). The weak form corresponding to (4.5.1) is

Find \(z_h \in Z_h^*; \langle L^* z_h, L^* w_h \rangle = \langle f, w_h \rangle, \forall w_h \in Z_h^*;\)

that is, the weak form is precisely (4.4.4) with \(q = f\), i.e., \(z_h^* = (L_u L^*)_h^{-1} f\) and, clearly from (4.5.1) or Lemma 4.4.8, \(u_h^* = \Pi_h \hat{u}\). In other words, the method provides the best \(L^2\)-norm approximation of \(\hat{u}\) in \(L^*(Z_h^*)\). The quality of the obtained solution depends on the approximation properties of \(L^*(Z_h^*)\). Using the notation introduced in (4.4.8), the following is the linear system of equations that arises from (4.5.1):

\[
(4.5.2) \quad Hz = \bar{f}.
\]

To obtain an approximation on \(U_h\), the \(\mathcal{LL}^*\) solution, \(u_h^*\), can be further projected onto \(U_h\):

\[
(4.5.3) \quad u_{ls}^h = \arg\min_{v^h \in U_h} \| v^h - L^* z_h^* \|_2^2.
\]

Computationally, this requires solving a linear system with the mass matrix \(M\). The minimizations (4.5.1) and (4.5.3) constitute the “two-stage method”. Alternatively, the minimizations in (4.5.1) and (4.5.3) can be combined resulting in the “single-stage method”:

\[
(4.5.4) \quad (u_{ss}^h, z_h^*) = \arg\min_{(v^h, w^h) \in U_h \times Z_h} \left[ \omega \| L^* w^h - \hat{u} \|_2^2 + \| v^h - L^* w^h \|_2^2 \right],
\]

for a given constant weight \(\omega > 0\). Note that \(L^* z_h^* \in L^*(Z_h^*)\) also approximates the exact solution, \(\hat{u}\), but it is generally inferior, as an \(L^2\)-norm approximation, to the standard \(\mathcal{LL}^*\) solution, \(u_h^*\),
since $u^h_s$ is the best approximation of $\hat{u}$ in $L^*(Z^h)$ in the $L^2(\Omega)$ norm. Also, the purpose here is to obtain approximations in $U^h$. Therefore, we concentrate on $u^h_s$. Formulation (4.5.4) resembles the “hybrid method” introduced in [44] with the difference that the first-order system least-squares (FOSLS) term is not present in (4.5.4).

As in Subsection 4.4.2, (4.5.3) and (4.5.4) induce the following block linear systems (cf., (4.4.9)), respectively:

$$
\begin{bmatrix}
H & z_s \\
-L^T & u_{ts}
\end{bmatrix}
\begin{bmatrix}
z_s \\
u_{ts}
\end{bmatrix}
= \begin{bmatrix}
f \\
0
\end{bmatrix},
$$

(4.5.5)

$$
A_{ss}
\begin{bmatrix}
z_s \\
u_{ss}
\end{bmatrix}
= \begin{bmatrix}
(\omega + 1)H & -L \\
-L^T & M
\end{bmatrix}
\begin{bmatrix}
z_s \\
u_{ss}
\end{bmatrix}
= \begin{bmatrix}
\omega f \\
0
\end{bmatrix}.
$$

Similar to (4.4.10), $z_s$ and $z_s$ can be eliminated in the above systems resulting in problems involving only $u_{ts}$ and $u_{ss}$. Namely, using the notation $\bar{f} = L^T H^{-1} f \in \mathbb{R}^N$ introduced above (4.4.11), the algebraic systems for the respective Schur complements corresponding to the methods in this chapter are the following:

$$
Au_{inv} = f \quad ((\mathcal{L}\mathcal{L}^*)^{-1} \text{-method}),
$$

(4.5.6)

$$
Mu_{ts} = f \quad \text{(two-stage method),}
$$

(4.5.7)

$$
[(\omega + 1)M - A]u_{ss} = \omega f \quad \text{(single-stage method).}
$$

(4.5.8)

Corollary 4.4.9 demonstrates that the algebraic system (4.5.6) precisely corresponds to the least-squares problem (4.4.14) that minimizes the $L^*(Z^h)$ component of the error. It is possible to obtain similar minimization problems that characterize the solutions to (4.5.7) and (4.5.8) in relation to the exact solution, $\hat{u}$, aiding the comparison between the methods. Namely, the algebraic systems (4.5.6), (4.5.7), and (4.5.8) are associated with the following respective least-squares problems:

$$
u^h_{inv} = \arg\min_{v^h \in U^h} ||\Pi^h_s(v^h - \hat{u})||^2,
$$

(4.5.9)

$$
u^h_{ts} = \arg\min_{v^h \in U^h} \left[||\Pi^h_s(v^h - \hat{u})||^2 + ||v^h - \Pi^h_s v^h||^2\right],
$$

(4.5.10)

$$
u^h_{ss} = \arg\min_{v^h \in U^h} \left[||\Pi^h_s(v^h - \hat{u})||^2 + \frac{\omega + 1}{\omega} ||v^h - \Pi^h_s v^h||^2\right].
$$

(4.5.11)

In comparison, the $L^2$-orthogonal projection is defined as

$$
u^h_p = \arg\min_{v^h \in U^h} ||v^h - \hat{u}||^2 = \arg\min_{v^h \in U^h} \left[||\Pi^h(v^h - \hat{u})||^2 + ||(I - \Pi^h_s)(v^h - \hat{u})||^2\right],
$$

(4.5.12)
but this formulation is generally infeasible because of the second term. Indeed, \((I - \Pi^h)\hat{u}\) is generally not computationally obtainable, whereas \(\Pi^h\hat{u}\) is available due to the \(LL^*\) method (4.5.1). Thus, in a sense, all three methods (4.5.9), (4.5.10), and (4.5.11) trade the \(L^2\)-orthogonal projection for computational feasibility. The difference is that (4.5.9) drops the term for which there is no available information, whereas (4.5.10) and (4.5.11) replace it with “regularization” terms for the size of \((I - \Pi^h)v^h\), i.e., they only drop \((I - \Pi^h)\hat{u}\). Note that the second terms in (4.5.10) and (4.5.11) cannot be expected to contribute to the quality of approximation of the exact solution, since they do not contain any additional information on \(\hat{u}\). However, those terms “stabilize” the methods and the resulting linear algebra systems (4.5.7) and (4.5.8) are always symmetric positive definite (hence, nonsingular).

**Remark 4.5.1** It is not difficult to derive (4.5.10) from (4.5.3) by observing that

\[
\|v^h - \Pi^h\hat{u}\|^2 = \|\Pi^h(v^h - \Pi^h\hat{u})\|^2 + \|(I - \Pi^h)(v^h - \Pi^h\hat{u})\|^2 = \|\Pi^h(v^h - \hat{u})\|^2 + \|(I - \Pi^h)v^h\|^2,
\]

for any \(v^h \in U^h\). It is easy to see that the weak form corresponding to (4.5.10) induces the linear system (4.5.7).

Similarly, (4.5.11) can be derived from (4.5.4), but it is more challenging. Nevertheless, it is easy to verify that (4.5.8) can be associated with the weak formulation

\[
\text{Find } u^h \in U^h: \frac{\omega + 1}{\omega} ((I - \Pi^h)u^h, v^h) + \langle \Pi^h u^h, v^h \rangle = \langle \Pi^h \hat{u}, v^h \rangle, \quad \forall v^h \in U^h,
\]

which, clearly, corresponds to the minimization (4.5.11); see the proof of Theorem 4.5.3 below. ⋄

**Remark 4.5.2** Observe that the formulation (4.5.11) approaches the one in (4.5.10) as \(\omega \to \infty\). In fact, the two-stage method can be viewed as an extreme case of the single-stage method, when \(\omega = \infty\). ⋄

Next, error estimates for the single- and two-stage methods are derived.

**Theorem 4.5.3 (error estimate)** The following error estimate holds:

\[
\|u^h_o - \hat{u}\| \leq s \inf_{v^h \in U^h} \|v^h - \hat{u}\| + (s + 1) \inf_{w^h \in Z^h} \|L^*w^h - \hat{u}\|,
\]

where \(u^h_o = \{u^h_{ss} \text{ or } u^h_{ts}\}\) and \(s = \{(\omega + 1)/\omega \text{ or } 1\} \geq 1 \text{ for the single- and two-stage methods, respectively.} \)
Proof. The weak form associated with (4.5.11) (or (4.5.10)), i.e., the one that induces (4.5.8) (or (4.5.7)), can be expressed as

\[ \text{Find } u^h \in \mathcal{U}^h : a_s(u^h, v^h) = \langle \Pi_b^h \hat{u}, v^h \rangle, \quad \forall v^h \in \mathcal{U}^h, \]

where the symmetric bilinear form \( a_s : L^2(\Omega) \times L^2(\Omega) \to \mathbb{R} \) is defined as

\[ a_s(p, q) = s\langle (I - \Pi_b^h)p, q \rangle + \langle \Pi_b^h p, q \rangle, \quad \forall p, q \in L^2(\Omega). \]

Clearly, \( a_s \) is \( L^2 \)-equivalent, i.e.,

\[ \|q\|^2 \leq a_s(q, q) \leq s\|q\|^2, \quad \forall q \in L^2(\Omega). \]

Also, the following “orthogonality” property holds:

\[ a_s(u^h - \Pi_b^h \hat{u}, v^h) = 0, \quad \forall v^h \in \mathcal{U}^h. \]

Thus, Céa’s lemma implies that

\[ \|u^h - \Pi_b^h \hat{u}\| \leq s\|v^h - \Pi_b^h \hat{u}\|, \quad \forall v^h \in \mathcal{U}^h. \]

Using this, for any \( v^h \in \mathcal{U}^h \), we obtain

\[
\begin{align*}
\|u^h - \hat{u}\| &\leq \|u^h - \Pi_b^h \hat{u}\| + \|\Pi_b^h \hat{u} - \hat{u}\| \\
&\leq s\|v^h - \Pi_b^h \hat{u}\| + (s + 1)\|\Pi_b^h \hat{u} - \hat{u}\|.
\end{align*}
\]

\[ \blacksquare \]

Remark 4.5.4 Notice that, in general, the \((\mathcal{L}\mathcal{L}^*)^{-1}\) method is the only one of the three (4.5.9), (4.5.10), and (4.5.11) that possesses an “orthogonality” property like (4.4.20) with respect to the exact solution, \( \hat{u} \), whereas (4.5.10) and (4.5.11) satisfy such a property for the projection \( \Pi_x^h \hat{u} \). Also, the \((\mathcal{L}\mathcal{L}^*)^{-1}\) method is the only one of the three that does not, generally, have a uniform \( L^2 \)-coercivity and depends on the inf-sup condition (4.4.16) to satisfy a discrete (i.e., on \( \mathcal{U}^h \)) \( L^2 \)-coercivity.

Theorem 4.5.3 suggests that the quality of the solutions in \( \mathcal{U}^h \) obtained by the single- and two-stage methods can depend not only on the approximation properties of \( \mathcal{U}^h \), but also on the approximation properties of \( L^*(\mathcal{Z}^b) \). In view of (4.5.3) and (4.5.4), this can be expected since
$L^*(Z^h)$ is the only “connection” between the resulting approximations on $U^h$ and the exact solution, $\hat{u}$. According to the estimate in Theorem 4.5.3, optimal rates of convergence are obtainable when the approximation properties of $L^*(Z^h)$ are not worse than those of $U^h$ and an optimal setting would be if they are on par. In particular, when $U^h \subset L^*(Z^h)$, then all three methods (4.5.9), (4.5.10), and (4.5.11) coincide (in fact, $A = M$, the inf-sup condition (4.4.16) holds with $c_I = 1$, and the systems (4.5.6), (4.5.7), (4.5.8), and (4.4.23) coincide), and they all provide the $L^2$-orthogonal projection of $\hat{u}$ onto $U^h$, i.e., $u^h_{inv} = u^h_{ts} = u^h_{ss} = u^h_p$. In general, for fixed $h$ and assuming that the property (4.4.22) holds, a similar argument to the one following Proposition 4.4.19 shows that the linear systems (4.5.6), (4.5.7), and (4.5.8) approach (4.4.23) as $h \to 0$ and

$$
\|u^h_\diamond - u^h_p\| = O(h^\gamma),
$$

where $u^h_\diamond = \{u^h_{inv}, u^h_{ts}, \text{ or } u^h_{ss}\}$. In the case $u^h_\diamond = u^h_{ss}$, the constant in the $O$-notation depends on $1/\omega$, that is, for fixed $h$, the three approaches converge to the same method as $h \to 0$, which is the $L^2$-orthogonal projection (4.4.1).

### 4.6 Implementation and preconditioning

In this section, implementation and preconditioning of the linear systems introduced in the previous sections is discussed. In particular, we consider Krylov methods with block preconditioners.

The $(LL^*)^{-1}$ method can be implemented in a way similar to the $H^{-1}$ method in [45]. Namely, in view of (4.4.18), the conjugate gradient method (CG) is potentially (depending on the inf-sup condition (4.4.16)) an adequate choice for solving the system (4.4.11). However, obtaining the residual and a matrix-vector product with $A$ requires computing the effect of $(L_\omega L^*)^{-1}_h$, i.e., numerically inverting the matrix $H$, which needs to be performed on each CG iteration. As in [45], $H^{-1}$ can be replaced by an application of a symmetric positive definite preconditioner $B^{-1}$. This is equivalent to replacing $(L_\omega L^*)^{-1}_h : D'(L^*) \to Z^h$ with a respective operator $B^{-1}_h : D'(L^*) \to Z^h$.

It results in (4.4.5) being replaced by the modified (by a preconditioner) minimization

$$
\tilde{u}^h_{inv} = \arg\min_{v^h \in L^h} \langle B^{-1}_h(Lv^h - f), Lv^h - f \rangle.
$$

More precisely, for $\ell \in D'(L^*)$, $\tilde{z}^h = B^{-1}_h \ell$ with a coefficient vector $\tilde{z} \in \mathbb{R}^M$ is defined as

$$
\tilde{z} = B^{-1} \ell.
$$
where \( \ell \in \mathbb{R}^M \) and \( (\ell)_i = \ell(\psi^h_i) \). In comparison, for \( z^h = (L_w L^*)^{-1}_b \ell \) with a coefficient vector \( z \in \mathbb{R}^M \), it holds that

\[
z = H^{-1} \ell.
\]

The weak form, associated with the minimization problem (4.6.1), induces the linear system

\[
\tilde{A} \tilde{u}_{inv} = \tilde{f},
\]

where \( \tilde{A} \in \mathbb{R}^{N \times N}, \tilde{f} \in \mathbb{R}^N \), and

\[
(\tilde{A})_{ij} = \langle B^{-1}_b \phi^h_j, L \phi^h_i \rangle, \quad (\tilde{f})_i = \langle B^{-1}_b f, L \phi^h_i \rangle.
\]

In practice, the matrices \( A \) and \( \tilde{A} \) can be explicitly assembled only for small values of \( M \) and \( N \), since they are generally dense. Even if \( H^{-1} \) and \( B^{-1} \) (i.e., \( (L_w L^*)^{-1}_b \) and \( B^{-1}_b \)) can be applied in optimal time, i.e., in \( O(M) \) number of operations, the cost of assembling and storing \( A \) or \( \tilde{A} \) is prohibitive for large values of \( M \) and \( N \). However, Krylov methods can clearly be used in a matrix-free way. Matrix-vector products with \( A \) and \( \tilde{A} \) can be computed without explicitly assembling the matrices. Indeed, let \( v \in \mathbb{R}^N \). Then, by (4.4.10),

\[
Av = L^T H^{-1} Lv.
\]

Thus, computing the matrix-vector product \( Av \) requires a single application of \( H^{-1} \) (i.e., of \( (L_w L^*)^{-1}_b \)) and matrix-vector products with \( L \) and \( L^T \), which can be efficiently assembled. Similarly, the right-hand side, \( f \), and the residual, \( f - Av \), can be computed. The same considerations apply to the computation of \( \tilde{A}v \), \( \tilde{f} \), and \( \tilde{f} - \tilde{A}v \) by replacing \( H^{-1} \) with \( B^{-1} \) (i.e., replacing \( (L_w L^*)^{-1}_b \) with \( B^{-1}_b \)).

If \( B \) is spectrally equivalent to \( H \), then, for some constants \( c_s, C_s > 0 \),

\[
c_s z^T H^{-1} z \leq z^T B^{-1} z \leq C_s z^T H^{-1} z, \quad \forall z \in \mathbb{R}^M.
\]

Thus,

\[
c_s v^T Av \leq v^T \tilde{A}v \leq C_s v^T Av, \quad \forall v \in \mathbb{R}^N,
\]

or, equivalently,

\[
c_s \| \Pi^h v^h \|^2 \leq \langle B^{-1}_b L v^h, L v^h \rangle \leq C_s \| \Pi^h v^h \|^2, \quad \forall v^h \in \mathcal{U}^h.
\]
Moreover, consider \( q \in L^2(\Omega) \) and the vector \( l \in \mathbb{R}^M \) such that \((l)_i = [L_wq](\psi^h_i)\). Then, by the definition of \( L_w \),

\[
\langle L^*B^{-1}L_wq, q \rangle = l^T B^{-1}l \leq C_s l^T H^{-1}l = C_s (L^*(L_wL^*)^{-1}L_wq, q)
\]

\[
= C_s ||\Pi^h_0 q||^2 \leq C_s ||q||^2.
\]

Therefore, observing that the formulation (4.6.1) satisfies an “orthogonality” property like (4.4.20) and assuming the inf-sup condition (4.4.16), similar to Theorem 4.4.15, the following error estimate holds:

\[
||\tilde{u}^h_{inv} - \hat{u}|| \leq \left( 1 + \frac{\sqrt{C_s}}{C_s c I} \right) \inf_{v^h \in \mathcal{U}^h} ||v^h - \hat{u}||;
\]

that is, the modified minimization (4.6.1) maintains the properties of the original \((\mathcal{L}\mathcal{L}^*)^{-1}\) method (4.4.5) when \( B \) is spectrally equivalent to \( H \).

Obtaining spectrally equivalent preconditioners of \( H \) for hyperbolic operators, \( L^* \), is quite challenging. In the above approach, the quality of the preconditioner can affect not only the solver, but also the minimization formulation and the quality of the approximation \( \tilde{u}^h_{inv} \). On the other hand, requiring a preconditioner of \( H \) is reasonable, since the efficient iterative solution of the standard \( \mathcal{L}\mathcal{L}^* \) system (4.5.2) also needs such a preconditioner. Therefore, we propose a different path here, using the same tools (the preconditioner \( B \) and Krylov solvers) and solving the block system (4.4.9) directly, thus maintaining the original \((\mathcal{L}\mathcal{L}^*)^{-1}\) principle (4.4.5).

Based on well known block factorizations of \( 2 \times 2 \) block matrices, we obtain the following symmetric preconditioner of the matrix \( A \) in (4.4.9) (see also [90]):

\[
B^{-1}_{inv} = \begin{bmatrix}
I & -B^{-1}L \\
- B^{-1}L & I
\end{bmatrix}
\begin{bmatrix}
B^{-1} & I \\
Z^{-1}_{inv} & -L^TB^{-1}I
\end{bmatrix}
= \begin{bmatrix}
I & -B^{-1}L \\
- B^{-1}L & I
\end{bmatrix}
\begin{bmatrix}
B^{-1} & I \\
-Z^{-1}_{inv} L^TB^{-1} & Z^{-1}_{inv}
\end{bmatrix},
\]

(4.6.2)

where \( Z_{inv} \) is a symmetric preconditioner of the respective Schur complement of \( A \), \( S_{inv} = -L^T H^{-1}L = -A \). Notice that the Schur complement of \( A \), \( S_{inv} \), that we are interested in, is symmetric negative semidefinite, by Corollary 4.4.4. Hence, \( A \) is generally a symmetric indefinite matrix. Also, the block preconditioner \( B_{inv} \) is positive definite when \( Z_{inv} \) is positive definite, and indefinite when \( Z_{inv} \) is negative definite. By (4.4.18), \( S_{inv} \) is spectrally equivalent to \( -M \) and this
equivalence depends on the inf-sup condition (4.4.16). Observe that applying $B_{inv}^{-1}$ requires two applications of $B^{-1}$ and two of $Z_{inv}^{-1}$.

Similarly, the following symmetric preconditioner of the matrix $A_{ss}$ in (4.5.5) can be formulated:

\begin{align}
B_{ss}^{-1} = \begin{bmatrix}
I & B^{-1}_{\omega}L \\
I & \tilde{Z}_{ss}^{-1}
\end{bmatrix}
\begin{bmatrix}
B^{-1}_{\omega} \\
\tilde{Z}_{ss}^{-1}
\end{bmatrix}
\begin{bmatrix}
I \\
L^TB^{-1}_{\omega}
\end{bmatrix}
\end{align}

(4.6.3)

where $B^{-1}_{\omega} = (\omega + 1)^{-1}B^{-1}$ and $Z_{ss}$ is a symmetric preconditioner of the respective Schur complement of $A_{ss}$, $S_{ss} = M - (\omega + 1)^{-1}L^TH^{-1}L$. Note that the block matrix $A_{ss}$ is symmetric positive definite and the respective Schur complement of $A_{ss}$, $S_{ss}$, is spectrally equivalent to $M$ without requiring the inf-sup condition (4.4.16) (i.e., even when $c_I = 0$) with the equivalence depending on $\omega$.

In Subsection 4.8.3, we provide preliminary results with the above presented block preconditioners using $B^{-1} = H^{-1}$ and $Z_{ss} = I$, $Z_{inv} = -I$. We are interested in utilizing preconditioners based on algebraic multigrid methods [39, 91, 92] as $B^{-1}$, to be investigated in follow-up work.

### 4.7 Application to linear hyperbolic problems

The considerations above are rather general. Here, we comment on certain particularities associated with the application of the methods to the hyperbolic problem (4.1.1).

The differential operator in (4.1.1) can be written as $L = \hat{L} + \sigma I$, where $\hat{L}u = \nabla \cdot bu$. Then $L^* = \hat{L}^* + \sigma I$, where integration by parts (Green’s formula) [40] implies that $\hat{L}^*w = -b \cdot \nabla w$. Thus, the PDE adjoint to (4.1.1) is also hyperbolic of similar type to (4.1.1). In particular, when $\nabla \cdot b = 0$, then $\hat{L}u = b \cdot \nabla u$, i.e., $\hat{L}^* = -\hat{L}$.

Furthermore,

$$\mathcal{D}(L) = \mathcal{D}(\hat{L}) = \{ u \in L^2(\Omega); \ \hat{L}u \in L^2(\Omega) \ \text{and} \ u = 0 \ \text{on} \ \Gamma_I \},$$

$$\mathcal{D}(L^*) = \mathcal{D}(\hat{L}^*) = \{ w \in L^2(\Omega); \ \hat{L}^*w \in L^2(\Omega) \ \text{and} \ w = 0 \ \text{on} \ \Gamma_O \},$$
where \( \Gamma_O \) is the outflow portion of the boundary, i.e.,

\[
\Gamma_O = \{ x \in \partial \Omega; \ n(x) \cdot b(x) > 0 \}.
\]

Note that the boundary conditions in the definitions of \( D(L) \) and \( D(L^*) \) make sense in terms of traces; see the trace theorem in [33].

Under reasonable mild assumptions on \( b \), a Poincaré-type inequality for \( \hat{L}^* \) is shown in [33, Lemma 2.4]. A similar argument shows the respective inequality for \( \hat{L} \); cf., [32, Lemma 6.8]. This covers the assumptions (ASM 1), (ASM 3) (as well as (ASM 2), by Remark 4.2.3) for the case \( \sigma \equiv 0 \). The case of \( \sigma \not\equiv 0 \) is simpler and is studied in [35].

### 4.8 Numerical results

Numerical results are shown in this section that demonstrate the behavior of the methods presented and studied in this chapter. Also, experiments with the block preconditioners of Section 4.6 are provided. The software used for implementing and testing the methods is FEniCS, cbc.block [93], PETSc [94], and LEAP (a least-squares package based on FEniCS that is under development at University of Colorado, Boulder).

#### 4.8.1 Experiment setting

The domain, boundaries, structure of the coefficient \( \sigma \), and a typical unstructured quasi-uniform triangular mesh (the coarsest mesh used in our experiments here) are shown on Figure 4.1. Namely, the domain is \( \Omega = (0,1)^2 \). It is split in two subregions – \( \Omega_{in} = (0.25,0.75)^2 \) and \( \Omega_{out} = \Omega \setminus \Omega_{in} \). The coefficient \( \sigma \) is discontinuous – \( \sigma = \sigma_{out} \) in \( \Omega_{out} \) and \( \sigma = \sigma_{in} \) in \( \Omega_{in} \). We choose \( \sigma_{out} \) small (i.e., \( \Omega_{out} \) is a “thin” region) and \( \sigma_{in} \) relatively large (i.e., \( \Omega_{in} \) is a “thick” region). In particular, the experiments here use \( \sigma_{out} = 10^{-4} \) and \( \sigma_{in} = \{ 10^4 \text{ or } 10 \} \). The choice \( \sigma_{in} = 10^4 \) provides a case when very steep exponential layers form that are not well resolved by the meshes. In contrast, when \( \sigma_{in} = 10 \), the exponential layers are less steep and can be resolved by a reasonably fine mesh. In all test cases, \( b = [\cos \alpha, \sin \alpha] \), where \( \alpha = 3\pi/16 \). Also, we set \( r \equiv 0 \) and \( g = 1 \) on \( \Gamma_I \), where,
with the current choice of \( b, \Gamma_I = \Gamma_W \cup \Gamma_S \) and \( \Gamma_O = \Gamma_E \cup \Gamma_N \). Thus, (4.1.1) becomes

\[
b \cdot \nabla \psi + \sigma \psi = 0 \quad \text{in } \Omega,
\]
\[
\psi = 1 \quad \text{on } \Gamma_I.
\]

The dashed lines in Figure 4.1 show the locations of the exponential layers with the current choices of \( b \) and \( \sigma \). The unstructured meshes do not follow the characteristics of the problem, but they resolve the coefficient \( \sigma \) (i.e., they take into account the subregions \( \Omega_{in} \) and \( \Omega_{out} \)). In all tests, we set \( \omega = 1 \) in (4.5.4).

### 4.8.2 Convergence experiments

In this subsection, convergence with respect to the \( L^2(\Omega) \) norm of the methods in this chapter is demonstrated. In all cases, standard Lagrangian (\( C^0 \) piecewise polynomial) finite element spaces are utilized for \( U^h \) and \( Z^b \). Based on Corollary 4.4.7, it is always ensured that \( \dim(Z^b) > \dim(U^h) \).

First, results for \( U^h \) – linear, \( Z^b \) – quadratic, both spaces on the same respective meshes, and \( \sigma_{in} = 10^4 \) are shown on Figure 4.2a. Note that, strictly speaking, the exact solution is in the Sobolev space \( H^{3/2-\epsilon}(\Omega) \), for any \( \epsilon > 0 \). According to polynomial approximation theory [58], the optimal asymptotic rate of convergence of the \( L^2 \)-norm approximations of the exact solution on \( U^h \) is \( h^{3/2-\epsilon} \). However, the analytical solution possesses very steep exponential layers that on the scale of the
Figure 4.2: Convergence results. The spaces $\mathcal{U}^h$ and $\mathcal{Z}^h$ are on the same meshes, $\mathcal{U}^h$ – linear, $\mathcal{Z}^h$ – quadratic.

Figure 4.3: Convergence results. The spaces $\mathcal{U}^h$ and $\mathcal{Z}^h$ are on the same meshes, $\mathcal{U}^h$ – linear, $\sigma_{\text{in}} = 10$. 

$\sigma_{\text{in}} = 10^4$ 

$\sigma_{\text{in}} = 10$
Figure 4.4: Convergence results. The spaces $\mathcal{U}^h$ and $\mathcal{Z}^b$ are on the same meshes, $\mathcal{U}^h$ – linear, $\mathcal{Z}^b$ – quintic.

Figure 4.5: Convergence results. The spaces $\mathcal{U}^h$ and $\mathcal{Z}^b$ are both linear. Every mesh of $\mathcal{Z}^b$ is obtained by a single uniform refinement of the respective $\mathcal{U}^h$ mesh.
(coarser) meshes behave like discontinuities (which is a case of interest). Therefore, intuitively, until the mesh begins resolving the exponential layers (i.e., before the “asymptotic regime” starts settling), the exact solution can, in a sense, be seen as “discontinuous”, i.e., nearly behaving as a function in $H^{1/2-\epsilon}(\Omega)$, and a rate of around $h^{1/2}$ can be considered as “optimal” initially with the potential of improving as the mesh is refined. More precisely, in view of the interpolation bounds of the polynomial approximation theory, the $H^{3/2-\epsilon}(\Omega)$ norm of the analytical solution is rather large and this is associated with a delayed “asymptotic regime” of convergence. Figure 4.2a demonstrates that the $(\mathcal{LL}^*)^{-1}$ method obtains an $h^{1/2}$ rate. In comparison, the $\mathcal{LL}^*$, single-, and two-stage methods are slower to converge. Owing to Theorem 4.5.3, this can be explained with the approximation properties of $L^*(\mathcal{Z}^b)$. It is interesting to notice that, in view of Theorem 4.5.3, the single- and two-stage methods demonstrate slightly “enhanced” convergence rates compared to the $\mathcal{LL}^*$ method. The current theory cannot predict or explain such a behavior. It is unclear if this “enhanced” rate would be maintained once the “asymptotic regime” fully settles.

Note that the $h^{1/2}$ convergence of the $(\mathcal{LL}^*)^{-1}$ approximations in Figure 4.2a does not necessarily mean that the inf-sup condition (4.4.16) holds with $c_I$ independent of $h$. For example, observe Figure 4.2b, which shows the same experiment as above but with $\sigma_{in} = 10$, i.e., the exponential layers are now well resolved by the meshes and the optimal asymptotic rate $h^{3/2-\epsilon}$ is achievable. Notice that all methods, including the $(\mathcal{LL}^*)^{-1}$ method, demonstrate suboptimal rates. The $\mathcal{LL}^*$, single-, and two-stage methods this time converge with equal rates, but slower than the $(\mathcal{LL}^*)^{-1}$ method and their respective errors are close to each other. The suboptimal convergence of the $(\mathcal{LL}^*)^{-1}$ approximations indicates that the inf-sup condition (4.4.16) does not hold uniformly for this choice of spaces, i.e., $c_I$ in (4.4.16) depends on $h$. Figures 4.2b, 4.3a, 4.3b, and 4.4b track the change (improvement) in the errors of the methods as the order of $\mathcal{Z}^b$ is increased, for $\sigma_{in} = 10$.

Next, Figure 4.4 (compare with Figure 4.2) shows an experiment with quintic $\mathcal{Z}^b$. Piecewise polynomial finite element spaces on triangles of order five (or higher) are special in the sense that they contain the space associated with the Argyris element; cf., [58]. In other words, $\mathcal{Z}^b$ has a $C^1$ piecewise polynomial finite element subspace and $L^*(\mathcal{Z}^b)$ contains a $C^0$ piecewise polynomial finite element space. A counting argument shows that the $C^0$ subspace of $L^*(\mathcal{Z}^b)$ is smaller than $\mathcal{U}^h$. The results on Figure 4.4 suggest that this is not sufficient for the approximation properties of $L^*(\mathcal{Z}^b)$ to be on par with those of $\mathcal{U}^h$, but the the inf-sup condition (4.4.16) may potentially hold. This
Figure 4.6: Plots of $(LL^*)^{-1}$ solutions in a linear $U^h$, where the mesh in Figure 4.1 is refined 4 times.

Figure 4.7: Plots of two-stage solutions in a linear $U^h$, where the mesh in Figure 4.1 is refined 4 times.

is a subject of future investigation. Observe also that increasing the order of $Z^h$ in Figure 4.4a, compared to Figure 4.2a, results in improved errors for the $LL^*$, single-, and two-stage methods, whereas this does not initially lead to an error improvement for the $(LL^*)^{-1}$ method and only on finer meshes such an improvement can be observed. This creates the impression in Figure 4.4a that the $(LL^*)^{-1}$ solution converges with a rate higher than $h^{1/2}$. However, this is due to the sudden improvement in the size of the error, since the mesh is not sufficiently fine to resolve the steep layers and a rate around $h^{1/2}$ is to be expected, even from the actual best $L^2$-norm approximation on $U^h$.

The spaces $U^h$ and $Z^h$ do not need to be on the same mesh. This is demonstrated on Figure 4.5 for the case when $Z^h$ utilizes refined versions of the respective meshes of $U^h$. The results are very similar, with slightly slower rates, to those on Figure 4.2.
Interestingly, in view of Figures 4.2a, 4.4a, and 4.5a, the losses of optimal rate \( h^{3/2-\epsilon} \), caused by the unresolved exponential layers and the dependence of \( c_I \) on \( h \), do not seem to add up in the results for the \( (\mathcal{LL}^*)^{-1} \) method. It seems that the slowest non-optimality dominates, which here is mostly the non-optimality of the mesh, and we obtain a rate of around \( h^{1/2} \) on coarser meshes.

The methods in this chapter target approximations in the \( L^2(\Omega) \) norm and, as a result, provide a much better resolution of steep layers than a standard least-squares approach. However, more oscillations are now produced, which, due to the nature of the \( L^2(\Omega) \) norm, do not prohibit convergence. Particularly, in view of Figures 4.6–4.9, the \( (\mathcal{LL}^*)^{-1} \) method produces substantially less oscillations than the \( \mathcal{LL}^* \)-type methods and, interestingly, the \( (\mathcal{LL}^*)^{-1} \) approach provides a slightly better resolution of steep layers, both contributing to smaller \( L^2 \)-norm errors. This aligns with the observations that, in terms of solution quality, it is better to use \( Z^h \) to approximate \( (L_*L^*)^{-1} \) than \( L^*(Z^h) \) to approximate \( \hat{u} \) or, similarly, it is better to relate \( U^h \) and \( L^*(Z^h) \) via an inf-sup condition than via approximation properties. Particular plots of the solutions produced by the methods can
Figure 4.9: Plots of two-stage solutions, where the mesh in Figure 4.1 is refined twice.

be seen in Figures 4.6 and 4.7. The solutions provided by the single-stage method have a very similar appearance to the two-stage solutions. Further plots are shown on Figures 4.8 and 4.9, demonstrating the effect of using higher-order elements for $U^h$. Namely, increasing the order of $U^h$ can cause more oscillations, whereas increasing the order of $Z^h$ reduces those oscillations.

In our experiments, we observe that the local $L^2$-norm error in subregions, where the solution is smooth, decreases with higher rates. Namely, in the case of a large contrast in $\sigma$ (i.e., corresponding to Figures 4.2a and 4.4a), the rate of local convergence is around $O(h)$ for all methods and both choices of $Z^h$ (quadratic and quintic). This demonstrates that the “polluting” effect of the steep layers is limited to some extent and requires further investigation.

Finally, observe that in the majority of the results above the $L^2$-norm errors of the single- and two-stage methods are smaller than the respective errors of the $L^L^*$ method. In all tests presented here, the two-stage method exhibits smaller errors compared to the single-stage method. In some cases, the convergence rates of the single- and two-stage approximations are “enhanced” (better) in comparison to the respective rates of the $L^L^*$ method. It is not completely clear if this
“enhanced” error behavior is maintained asymptotically as $h \to 0$. Also, notice that as the order of $\mathcal{Z}^h$ is increased, the error graphs of the different methods become more grouped together. This is predicted by the theoretical considerations in the previous sections. Namely, as $\mathfrak{h} \to 0$, for fixed $h$, all methods approach the same formulation – the $L^2$-orthogonal projection onto $\mathcal{U}^h$.

### 4.8.3 Preconditioning experiments

Here, preliminary results with the block preconditioners, introduced in Section 4.6, are shown. In particular, we use $B^{-1} = H^{-1}$, $\mathcal{Z}_{ss} = I$, and $\mathcal{Z}_{inv} = -I$ to provide a basic idea about the behavior of the preconditioners. The effect of $B^{-1}$ is computed using a sparse direct solver – MUMPS [95]. All numerical experiments in this subsection are for the case when $\mathcal{U}^h$ and $\mathcal{Z}^h$ are piecewise linear and $\mathcal{Z}^h$ utilizes meshes that are obtained from the respective $\mathcal{U}^h$ meshes by a single uniform refinement, i.e., $\mathfrak{h} = h/2$; that is, the results here correspond to Figure 4.5. In all tests, the iterative processes are stopped when the overall relative reduction of the norm of the preconditioned residual becomes less than $10^{-6}$.

Table 4.1 shows the number of preconditioned GMRES(30) [96, 97] iterations for the $(\mathcal{L}\mathcal{L}^*)^{-1}$ system (4.4.9) using the block preconditioner $B^{-1}_{inv}$ in (4.6.2). The preconditioner $B^{-1}_{inv}$ is not scalable, as $h \to 0$ with the choice $\mathcal{Z}_{inv} = -I$. As already discussed in Section 4.6, this can be associated with the dependence of $c_I$, in the inf-sup condition (4.4.16), on the mesh parameter, $h$, and, as a result, the spectral relation (4.4.18) does not hold uniformly (i.e., it depends on $h$). This suggests that further care is necessary in preconditioning the Schur complement $S_{inv}$ and the simple choice $\mathcal{Z}_{inv} = -I$ is insufficient in this case. We plan to further investigate this, together with the utilization of algebraic multigrid as $B^{-1}$, in follow-up work.

In contrast, as discussed in Section 4.6, the block preconditioner $B^{-1}_{ss}$ in (4.6.3) is scalable, as $h \to 0$, for the single-stage system (4.5.5) with the choice $\mathcal{Z}_{ss} = I$, independently of the inf-sup condition (4.4.16). Also, preconditioned CG can be used in this case. Results are shown in Table 4.2.
Table 4.1: (Results for the $(LL^*)^{-1}$ method) Number of preconditioned GMRES(30) iterations for the $(LL^*)^{-1}$ system (4.4.9) using relative tolerance $10^{-6}$ and the preconditioner $B_{inv}^{-1}$ in (4.6.2) with $B^{-1} = H^{-1}$ and $Z_{inv} = -I$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\eta$</th>
<th>$\dim(U^h)$</th>
<th>$\dim(Z^h)$</th>
<th>$\sigma_{in} = 10^4$ iterations</th>
<th>$\sigma_{in} = 10^4$ iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.01</td>
<td>3226</td>
<td>12645</td>
<td>73</td>
<td>51</td>
</tr>
<tr>
<td>0.01</td>
<td>0.005</td>
<td>12645</td>
<td>50065</td>
<td>105</td>
<td>67</td>
</tr>
<tr>
<td>0.005</td>
<td>0.0025</td>
<td>50065</td>
<td>199233</td>
<td>147</td>
<td>84</td>
</tr>
<tr>
<td>0.0025</td>
<td>0.00125</td>
<td>199233</td>
<td>794881</td>
<td>201</td>
<td>106</td>
</tr>
<tr>
<td>0.00125</td>
<td>0.000625</td>
<td>794881</td>
<td>3175425</td>
<td>255</td>
<td>119</td>
</tr>
</tbody>
</table>

Table 4.2: (Results for the single-stage method) Number of preconditioned CG iterations for the single-stage system (4.5.5) using relative tolerance $10^{-6}$ and the preconditioner $B_{ss}^{-1}$ in (4.6.3) with $B^{-1} = H^{-1}$ and $Z_{ss} = I$.

<table>
<thead>
<tr>
<th>$h$</th>
<th>$\eta$</th>
<th>$\dim(U^h)$</th>
<th>$\dim(Z^h)$</th>
<th>$\sigma_{in} = 10^4$ iterations</th>
<th>$\sigma_{in} = 10^4$ iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.02</td>
<td>0.01</td>
<td>3226</td>
<td>12645</td>
<td>30</td>
<td>25</td>
</tr>
<tr>
<td>0.01</td>
<td>0.005</td>
<td>12645</td>
<td>50065</td>
<td>31</td>
<td>28</td>
</tr>
<tr>
<td>0.005</td>
<td>0.0025</td>
<td>50065</td>
<td>199233</td>
<td>32</td>
<td>31</td>
</tr>
<tr>
<td>0.0025</td>
<td>0.00125</td>
<td>199233</td>
<td>794881</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td>0.00125</td>
<td>0.000625</td>
<td>794881</td>
<td>3175425</td>
<td>35</td>
<td>35</td>
</tr>
</tbody>
</table>

4.9 Regularizations

In this section, we discuss a certain type of regularization (stabilization) of the $(LL^*)^{-1}$ formulation (4.4.9), (4.5.9). Such approaches are known and used in the context of saddle-point problems; cf. [98]. In that context, stabilization is associated with adding terms to the $(2,2)$ block of the saddle-point matrix $A$ in (4.4.9). Thus, in a way, the single-stage formulation (4.5.5) can be viewed as a special regularization of the $(LL^*)^{-1}$ method. In fact, in view of (4.5.9)–(4.5.11), both the single- and two-stage methods can be seen as regularizations of the $(LL^*)^{-1}$ formulation.

As already mentioned, the stabilization terms in (4.5.10) and (4.5.11) do not contain any additional information on the exact solution. The idea here is to augment the $(LL^*)^{-1}$ formulation (4.5.9) with a FOSLS term, which certainly carries additional information on the particular PDE and its solution. This is similar to the hybrid method in [44], where the single-stage formulation (4.5.4) is combined with FOSLS, while here we look at combining the $(LL^*)^{-1}$ and FOSLS methods.
Consider the regularized (or “hybrid”) formulation

\[
\begin{align*}
\bar{u}_h^\text{reg} &= \arg\min_{v^h \in \mathcal{U}^h} \left[ \|\Pi_h^\ast (v^h - \bar{u})\|^2 + S \|L(v^h - \bar{u})\|^2 \right] \\
&= \arg\min_{v^h \in \mathcal{U}^h} \left[ \|\Pi_h^\ast (v^h - \bar{u})\|^2 + S \|Lv^h - f\|^2 \right],
\end{align*}
\]

for some scaling \( S > 0 \), which can generally depend on \( h \). Here, (4.9.1) is expressed in this form for simplicity and it is easy to extend the considerations in this section for the general case when \( S \) varies between mesh elements.

In terms of the approach and notation in Section 4.4, (4.9.1) can be identified with the following minimization and weak forms:

\[
\begin{align*}
\text{Find } u_h^\text{reg} \in \mathcal{U}^h: & \quad \langle \Pi_h^\ast u_h^\text{reg}, v^h \rangle + S \langle Lu_h^\text{reg}, Lv^h \rangle \\
&= \langle \Pi_h^\ast \bar{u}, v^h \rangle + S \langle f, Lv^h \rangle, \quad \forall v^h \in \mathcal{U}^h,
\end{align*}
\]

(4.9.2)

\[
\begin{align*}
\text{Find } u_h^\text{reg} \in \mathcal{U}^h: & \quad \langle (L_w L^\ast_h)^{-1} u_h^\text{reg}, Lv^h \rangle + S \langle Lu_h^\text{reg}, Lv^h \rangle \\
&= \langle (L_w L^\ast_h)^{-1} f, Lv^h \rangle + S \langle f, Lv^h \rangle, \quad \forall v^h \in \mathcal{U}^h.
\end{align*}
\]

(4.9.3)

Alternatively, the weak formulations (4.9.2) and (4.9.4), combined with the definition of \((L_w L^\ast_h)^{-1}\), can be expressed as the system

\[
\begin{align*}
\text{Find } (u_h^\text{reg}, z^h) \in \mathcal{U}^h \times \mathcal{Z}^h: & \quad \begin{cases} \\
\langle L^\ast z^h, L^\ast w^h \rangle + \langle u_h^\text{reg}, L^\ast w^h \rangle = \langle f, w^h \rangle, \quad \forall w^h \in \mathcal{Z}^h, \\
\langle L^\ast z^h, v^h \rangle - S \langle Lu_h^\text{reg}, Lv^h \rangle = -S \langle f, Lv^h \rangle, \quad \forall v^h \in \mathcal{U}^h.
\end{cases}
\end{align*}
\]

(4.9.5)

Clearly, utilizing the notation in Subsection 4.4.2, (4.9.5) induces the following saddle-point system of linear equations:

\[
\begin{align*}
A_{\text{reg}} \begin{bmatrix} z \\ u_{\text{reg}} \end{bmatrix} &= \begin{bmatrix} H & L \\ L^T & -S \mathbf{V} \end{bmatrix} \begin{bmatrix} z \\ u_{\text{reg}} \end{bmatrix} = \begin{bmatrix} \bar{f} \\ -Sr \end{bmatrix},
\end{align*}
\]

(4.9.6)

where \( \mathbf{V} \in \mathbb{R}^{N \times N} \) and \( r \in \mathbb{R}^N \) are defined as:

\[
(V)_{ij} = \langle L^h \phi_j, L^h \phi_i \rangle, \quad (r)_i = \langle f, L^h \phi_i \rangle.
\]

Using the notation in (4.4.11), the resulting Schur complement from the elimination of \( z \) in (4.9.6) is \(-A - S \mathbf{V}\), which is negative definite and, hence, \( A_{\text{reg}} \) is an indefinite and nonsingular matrix.
Furthermore, the respective linear system for the Schur complement is the following:

$$(A + SV)u_{reg} = f + Sr,$$

which is induced by the weak formulations (4.9.2) and (4.9.4).

In view of (4.4.1) and (4.9.3), the regularized or hybrid formulation (4.9.1) can be seen as the result of approximating $(LwL^*)^{-1}$ with $(LwL^*)^{-1}_h + SI$. In particular, if elliptic problems are considered, this is related to the approach in [45]. Namely, considering the elliptic case with $L = \nabla \cdot$ and $L^* = -\nabla$ results in $(LwL^*)^{-1} = (-\Delta)^{-1}$ and, for $S = h^2$, $(LwL^*)^{-1}_h + SI = (-\Delta)^{-1}_h + h^2I$, which essentially provides the $H^{-1}$-type least-squares term in [45]. The regularization $h^2I$ in [45] is sufficient to recover the coercivity, originally rendered by $(-\Delta)^{-1}$, for the discrete operator $(-\Delta)^{-1}_h$.

However, the hyperbolic case seems more complicated and the theory in [45] does not carry over. Currently, it is not clear if and how $S$ can be chosen so that a desired coercivity can be guaranteed for the operator $(LwL^*)^{-1}_h + SI$. The choice $S = h^2$ seems intuitively reasonable here as well. Nevertheless, in our experiments, the regularized method (4.9.1), with $S = h^2$, provides solutions with noticeably worse $L^2(\Omega)$ errors in comparison to the original $(L^L^*)^{-1}$ approach, but the errors are still a bit better in comparison to the $LL^*$, single-, and two-stage methods. As discussed in the introduction to this chapter, this is associated with FOSLS producing poor approximations to the solution of (4.1.1), when $\sigma$ has large contrasts and the mesh size, $h$, is not sufficiently small to capture the solution features. Therefore, the minimization (4.9.1) is affected by the poor FOSLS behavior, since (4.9.1) combines the FOSLS and $(L^L^*)^{-1}$ terms in a single functional; that is, there are challenges in both theoretical and practical sense. One possibility to address the practical side of the issue is to utilize a properly locally (i.e., element by element) scaled FOSLS method in (4.9.1), as the one in [81], instead of the currently used vanilla (i.e., unscaled) FOSLS formulation, which is known for its poor behavior. Another approach is to utilize discontinuous least-squares (DLS) methods [33]. This is beyond the scope of this dissertation, since the main focus here is on dual methods. Further investigations in that direction are a subject of future work. The main purpose of this section is to demonstrate that two rather natural regularization approaches (namely, adding FOSLS terms to obtain a hybrid method and stabilizing the saddle-point problem) can yield the same final formulation.
4.10 Conclusions and further development

We proposed the \((LL^*)^{-1}\) method, together with the \(LL^*\), single-, and two-stage methods, and studied their application to scalar linear hyperbolic PDEs, aiming at obtaining \(L^2\)-norm approximations on finite element spaces. Error estimates were shown, pointing to the factors that affect convergence and providing conditions that guarantee optimal rates. Also, numerical results were demonstrated. The methods clearly show \(L^2\)-norm convergence, often with acceptable rates. The \((LL^*)^{-1}\) method demonstrates the best convergence rates, but it induces the most difficult linear systems to solve.

The considerations in this chapter suggest further directions of research. A few of them are mentioned in the exposition and in Section 4.A. Some additional topics are the following: further investigation of the potential regularizations of the \((LL^*)^{-1}\) formulation including the utilization of first-order system least-squares (FOSLS) terms in a “hybrid” method; and the potential of using \(Z_h^b\) on different meshes (even if we have no freedom to choose the mesh of \(U_h^b\), we can select \(Z_h^b\) freely) that can be better tailored to the particular problem and, thus, obtain \((L_wL^*)_{h}^{-1}\) that better approximates \((L^*(Z_h^b))^{-1}\), in some sense. The inf-sup condition and its relation to the approximation properties of the finite element spaces is an interesting and very challenging topic. This would allow further comparison between the methods in terms of the derived error estimates. Currently, the numerical results and basic analysis suggest that the requirements on the approximation properties of \(L^*(Z_h^b)\) may possibly be stronger than the inf-sup condition. At least, we observe that when \(L^*(Z_h^b)\) provides neither appropriate approximation properties, nor a uniform inf-sup condition, then the \((LL^*)^{-1}\) method seems less affected by the deficiencies of \(L^*(Z_h^b)\) in terms of convergence rates, but it may suffer more in terms of the efficiency of the linear solver. Furthermore, it is intriguing to study the influence of the coefficient \(\sigma\) on the constant \(c_I\) in the inf-sup condition (4.4.16) and, thus, on the behavior of the method, as well as whether and how the Poincaré constants in (ASM 1), (ASM 3) affect (4.4.16).

The proposed block preconditioner is one approach to solving the \((LL^*)^{-1}\) and single-stage linear systems. It would be interesting to study the adaptation and utilization of other methods, developed for “saddle-point problems”, towards solving the \((LL^*)^{-1}\) system. Preconditioning the matrix \(H\), coming from hyperbolic operators, \(L^*\), also suggests further development, which is
applicable beyond the methods of this chapter.

4.A Generalizing the formulations

In this appendix, for completeness, we review possible generalizations and extensions of the formulations in this chapter. In particular, we discuss the “weak” treatment of the inflow boundary condition and the potential of utilizing general (possibly discontinuous) finite element spaces as \( \mathcal{U}^h \). Considering \( \mathcal{U}^h \subset \mathcal{D}(L) \), for the \((\mathcal{L}\mathcal{L}^*)^{-1}\), single-, and two-stage methods, and enforcing the boundary data by superposition corresponds to imposing the boundary condition “strongly”. For the general case, when \( \mathcal{U}^h \subset L^2(\Omega) \) is possibly piecewise discontinuous, it is necessary to impose the boundary condition in a “weak” sense (i.e., as a part of the variational formulation).

Recall that, for simplicity, the hyperbolic problem (4.1.1) was reformulated as the operator equation (4.1.2) using superposition to enforce the boundary data \( g \) on \( \Gamma_I \). In particular, this simplifies the weak formulation associated with the \( \mathcal{L}\mathcal{L}^\ast \) minimization (4.5.1), since the exact solution, \( \hat{u} \), of (4.1.2) is in \( \mathcal{D}(L) \) (i.e., \( \hat{u} = 0 \) on \( \Gamma_I \)). Alternatively, consider the original PDE (4.1.1) and let \( \hat{\psi} \) denote its exact solution. The respective \( \mathcal{L}\mathcal{L}^\ast \) minimization is

\[
(4.A.1) \quad \xi^h = \arg\min_{w^h \in \mathcal{Z}^h} ||L^*w^h - \hat{\psi}||^2.
\]

The resulting \( \mathcal{L}\mathcal{L}^\ast \) approximation is \( \psi^h = L^*\xi^h = \Pi^h\hat{\psi} \in L^*(\mathcal{Z}^h) \). Using integration by parts (Green’s formula), the weak form corresponding to (4.A.1) is the following:

Find \( z^h \in \mathcal{Z}^h : \langle L^*z^h, L^*w^h \rangle = \langle r, w^h \rangle - \int_{\Gamma_I} (bg) \cdot n \ w^h \ d\sigma, \ \forall w^h \in \mathcal{Z}^h. \)

Note that only the right-hand side is different and it involves only given data.

Using the \( \mathcal{L}\mathcal{L}^\ast \) principle (4.A.1), leads to minor changes in the single- and two-stage formulations. Indeed, it is sufficient to replace \( \bar{f} \) with \( \bar{f}_b \) and \( f \) with \( f_b = L^T H^{-1} \bar{f}_b \in \mathbb{R}^N \) in the respective linear systems above, where \( \bar{f}_b \in \mathbb{R}^M \) is defined as

\[
(\bar{f}_b)_i = \langle r, \psi^b_i \rangle - \int_{\Gamma_I} (bg) \cdot n \ \psi^b_i \ d\sigma.
\]

Note that this can still be combined with a “strong” enforcement of the inflow boundary data on \( \mathcal{U}^h \) by standard means of the finite element methods, which demonstrates the flexibility that least-squares methods often provide. The analysis in Section 4.5 remains valid. Furthermore, the
single- and two-stage formulations are clearly general enough and allow the utilization of general finite element spaces $U^h \subset L^2(\Omega)$.

According to Lemma 4.3.1, $L_w$ is, in a sense, an extension of the operator $L$ (more precisely, of $\mathcal{E}L$) on $L^2(\Omega)$. Therefore, the $(\mathcal{L}\mathcal{L}^*)^{-1}$ formulation is extended to general spaces $U^h \subset L^2(\Omega)$ by replacing the operator $L$ with its “weak” version $L_w$. This idea is already applied, for theoretical purposes, in the proof of Theorem 4.4.15 and in Section 4.6, when considering the operator $L^*B^{-1}L_{w}$, since the bilinear forms need to be defined on the whole of $L^2(\Omega)$ to obtain error estimates with respect to the $L^2(\Omega)$ norm. In fact, the generalized $(\mathcal{L}\mathcal{L}^*)^{-1}$ method is precisely the one in (4.4.14) and (4.4.15). Note that this is not only a tool of analysis but results in feasible formulations. Indeed, the weak formulation (4.4.7) is already stated in such a general form with the exception of the right-hand side, which needs to be modified to accommodate the “weak” enforcement of the boundary condition. Again, it is sufficient to replace $\bar{f}$ with $\bar{f}_b$ and $f$ with $f_b$ in the respective linear systems. Clearly, the analysis in this chapter remains valid. Similarly, the modified (by a preconditioner) formulation (4.6.1) can be extended to general finite element spaces $U^h \subset L^2(\Omega)$.

In summary, we observed that the $(\mathcal{L}\mathcal{L}^*)^{-1}$, single-, and two-stage formulations can be easily generalized to arbitrary finite element spaces $U^h \subset L^2(\Omega)$. However, a piecewise discontinuous finite element space $U^h$ (which is a case of high interest) is rather rich, whereas $L^*(Z^h)$ is constrained by the requirement $Z^h \subset \mathcal{D}(L^*)$. This poses further difficulties in maintaining the inf-sup condition (4.4.16) or on par approximation properties of $L^*(Z^h)$, according to the estimate in Theorem 4.5.3, when $U^h$ is discontinuous. Removing or reducing the constraint $Z^h \subset \mathcal{D}(L^*)$ is a challenging topic and it is a subject of future work.

Finally, the considerations in this chapter are rather general. In the exposition above, for simplicity of notation and since the scalar PDE (4.1.1) is considered, only $L^2(\Omega)$ is used. Nevertheless, in general, $L$ may come either from a scalar PDE or a first-order system of PDEs. In the latter case, the considerations in this chapter can be extended to systems as long as the occurrences of $L^2(\Omega)$ are replaced by the appropriate product $L^2$ spaces with their respective product $L^2$ norms and the assumptions are satisfied. This also suggests a subject of further investigations.
Chapter 5

Closing Remarks

This dissertation proposed and studied a few dual least-squares finite element methods for hyperbolic partial differential equations. Hard problems, both linear and nonlinear, were considered that yield solutions with sharp layers and discontinuities. Theory and numerical results were presented.

The method based on the Helmholtz decomposition was introduced and studied first as an extension to nonlinear balance laws of the ideas in [32, 34], that were introduced in the context of conservation laws. The formulation is naturally related to the notion of a weak solution and possesses important numerical conservation properties, as shown analytically, and accordingly demonstrates good shock-capturing capabilities. It also provides correct approximations to other nonlinear behaviors like rarefactions. The challenging convergence properties of the method were also discussed. Note that the ability of this approach to correctly and automatically detect and accurately approximate shocks is very important for its applicability. The numerical examples illustrate that it recovers accurately the speed of the shock. Also, it is a quite positive feature of the method that it possesses the potential to be extended to systems and higher-dimensional domains, while maintaining the natural connection to the notion of a weak solution. This would provide an interesting holistic approach to nonlinear first-order hyperbolic systems.

Next, the \((\mathcal{L}\mathcal{L}^*)^{-1}\) method was proposed and studied for linear hyperbolic problems. This is a novel method that utilizes the ideas in the standard \(\mathcal{L}\mathcal{L}^*\) approach in an intriguing way to obtain \(L^2\)-norm approximations on common finite element spaces. The properties of the method are studied rigorously. Also, the \(\mathcal{L}\mathcal{L}^*\)-type formulations, which are simplified versions of the so-called hybrid least-squares approach, are analyzed and studied. The particular technique in the
analysis of the convergence of the $LL^*$-type methods is interesting. Namely, the initial systems induced by the formulations are reduced, obtaining Schur complements and respective minimization principles regarding only the variable of interest. The error estimates are then obtained that in a consistent way compile the factors that affect the convergence. Moreover, the same auxiliary space that, in the $(LL^*)^{-1}$ approach, serves to approximate the action of an operator, in the context of the $LL^*$-type methods is used to actually approximate the solution to the particular PDE (partial differential equation). As a consequence, the $(LL^*)^{-1}$ formulation provides better approximations of the solution in the $L^2$ norm than the $LL^*$-type methods in similar configurations. This suggests that having a discrete approximation of good quality for the particular operator and the respective inf-sup stability are less demanding than having an auxiliary space with good approximation properties. The improved error in the $(LL^*)^{-1}$ method comes at the cost of more challenging linear systems of equations.

Overall, the least-squares approach provides an attractive framework for a variety of problems, including hyperbolic equations. This thesis contributes to the already known versatility and flexibility of least-squares methods, particularly concentrating on hyperbolic PDEs and, thus, continuing the effort in the field, presenting novel approaches, and adding to the already existing work in publications like [32, 33, 34]. In particular, in Chapter 3, the standard notion of a weak solution is integrated appropriately in a least-squares setting to obtain a method with the desired conservation property, while, in Chapter 4, the $(LL^*)^{-1}$ and $LL^*$-type formulations provide an interesting least-squares reformulations and approximations of the generally infeasible $L^2$-norm minimization.

The analysis included in the dissertation is quite comprehensive. There is a vast possibility of future work and further development. Many suggestions were already mentioned in the previous chapters. The following are some particular ideas:

- This thesis is mostly focused on methods for discretizing hyperbolic PDEs and linear solvers are not studied in detail. An important future work is on the development and the comprehensive study of linear solvers for the proposed methods. In particular, the main difficulty with the $(LL^*)^{-1}$ system is approximating the respective Schur complement in the cases when the inf-sup condition does not hold uniformly. While the Schur complement is not terribly ill-conditioned, it is global and dense. Hence, a preconditioner that requires access to the matrix
itself or local information about the matrix cannot be obtained directly. One interesting idea that deserves investigation is the utilization of the known static condensation (hybridization) technique [87] to “sparsify” the Schur complement and, thus, reduce the problem to solving linear systems with sparse and symmetric positive definite matrices – a setting that is considerably more manageable.

- Another important future study is the applicability of the approaches to hyperbolic systems and higher-dimensional domains. The \((\mathcal{LL}^*)^{-1}\) and \(\mathcal{LL}^*\)-type methods are developed in a quite general setting, which can potentially make them naturally applicable to systems of hyperbolic PDEs. On the other hand, the approach based on the Helmholtz decomposition may need more work to obtain practical implementations of the respective formulations. The basic idea is to utilize an appropriate and general Helmholtz decomposition to deduce the respective least-squares principle.

- It is interesting to address the entropy conditions in the context of the method in Chapter 3. The main questions are if they need to be imposed explicitly and how this can be achieved in a least-squares setting.

- Extending the methods by upwind techniques would be of practical value, since it can reduce some nonphysical oscillations in the solutions.

- Hyperbolic problems can be associated with wave propagation with finite speed. In this context, the dispersive and dissipative properties [9] of the least-squares methods are still unknown but important as they describe how waves of different frequencies are handled.

- Inf-sup stability of the \((\mathcal{LL}^*)^{-1}\) formulation needs more investigation.

- The norm convergence of the method in Chapter 3 is still an open and challenging question. The considerations here and in [32] provide some foundation for a possible future study that can lead to obtaining a comprehensive convergence proof.

- Applying the \((\mathcal{LL}^*)^{-1}\) and \(\mathcal{LL}^*\)-type methods to the solution of nonlinear hyperbolic problems is also a topic of further investigation.
• Adaptive mesh refinement and the utilization of the ideas of nested iteration and full multigrid are an important topic of research as it would improve on the practical applicability of the methods.

In conclusion, this dissertation describes novel methods and provides ground for future development.
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