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ABSTRACT

Several currently operating instruments are able to measure the full EUV spectrum at sufficient wavelength resolution for use in
upper-atmosphere modeling, the effects of space weather, and modeling satellite drag. However, no missions are planned at pres-
ent to succeed the Thermosphere Ionosphere Mesosphere Energetics and Dynamics (TIMED) and Solar Dynamics Observatory
(SDO) missions, which currently provide these data sources. To develop a suitable replacement for these measurements, we use
two broadband EUV channels on the NOAA GOES satellites, the magnesium core-to-wing ratio (Mg II index) from the SOlar
Radiation and Climate Experiment (SORCE) as well as EUV and Mg II time averages to model the EUV spectrum from 0.1
to 105 nm at 5-nm spectral resolution and daily time resolution. A Levenberg-Marquardt least squares fitting algorithm is used
to determine a coefficient matrix that best reproduces a reference data set when multiplied by input data. The coefficient matrix is
then applied to model data outside of the fitting interval. Three different fitting intervals are tested, with a variable fitting interval
utilizing all days of data before the prediction date producing the best results. The correlation between the model results and the
observed spectrum is found to be above 95% for the 0.1–50 nm range, and between 74% and 95% for the 50–105 nm range. We
also find a favorable comparison between our results and the Flare Irradiance Spectral Model (FISM). These results provide a
promising potential source for an empirical EUV spectral model after direct EUV measurements are no longer available, and
utilize a similar EUV modeling technique as the upcoming GOES-R satellites.
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1. Introduction

Fluctuations in solar irradiance drive variations in many upper
atmospheric processes including satellite drag, total electron
content, ground-space communications, and GPS precision.
These variations are highly wavelength dependent, and below
200-nm irradiances can change by more than an order of mag-
nitude over the course of a solar cycle (Woods et al. 2012). The
solar output at these shorter wavelengths can also vary greatly
on much smaller timescales than that of the 11-year solar
cycle. Active regions rotate on and off the solar disk with
the Sun’s 27-day rotation, and flares happen over the course
of minutes to hours. Due to the large degree of variability in
the shorter wavelengths, it is highly desirable to have a reliable
data source in this wavelength range to facilitate accurate pre-
dictions of the effects of solar EUV irradiance changes on
Earth.

Several satellites currently measure irradiance at the far
and extreme ultraviolet (FUV and EUV) wavelengths, which
range from approximately 0.1 to 120 nm. The Thermosphere
Ionosphere Mesosphere Energetics and Dynamics Solar
EUV Experiment (TIMED SEE) measures the solar spec-
trum from 0.5 to 190 nm at 0.5 nm resolution (Woods
et al. 2005). The Solar Dynamics Observatory EUV Variabil-
ity Experiment (SDO EVE; Woods et al. 2012) also provides

coverage of EUV spectral irradiance, at even finer wave-
length resolution. However, both TIMED (launched in
2001) and SDO (launched in 2010) are research missions,
not operational ones; there will likely be no replacement
instruments after these missions end, unlike the case for
operational satellites such as the NOAA Geostationary Oper-
ational Environmental Satellites (GOES). It is therefore
important to develop accurate models of the EUV spectrum
that can be relied on when direct data sources are no longer
available. In this paper, we introduce the Solar Spectral
Proxy IrradiaNce from GOES (SSPRING), an empirical
model for EUV irradiance that uses data from NOAA GOES
and the NASA SOlar Radiation and Climate Experiment
(SORCE; Rottman 2005).

SSPRING models EUV irradiance in 5-nm bins stretching
from 0.1 to 105 nm. The model is built from three wavelength
measured bands as well as their time averages: two GOES
EUV bands, the magnesium core-to-wing ratio (Mg II index)
from SORCE, and their 40-day trailing averages. We use a
Levenberg-Marquardt least squares fitting algorithm (mpfit
for IDL, Markwardt 2009) to find the linear combination of
these six input data sources that best matches reference data
sources from TIMED SEE and SDO EVE. We test three fitting
intervals and compare the results with the FISM for EUV
irradiance.
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1.1. Existing EUV proxies and models

A variety of proxies and models for EUV irradiance already
exist. The sunspot number has been measured for hundreds
of years and can provide an estimate for overall solar activity
during solar maximum. During solar minimum, the inability
of sunspot number to go below zero leads to decreased
accuracy of predictions for many EUV wavelengths.

The F10.7 index, the solar radio flux at 10.7 cm, is also a
common solar proxy (Tapping 2013). F10.7 can penetrate the
atmosphere and be measured by ground-based observatories
(unlike EUV). As a result, F10.7 has been measured since
before the space era and a continuous data set is available from
1947 to the present. Other radio wavelengths, such as 3.2, 8,
10, 15, and 30 cm, can also serve as proxies for solar activity
(Dudok de Wit et al. 2014). Before EUV data was available
from space-based observatories, F10.7 was one of the most
common proxies for the EUV. However, much like sunspot
number, it is not directly correlated to EUV irradiance. Instead,
it is produced through up to three emission mechanisms occur-
ring in the chromosphere and corona, including thermal
Bremsstrahlung, gyromagnetic resonance, and possible non-
thermal emissions (Tapping 2013). Like the sunspot number,
F10.7 appears to have a lower limit during solar minimum
(Viereck et al. 2001).

The magnesium II core-to-wing ratio (Mg II index),
another solar EUV proxy, is the ratio of the h and k lines of
the magnesium flux near 280 nm to the background solar con-
tinuum around these lines (Heath & Schlesinger 1986). This
proxy does not exhibit the decreased accuracy during solar
minimum seen in the F10.7 and sunspot number proxies. Since
the Mg II index is a ratio, it is also less sensitive to artifacts and
instrument degradation than a non-ratio measurement.

Existing empirical and semi-empirical models include the
EUV81 model (Hinteregger & Fukui 1981), the EUVAC model
(Richards et al. 1994, 2006), the SOLAR2000 model (Tobiska
et al. 2000; Tobiska 2004), the NRLEUV model (Warren et al.
2001; Lean et al. 2003; Warren 2005), the FISM (Chamberlin
et al. 2007), and the empirical model presented in Fontenla
et al (2014). Chamberlin et al. (2007) compare the first four
listed models with TIMED SEE data and determine that the
models differ from SEE data by 20–47% in the 35–40 nm band
during a rotation in January 2004. FISM uses one proxy per
1-nm wavelength bin to model rotational and baseline irradi-
ance components, and achieves higher correlation with SEE
data than the EUVAC, EUV81, and SOLAR2002 models
(Chamberlin et al. 2007). Two major differences differentiate
SSPRING from FISM: SSPRING uses multiple proxies per
wavelength bin and does not individually model the baseline
and rotational irradiance components. Cessateur et al. (2011)
construct a full EUV spectrum from observations in a few pass-
bands similar to the methods used in this paper.

2. Input data sets

The input data sets which drive SSPRING approximately emu-
late the measurements that will be made on the upcoming
GOES-R satellites and include operational data sources that
span the EUV range to be modeled. The input data sets
(Table 1) provide representative information about the corona,
chromosphere, and transition region. This captures a large
amount of the variability in the processes producing EUV
radiation, allowing for more accurate EUV modeling.

Operational broadband measurements of the EUV spec-
trum are available from the NOAA GOES satellites (Viereck
et al. 2007). We use measurements from GOES-15; this satel-
lite covers the entire modeled time period, so there is no need
to merge with GOES-13 or -14 data. GOES EUVS-B and -E
bands capture the spectrum around the He II (EUVS-B) and
Lyman-alpha (Ly-a) (EUVS-E) lines, two of the strongest solar
emissions. The GOES channel E data is converted to a 1-nm
band around the Lyman-a line at 121.6 nm. Based on the
LASP WHI quiet Sun reference spectrum (Woods et al.
2009), about 88% of the full channel irradiance is contained
in the 1-nm band. To correct for degradation in the E channel,
the GOES data is scaled to SORCE SOLSTICE (McClintock
et al. 2005) Lyman-a measurements with a double exponential
function. This correction indicates that for GOES-15, channel
E degraded by 11% after 1 year and 32% after 5 years, while
GOES-13 and -14 had slower degradation rates. The new gen-
eration of satellites will no longer measure broadband channels
as the current GOES model does, but the central emission fea-
tures should be similar enough to allow SSPRING to adapt
smoothly to the new data source. GOES-R will also measure
the Mg II index, allowing us to continue using this proxy after
the end of the SORCE mission.

We also use the Mg II index from the SORCE SOLSTICE
instrument (Snow et al. 2005). SOLSTICE measures the spec-
trum around 280 nm with 0.1 nm resolution, and this high-
resolution index has a smaller percent error than many other
available EUV proxy indices (Snow et al. 2005). The Mg II
index has been shown to be a better proxy for solar EUV irra-
diance than the F10.7 index (Viereck et al. 2001), in part due to
the magnesium proxy’s continued accuracy during solar
minimum.

In addition to the daily average value for EUVS-B, EUVS-E,
and Mg II, we also use time averages. The time average
models the long-term solar variation and minimizes the impact
of solar rotation. Many models use an 81-day centered average
as a component of the F10.7 index to more accurately model
solar cycle variability (Hinteregger & Fukui 1981; Viereck
et al. 2001); however, the use of this centered average makes
real-time use of the proxy impractical. If SSPRING is to be used
in near real time, we must use a trailing average. Figure 7 of
Chamberlin et al. (2007) shows that a trailing average of 40 days
produces a 0.93 correlation between the Mg II proxy and the
modeled 1-nm irradiance. Doubling the smoothing interval to
80 days only increases the correlation to 0.94, so a longer
smoothing interval yields rapidly diminishing returns. Therefore
we have chosen a 40-day trailing average for this version of our
model.

There are several data gaps within the modeled time period,
none longer than 2 weeks. During data gaps, a linear

Table 1. Data sources used, the measured feature, and the
wavelength range of the measurement. Four GOES data products
and one SORCE SOLSTICE data product are utilized. In addition, a
40-day trailing average is included for all inputs.

Data Source Measured
feature

Wavelength
range

GOES-15 EUVS-B (v2) He II 26–34 nm
GOES-15 EUVS-E (v2) Ly-a 118–122 nm
SOLSTICE Mg II (v13) Mg II 280 nm
Trailing Avg EUVS-B Time Avg He II 26–34 nm
Trailing Avg EUVS-E Time Avg Ly-a 118–122 nm
Trailing Avg Mg II Time Avg Mg II 280 nm
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interpolation of the data was performed. The days that used
interpolated reference data were used only to generate the time
averaged inputs and not included in the analysis of how well
the model performed against the reference data.

3. Reference data sets

TIMED SEE and SDO EVE data sets are used both to create
the SSPRING coefficients and to test the model’s accuracy.
SDO EVE, the Solar Dynamics Observatory’s EUV Variability
Experiment, was launched in 2010 as a part of NASA’s Living
with a Star Program. EVE measures EUV irradiance at 0.1 nm
resolution with a 10-second time cadence (Woods et al. 2012),
allowing us to capture solar flares. However, more rapid than
expected degradation of the MEGS-B instrument, which mea-
sures the longer-wavelength portion of the EUV spectrum, led
to decreased calibration accuracy of the spectrum greater than
40 nm (EVE News 19 May 2010). Furthermore, a power
anomaly rendered measurements from MEGS-A unavailable
after May 26, 2014 (EVE News 28 May 2014).

Due to the degradation of MEGS-B during the test time
period, we used data from TIMED SEE, the NASA Thermo-
sphere Ionosphere Mesosphere Energetics and Dynamics mis-
sion’s Solar EUV Experiment instrument, for wavelengths past
40 nm. SEE, launched in 2001, observes the Sun for approxi-
mately 3 min of every 97 min orbit (Woods et al. 2005). SEE
does not observe the Sun continuously enough to provide good
data for solar flares, which can occur on timescales much
shorter than TIMED’s orbital period. Due to this orbital limita-
tion, the Level 3 ‘‘daily’’ SEE data product we use in our cal-
culations has had flares removed by the SEE team (Woods
et al. 2005).

While the differences in the cadence and resolution of the
SEE and EVE data sets are fairly large, the model construction
is not sensitive to the differences. Modeling a daily EUV spec-
trum as we present here as opposed to a minute-by-minute one
makes the time cadence differences between the SDO and
TIMED spacecraft much less important, as both instruments
have enough sample points per day to produce a reliable daily
average. Additionally, both instruments have much finer wave-
length resolution than 5 nm, rendering differences in spectral
resolution of the two instruments unimportant for SSPRING’s
construction.

The data sets we used for each part of the spectrum are pre-
sented in Table 2. This combination allowed coverage of the
EUV spectrum and use of the most accurate available data
for the wavelength range.

4. Model construction

We created equal-sized bins for the first iteration of this model
and chose the median size of the Solomon & Qian (2005)
bands of 5 nm as the bandwidth; a 5-nm spectral resolution
is also the requirement for the new GOES-R EUV products
(Eparvier et al. 2009). Using the methods employed for
SSPRING, it would be simple to determine the coefficients
for other modeled bandpasses. Thus, we could easily provide
a version of SSPRING with resolution equal to that proposed
in Solomon & Qian (2005) if necessary.

Because the SDO EVE reference data set begins at 6 nm,
the first band stretches from 0.1 to 6 nm and the second from
6 to 10 nm. The remaining 19 bands, starting at 10 nm, have a

5-nm width. This produces a total of 21 5-nm bands from 0.1
to 105 nm. These are similar to the bandpasses that will be
produced by the next-generation GOES-R satellites (Eparvier
et al. 2009).

The input data set, discussed in Section 2, represents solar
flux in Ly-a, He II, and the Mg II index- or the solar transition
region, chromosphere, and corona. One can think of these dif-
ferent input time series as semi-orthogonal functions, where an
active region tends to affect each input in a similar fashion but
to a different degree. If the activity levels of the processes pro-
ducing solar EUV are correctly combined, an accurate proxy
for the observed irradiance can be attained. Based on this idea,
we model EUV irradiance as a linear combination of each
input according to the equation:

EUV irradiance ¼ w1 þ w2 � EUVS-Bþ w3 � EUVS-E

þ w4 � EUVS-B trailing average

þ w5 � EUVS-E trailing average

þ w6 �Mg II Index trailing average

ð1Þ
where w1 through w6 refer to the weights produced by the
fitting algorithm and ‘‘trailing average’’ refers to a 40-day
trailing average or smoothed version of the time series.

We use a Levenberg-Marquardt damped least squares fit-
ting algorithm (mpfit for IDL, Markwardt 2009) to determine
the six weights that best produce the reference spectra from
a linear combination of the input data time series. As inputs,
the algorithm requires: a functional form for the solution
(shown in Eq. (1)), the data that makes up each independent
variable in the function, a set of data to compare the function
to which it serves as a fitting set for the model (SDO EVE and
TIMED SEE), and a set of initial parameters for each
independent variable in the function.

The fitting was performed with normalized inputs and ref-
erence values due to the wide range of magnitudes of the input
data. Normalizing the inputs to the same baseline order of
magnitude allowed the fitting program to perform fewer itera-
tions with a small, uniform initial parameter, as opposed to
attempting to minimize the number of iterations on non-
normalized inputs by a clever choice of initial parameters. This
simple normalization used typical values from the middle of
our time period. We similarly normalized the reference data
sets by dividing the irradiance time series for each 5-nm bin
by the irradiance on a particular day. January 1, 2012 was cho-
sen as the normalization day. This normalization produced
time series that are all equal to 1.0 on January 1, 2012 and vary
based on the percent change from that day. The overall input
and reference data are not on the same scale – they simply
use the same baseline value to aid the fitting program. It is easy
to convert the normalized model results back to physical

Table 2. Reference data used for each wavelength range. The
TIMED SEE ‘‘Integrated Spectrum’’ refers to the calibration of
Level 3 SEE data short of 27 nm (Woods et al. 2005). In this range,
a solar model is scaled to match broadband data from the
instrument, and finer-resolution data is extracted from the model.

Wavelength range Reference spectrum
01–6 nm TIMED SEE Integrated Spectrum (v11)
6–40 nm SDO EVE (v3)
40–105 nm TIMED EE (v11)

K. Suess et al.: Solar EUV irradiance model
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irradiance units by multiplying each band by its normalization
factor.

The weighting coefficients for each 5-nm bin were deter-
mined separately. With 21 bands and 6 fitting coefficients
per band, the result of the fitting algorithm was a 6 · 21 matrix
of coefficients that best produced the output fitting data from a
linear combination of the input data sets. Applying this matrix
to input time series outside the fitting interval produced a mod-
eled EUV spectrum. To compare the modeled spectra with
reference data, we have so far tested SSPRING only in time
periods where both a reference data set and an input data set
from the GOES and SORCE satellites are available. This
period spans from April 2010 to July 2013.

4.1. Fitting intervals

We tested three different fitting intervals. The first two were
fixed, and the third was variable. Fitting interval choice can
dramatically affect the accuracy of the modeled results for
many reasons, so it is important to test different intervals
and determine which produces the best results. The fitting
interval can affect model accuracy for several reasons: a larger
dynamic range in the reference data of the training period typ-
ically improves the accuracy of the fit, and the closer the fitting
interval is to the dates of interest the less important any drift in
the input data or reference data will be. We began by testing
two different types of fixed fitting intervals to assess the effec-
tiveness of our model function and fitting algorithm. For
almost all bands, the correlation coefficients between the
model results and the reference spectra were above 70% (dis-
cussion in Sect. 5.1). These results showed that our overall
method was appropriate to model the EUV data. We then
moved on to a slightly more complex variable fitting period
method, which further improved the model’s accuracy.

For the first fixed fitting interval, SSPRING used reference
data from either the 2011 or 2012 calendar year, a period long
enough to include information about both 27-day solar rotation
and some solar cycle changes. Section 5.1 contains the results
of this fitting interval.

Next, moving a fitting interval of fixed length through time
determined how the fitting interval choice affected the model
results. We created model results for the first 2 weeks of
February 2013 for 14 different four-month periods which
began 2.5 years before the test days and ended with the inclu-
sion of the test days. The results from this analysis are given in
Section 5.2.

With the first fixed fitting interval, we determined that the
basic concept of the model produced viable results. With the
second fixed fitting interval, we verified our prediction that a fit-
ting interval closer to the test dates would produce more accu-
rate results. With the variable fitting interval, we aimed to make
a model that combined the successes of the first two fitting
intervals and utilized all available data, an approach that best
mimics operational use. In this model, daily expansions of the
fitting interval made use of all data that would have been avail-
able if SSPRING had been run on that day. So that the initial
model results did not suffer from a lack of fitting data, all avail-
able data from 2010 was used to predict irradiances in 2010.
After that, the fitting interval was expanded each day. To model
April 3, 2012, for example, the fitting interval spanned from
April 1, 2010 (beginning of data set) to April 2, 2012
(day before prediction date). This variable fitting interval
model produces more accurate model results than the fixed

fitting interval. Furthermore, GOES produces data at a 30-sec-
ond cadence for space weather prediction. This makes it possi-
ble to run this model daily and obtain accurate estimates for the
daily EUV irradiance. While up-to-date reference data will not
be available after the SEE and EVE missions are complete, this
method of expanding the fitting interval best mimics using
all available fitting data, while not including future data in
the fit. Section 5.3 details the results of this fitting interval
selection.

4.2 Model uncertainties

Several main factors contribute to uncertainties in SSPRING.
There will be error in the reconstruction, which we quantify
in the Results section using the linear Pearson correlation coef-
ficient. Additionally, there are uncertainties in the training data
sets as well as the data sets we compare the model to. The for-
mal uncertainty in TIMED SEE and SDO EVE data is ~30%,
but this includes calibration uncertainties; the day-to-day
repeatability is on the order of a few percent (see readme files
for SDO EVE and TIMED SEE). Because we compute nor-
malized results that are then pegged to the real value on a spe-
cific day, this day-to-day repeatability is the relevant
uncertainty; this uncertainty is much less than the uncertainty
in the model. Neither TIMED SEE nor SDO EVE cover a full
solar cycle– in particular, neither covers the descending phase
of the solar cycle. This will lead to additional uncertainty when
modeling the descending phase of the solar cycle, but is diffi-
cult to quantify in advance. If SSPRING is used after the
release of GOES-R data, there will also be uncertainties that
result from the change in the wavelength coverage and sensitiv-
ity of the EUVS bands. This uncertainty may be calculated
after the release of GOES-R data.

5 Results

5.1 Results for a one-year fixed fitting interval

To test the effectiveness of the models produced by the 2011
and 2012 year-long fitting intervals, we calculated linear Pear-
son correlation coefficients. For each 5-nm bin, we found the
correlation coefficient over the entire data period between
the modeled time series and the observed EVE or SEE time
series. Figure 1 shows the correlation as a function of wave-
length for both the 2011 and 2012 fitting intervals. It is evident
from these plots that the correlation is higher in the shorter-
wavelength bins than in the longer-wavelength bins. In both,
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Fig. 1. Data and model correlation for both the 2011 and 2012
fitting intervals.
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the correlation coefficient is fairly constant until approximately
50 nm but drops off for longer wavelengths. This is likely in
part due to our input data. As discussed in Section 2, the input
data describes the irradiance in Ly-a, He II, and Mg II. None of
these inputs span the 50–110 nm range. This likely leads to
failure to capture some portion of the variability in this part
of the spectrum, causing decreased model accuracy. Further-
more, solar irradiance is both stronger and more variable below
40 nm; thus, both input and reference data have higher signal-
to-noise values, likely leading to better fits. Because the solar
spectrum is less variable above 45 nm and there is less irradi-
ance at these wavelengths, it is less critical to obtain accurate
fits and predictions in this region of the spectrum. The cause
of the apparent oscillations in the correlation in Figure 1 is
not clear.

In Figures 2 and 3 we plot the time series for the wave-
lengths with the highest and lowest correlation coefficients in
each fitting interval. For both years, the maximum correlation
occurs in the 6–10 nm band, and the minimum occurs in the
75–80 nm band. However, the correlations for both of these
bands are higher for the 2011 fitting interval than for the
2012 fitting interval. Arrows on the plots indicate the fitting
interval utilized for each modeled time series. The differences
in correlation between the 2 years indicate that the choice of
fitting interval does contribute to the overall success of the
model; it is therefore important to carefully pick the fitting
interval to provide the best results.

It is evident from the red smoothed curve in Figure 4 that
the baseline irradiance changes more in 2011 than in 2012.
The overall percent change in this band between the first and
last day of 2011 is 95%, whereas in 2012 the percent difference
is only 12%. This indicates that the 2011 fitting interval con-
tains more information about the variability due to the solar
cycle than the 2012 fitting interval and helps explain the
2011 fitting interval model’s higher correlation with the
observed data. We further examined the effects of the fitting
interval choice in Section 5.2.
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Fig. 2. Example 4-year time series for 2012 training period. Not only does the 6–10 nm band better capture day-to-day variations, it also more
closely follows the overall solar activity level. Note that for the 75–80 nm band, the farther away from the fitting interval the model results are,
the less likely they are to overlay the observed data. Reference data uncertainties are a few percent, on the order of the size of the line used to
plot. (a) Strongest correlation for 2012 fitting interval, (b) weakest correlation for 2012 fitting lnterval.

6-10 nm Band, 2011 Fitting Interval

2010 2011 2012 2013 2014
Date

(a) (b)

0.0

0.5

1.0

1.5

N
or

m
al

iz
ed

 Ir
ra

di
an

ce

Fitting Interval

Data
Model Predictions
99.43% Correlation

75-80 nm Band, 2011 Fitting Interval

2010 2011 2012 2013 2014
Date

0.0
0.2

0.4

0.6

0.8

1.0

1.2
1.4

N
or

m
al

iz
ed

 Ir
ra

di
an

ce

Fitting Interval

Data
Model Predictions
61.60% Correlation

Fig. 3. Example time series for 2011 training period. The highest correlation for this fitting interval looks fairly similar to the 2012 fitting
interval, but the 75–80 nm band has improved by 5%. This is evident as the model results no longer diverge from the observations at the edges
of the time sample. Data uncertainties are a few percent, on the order of the size of the line used to plot. (a) Strongest correlation for 2011
training period, (b) weakest correlation for 2011 training period.
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5.2. Fixed training period evaluation

One-year fixed fitting intervals demonstrated the effectiveness
of SSPRING’s linear combination proxy model method, but
correlation between the model results and the observed data
varied as the fitting interval was changed. In this section, we
further explore the effect of the fitting interval choice on model
effectiveness and test if the proximity of the fitting interval to
the prediction date has an effect on the model-data correlation.

Creating 14 different overlapping fitting intervals of four
months each allowed for sufficiently long fitting intervals.
The dates to be predicted were the first 2 weeks of February
2013. The dates chosen as fitting intervals for each model
are tabulated in Table 3. The first fitting interval is three full
years before the test dates, and the last fitting interval includes
the test dates.

After using the dates in Table 3 to create 14 sets of model
parameters, we used those parameters to model the first two
weeks of February 2013. Due to the small number of data
points, the average percent difference between the model
results and the data proved a more useful analytic than the cor-
relation coefficient. In Figure 5 we plot the percent difference
as a function of model number for several bands.

As expected, the fitting interval that includes the test dates
produces the lowest percent difference. In general, the percent

difference is also lower when the general irradiance level of the
fitting interval more closely matches that of the test dates. We
note that the difference between the first and last model’s per-
cent difference is greater for the 90–95 nm band, which gener-
ally has a much lower correlation than the 6–10 nm band. This
indicates that the fitting interval choice could improve the
poorly correlated bands more than the bands which already
have high correlation, a promising way to improve the overall
effectiveness of the model.

We also used the 14 sets of spectral coefficients to generate
model results for the entire time period and then performed a
reduced v2 test on the results to determine if the error is
Gaussian. We calculated the difference between the model
results and the observed data, binned the differences into a his-
togram, fit a Gaussian to the histogram, and finally performed a
reduced v2 distribution test on the histogram and fitted
Gaussian. If the model accurately represents the data, the error
should be Gaussian and the reduced v2 value should remain
near unity.

Figure 6 shows the reduced v2 values for particular bands
plotted as a function of fitting interval date choice. We can pick
minima and maxima from this graph to determine the optimal
fitting interval choice.

In Figure 6, we see that both pictured bands have the same
general shape, despite differences in specific fitting intervals.
We note that these v2 values are higher than desirable for many
of the fitting intervals; this is likely because the model was
trained on only a few months of reference data. Final model
results use more than a four-month period to fit and do not
suffer from this limitation.

Both bands have a minimum v2 in 2011. This is consistent
with the fact that the 2011 year-long fitting interval is more
effective than the 2012 year-long fitting interval for many
wavelengths, and implies that the best choice of fixed fitting
interval uses 2011 data. Much of this 2011 reference data is
included in the variable fitting interval described in the next
section.

5.3. Variable training period results

With only ~3.5 years of data, it is difficult to weigh the relative
importance of a long fitting interval and a fitting interval using
recent data. In this section, we approximate a long fitting

Table 3. Start and end dates for the fitting intervals chosen to
evaluate the effect of fitting interval choice on model accuracy.

Model number Start date End date
1 August 1, 2010 January 1, 2010
2 October 1, 2010 March 1, 2011
3 December 1, 2010 May 1, 2011
4 February 1, 2011 July 1, 2011
5 April 1, 2011 September 1, 2011
6 June 1, 2011 November 1, 2011
7 August 1, 2011 January 1, 2012
8 October 1, 2011 March 1, 2012
9 December 1, 2011 May 1, 2012
10 February 1, 2012 July 1, 2012
11 April 1, 2012 September 1, 2012
12 June 1, 2012 November 1, 2012
13 August 1, 2012 January 1, 2013
14 October 1, 2012 March 1, 2013
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Fig. 5. When the overall irradiance level in the fitting interval more closely matches that of the two modeled weeks, the percent difference
tends to be lower. Additionally, the percent difference is a minimum for the training period that includes the two predicted weeks and near-
minimum for the training period just before the predicted weeks. Uncertainty in the reference data itself is a few percent. (a) Band with
smallest percent difference, (b) band with largest percent difference.
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interval by using a variable training period that uses all days
before the day to be predicted as a fitting interval.

To ensure that the variable model always has enough fitting
data, we use all available 2010 data to fit the model for days in
2010. After December 31, 2010, we fit with all of the data
available up until that day. For example, to model the EUV
irradiance on April 3, 2012, the fitting interval spans from

April 9, 2010, the first day we have GOES data, to April 2,
2012, the day before the day to be modeled. The fitting interval
remains one day behind the prediction date, so the model
includes information about the most recent solar activity but
does not include future data. Due to the flexibility of the fitting
interval selection with this model, we expect the model spectra
produced to be day-to-day more accurate than using a fixed
fitting interval.

As before, Figure 7 shows the linear Pearson correlation
between the SSPRING results and the binned data. We also
provide time series for the bands with highest and lowest cor-
relation in Figure 8. In Figure 7 we see that for the 0.1–25 nm
range, there is very little difference between the variable fitting
interval and the fixed fitting interval correlations. However, the
correlations split off longwards of 25 nm and it becomes clear
that the variable fitting interval produces better results at long
wavelengths. The difference is greatest in the 75–80 nm band,
where the variable fitting interval has 17.84% better correlation
than the 2012 one-year fitting interval.

Compared with Figure 3, the time series in Figure 8 dem-
onstrate improved correlations for both the best and the worst
wavelength band. The best band improved a slight amount,
fairly undetectable in the plot. However, the lowest correlation
band improved by almost 20%, which leads to a noticeable
increase in the quality of the modeled spectra. Along with
the correlation coefficients in Figure 7, these time series help
affirm that the variable fitting interval is the most accurate
fitting interval tested.

Due to increases in accuracy, especially in the longer portion
of the EUV spectrum, the variable fitting interval method is the
best of the tested fitting intervals; this supports the idea that the
best fitting interval uses a large amount of data, including recent
data. The final version of SSPRING will use all available data.
It is important to note, however, that additional SOLSTICE Mg
II data is unavailable beyond the range used in the variable
training model. The coefficients are therefore static beyond
mid-2013, and model correlations will likely decrease as
the prediction period moves farther away from the training
period.

Table 4 lists model coefficients created with the entire fit-
ting interval. Table 5 contains the mean and standard deviation
of the mean for each coefficient over the days in the variable
training period. The standard deviation of the mean is at least
one order of magnitude smaller than the mean for all parame-
ters; this indicates that the values are fairly stable in time over
the 3.5 year fitting interval and suggests model predictions will
not drift rapidly as the time between the fitting interval and
prediction date increases.
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Fig. 7. Correlation coefficients for the variable fitting method and
for the 2011 fixed fitting interval method, which had the higher
correlation coefficients out of the 2 year-long fitting intervals tested.
At longer wavelengths, it is clear that the variable fitting interval
outperforms the fixed fitting intervals.
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Fig. 8. Time series for the variable fitting interval model. Reference data uncertainties are a few percent, on the order of the size of the line
used to plot. (a) Highest correlation band, (b) lowest correlation band.
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Fig. 6. Reduced v2 as a function of fitting interval start date for two
different bands. While the exact value differs for the two, the
general shape of the curve is the same for these bands as well as the
majority of the other 5-nm bands. For both, the minimum reduced
v2 occurs during 2011, showing that models including 2011 solar
data tend to perform better than 2010- or 2012-based models.
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6. Comparison to FISM

With the final fit parameters chosen (Table 4), we compare
SSPRING to the results of the Flare Irradiance Spectral Model
(FISM; Chamberlin et al. 2007). The daily version of FISM
adds a solar cycle component and a solar rotation component
to a minimum baseline irradiance value for each bin. The com-
ponents added to each bin are determined by one optimal
proxy (F10.7, Mg II index, or the flux in 0–4 nm, 36.5 nm,
30.5 nm, or Ly-a) that is formed in the same layer of the solar
atmosphere as the modeled wavelength band. If the optimal
proxy is not available, FISM uses one of the other available
proxies as a backup. The FISM model output is available on
the LASP website at http://lasp.colorado.edu/lisird/fism/. For
this comparison, we use the daily FISM version and rebin
the 1-nm data into 5-nm bins to match the resolution of
SSPRING.

There are several large differences in the construction of
FISM and SSPRING. FISM uses only one proxy plus its cen-
tered 108-day mean value to model each band, while
SSPRING uses five daily-value proxies and three trailing aver-
age proxies. SSPRING models the EUV irradiance in each
band as a linear combination of the proxies, while FISM uses
two equations to model the solar cycle and solar rotation vari-
ations, then adds those to a baseline value. FISM is currently
produced in 1-nm bins and has versions with daily and 1-min-
ute cadences, whereas SSPRING is currently produced with
5-nm bins and a daily time cadence. More work is required
to increase SSPRING’s time cadence to the 1 min achieved
by FISM. This work will be non-trivial due to varying flare
behavior.

Figure 9 shows the correlations for the two models to the
reference data. Over the total 3.5 year test period, SSPRING
has higher correlation with the data for most bands. There
are five 5-nm bins where the FISM correlation is equal to or
higher than SSPRING; the largest difference is 13%. In the
other fifteen 5-nm bins, SSPRING has better correlation than

the FISM model; the largest difference is 41%. The mean cor-
relation coefficient across all wavelength bins is 92% for
SSPRING, and 82% for FISM. Overall, this seems to indicate
that for the time cadence and dates used by our model,
SSPRING slightly outperforms FISM and may be a better indi-
cator of daily EUV irradiances. However, these differences
may be partially due to the two models using different training
data sets below 40 nm.

We also compared how well the two models perform dur-
ing high and low solar activity periods. In practice, it is much
more important to have an accurate model during times of high
solar activity when large changes can be unexpected and could
cause negative effects for a number of industries and consum-
ers. Instead of looking at the correlation as a function of wave-
length, we look at the average percent difference in all of the
wavelength bands as a function of time. We studied one
high-activity period, July to October 2012, and one low activity
period, October 2010 to January 2011. We calculated the aver-
age percent difference between the model and the data across
all wavelength bands for each day in the slowly- or quickly-
varying time period. Figure 10 shows the results.

During the low activity time period, the difference between
the two models is much more pronounced than it is in the high-
activity period. In the low activity period, SSPRING has a
lower percent difference from the observations for all dates
at an average of 10%. During the high-activity time period,
the results are more chaotic, with neither model clearly having
a lower percent difference. Averaged across the time period,
SSPRING has 2% lower percent difference than FISM. This
difference is not particularly significant.

From this analysis, we see that although overall SSPRING
performs better than FISM, much of this difference is due to
better performance during periods of low solar activity. When
it comes to the high-activity times that are more important to
predict, the two models perform approximately equally. Fur-
thermore, FISM provides higher temporal and spectral resolu-
tion than SSPRING offers at this time. It is also important to

Table 4. Final model parameters for each wavelength band. Values are not normalized – when multiplied by the value of each proxy and added,
an irradiance is produced.

Wavelength
(nm)

Offset EUVS-B EUVS-E Mg II Mg II average EUVS-E
average

EUVS-B
average

0–6 �6.42617e-05 7.06405e-03 �4.62286e-03 9.49173e-04 1.47148e-03 5.12523e-03 �3.55315e-03
6–10 �4.04546e-05 4.73700e-03 �2.70627e-03 1.44973e-04 2.94192e-03 2.00139e-03 �1.95418e-03
10–15 6.04379e-06 4.45521e-03 �2.24596e-03 �6.02291e-04 8.42154e-04 1.01472e-03 �7.97882e-04
15–20 �3.61249e-06 3.93912e-03 �1.70728e-03 �5.72592e-04 1.66840e-03 4.40539e-04 �6.03789e-04
20–25 �5.86938e-05 4.29517e-03 �2.03349e-03 5.39989e-04 2.99411e-03 2.05809e-03 �1.67364e-03
25–30 �9.47743e-05 4.69043e-03 �2.47735e-03 1.12381e-03 6.12388e-03 1.67788e-03 �3.02795e-03
30–35 �1.73432e-04 2.91106e-03 �9.46987e-04 9.33763e-04 1.75218e-02 �8.94203e-04 �7.23309e-03
35–40 �2.16379e-04 3.83495e-03 �2.05611e-03 4.47723e-04 2.22088e-02 �1.39458e-03 �8.34631e-03
40–45 �7.26451e-06 4.53084e-03 �3.03046e-03 1.65238e-04 1.36091e-03 2.71422e-03 �2.53264e-03
45–50 3.17493e-05 2.69783e-03 �1.63611e-03 8.45171e-04 �3.72704e-03 3.03315e-03 3.94965e-05
50–55 3.76448e-06 3.06772e-03 �1.86276e-03 7.86446e-04 �2.41385e-03 3.72785e-03 �5.27702e-04
55–60 1.59101e-04 1.45980e-03 �5.54029e-04 3.22083e-04 �1.44124e-02 2.20320e-03 5.34420e-03
60–65 2.13952e-04 1.53776e-03 �5.60600e-04 1.52137e-04 �1.64964e-02 �2.10336e-04 7.09364e-03
65–70 1.21985e-04 2.06389e-03 �1.10970e-03 3.34298e-04 �8.67965e-03 7.03226e-04 3.12351e-03
70–75 1.21347e-04 1.82876e-03 �9.31511e-04 6.98381e-04 �9.64268e-03 8.51880e-04 3.70568e-03
75–80 1.96187e-04 1.02472e-03 �3.22738e-04 4.90843e-04 �1.50470e-02 4.79192e-04 5.83441e-03
80–85 1.71012e-04 1.02671e-03 �2.83592e-04 9.52645e-04 �1.47378e-02 1.35059e-03 5.59785e-03
85–90 1.74547e-04 1.01204e-03 �2.46349e-04 9.93918e-04 �1.52968e-02 7.94135e-04 6.38254e-03
90–95 1.66216e-04 1.09385e-03 �3.31018e-04 9.49404e-04 �1.41339e-02 5.30995e-04 5.98725e-03
95–100 2.29911e-04 1.04802e-03 �1.99990e-04 7.17327e-04 �1.86072e-02 1.23770e-04 7.74255e-03
100–105 1.90492e-04 1.14364e-03 �3.24574e-04 8.44648e-04 �1.58591e-02 1.76448e-04 6.87461e-03
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note that while SSPRING was trained over 2010–2013, FISM
was trained on TIMED SEE data from 2002 to 2005
(P.C. Chamberlin, private communication). The long time
interval between FISM’s training period and the test dates
likely contributed to the decreased accuracy of FISM. It is
unclear if SSPRING would continue to outperform FISM dur-
ing low solar activity if SSPRING’s training period was as far
away from the test days as FISM’s.

7. Model expansions

Expanding SSPRING to other wavelength bands or somewhat
longer wavelengths is feasible due to the model construction.
However, if a split reference data set between EVE and SEE
continues to be used for a finer wavelength resolution, differ-
ences between the spectral resolution of the two instruments

Table 5. Mean and standard deviation of the mean for all model parameters over the 3.5 year fitting interval. Values are not normalized – when
multiplied by the value of each proxy and added, an irradiance is produced.

Wavelength
(nm)

Offset EUVS-B EUVS-E Mg II Mg II
average

EUVS-E
average

EUVS-B
average

0–6 �1.19314e-04
± 1.40859e-06

5.58708e-03
± 6.15760e-05

�3.82026e-03
± 4.01615e-05

1.81731e-03
± 3.95360e-05

7.57265e-03
± 1.02778e-04

3.15330e-03
± 8.82349e-05

�5.24481e-03
± 5.40225e-05

6–10 �2.63311e-05
± 3.19436e-07

4.16340e-03
± 3.36519e-05

�2.32838e-03
± 1.90653e-05

1.86004e-04
± 4.33024e-06

1.43278e-03
± 4.35070e-05

1.62889e-03
± 4.00883e-05

�8.28595e-04
± 1.61451e-05

10–15 9.67395e-06
± 3.34506e-07

4.15551e-03
± 3.32563e-05

�2.08318e-03
± 1.67141e-05

�3.29636e-04
± 5.81301e-06

�9.92936e-05
± 3.76983e-05

8.06624e-04
± 4.74565e-05

�9.65682e-05
± 1.08528e-05

15–20 1.19771e-05
± 6.42133e-07

3.91888e-03
± 3.31921e-05

�1.71030e-03
± 1.52704e-05

�4.57236e-04
± 4.44501e-06

�5.31489e-04
± 3.00635e-05

5.49334e-04
± 6.92161e-05

4.81356e-04
± 2.13226e-05

20–25 �3.85482e-05
± 4.26173e-07

4.19705e-03
± 3.44334e-05

�2.00912e-03
± 1.66706e-05

6.70752e-05
± 8.40989e-06

2.07654e-03
± 4.19641e-05

1.30788e-03
± 4.51724e-05

�7.06145e-04
± 1.40254e-05

25–30 �4.99135e-05
± 8.26882e-07

4.44488e-03
± 3.57821e-05

�2.28564e-03
± 1.83867e-05

4.14720e-04
± 1.13666e-05

2.83153e-03
± 7.15158e-05

1.29582e-03
± 2.56447e-05

�1.21571e-03
± 3.15318e-05

30–35 �3.54392e-05
± 1.96011e-06

3.51785e-03
± 3.71876e-05

�1.11613e-03
± 1.60196e-05

�8.42005e-04
± 3.18992e-05

4.75016e-03
± 1.34078e-04

5.39014e-04
± 4.90561e-05

�2.16895e-03
± 7.04941e-05

35–40 �6.88350e-05
± 2.50331e-06

4.07662e-03
± 3.48722e-05

�1.94210e-03
± 1.60244e-05

�6.20909e-04
± 1.69936e-05

8.51927e-03
± 2.45032e-04

�1.24676e-03
± 5.11822e-05

�2.13196e-03
± 1.13757e-04

40–45 �4.81382e-05
± 1.34496e-06

2.99928e-03
± 3.18922e-05

�2.15061e-03
± 2.03318e-05

1.77964e-03
± 3.42264e-05

5.74169e-03
± 1.20222e-04

�2.01440e-04
± 4.49862e-05

�3.02636e-03
± 5.23460e-05

45–50 �1.94667e-05
± 9.85663e-07

1.79897e-03
± 1.94370e-05

�1.19909e-03
± 1.13825e-05

1.90169e-03
± 2.32360e-05

1.51067e-03
± 1.03170e-04

1.21737e-03
± 4.11927e-05

�1.51840e-03
± 3.90093e-05

50–55 �3.35590e-05
± 7.82210e-07

2.12914e-03
± 2.10941e-05

�1.36839e-03
± 1.27663e-05

1.76202e-03
± 2.25724e-05

1.58908e-03
± 7.40677e-05

1.76462e-03
± 3.81889e-05

�1.33589e-03
± 2.53228e-05

55–60 4.05600e-05
± 1.93593e-06

1.18207e-03
± 1.06715e-05

�5.98232e-04
± 6.04107e-06

1.71613e-03
± 2.93829e-05

�6.38722e-03
± 1.26416e-04

3.73891e-03
± 6.80817e-05

9.78695e-04
± 7.25111e-05

60–65 5.84035e-05
± 2.65779e-06

1.13361e-03
± 1.10618e-05

�6.09801e-04
± 5.75132e-06

1.82744e-03
± 3.46112e-05

�4.94278e-03
± 1.67985e-04

9.30378e-04
± 7.82188e-05

1.43943e-03
± 9.59565e-05

65–70 3.50155e-05
± 1.60811e-06

1.39337e-03
± 1.39225e-05

�8.48923e-04
± 7.32983e-06

1.78318e-03
± 2.91884e-05

�2.35701e-03
± 1.11647e-04

6.75712e-04
± 3.54816e-05

2.88143e-04
± 5.64359e-05

70–75 1.76742e-05
± 1.76558e-06

1.23443e-03
± 1.27405e-05

�7.52727e-04
± 6.62558e-06

2.12585e-03
± 3.01251e-05

�2.11733e-03
± 1.11725e-04

1.25490e-03
± 4.92750e-05

1.94774e-04
± 6.02420e-05

75–80 5.46471e-05
± 2.23856e-06

4.42361e-04
± 1.14485e-05

�2.09970e-04
± 5.45397e-06

2.25326e-03
± 3.72513e-05

�5.08675e-03
± 1.31260e-04

1.60369e-03
± 6.93033e-05

9.70616e-04
± 7.46772e-05

80–85 2.91539e-05
± 2.20246e-06

6.15804e-04
± 7.78925e-06

�3.09063e-04
± 3.43226e-06

2.45166e-03
± 3.37231e-05

�3.86461e-03
± 1.48411e-04

2.06427e-03
± 6.01722e-05

4.39589e-04
± 7.98243e-05

85–90 2.90166e-05
± 2.08065e-06

7.04584e-04
± 7.10269e-06

�3.64855e-04
± 4.18138e-06

2.35898e-03
± 3.00271e-05

�3.41525e-03
± 1.57785e-04

1.17958e-03
± 4.15164e-05

8.34713e-04
± 7.92331e-05

90–95 3.22496e-05
± 1.90424e-06

8.81250e-04
± 8.00485e-06

�4.87212e-04
± 5.14244e-06

2.10896e-03
± 2.58093e-05

�3.16698e-03
± 1.44256e-04

9.98522e-04
± 3.88194e-05

7.83766e-04
± 7.36882e-05

95–100 5.50652e-05
± 2.48525e-06

7.95736e-04
± 8.52740e-06

�4.29084e-04
± 5.48696e-06

2.20643e-03
± 3.09760e-05

�3.74107e-03
± 1.95972e-04

2.25695e-04
± 4.25452e-05

9.71146e-04
± 9.50481e-05

100–105 3.80014e-05
± 2.11495e-06

8.20747e-04
± 9.52858e-06

�4.60687e-04
± 5.44085e-06

2.18710e-03
± 2.92446e-05

�2.79669e-03
± 1.67610e-04

9.55720e-05
± 3.51286e-05

1.01174e-03
± 8.04822e-05

FISM and Variable Training Period Model
Correlation to Reference Data 
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Fig. 9. Correlation coefficients for FISM and the variable fitting
interval SSPRING model as a function of wavelength.
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begin to become important. We expect that this technique could
be used to model at least to Ly-a. If wavelengths much longer
than this are used, more input data sets will likely be required to
capture solar variability in the new wavelength regions.

It is also possible to use this concept to model shorter
timescales, such as hourly or even minute-by-minute cadences.
Again, with this increase in resolution we could no longer assume
parallels between the EVE and SEE reference data sets. There
may also be additional challenges to a shorter timescale model
due to the varying spectral behavior of different types of flares.

The bandpasses on the new GOES-R EUV instrument will
be constructed using a similar technique as SSPRING,
although on much shorter timescales. Eparvier et al. (2009)
describe the high spectral resolution measurements in three
EUV bandpasses that will be measured by GOES-R, as well
as the NOAA criteria of a 30-second time resolution and
20% accuracy. SSPRING can serve as a proof of concept for
a linear combination proxy model in the EUV spectrum such
as the one that will be used on GOES-R. For near term model
expansions, it is unlikely that the test time period will be
expanded beyond the early part of 2014 due to the degradation
of EVE MEGS-B and the May 2014 power failure of
MEGS-A.

8. Conclusions

In this paper, we present a new daily proxy model for EUV
irradiance that spans the 0.1–105 nm range in 5-nm bins.
The model is constructed using a Levenberg-Marquardt least
squares fitting algorithm which determines scalar weighting
coefficients that best produce observed daily EUV irradiance
with a linear combination of input data series. The input data
series used were two EUV channels and two XRS channels on
the NOAA GOES satellites, the Mg II index from SORCE
SOLSTICE, and 40-day trailing averages of the GOES EUV
channels and Mg II index. We tested several different fitting
intervals to determine which provided the best results. First,
we validated the basic model concept using a one-year fixed
fitting interval. Second, we ‘‘marched’’ the fitting interval for-
ward in time, closer to the prediction dates, to determine that in
general it is beneficial to include recent solar data in the calcu-
lation of the model. Finally, we tested a variable fitting interval
model that fit to all of the data available until the modeled day.
This variable fitting interval method provided the best results.
The correlation between the model results and observed
irradiance varied with the wavelength, but was above 90%
for 13 of the 21 bands, and was above 80% for all but one

band. We also compared this model to the Flare Irradiance
Spectral Model and saw that, as a whole, SSPRING had better
correlation with the data. This difference was mainly in the low
solar activity time periods, however, and there was not a signif-
icant improvement in model results during high solar activity
time periods. It is possible to expand SSPRING to have higher
wavelength or temporal resolution, but further work needs to
be done to model shorter timescales.
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