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We used analytical and numerical techniques to examine reaction rates of two initially distant scalars released into a cylinder wake at a Reynolds number of 97.4. Two scalars, $C_1$ and $C_2$, are released into the flow upstream of the cylinder with an initial lateral separation. As the scalars advect in the flow, the plumes coalesce in the well-developed vortex street where the plumes are stretched and folded by vortex interaction. The scalars diffuse along the elongated interface and mix together, or react.

The finite element analysis software, COMSOL, is used to solve the Navier-Stokes equations for the cylinder wake flow field, and a pair of coupled advection-diffusion-reaction equations are solved for the transport and reaction of two initially distant scalar concentrations. In a series of simulations, we examine the reaction rates for various scalar release geometries, reaction speeds, and scalar diffusivities. For each model, the reaction rate is calculated by lateral integrating the $C_1C_2$ product and phase averaging over one shedding period.

A model without the cylinder is created as a baseline case for direct comparisons to the cylinder wake case. With no stirring mechanism in the flow, scalar reaction only occurs by diffusion. Comparing the cylinder wake case with the no-cylinder case shows the effect on reaction due directly to the wake.

The analytical solution is derived for the limiting case of integrated reaction rate and is found to be a function of a single parameter. The analytical solution, numerically integrated solution, and the numerical simulation show good agreement, validating the numerical models.

The cylinder wake cases showed significant increase in reaction rate compared to the no-cylinder cases for all parameters tested, particularly at large separations, in which, the cylinder wake increased the reaction rate an order of magnitude.
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Chapter 1

Introduction

1.1 Problem Description

The Kármán vortex street, developed in the wake of a cylinder, is the quintessential case of the vortex shedding phenomenon, the beauty and significance of which has been recognized not only by scientists, but artists alike [1, 2, 3]. Cylinder wake has been studied in the context of many different disciplines in both natural sciences [4, 5, 6] and engineering sciences [7, 8, 9] and can span a wide range of length scales, from droplet [10] and particle [11] dispersion to flow around an ocean island [12, 13, 14].

In aquatic ecosystems, diffusion and stirring facilitated by structured flow, such as cylinder wake, enhances population growth of the system [15] by bringing together species and nutrients [16]. Furthermore, structured flow plays a key role in the coexistence of species competing for a resource [17]. As currents advect past benthic topology, such as sea-mounts, the flow can become distorted and structured whereby, under certain conditions, the flow will be dominated by a vortex street causing mixing [18]. This mechanism can be applied to reproduction. Many benthic invertebrates reproduce by broadcast spawning, a process by which plumes of gametes are released, at separate locations, into the ambient water and must coalesce for fertilization to occur [19, 20]. In the case of corals, gametes are typically released into the flow in the presence of neighboring coral heads which act as obstacles that add structure to the flow and subsequently stir the gametes. Using broadcast spawning as motivation, the current study investigates how the laminar wake behind a circular cylinder (e.g. neighboring coral head, or other benthic topology) can promote coalescence between
initially distant scalars (sperm and egg gametes) to facilitate reactions (gamete fertilization).

To study this problem, we use a finite element numerical model to simulate the two-dimensional laminar unsteady wake behind a smooth circular cylinder. Much is known about the flow field enabling this study to focus on the coalescence and reaction enhancement of passive reactive scalar concentrations. Using the results of the flow field simulation, we release two scalar concentrations into the flow with some initial lateral separation, upstream of the cylinder. The interaction of the vortices stretch the scalars into long filaments which are swirled and folded around the vortices. This process of stretching and folding brings filaments together that contain scalar particles that were once quite distant. Once two filaments are in close proximity of each other, the diffusing scalars react together with second order reaction kinetics. In a single vortex, stirring accelerates the coalescence of two initially separated scalars and enhances the resulting reaction rates [21]. The current study investigates if similar effects exist in the more complicated structure of a vortex street in a cylinder wake.

To elucidate the role of the cylinder wake on reaction enhancement, we run a simulation without the cylinder, however with the same model set-up and parameters as the model with the cylinder. In this case, the passive scalar concentrations advect with the undisturbed flow and diffuse laterally until the scalars are in close proximity to mix together and react. This no-cylinder simulation reaches a steady-state and is solved analytically. The simple simulation is compared to the analytical solution as a way to validate the simulated cylinder model. The analytical solution and the simulated solution are in good agreement and is one measure to show that the simulation is accurate.

In a series of simulations, several parameters are varied to investigate the subsequent effects, including different scalar release geometries, reaction rates, and scalar diffusivities. The final reaction quantities for each case are plotted against the case with no cylinder to see the increase in reaction rate.
1.2 Background

1.2.1 Cylinder Wakes

The flow around a smooth circular cylinder in an infinite domain is controlled by a single parameter, the Reynolds number (Re). For $5 < \text{Re} < 40$, boundary layers separate from the cylinder and roll up in opposite directions into two symmetrical vortices that stay attached in the steady flow [22]. At all $\text{Re} < 40$, instabilities develop in the recirculation region[23] causing vortices to shed[22]. The instabilities cause the two vortices, which make up the recirculation region, to form asymmetrically, one growing in size and strength more quickly than the other[22]. The larger vortex, still fed by the vorticity in the free shear layer, will eventually grow strong enough to pull the weaker vortex across the center wake. The weaker vortex has opposing vorticity which quickly negates the vorticity feeding the larger vortex thus causing the larger vortex to break free and detach from the recirculation region, or formation region. The freed vortex advects down stream with the ambient flow. The former weaker vortex is now the larger vortex and continues to grow until it is strong enough to pull the other vortex across the wake, and the entire process continues and repeats to form the Kármán vortex street[24].

The formation region, also known as the chaotic region at larger Re, is the region immediately behind the cylinder where vortices are formed. The length of this region is determined by balancing the incoming free shear layer with the reversed flow circulating in the formation region[24]. The end of the formation region is the location at which the vortex has reached its maximum strength and has detached[25, 26]. At $\text{Re} \sim 8000$, the formation region can be as much 2.5 cylinder diameters in length and decreases with Re[27]. The formation region length has been found to affect the shedding frequency[24].

The flow oscillation behind a cylinder can be considered a main characteristic of bluff-body wakes, with the wake frequency being a fundamental parameter[28]. The formation region length and the diffusion width of the free shear layers are two characteristic length scales that determine the vortex shedding frequency[24]. As Re increases, the formation region decreases in length such
that the shear layers are brought closer together, facilitating their interaction and shortening the shedding period[24]. Conversely, as Re increases, the shear layers become more diffuse (increasing the diffusion length), which then increases the time for vorticity to entrain and accumulate to a sufficient concentration, thus increasing the time to initiate shedding and lengthening the period[24]. Normalizing the vortex shedding frequency by the flow velocity and the cylinder diameter gives the Strouhal number, or the nondimensional shedding frequency, which is a function of the Reynolds number. The Strouhal number, St, can be defined as

\[ St = \frac{f_q \phi}{u}, \]  

where, \( f_q \) is vortex shedding frequency, \( \phi \) is cylinder diameter, and \( u \) is velocity. The Strouhal-Reynolds number relationship is fairly well defined. Low Strouhal values start around \( 0.12 \) at \( Re \sim 50 \) and monotonically increase, asymptotically approaching \( St = 0.21 \) at \( Re \sim 250 \). The material porosity of the cylinder has been found to affect shedding frequency.

Increasing the permeability of a cylinder will dramatically reduce the shedding frequency and the strength of the shed vortex[29]. The relative surface roughness of the cylinder has a significant impact on the Strouhal number[22] and the scale of disturbances in the water[28]. Surface roughness will transition a flow to turbulent much faster than for a smooth surface[22]. At high Reynolds number, Strouhal number increases with cylinder roughness[30]. Superhydrophobic cylinders significantly decrease drag in both laminar and turbulent flows, and the length of the recirculation region increases which delays the onset of vortex shedding[31].

The circular cylinder is the most commonly investigated cylinder, considered the quintessential bluff body[3]. The square cylinder has been found to have a significantly lower shedding frequency than the circular cylinder, while the diamond cylinder has a shedding frequency just slightly higher than the circular cylinder[28]. The angle of incidence of the square cylinder also affects the location at which the shear layers separate, which then determines the downstream flow field[32]. Other studies have investigated the range of Strouhal numbers for the triangular prism cylinder and the elliptical cylinder aligned at various angle of incidence[33] and it was found that
the angle and the Reynolds number have a significant impact on the wake size[34].

Many studies have investigated the wake formed behind an array of cylinders. The wake behind a row of square cylinders transitions from steady to unsteady at a decreased Reynolds number as the gap ratio between the cylinders decreases creating a jet-like flow between the cylinders[35]. For $150 < \text{Re} < 14300$, the vortex street formed by two cylinders side-by-side changed to two vortex streets[36].

Experiments on a slightly tapered cone in a uniform flow revealed spanwise cells shed regularly and periodically, though frequency changes from cell to cell spanwise along the cylinder due to a modulated motion[37]. A wavy cylinder, with various combinations of spanwise length and wave amplitude, in a laminar flow has a significant influence on the development of the free shear layer and the formation of three-dimensional vortices[38]. For $152 < \text{Re} < 674$, a cylinder with a stepwise change in diameter was found to have a lower shedding frequency behind the larger cylinder near the step, while neighboring cells had higher frequencies[39].

The phenomenon of vortex shedding occurs when there is interaction between the two shear layers[22]. Preventing this interaction with use of a one diameter length splitter plate attached to the cylinder reduces the shedding frequency[28] since the free shear layers must advect the length of the plate before rolling up into vortices[40]. As the length of the splitter plate is increased, a secondary vortex forms around the trailing edge of the plate and the occurrence of shear layer roll-up begins closer to the trailing edge, while for longer plates, the shear layer reattaches to the splitter plate[40]. An interesting alteration to the splitter plate set-up is placing the splitter plate such that there is a gap between the cylinder and the plate. A one diameter splitter plate with a variable gap between the cylinder and the splitter plate has the same effect on the wake at all Reynolds numbers examined, and, varying the gap size has a greater effect on the shedding frequency than on the vortex speed[28].

The characteristics of a cylinder wake is affected by the proximity of solid boundaries and free surfaces. A wall near a cylinder will cause the shear layers to develop asymmetrically where the shear layer on the wall side develops more weakly than the other shear layer causing the interaction
between the shear layers to be weak[22]. A cylinder near a wall causes various other changes in the flow, including: suppressed vortex shedding for small gap-ratios, a lower angular stagnation point, a change in the separation points, and there is less suction on the wall side of the cylinder[22]. In the case of a cylinder near the free surface, a vorticity layer generates adjacent to a layer from the cylinder which, together form a jet-like flow[41].

The incoming flow upstream of a cylinder may exhibit shear in two directions: cross-stream or spanwise. In the case of cross-stream shear with small and moderate shear steepness values, vortex shedding is minimally affected, while for larger shear steepness values, shedding is significantly influenced[22, 42]. For the case of spanwise shear, vortices shed with constant frequency in spanwise cells where there is a correlation between the cellular structure and the degree of shear[22]. Increasing the steepness factor for a constant Reynolds number increases the wake width and decreases the base pressure and the Strouhal number[43]. Spanwise shear flow around a cylinder with a stepwise change in diameter was found to influence the length of the low frequency cell near the step, as well as the difference in frequency of that cell with neighboring cells[39].

The Reynolds number describes the flow regime. A flow with Re < 1 is a Stokes flow in which the velocity of the fluid typically is very slow, or the length scale is very small. The shear layers do not separate as this flow passes around a cylinder. As Re increases, a wake begins to develop behind the cylinder, more quickly in the lateral direction than streamwise[44] and a pair of fixed vortices develop immediately behind the cylinder[22]. At Re ~ 40, instabilities in the wake cause the attached vortices to alternately detach and advect downstream forming a vortex street[45]. At Re ~ 100, the vortices begin to shed periodically[45]. Diffusion of vorticity is no longer the primary factor in determining vortex strength and frequency, and there are no standing vortices as convection begins to overwhelm diffusion near the cylinder[28]. The flow transitions to turbulent at the critical Re, 200 < Re < 300, and as Re increases, the formation region length decreases[27]. In the turbulent regime, Re > 300, turbulence in the incoming flow has a significant effect on the variation of Strouhal number with Reynolds number[22].

As flow transitions to turbulent, two-dimensional shedding takes on a third dimensionality as
vortices shed in cells, which are out of phase, in the spanwise direction[22]. Shedding patterns in the third dimension have provoked inquiry while advancements in technology and computation power have allowed more thorough investigations into dimensionality with 3D models becoming more detailed. More specifically, direct numerical simulation solutions can provide an understanding into the physics of the flow field[23].

Oblique shedding occurs as vortices shed from the cylinder at some angle that can be controlled by modifying the end conditions of the cylinder to induce parallel shedding[23]. Alternatively, two upstream cylinders can be used to induce oblique, curved, or parallel shedding off of a third cylinder, from which measurements of static pressure and velocity show that oblique shedding is caused by a non-symmetric pressure distribution and the angle of oblique shedding can be predicted to with 2 degrees using the ratio of the streamwise vorticity component to the spanwise vorticity component[46].

Cylinder oscillation in the cross flow direction substantially increases the correlation length, or average length of the spanwise cells, and increases more so with an increase in the oscillation amplitude[22]. In the low Re flow, as Re increases, the rotational speed of a freely rotating cylinder decreases as two symmetrical wakes form on either side of the cylinder[47].

In general, the cylinder wake phenomenon of vortex shedding is well studied and understood. Comprehensive books describe in great detail the fundamental mechanics and equations, and other diverse aspects of cylinder flow[22, 48]. Other articles review old and new techniques in experimental[49, 23] and modeling methods[50].

1.2.2 Vortex Mixing and Reaction

Early investigations identify three stages of stirring and mixing of two scalars initially in contact: the initial condition, induced motion, and homogenization[51]. From the initial condition, mixing by diffusion occurs where the random motion of molecules across the interface between the fluids slowly smooths out the non-uniformity[52, 53]. The diffusion length scale is defined as $\sqrt{4Dt}$, where, $D$ is the diffusion coefficient, and $t$ is time. Using this relationship, it is clear that diffusion
alone is a relatively slow process for any given length scale and, in most cases, an inadequate mixing mechanism. Consequently, there has been much interest in accelerating mixing time by stirring. Mixing is a process of homogenizing concentrations quickly and efficiently by imposing a velocity field as a mode of stirring\cite{54}, which will stretch and fold the initially distinct scalars into filaments throughout the space \cite{55}. These stretched scalar striations exhibit a much greater concentration gradient and has the potential to significantly accelerate the onset of mixing\cite{51, 56}. The interface between the striated scalar filaments is lengthened so that the diffusive mixing is significantly accelerated \cite{53, 57, 58} which closely links the mixing rate with the interface stretching rate\cite{59}.

Mechanical mixing, or stirring, can exist as a structured flow, such as a vortex, in which, eddy motion will increase the mean gradient between two initially distinct scalars in the vortex and increase the interfacial area of the scalars while decreasing the distance between the scalars\cite{51}. Vortex stirring accelerates molecular diffusion\cite{58, 60} by accelerating the coalescence of the scalars relative to pure diffusion and enhances the resulting reaction rates between the two initially separated reactive scalars\cite{21, 61}. Vortex strength and the elapsed time since the vortex initiation are factors on which vortex mixing enhancement is linearly dependent; mixedness and dissipation both follow this dependence\cite{62}. The time to mix scalars in a vortex scales as $\text{Pe}^{1/3}$\cite{21, 53, 58, 63}. Near the vortex core, however, dissipation occurs more slowly, and mixing scales only as $\text{Pe}^{1/2}$\cite{63}.

The Schmidt number, $\text{Sc}$, is the ratio of kinematic viscosity, or momentum diffusion to molecular, or mass diffusion and is defined as

$$\text{Sc} = \frac{\nu}{D} = \frac{\mu}{\rho D}$$

(1.2)

where, $\nu$ is kinematic viscosity, $D$ is molecular diffusivity, $\mu$ is dynamic viscosity, and $\rho$ is density. Scalars that are weakly diffusive relative to the diffusivity of momentum are characterized by a high $\text{Sc}$. When these weakly diffusive scalars are stirred, though the interfacial length is increased, there is little diffusion to spread and mix the scalars, resulting is less reaction. Whereas, a more diffuse scalar with a lower $\text{Sc}$ disperses more readily increasing the reaction when provoked by stirring.

In the current study, second order reaction kinetics are used to quantify the reaction between
two passive reactive scalar concentrations. Reaction between the two scalars is the product of the concentrations scaled by the reaction rate constant. This means that for reaction to take place, both scalars must exist at a location at the same time. The type II Damköhler number, Da, is the ratio of the diffusivity timescale to the chemical timescale. In this study, Da is defined as

$$Da = \frac{l^2 k C_0}{D}$$

where, $l$ is a length scale (either scalar separation $s$ or cylinder diameter $\phi$), $k$ is the reaction rate constant, and $C_0$ is initial concentration. The Damköhler number creates a relationship between the diffusion time scale with the reaction time scale. An increasing Da, with a constant diffusion coefficient, corresponds to an increasing reaction rate. The Péclet number, Pe, is another relevant ratio that compares the advection rate to the diffusion rate which has the form $Pe = lu/D$, where, $l$ is the characteristic length, and $u$ is velocity. In this study, Pe is defined as

$$Pe = \frac{u_0 s}{16 D}$$

where, $u_0$ is initial velocity, and $s$ is scalar separation. For very small Pe, diffusion dominates, however, as Pe increases, advection dominates and the reactants can have large gradients. For the case of low Da and high Pe, reactants mixed in a vortex have a nondimensional reaction rate that grows as $Pe^{1/3}$, while the time to the peak reaction decreases as $Pe^{-2/3}$[21].

1.3 Brief Thesis Outline

Chapter 1 gives an introductory explanation and describes the motivation of the work done in this study. Previous studies on cylinder wake, vortex mixing, and reaction are briefly reviewed as background. Chapter 2 gives the analytical analysis of the governing equations of the problem, including the Navier-Stokes equations, the advection-diffusion-reaction equations, and the dimensional analysis giving the meaningful parameters of the problem. Chapter 3 explains the set up of the numerical model and post processing techniques. Chapter 4 gives the results of the no-cylinder cases. Chapter 5 gives the results for the cylinder wake cases. Chapter 6 gives concluding remarks.
Chapter 2

Analytical Analysis

Fluid transport occurs as some combination of advection and diffusion[64]. Transport in nature can be difficult to model due to complicated flow fields. Transport in an idealized one-dimensional flow field, such as the no-cylinder model in this study, is much simpler to model, and is solved analytically. The equations that govern the transport of $C_1$ and $C_2$ in this simple model and the reaction and dimensional analysis for the problem are covered in this chapter. In Fig. 2.1, two scalars are released with a small lateral separation into a velocity field with left-to-right flow.

![Figure 2.1](image_url)

Figure 2.1: Release of two scalars, $C_1$ and $C_2$, into a left-to-right flow. Scalars are released with a small lateral separation.
2.1 Navier-Stokes

The governing equations for fluid flow are the Navier-Stokes equations. For the two-dimensional cylinder flow, the equations are

\[ \partial_t u^* + u^* \cdot \nabla u^* = -\nabla p^* + \text{Re}^{-1} \nabla^2 u^* \]  
\[ \nabla \cdot u^* = 0 \]

(2.1)  
(2.2)

where, \( u^* \) is the velocity field, \( p^* \) is pressure, and length, time, velocity, and pressure have been scaled by \( \phi \), \( \phi/u_0 \), \( u_0 \), and \( \rho u_0^2 \), respectively. The Reynolds number, \( \text{Re} \), is based on the cylinder diameter,

\[ \text{Re} = \frac{u_0 \phi}{\nu} \]  

(2.3)

where, \( \phi \) is cylinder diameter, \( u_0 \) is initial velocity, \( \rho \) is density, and \( \nu \) is kinematic viscosity. Equation 2.1 solves momentum transport over time by balancing the local and advective accelerations with forces, such as pressure, viscosity, and gravity, and Eqn. 2.2 is the equation of continuity for incompressible fluids. The complicated unsteady cylinder wake flow field is left to be solved in the numerical simulation. The no-cylinder case has a simple one-dimensional steady-state flow field \( u=(1,0) \).

2.2 Advection Diffusion Reaction

The governing equation for mass transport in a fluid is the advection-diffusion (AD) equation. For a reactive scalar mass, the transport and reaction is governed by the advection-diffusion-reaction (ADR) equation, given as

\[ 16 \text{Pe} (\partial_t C^* + u^* \cdot \nabla C^*) = \nabla^2 C^* - Da R^* \]  

(2.4)

where, \( C^* \) is scalar concentration, \( u^* \) is the velocity field, \( R^* \) is reaction rate, and \( \text{Pe} \) and \( \text{Da} \) are the Péclet number and Damköhler number, respectively, and where velocity is still scaled by \( u_0 \), but length, time, concentration, and reaction rate are scaled by \( s, s/u_0, C_0 \), and \( kC_0^2 \), respectively,
where $s$ is scalar separation, $u_0$ is initial velocity, $C_0 = C_1^0 = C_2^0$ is the initial concentration of the scalars, and $k$ is reaction rate constant. Péclet number is the ratio of the advection rate to the diffusion rate, and can be defined as

$$Pe = \frac{u_0 s}{16D}$$

where, $D$ is molecular diffusivity. The Damköhler number is the ratio of the diffusive timescale to the reaction timescale, and can be defined as

$$Da = \frac{l^2 k C_0}{D}$$

where, $l$ is a length scale, either scalar separation $s$ or cylinder diameter $\phi$. The transport and reaction between two interacting scalars, $C_1$ and $C_2$, can be written as a pair of coupled ADR equations,

$$16Pe(\partial_t C_1^* + \mathbf{u}^* \cdot \nabla C_1^*) = \nabla^2 C_1^* - Da R^*$$  \hspace{1cm} (2.5)

$$16Pe(\partial_t C_2^* + \mathbf{u}^* \cdot \nabla C_2^*) = \nabla^2 C_2^* - Da R^*$$  \hspace{1cm} (2.6)

where, the equations for $C_1$ and $C_2$ are coupled by the reaction,

$$R^* = C_1^* C_2^*.$$  \hspace{1cm} (2.7)

In the cylinder wake model, the complicated flow field and the coupled ADR equations are left to be solved by the numerical simulation. The model without the cylinder has a simple flow field which is used, with Eqns. 2.5 and 2.6, to solve the reaction rate for the limiting analytical case. Expressions for the concentrations and the reaction rate are developed in the follow sections.

### 2.2.1 Concentration Equations

In this study two reactive scalar concentrations, $C_1$ and $C_2$, are continuously released into a flow field, and react when they come in contact with each other. In this section, equations are derived that describe the scalar release geometry and the diffusive behavior of the scalars. The
initial condition for the scalar concentration is

\[ C(y, t = 0) = f(y) = \begin{cases} 
0, & y < 0 \\
C_0, & y > 0 
\end{cases} \quad (2.8) \]

The general steady-state solution (where \( t = x/u \)) to the initial conditions \( f(y) \) for a two-dimensional continuous source is

\[ C(x, y) = \frac{f(\xi)}{\sqrt{4\pi D_x/u}} \exp \left[ -\frac{(y - \xi)^2}{4D_x/u} \right] d\xi \quad (2.9) \]

where, \( \xi \) is a variable of integration and the initial distribution is given by

\[ f(\xi) = \begin{cases} 
0, & \xi < 0 \\
C_0, & \xi > 0 
\end{cases} \quad (2.10) \]

Let \( U = \frac{y - \xi}{\sqrt{4D_x/u}} \), then \( dU = \frac{-1}{\sqrt{4D_x/u}} d\xi \), such that \( d\xi = -\sqrt{4D_x/u} dU \)

Convert the limits of integration using the new variable \( U \)

for \( \xi = 0 \rightarrow \xi = \frac{y - 0}{\sqrt{4D_x/u}} = \frac{y}{\sqrt{4D_x/u}} \)

for \( \xi = \infty \rightarrow U = \frac{y - \infty}{\sqrt{4D_x/u}} = -\infty \)

Substituting in \( U, dU \) and the new limits of integration into the general concentration equation, Eqn. 2.9

\[ C(x, y) = \int_{\frac{y}{\sqrt{4D_x/u}}}^{\infty} \frac{C_0}{\sqrt{4\pi D_x/u}} \exp \left[ -U^2 \right] * -\sqrt{4D_x/u} dU \]

Simplifying the expression

\[ C(x, y) = \frac{-C_0}{\sqrt{\pi}} \int_{\frac{y}{\sqrt{4D_x/u}}}^{\infty} \exp \left[ -U^2 \right] dU \]

Pull out negative and switch limits

\[ C(x, y) = \frac{C_0}{\sqrt{\pi}} \int_{-\infty}^{\frac{y}{\sqrt{4D_x/u}}} \exp \left[ -U^2 \right] dU \]
Split up integral

\[
C(x, y) = \frac{C_0}{\sqrt{\pi}} \left[ \int_{-\infty}^{0} \exp\left[ -U^2 \right] \, dU + \int_{0}^{y / \sqrt{4Dx/u}} \exp\left[ -U^2 \right] \, dU \right]
\]

Using the Gaussian Integral, the first integral is equivalent to \(\sqrt{\pi}/2\)

\[
C(x, y) = \frac{C_0}{\sqrt{\pi}} \left[ \frac{\sqrt{\pi}}{2} + \int_{0}^{y / \sqrt{4Dx/u}} \exp\left[ -U^2 \right] \, dU \right]
\]

The second integral can be solved using the Gauss Error Function

\[
C(x, y) = \frac{C_0}{\sqrt{\pi}} \left[ \frac{\sqrt{\pi}}{2} + \frac{\sqrt{\pi}}{2} \text{erf}\left( \frac{y}{\sqrt{4Dx/u}} \right) \right]
\]

Simplifying the equation gives the one-sided solution for concentration diffusion in a flow

\[
C(x, y) = \frac{C_0}{2} \left[ 1 + \text{erf}\left( \frac{y}{\sqrt{4Dx/u}} \right) \right]
\]

Now, say there is a second scalar, \(C_2\), arranged symmetrically about \(y = 0\) with the first scalar, \(C_1\). The expressions for the diffusion of the two concentrations are

\[
C_1(x, y) = \frac{C_{10}}{2} \left[ 1 + \text{erf}\left( \frac{y}{\sqrt{4Dx/u}} \right) \right] \tag{2.11}
\]

\[
C_2(x, y) = \frac{C_{20}}{2} \left[ 1 - \text{erf}\left( \frac{y}{\sqrt{4Dx/u}} \right) \right] \tag{2.12}
\]

The diffusion evolution of two scalars initially in contact with each other is shown in Fig. 2.2.

The figure shows the concentration profiles at three locations.
Figure 2.2: Diffusion evolution of two scalars, $C_1$ and $C_2$, initially in contact with each other, shown as the concentration profiles at three locations.

Equations 2.11 and 2.12 are for the case of two scalars initially in contact with each other, in an infinite domain. The scalars are given a finite width, $f$, and a separation distance, $s$, to define the distance between the two scalars, shown in Fig. 2.3. These dimensions are incorporated into the concentration equations and using a similar approach as before, the concentration solutions become

$$C_1(x, y) = \frac{C_0}{2} \left[ \text{erf} \left( \frac{y - s/2}{\sqrt{4Dx/u}} \right) - \text{erf} \left( \frac{y - s/2 - f}{\sqrt{4Dx/u}} \right) \right]$$ \hspace{1cm} (2.13)

$$C_2(x, y) = \frac{C_0}{2} \left[ \text{erf} \left( \frac{y + s/2 + f}{\sqrt{4Dx/u}} \right) - \text{erf} \left( \frac{y + s/2}{\sqrt{4Dx/u}} \right) \right].$$ \hspace{1cm} (2.14)
Figure 2.3: Scalar concentration profiles at three downstream locations showing diffusion evolution for the $C_1$ and $C_2$ scalars with separation, $s$, and filament width, $f$.

Equations 2.13 and 2.14 are the complete dimensional forms of the concentrations and are plotted in Fig. 2.3 showing the concentration profile at three downstream locations. The diffusion length scale in Eqns. 2.13 and 2.14, $\sqrt{4Dx/u}$, is the lateral distance the scalars have diffused at the downstream location $x$. This metric scaled by the distance each scalar must diffuse for reaction to occur, $s/2$, can be written as the parameter $\lambda$, in terms of Pe (Eqn. 1.4),

$$\lambda = \frac{\sqrt{4Dx/u_0}}{s/2}$$

$$\lambda = \sqrt{\frac{x_s^*}{Pe}}$$

where, $x_s^* = x/s$. The concentration equations can be nondimensionalized by the initial concentration, $C_0$, and written in terms of $\lambda$,

$$C_1^* = \frac{C_1}{C_0} = \frac{1}{2} \left[ \text{erf} \left( \frac{y_s^* - 1/2}{\lambda/2} \right) - \text{erf} \left( \frac{y_s^* - 1/2 - f_s^*}{\lambda/2} \right) \right]$$

$$C_2^* = \frac{C_2}{C_0} = \frac{1}{2} \left[ \text{erf} \left( \frac{y_s^* + 1/2 + f_s^*}{\lambda/2} \right) - \text{erf} \left( \frac{y_s^* + 1/2}{\lambda/2} \right) \right]$$
where, $y_s^* = y/s$, $x_s^* = x/s$, and $f_s^* = f/s$. Equations 2.17 and 2.18 are the fully nondimensional concentration equations which are used in Chapter 4 to obtain analytical reaction results.

### 2.2.2 Reaction Equation

The reaction rate, $R$, between the two scalar, is the coupling term in the ADR equations. The reaction rate between the $C_1$ and $C_2$ scalars, can be calculated as the product of the concentrations and the reaction constant, $k$:

$$R(x, y) = kC_1C_2.$$  \hfill (2.19)

![Figure 2.4: $C_1$ and $C_2$ scalar profiles at some downstream location and the associated reaction between them.](image)

The reaction rate is scaled by the reaction rate constant, $k$, giving just the $C_1C_2$ product:

$$R/k = C_1C_2.$$  

This spatial reaction is nondimensionalized by scaling the reaction by the initial
scalar concentrations

$$R^* = \frac{R/k}{C_0^2} = \frac{C_1 C_2}{C_0^2} = C_1^* C_2^*$$  \hspace{1cm} (2.20)

where, $R^*$ is the nondimensional reaction rate and is a function of $x$– and $y$–location. The expression for the total nondimensional reaction rate at a lateral downstream cross-section can be calculated by laterally integrating the reaction expression. Furthermore, the reaction rate is averaged over one shedding period, $T_0$, shown in Eqn. 2.21 giving the total phase-averaged reaction rate as a function of downstream distance

$$R^*(x) = \frac{1}{T_0} \int_0^{T_0} \int_{-\infty}^{\infty} R^* \, dy_s^* \, dt$$  \hspace{1cm} (2.21)

where, $y^* = y/s$. This nondimensional reaction rate is the metric by which all the cylinder wake models are compared. For the simple case without the cylinder, the nondimensional reaction at steady-state is similar to Eqn. 2.21 without the time averaging,

$$R^*(x) = \int_{-\infty}^{\infty} R^* \, dy_s^*$$  \hspace{1cm} (2.22)

### 2.3 Dimensional Analysis

The Buckingham-Pi method of dimensional analysis is used to produce dimensionless groups that are independent but not unique. These dimensionless groups are identified as various parameters that the model is dependent on. The relevant dimensional variables are
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 φ</td>
<td>Cylinder diameter</td>
<td>m</td>
</tr>
<tr>
<td>2 u</td>
<td>Inflow velocity</td>
<td>m/s</td>
</tr>
<tr>
<td>3 R</td>
<td>Reaction rate</td>
<td>mol/(m^3·s)</td>
</tr>
<tr>
<td>4 ν</td>
<td>Kinematic viscosity</td>
<td>m^2/s</td>
</tr>
<tr>
<td>5 D</td>
<td>Scalar diffusivity</td>
<td>m^2/s</td>
</tr>
<tr>
<td>6 k</td>
<td>Reaction rate constant</td>
<td>m^3/(mol·s)</td>
</tr>
<tr>
<td>7 s</td>
<td>Scalar separation</td>
<td>m</td>
</tr>
<tr>
<td>8 f</td>
<td>Filament width</td>
<td>m</td>
</tr>
<tr>
<td>9 C_0</td>
<td>Initial concentration</td>
<td>mol/m^3</td>
</tr>
</tbody>
</table>

There are 9 dimensional variables and 3 primary dimensions: length, mass, and time. The difference, 6, is the number of dimensionless groups that are produced. The dimensionless groups are listed and identified as:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Equation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reynolds number</td>
<td>Re = ( \frac{\phi u}{\nu} )</td>
</tr>
<tr>
<td>Reaction rate</td>
<td>( R^* = \frac{R}{kC_0^2} )</td>
</tr>
<tr>
<td>Damköhler number</td>
<td>Da = ( \frac{k\phi^2C_0}{D} )</td>
</tr>
<tr>
<td>Schmidt number</td>
<td>Sc = ( \frac{\nu}{D} )</td>
</tr>
<tr>
<td>Filament separation</td>
<td>( s^* = \frac{s}{\phi} )</td>
</tr>
<tr>
<td>Filament width</td>
<td>( f^* = \frac{f}{\phi} )</td>
</tr>
</tbody>
</table>

Six dimensionless parameters are identified as significant to the model. The Reynolds number, Re, is constant for all models. Having a constant Re provides a consistent flow field for all models, in which all simulations receive the same amount of mixing, and grounds for fair comparison between simulations. The nondimensional reaction rate, \( R^* \), is the metric by which all models are compared. The remaining four parameters are the Damköhler number, Da, the separation distance between scalars, \( s^* \), the scalar filament width, \( f^* \), and the Schmidt number, Sc. These are the parameters
that are each varied, in turn, in a series of simulations to determine the effect on the reaction rate. The parameters $s^*$ and $f^*$ change the scalar release geometry, $Sc$ effectively changes the diffusion, and $Da$ effectively changes the reaction constant.
Chapter 3

Numerical Model and Postprocessing

3.1 Numerical Model

The two-dimensional numerical model is created in the finite element analysis software COMSOL Multiphysics which approximates the solution to flow and transport phenomena. The model uses the Navier-Stokes equations to solve the flow field while simultaneously solving a pair of coupled advection-diffusion-reaction equations for the transport and reaction of two scalar concentrations. In this study, two models are created: a base model without a cylinder, and a model with a cylinder and associated wake structure. The geometry and parameters of both models are the same, with the exception of the absence of the cylinder in one model and presence of the cylinder in the other model.

3.1.1 Cylinder Model

The model domain is a rectangle with height 0.22m and length 0.37m shown in Fig. 3.1. The cylinder, of diameter $\phi = 0.0127$m, is centered at the origin of the coordinate system. The height of the domain puts the lateral boundaries a distance of 8 cylinder diameters away from the cylinder. This distance is sufficient to minimize the effects of these boundaries on the cylinder wake[65].
Figure 3.1: Geometry and dimensions of the model where the origin of the coordinate system is at the cylinder center.

Using COMSOL’s free mesher with governing parameters listed in Appx. A, an inhomogeneous unstructured mesh of triangular elements is fitted to the domain. The flow field, having smooth gradients, uses a coarse mesh that is made up of less than 10,000 elements. The scalar field is more complicated, requiring the mesh be refined to approximately 85,000 elements. The mesh need only be refined in the cylinder wake region. Therefore, the domain is divided into four subdomains, shown in Fig. 3.2, where, regions 1 and 3 have a very refined mesh (maximum element length of 0.0012m), and regions 2 and 4 have a coarser mesh (maximum element length of 0.009m). The smallest mesh elements are around the cylinder where there is a no slip condition, while the largest elements are near the lateral boundaries. This variable mesh grid optimizes having a refined mesh to improve model accuracy while minimizing the total number of mesh elements to reduce computation time.
Figure 3.2: Model mesh grid generated using Comsol free mesher. Regions 1 and 3 have very refined mesh and regions 2 and 4 have a coarse mesh.

### 3.1.1.1 Flow Field

The boundary conditions in the model are set such that flow enters the domain at the left boundary \((x = -0.05\text{m})\), flows to the right, and then exits the domain at the right boundary \((x = 0.32\text{m})\). The inflow boundary condition is defined by the normal velocity equation \(\mathbf{u} = -u_0\mathbf{n}\), where, \(\mathbf{u}\) is the velocity field and \(\mathbf{n}\) is normal to the boundary. The outflow boundary condition specifies that viscous stresses vanish according to \(\eta(\nabla\mathbf{u} + (\nabla\mathbf{u})^T)\mathbf{n} = 0\), with a Dirichlet condition on the pressure \(p = p_0\), where \(\eta\) is dynamic viscosity, and \(p_0\) is pressure. The upper and lower lateral boundaries are walls specified with a free slip condition to give the simulation the effect of being run in an infinite domain. The free slip condition on the walls can be defined as \(\mathbf{u} \cdot \mathbf{n} = 0\) and \(\mathbf{t} \cdot (-p\mathbf{I} + \eta(\nabla\mathbf{u} + (\nabla\mathbf{u})^T))\mathbf{n} = 0\), where, \(\mathbf{t}\) is a tangential vector to the boundary. The cylinder is given a no slip boundary condition defined as \(\mathbf{u} = 0\).

The initial flow condition is \(\mathbf{u}(x, y, t) = (0, 0, 0)\). As the simulation begins, and time starts
moving forward, the velocity is ramped up from zero to the maximum velocity over a period of 0.2
seconds, using a smoothed Heaviside function with a continuous first derivative.

The Navier-Stokes equations are used to solve the flow field around the cylinder and are given
as

\[
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} = -\frac{1}{\rho} \nabla p + \nu \frac{\partial^2 \mathbf{u}}{\partial x^2} + g \\
\nabla \cdot \mathbf{u} = 0
\]  

(3.1)  

(3.2)

where, \( \mathbf{u} \) is the velocity field, \( \rho \) is density, \( \nu \) is kinematic viscosity, and \( g \) is gravity. Equation 3.1
is the momentum transport equation and Eqn. 3.2 is the equation of continuity for incompressible
fluids. The Reynolds number for the model is \( Re = 97.4 \), which generates a laminar flow with well
developed vortex shedding and facilitates scalar field calculations. Furthermore, the model is used
in comparisons with experimental work done at this Re.

In this time-dependent model, a transient analysis is used to solve the developing unsteady
flow field from \( t = 0 \). The Direct (PARDISO) linear system solver uses Gaussian elimination to
solve the systems of linear equations that are generated in each time step. The Generalized-\( \alpha \) time-
stepping method is used with a time step based on the Courant-Friedrichs-Lewy (CFL) number.
The solver uses the CFL number in the form \( u \Delta t / \Delta x = 1 \), where, \( \Delta x \) is the length of the mesh
element. Using this relationship, the time step is based on the advection time across an element.
The dependence on the element size creates a spatial-temporal relationship: directly controlling
the element size in the mesh grid, indirectly changes the solver time step such that as the mesh
size decreases, the time step decreases.

Streamlines from the resulting flow field \( (u, v) \), are shown in Fig. 3.3a. To reveal the underlying
structure of the vortex wake, most of the mean velocity in the streamwise direction is removed,
\( (u - 0.95u_0, v) \), with the resulting streamlines shown in Fig. 3.3b.
The flow model is simulated for multiple 30-second runs. Each consecutive run uses the flow field results of the previous run as the starting point for the next run. This gives the end effect of having run the simulation for a few minutes. To verify convergence to a quasi-steady-state, we examine the velocity. A 30-second time history of the velocity at an arbitrary point in the cylinder wake is plotted in Fig. 3.4. On the plot, three consecutive 30-second time histories are overlaid. The three curves align with no visible discrepancies showing that the period is not changing, and the flow field has reached a quasi-steady-state.
Figure 3.4: Time history of the velocity at a point in the cylinder wake shown for three consecutive 30-second simulations overlaid to show convergence.

With the model running at quasi-steady-state, the shedding period is determined using a velocity plot similar to Fig. 3.4. The shedding period is the time it takes for a pair of vortices to fully form and detach from the cylinder. On the velocity plot, the period is the time to complete one oscillation cycle which is determined to be 9.24 seconds. Using Eqn. 1.1, the nondimensional shedding frequency is calculated as \( St = 0.18 \). For the well known cylinder flow at \( Re = 100 \), it is expected that \( St \) be closer to 0.16[42, 66, 67]. The mild discrepancy may be due to the location of the lateral boundaries which, if placed too close to the cylinder, can cause \( St \) to become artificially high[65].

### 3.1.1.2 Scalar Transport

The scalar concentrations are introduced continuously into the flow upstream of the cylinder at the actual release location of \( x = -0.03 \)m. The \( C_1 \) and \( C_2 \) scalars have a lateral separation
distance, $s$, which is symmetric about the stagnation streamline. Each concentration has a filament width, $f$. These dimensions are shown in Fig. 3.5

![Diagram of scalar release geometry and dimensions](image)

Figure 3.5: Scalar release geometry and dimensions for two scalar concentrations, $C_1$ and $C_2$, released into the flow with scalar separation, $s$, and filament width, $f$.

The inlet boundary condition is scalar concentration defined as $C = C_0$, where, $C_0$ is the maximum concentration specified as a model variable. The boundary condition on the outlet is convective flux defined as $\mathbf{n} \cdot (-D\nabla C) = 0$. Under this condition, scalars are transported out of the domain by convection only. The lateral boundaries and the boundaries on the cylinder all have the condition of insulation/symmetry, or no concentration flux, defined as $\mathbf{n} \cdot (-D\nabla C + C\mathbf{u}) = 0$. The internal domain boundary conditions all have the continuity condition defined as $\mathbf{n} \cdot (\mathbf{N}_1 - \mathbf{N}_2) = 0$, where, $\mathbf{N}$ is the scalar flux and is continuous in the normal direction across the boundary.

The initial condition for the scalar concentration is $C_1(x, y, t) = C_2(x, y, t) = 0$. When the scalars are introduced to the flow, the concentration distribution has a “top hat” profile with sharp corners, and must be smoothed before they can be solved in the simulation. We applied diffusion to the scalar concentrations before they are released, effectively creating a virtual release location farther upstream at $x = -0.04795m$, shown in Fig. 3.6. The net effect is that the scalars behave as if they are released at the virtual release location with the “top hat” profile shown in Fig. 3.7a, and advect and diffuse, having a slightly smoother gradient shown in Fig. 3.7b. A set of error function
equations are developed to define the inlet release of the scalar concentrations, and are given as

\[ C_1 = \frac{C_1^0}{2} \left[ \text{erf} \left( \frac{y - s/2}{\sqrt{4Dx/u_0}} \right) - \text{erf} \left( \frac{y - f - s/2}{\sqrt{4Dx/u_0}} \right) \right] \]  \hspace{1cm} (3.3)

\[ C_2 = \frac{C_2^0}{2} \left[ \text{erf} \left( \frac{y + f + s/2}{\sqrt{4Dx/u_0}} \right) - \text{erf} \left( \frac{y + s/2}{\sqrt{4Dx/u_0}} \right) \right] . \]  \hspace{1cm} (3.4)

Using these equations, the scalar concentration profiles are shown at the virtual and actual release locations in Fig. 3.7.

Figure 3.6: Virtual and actual scalar release locations in model domain.
The equation governing the scalar transport of $C_1$ and $C_2$ is the advection-diffusion-reaction equation defined for both scalars as

$$\frac{\partial C_1}{\partial t} + \mathbf{u} \cdot \nabla C_1 - D \nabla^2 C_1 = R$$  \hspace{1cm} (3.5)$$

$$\frac{\partial C_2}{\partial t} + \mathbf{u} \cdot \nabla C_2 - D \nabla^2 C_2 = R$$  \hspace{1cm} (3.6)$$

where, $C_1$ and $C_2$ are the respective scalar concentrations, $\mathbf{u}$ is the velocity field, $D$ is molecular diffusivity, and $R$ is the reaction between the scalars, which couple these two equation together.

We specify a second order reaction rate

$$R = kC_1C_2$$  \hspace{1cm} (3.7)$$

where, $k$ is a reaction rate constant.

Once the scalars are released into the flow, they advect with the developed flow field past the cylinder and into the vortex street, moving downstream as a wave front. The advective time scale is the time it takes for the scalars to advect across the domain and exit at the domain outlet. In
this model, the advective time scale is about 50 seconds. It takes an additional 10 seconds for the transient scalars to pass out of the domain and reach a quasi-steady-state. The scalars develop into a unsteady, yet stable and period flow, thus called quasi-steady-state. Finally, we allow one more shedding cycle to pass out of the domain. During the last 10 seconds, the flow field and scalar field are at quasi-steady-state. This is the time range from which all data is processed. Figure 3.8 is an instantaneous image of the simulation showing (a) the $C_1$ and $C_2$ scalar concentrations, and (b) the reaction rate between the scalars, where (a) and (b) are shown at the same time phase.

![Figure 3.8](image)

Figure 3.8: (a) Instantaneous $C_1$ and $C_2$ scalars at quasi-steady-state. Scalars highlight the well-developed vortex street, and (b) associated reaction rate.

### 3.1.1.3 Sensitivity Analysis

We explored the effect of changing the total number of mesh elements by refining the mesh in regions 1 and 3. The models tested have a total number of elements ranging between approximately 10,000 and 150,000. The horizontal centerline reaction profiles for four models are plotted in Fig. 3.9, showing that simulation accuracy improves with an increase in total number of elements. The profile for each model is integrated and plotted against the inverse of the number of elements squared in Fig. 3.10. As the total number of elements in the model increases to very large numbers, the integrated reaction converges, suggesting that past a certain large number of elements, the model will become insensitive to mesh refinement.
Figure 3.9: Reaction concentration profiles along the centerline for models with varying number of total mesh elements.

Figure 3.10: Reaction concentration profiles along the centerline for models with varying number of total mesh elements.
3.1.2 No-Cylinder Model

Using the cylinder model, a “no-cylinder” model was created as a base-line case for comparison with the cylinder case. This model is identical to the cylinder model with the exception of the absence of the cylinder. All geometries and parameters are the same in both models. The boundary conditions, initial conditions, and the mesh are the same in both models. With no cylinder to disrupt the flow, the flow field reaches steady-state with a uniform inflow velocity profile producing parallel streamlines across the entire domain. The transport model in Fig 3.11a shows the scalar field at steady-state where simple one-dimensional advection carries the scalars downstream. Molecular diffusion is the only mixing mechanism, as the flow field exhibits no stirring. The initial separation between the scalars is relatively small, however, since there is only diffusion, the resulting reaction is also small, shown in Fig. 3.11b as a thin filament.

Figure 3.11: (a) Scalar concentrations \( C_1 \) and \( C_2 \) and (b) \( R/k \) reaction images for the no-cylinder model at steady-state.

This simple flow field allows for the analytical transport and reaction equations to be solved. Figure 3.12 shows the scalar field and the locations at which three cross-sections are taken: one near the release \( (x = -0.029m) \), one mid-stream \( (x = 0.1m) \), and one down-stream \( (x = 0.31m) \). The cross-sectional profiles of the scalar concentrations using the analytical solution are shown in Fig. 3.13 as the solid lines. At corresponding locations, concentration profiles determined using the numerical simulation solution are plotted in Fig. 3.13 as the broken lines. The match between the
analytical solution and the model solution shows that the simulation is accurate, and validates the model for the cylinder case.

Figure 3.12: $C_1$ and $C_2$ scalar transport model at steady-state with three locations marked. Concentration profiles at these location are shown in Fig. 3.13
Figure 3.13: $C_1$ and $C_2$ scalar concentration profiles of Comsol data and analytical solution for three $x$-locations. The agreement between the analytical solution and the numerical simulation validates the model.

3.2 Postprocessing Analysis

The reaction data for one shedding period is scaled by the reaction constant, $k$, giving just the $C_1C_2$ reaction product. This data is divided into 50 time phases and exported from COMSOL to be processed in MATLAB. At each time phase, the data is integrated laterally to remove the effect of the infinite domain. The data are then averaged over time resulting in the total reaction in one shedding period across the domain. This total reaction quantity, plotted with streamwise location, is the metric by which all the models are compared. The MATLAB codes are in Appx. B.
Chapter 4

Reactions Without Cylinder Wake

The simple no-cylinder model is used to compare model reaction results with the analytical solution as well as the numerically integrated solution, and validate the numerical simulations. The model also supports the scaling relationships that are identified for the reaction between scalars. Additionally, reaction rates from this simple model are used as the baseline case in comparisons with the reaction rates in the cylinder wake simulations.

4.1 Limiting Reaction Rate Maximum

The simple model without the cylinder has a rectilinear flow field allowing the exact analytical solution to be solved as the limiting case of large $f$ and small $Da$, where $f$ is the scalar filament width at the release, and $Da$ is the Damköhler number. In the limiting case, $f$ is large to ensure there are sufficient scalars available and that reaction is not limited by scalar depletion. Moreover, since reaction will only take place where both scalars exist, the “large $f$” constraint only must satisfy $f_s^* \gg \lambda$, which requires that the scalars diffuse a distance greater than their separated distance. The second constraint in this limiting case, $Da \ll 1$, decouples the paired ADR equations allowing them to be solved individually. Applying these constraints to Eqns. 2.17 and 2.18, the concentration equations simplify to

\begin{align}
C_1^* &= \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{y_1^* - 1/2}{\lambda/2} \right) \right] \\
C_2^* &= \frac{1}{2} \left[ 1 + \text{erf} \left( \frac{-y_2^* - 1/2}{\lambda/2} \right) \right]
\end{align}

(4.1) (4.2)
where, recall from Chapter 2, \( y_s^* = y/s \) and \( \lambda = \sqrt{x_s^*/Pe} \). Using these expressions for concentration, the equation for the integrated nondimensional reaction for the steady-state model, Eqn. 2.22, can be written out as

\[
\mathcal{R}^* = \frac{1}{4} \int_{-\infty}^{\infty} \left[ 1 + \text{erf} \left( \frac{y_s^* - 1/2}{\lambda/2} \right) \right] \left[ 1 + \text{erf} \left( \frac{-y_s^* - 1/2}{\lambda/2} \right) \right] dy_s^*. \tag{4.3}
\]

The integral can be rewritten by letting \( \xi = 2y_s^*/\lambda \) and \( \alpha = -1/\lambda \),

\[
\mathcal{R}^* = \frac{\lambda}{8} \int_{-\infty}^{\infty} \left[ 1 + \text{erf} (\xi + \alpha) \right] \left[ 1 + \text{erf} (-\xi + \alpha) \right] d\xi. \tag{4.4}
\]

In this form, the integral has the exact solution (solution is in Appx. C)

\[
\int_{-\infty}^{\infty} \left[ 1 + \text{erf} (\xi + \alpha) \right] \left[ 1 + \text{erf} (-\xi + \alpha) \right] d\xi = 4 \left[ \frac{1}{\sqrt{2\pi}} \exp \left( -2\alpha^2 \right) + \alpha \text{erf} \left( \sqrt{2}\alpha \right) + \alpha \right] \tag{4.5}
\]

Using the integral identity, Eqn. 4.4 can be written

\[
\mathcal{R}^* = \frac{\lambda}{2} \left[ \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{-2}{\lambda^2} \right) - \frac{1}{\lambda} \text{erf} \left( \frac{-\sqrt{2}}{\lambda} \right) - \frac{1}{\lambda} \right]. \tag{4.6}
\]

Equation 4.6 is the exact analytical solution for the reaction rate as a function of the single parameter, \( \lambda \) (subject to \( f^*_s \gg \lambda \) and \( Da \ll 1 \)). This analytical solution is plotted in Fig. 4.1, on (a) linear axes and (b) log-log axes.

Figure 4.1: Analytical solution for reaction rate as a function of \( \lambda \) on (a) linear scale, and (b) log-log scale, showing the limiting case for the maximum reaction rate.
Recall that $\lambda$ is the ratio of the laterally diffused distance at a downstream location to the separation distance between the scalars. For $\lambda < 1$, the scalars have not yet diffused the length of the gap between them and there is no reaction. At $\lambda \approx 1$, the scalars have just reached the centerline between them and begin to react, shown in Fig. 4.1a as the reaction rate diverges from zero. For $\lambda \gg 1$, the scalars have diffused well across the centerline and react at a linearly increasing rate with $\lambda$. Solving Eqn. 4.6 for $\lambda \to \infty$, gives the limiting reaction rate

$$R^* = \frac{\lambda}{\sqrt{8\pi}} = \frac{1}{\sqrt{8\pi}} \sqrt{\frac{x_s^*}{Pe}}. \quad (4.7)$$

Figure 4.1b shows the same relationship plotted on log-log axes revealing a slope of unity. The use of power laws further reveal that reaction rate scales linearly with $\lambda$. Using the definition of $\lambda$, the reaction rate, more specifically, scales as $x_s^{*1/2}$ for the limiting case of $f_s^* \gg \lambda$ and $Da \ll 1$.

### 4.2 Effect of $f$ and $Da$

The constraints on the analytical solution are relaxed to investigate the effects of $f_s^*$ and $Da$ on the reaction rate. The first constraint on the analytical solution is $f_s^* \gg \lambda$. The effect of varying $f_s^*$ away from this constraint, (while keeping $Da \ll 1$), is determined using the numerically integrated solution and the numerical simulation. Using Eqn. 2.22, the reaction rate equation for the steady-state problem, with the concentration equations 2.17 and 2.18, the integrated reaction rate is calculated for a series of $f$ values, where $f_s^* = 14.7$, 2.94, 1.47, and plotted as dashed lines in Fig. 4.2.
Figure 4.2: Integrated reaction rate for the no-cylinder case for $f^* = 14.7$, $2.94$, and $1.47$, where, the analytical solution is the solid line, the dashed lines are the numerically integrated solution, and the symbols are the simulation results.

A series of numerical simulations are solved using the same $f_s^*$ values. Using the no-cylinder model described in Chapter 3, the steady-state reaction rates are calculated and plotted as symbols in Fig. 4.2. Additionally, the analytical solution for the limiting case, Eqn. 4.6, is plotted in Fig. 4.2 as the solid line. Since the analytical solution is only valid for large $f_s^*$, it cannot be compared with simulation data for smaller $f_s^*$. The strong agreement for the maximum reaction rate limiting case validates the three methods. For the cases of smaller $f_s^*$ values, the reaction rate curves diverge below the analytical curve when $f_s^* \leq \lambda$.

In Fig. 4.2, as $f_s^*$ decreases, the reaction rate decreases due to insufficient scalar concentrations. The small filament widths diffuse across each other and react away the scalars. As the
filament width decreases, the reaction rate maximum decreases since more of the reactants are exhausted farther upstream. There is good agreement for the solutions of numerical integration and the simulation further validating the methods.

The other constraint to be relaxed is $\Delta a \ll 1$, (while maintaining $f_a \gg \lambda$). The effect of increasing $\Delta a$ on reaction rate is investigated using the numerical model. Since the ADR equations are coupled when $\Delta a > 0$, the reaction rate cannot be investigated using the analytical solution, nor the numerically integrated solution. In a series of numerical simulations, the reaction rate is solved for $\Delta a = 0.0018$, 0.18, and 1.8, and plotted as symbols in Fig. 4.3.

![Figure 4.3](image)

Figure 4.3: Integrated reaction rate results for the no-cylinder case for $\Delta a = 0.0018$, 0.18, and 1.8, where, the analytical solution is the solid line and the symbols are the simulation results.

Damköhler number is the ratio of diffusive and chemical time scales and can be described as the nondimensional reaction rate constant. For $\Delta a \ll 0$, there is a large quantity of scalars available for reaction which is limited by the reaction rate constant. For $\Delta a \gg 0$, fast reactions eliminate
large quantities of scalars, leaving less reactants available. The fast reaction rate will produce more product than with a slower rate, however, production increase is not linear. Fig. 4.3 shows plotted results for reaction scaled by the reaction rate constant, therefore showing the reaction rate due to the fluid mechanics, and not influenced by chemical kinetics. The analytical solution for the limiting case, Eqn. 2.22, is plotted as the solid line in Fig. 4.3. The analytical solution shows the maximum reaction rate for the case without cylinder wake. The simulation solution for Da = 0.002 is a good match to the analytical solution at this range of λ values. As Da increases, the reaction rate diverges from the analytical solution farther upstream and then decreases to zero far downstream.
Chapter 5

Reactions With Cylinder Wake

The reactions of separated scalars are investigated in the wake of a cylinder using the numerical model described in Chapter 3. The flow field behind the cylinder is solved using the COMSOL numerical simulation at Re = 97. The simulations determine the reaction rate between the two scalars which is investigated for a series of varying parameters. Dimensional analysis (in Chapter 2) determines that there are four parameters that affect the reaction rate between the two scalars, including the separation between the filaments, the width of the filaments, Schmidt number, the Damköhler number. The effect of each parameter is investigated individually by running a series of simulations for a range of a single parameter while holding the three other parameters constant and comparing the resulting reaction rate and reaction product.

Equation 2.21 is not used to plot the reaction rate due to its dependence on s. Rather, the dependence on s is removed by laterally integrating the reaction rate over the dimensional coordinate y and phase averaging as

\[ \mathcal{R}(x) = \frac{1}{T_0} \int_0^{T_0} \int_{-\infty}^{\infty} R^* \, dy \, dt. \]  

(5.1)

It can be shown that Eqns. 2.21 and 5.1 are related as \( \mathcal{R} = sR^* \). Removing the s dependence allows us to plot the reaction rate for simulations with various separations, but with the effect of the separation removed, only look at the effect of the cylinder wake. The reaction rate is plotted against the downstream length, x, scaled by the cylinder diameter, \( \phi \); (we do not plot with \( \lambda \) as it is also a function of s). Using these metrics, the reaction data from the simulations can be plotted
and compared.

5.1 Effect of Scalar Separation

Filament separation, \( s \), and filament width, \( f \), describe the scalar release geometry, where \( s^* = s/\phi \) and \( f^* = f/\phi \). A series of simulations are run for varying \( s^* \) values. Figure 5.1 shows the instantaneous \( C_1 \) and \( C_2 \) scalar concentration fields in the left column, and associated reaction rates in the right column, for simulations with \( s^* = 2 \) in the top row and \( s^* = 0.25 \) in the bottom row. All other parameters are held constant as \( f^* = 3 \), \( Sc = 10 \), and \( Da = 0.01 \). The figure shows that as the separation decreases, the scalars coalesce farther upstream, initiating reaction sooner, resulting in a greater overall reaction rate. The scales for the scalar concentration fields and the reaction rate images are shown in Fig. 5.2.

\[
\begin{align*}
C_1 \text{ and } C_2 & & R/k = C_1C_2 \\
\text{Figure 5.1: Instantaneous scalar concentrations, } C_1 \text{ and } C_2 \text{ (left column) and associated reaction rate (right column) for large separation, } s^* = 2 \text{ (top row), and small separation, } s^* = 0.25 \text{ (bottom row).}
\end{align*}
\]
Figure 5.2: Color scale for all scalar concentration fields (left) and logarithmic color scale for all reaction rate images (right).

Using Eqn. 5.1, simulation reaction rates are plotted in Fig. 5.3 for various separation distances. The cylinder is centered at $x/\phi = 3.8$. The plot shows the reaction rate results for four separation values, $s^* = 0, 0.25, 1,$ and $2$. For no separation, $s^* = 0$, the scalars diffuse and react immediately at the release. For small $s^*$ there is a small reaction rate spike just upstream of the cylinder where the scalars momentarily lag in the stagnation streamline. There is a larger spike immediately downstream of the cylinder where the scalars are well mixed in the chaotic region. This is a general feature of all the results. As the vortices shed and advect, the scalars are drawn downstream increasing the interfacial length between the scalars, facilitating diffusion and increasing the reaction rate. As the separation distance is increased, it takes longer for the scalars to coalesce, shown on the plot as the long period of zero reaction rate for the $s^* = 2$ case. For the separation distances tested, all simulations exhibited the same steady increasing behavior at some distance downstream. As the separation distance increases, it takes longer for the scalars to coalesce which results in lesser reaction rates.
Figure 5.3: Integrated reaction rates for cylinder wake simulations of various scalar separations, where \( s^* = 0, 0.25, 1, 2 \) and \( f^* = 3 \), Sc = 10, and Da = 0.01, plotted with downstream distance scaled by cylinder diameter.

5.2 Effect of Filament Width

The filament width, \( f^* \), is varied in a series of simulations to determine the effect on the reaction rate. All other parameters are held constant at \( s^* = 0.25 \), Sc = 10, and Da = 0.01. Two simulations are compared in Fig. 5.4, showing the instantaneous scalar concentration fields in the left column and the associated reaction rate in the right column, for simulations with \( f^* = 0.25 \) in the top row, and the larger \( f^* = 3 \) in the bottom row.
Figure 5.4: Instantaneous scalar concentrations, \( C_1 \) and \( C_2 \) (left column) and associated reaction rate (right column) for the smaller \( f^* = 0.25 \) (top row) and larger \( f^* = 3 \) (bottom row).

The reaction rate images in Fig. 5.4 show that while reaction does occur for the smaller \( f^* \) simulation, the reaction rate for the larger \( f^* \) simulation is more significant, shown by the strong purple color intensity. For the smaller \( f^* \) simulation, the intensity of the purple color fades downstream illustrating a weaker reaction rate with downstream distance. Eqn. 5.1 is used to quantify the reaction rates for the simulations and is plotted with \( x/\phi \) in Fig. 5.5. The cylinder is centered at \( x/\phi = 3.8 \).
Figure 5.5: Integrated reaction rates of cylinder wake simulations for various scalar filament widths, where $f^* = 0.25, 0.5, 1, 3$, and $s^* = 0.25$, $Sc = 10$, and $Da = 0.01$.

In Fig. 5.5, the integrated reaction rate results are plotted for simulations with $f^* = 0.25, 0.5, 1, 3$, and $s^* = 0.25$, $Sc = 10$, and $Da = 0.01$. Past the chaotic region, scalars advect downstream increasing the interfacial scalar length and facilitating diffusion. In cases of large $f^*$, there is an ample supply of scalar to diffuse and react, allowing the reaction rate to continuously increase, being limited only by diffusion. Whereas, in cases of smaller $f^*$, a smaller amount of scalar is released into the flow and, although the scalar interface length increases with advection, the reaction rate is limited by insufficient scalar concentrations due to diffusion and reaction that occurs farther upstream. As the filament width increases, the reaction rate increases.

5.3 Effect of Schmidt Number

In a series of simulations, the Schmidt number, $Sc$, is varied while all other parameters are held constant as $s^* = 0.25$, $f^* = 3$, and $Da = 0.01$. The Schmidt number, defined as the ratio
of momentum diffusion to mass diffusion, describes the diffusive behavior in fluid transport. Two simulation results are compared in Fig. 5.6 showing the instantaneous scalar concentration fields in the left column, and associated reaction rates in the right column, for a model with \( \text{Sc} = 1 \) in the top row, and a model with \( \text{Sc} = 20 \) in the bottom row. The comparison shows that for larger Sc values, the weakly diffusive scalars react only as a thin filament along the scalar interface. However, for smaller Sc values, the scalars diffuse faster and over a broader range, reacting over a wide band across the scalar interface.

\[
C_1 \quad \text{and} \quad C_2 \quad \quad R/k = C_1 C_2
\]

Figure 5.6: Instantaneous scalar concentrations, \( C_1 \) and \( C_2 \) (left column) and associated reaction rate (right column) for \( \text{Sc} = 1 \) (top row) and \( \text{Sc} = 20 \) (bottom row).

Equation 5.1 is used to plot the integrated reaction rate of simulations with varying Sc values in Fig. 5.7. The simulations with larger values of Sc diffuse less along the scalar interface, and although the interface length is increasing with advection downstream, the scalars disperse very little resulting in the mild increase in reaction rate. For smaller values of Sc, the highly diffusive scalars disperse rapidly, overlapping across a relatively wide distance across the interface which promotes the quickly increasing reaction rate. The reaction rate has a small peak upstream of the cylinder for the case of \( \text{Sc} = 1 \), as the highly diffusive scalars react immediately after the release.
Figure 5.7: Integrated reaction rates for cylinder wake simulations of $Sc=1$, 10, 20 with constant $s^* = 0.25$, $f^* = 3$, and $Da = 0.01$ plotted with downstream distance scaled by cylinder diameter.

### 5.4 Effect of Damköhler Number

The Damköhler number is varied in a series of simulations to determine the effects on the reaction rate. The Damköhler number, $Da$, relates the time scales between diffusion and reaction. A large $Da$ corresponds to a flow in which the scalars react very quickly and the reaction is limited by the speed of the scalar dispersion. Alternatively, a small $Da$ corresponds to a flow with relatively diffusive scalars that disperse over a wide range, but that react slowly. In this case, the reaction is limited by the chemical kinetics.
Figure 5.8: Integrated reaction rates for cylinder wake simulations of Da = 0.01, 10, 100 with constant $s^* = 0.25$, $f^* = 3$, and Sc = 10, plotted with downstream distance scaled by cylinder diameter.

In Fig. 5.8, the integrated reaction rates are shown for three simulations of Da = 0.01, 10, 100 with constant $s^* = 0.25$, $f^* = 3$, and Sc = 10, plotted with downstream distance scaled by cylinder diameter. All three models show the general trend of increasing reaction rate after the scalars leave the chaotic region, however, as Da increases, the integrated reaction rate decreases. As the reaction rate constant increases, the reaction product increases, but at a less than linearly rate. Normalizing by the reaction rate constant then reduces the reaction rate more than linearly, therefore the reaction rates plot lower with increasing Da.
5.5 Effect of Cylinder Wake

The reactions from the cylinder model are compared with the reactions from the no-cylinder model. This comparison shows the direct effects that the cylinder wake has on the reaction rates. The filament separation, \( s^* \), affects the reaction rate in rectilinear flow and in cylinder wake. Figure 5.3 showed the reaction rate results for cylinder wake simulations with various \( s^* \) values. Figure 5.9 shows two of those results in addition to reaction rates of the corresponding no-cylinder wake cases, calculated by numerically integrating Eqn. 5.1. Figure 5.9a shows results for \( s^* = 0.25 \), and Fig. 5.9b shows results for \( s^* = 1 \).

Figure 5.9: Integrated reaction rates for the cylinder wake case and the no-cylinder case for (a) \( s^* = 0.25 \) and (b) \( s^* = 1 \), while \( f^* = 3 \), Sc = 10, and Da = 0.01, plotted with downstream distance scaled by cylinder diameter.

In both cases, the reaction rates for the cylinder models increase steeply with downstream distance, within our domain; while the no-cylinder reaction rate ranges from nearly zero to only a mild increase for smaller \( s \). In all cases investigated, the cylinder wake reaction rates are significantly larger than reaction rates in the corresponding no-cylinder flow. To determine the reaction rate increase due specifically to the cylinder wake stirring for a range of separation values, the cylinder wake simulation results from Fig. 5.3 are plotted with the analytical solution in Fig. 5.10 on log-log scale.
Recall that the analytical solution, Eqn. 4.6, was normalized by the separation parameter and therefore the curves for all $s^*$ values collapse onto a single curve, removing the effect of the separation. So then, Fig. 5.10 shows the reaction rate increase due strictly to the cylinder wake for simulations with various $s^*$ values. For simulations with increasing $s^*$, the cylinder wake stirring has a more substantial role in bringing the scalars together and produces reaction rates that are significantly larger than the no cylinder case, particularly for cases of large $s^*$.

The filament width, $f^*$, affects the reaction rate in both rectilinear flow and in cylinder wake. Figure 5.11a shows reaction rate results for a specific cylinder wake simulation directly compared to results from the corresponding no-cylinder simulation, where both models have the same parameters: $s^* = 0.25$, $f^* = 1$, $Sc = 10$, and $Da = 0.01$. Figure. 5.11b shows the comparison between the cylinder and no-cylinder simulations with the filament width changed to $f^* = 3$, while
the other parameters remain constant as \( s^* = 0.25, \) \( \text{Sc} = 10, \) and \( \text{Da} = 0.01. \)

![Graph](image)

Figure 5.11: Reaction rates for the cylinder wake case and the no-cylinder case for (a) \( f^* = 1 \) and (b) \( f^* = 3, \) while \( s^* = 0.25, \) \( \text{Sc} = 10, \) and \( \text{Da} = 0.01, \) plotted with downstream distance scaled by cylinder diameter.

In both plots of Fig. 5.11, the no-cylinder wake results show a mild reaction rate increase with downstream distance. The cylinder wake reaction rates for the \( f^* = 1 \) case are a bit greater than the no-cylinder reaction rates. In this case, the cylinder wake reaction rates (downstream of the chaotic region spike) slowly increases to a peak, and then decreases. Whereas, in the \( f^* = 3 \) case, the reaction rates steadily continue to increase with downstream distance. A wider filament width allows the structured wake to be taken advantage of which facilitates and promotes reactions to occur at the maximum possible reaction rates. Both plots shows that the reaction rates are much greater in the cylinder wake flows than in the rectilinear flow.

A series of simulations were run to investigate the effects of the cylinder wake at various Schmidt number, \( \text{Sc}. \) In the simulations, \( \text{Sc} \) is varied as \( \text{Sc} = 1, 10, \) and, \( 20, \) and all other parameters are held constant as \( s^* = 0.25, \) \( f^* = 3, \) and \( \text{Da} = 0.01. \) The resulting integrated reaction rates were plotted in Fig. 5.7 on a linear scale. The same results are plotted on log-log scale in Fig. 5.12. The analytical solution, Eqn. 2.21, plotted as the solid line, can represent the maximum possible reaction rate for the no-cylinder case. The simulation reaction rates for all \( \text{Sc} \) values investigated are larger than the analytical solution. Furthermore, as \( \text{Sc} \) decreases, scalar behavior is more diffusive
and reaction rates increase. For very small Sc, the increase can be over orders of magnitude. A large reaction rate increase is shown in the Sc = 1 case, where reaction occurs even upstream of the cylinder.

\[
\lambda = \sqrt{\frac{x^*}{Pe}}
\]

Figure 5.12: Integrated reaction rate results for cylinder models with various values of Sc, compared to the analytical solution for no-cylinder wake. Broken lines are results from the cylinder model, solid line is for the no-cylinder model.

Finally, simulations were run to investigate the effects of cylinder wake at various Damköhler numbers. Simulation reaction rate results are shown in Fig. 5.13 for two cases, (a) Da = 10, and (b) Da = 100, while all other parameters are held constant as \(s^* = 0.25\), \(f^* = 3\), and Sc = 10. For comparison, reaction rates are plotted for the cylinder wake case as solid lines and the no-cylinder wake case as dashed lines. The plot shows that as Da decreases the reaction rate increases in both the cylinder wake case and in the no-cylinder wake case. However, the reaction rate in the cylinder wake increases more than in the no-cylinder wake at some local downstream location. Cylinder wake stirring has an increasingly significant impact on the reaction rate as Da decreases.
Figure 5.13: Reaction rates for the cylinder wake case and the no-cylinder case for (a) $Da = 10$ and (b) $Da = 100$, while $s^* = 0.25$, $f^* = 3$, and $Sc = 10$, plotted with downstream distance scaled by cylinder diameter.

5.5.1 Exception Case

The overwhelming majority of the results have shown that reaction rates of initially separated scalars dramatically increases in the structured wake of a cylinder when compared to a wake without a cylinder. However, in one scenario, we found that the presence of the cylinder actually inhibits coalescence and produces lower reaction rates than in the wake without the cylinder. This reduced reaction rate occurs with a scalar release geometry that has a small filament separation, $s^*$, simultaneously with a small filament width, $f^*$. A small filament width will cause the braid region at the scalar interface to disperse and react away relatively quickly. A small separation allows the scalars to be drawn into the chaotic region where vortices are formed and develop with scalar concentrations in the vortex cores, the vortices then shed and advect downstream. In the vortex cores, scalars are sequestered and unable to mix. When both small $s^*$ and small $f^*$ exist simultaneously, reaction rates peak at early times and steadily decrease. The braid regions react away quickly causing reaction to decrease while, isolated in vortex cores, the remaining scalars are prevented from mixing, causing the reaction rates to decrease further.

Figure 5.14 shows, for two simulations, the instantaneous $C_1$ and $C_2$ scalar fields in the left
column and the associated instantaneous reaction rates in the right column. The model shown in
the top row has a large filament separation and large filament width \((s^* = 2 \text{ and } f^* = 3)\), while
the model in the bottom row has a small separation and small filament width \((s^* = 0.25 \text{ and }
\ f^* = 0.25)\).  The model with the larger release geometry (top row) has no scalars in the vortex
cores, illustrated as the empty white circles, both in the scalar field and in the reaction rate images.
In the reaction rate image, the color of the braid region intensifies showing that the reaction rates
increase with downstream distance. In the simulation with the smaller release geometry (bottom
row), a significant amount of scalars are caught in vortex cores, shown as the blue and red circles
in the scalar field. In the reaction rate image, the braid region between at the scalar interface fades
downstream showing that the reaction rates are decreasing with downstream distance.

\[
C_1 \text{ and } C_2 \quad \quad \quad R/k = C_1C_2
\]

Figure 5.14: Instantaneous scalar concentrations, \(C_1\) and \(C_2\) (left column) and associated reaction
rate (right column) for large release geometry of \(s^* = 2\) and \(f^* = 3\) (top row) and small release
geometry of \(s^* = 0.25\) and \(f^* = 0.25\) (bottom row).

The reaction rates for the cylinder model with a small release geometry are directly compared
with the reaction rates for the corresponding no-cylinder model. Figure 5.15a shows the reaction
rate results for models with \(s^* = 0.25\), \(f^* = 0.25\), \(Sc = 10\), and \(Da = 0.01\), where the cylinder
model is plotted as a solid line, and the no-cylinder model is plotted as a dashed line. Figure 5.15b shows similarly, the cylinder to no-cylinder comparison for models with a slightly larger $f^* = 0.5$.

![Figure 5.15: Reaction rates for the cylinder wake case and the no-cylinder case for simulations with (a) $f^* = 0.25$ and (b) $f^* = 0.5$ while $s^* = 0.25$, Sc = 10, and Da = 0.01, plotted with downstream distance scaled by cylinder diameter.](image)

Both plots show, for the cylinder wake results, a large spike in reaction rate immediately downstream of the cylinder where scalars are mixing in the chaotic region. In Fig. 5.15a, downstream of the chaotic region, the cylinder wake reaction rate tapers down towards zero as the majority of the scalars have already reacted, whereas, the no-cylinder reaction results rise from zero as the scalars diffuse and begin to react. The reaction behavior is similar in Fig. 5.15b, where the reactions rates for the cylinder case drop below the no-cylinder reaction rates. In both cases, having a small $s^*$ and small $f^*$ release geometry, the local downstream reaction rate for the no-cylinder case exceeds the reaction rates for the cylinder wake case.

### 5.5.2 Total Product

To further quantify the reaction between the initially separated scalars, we calculate the total product the reaction produces in each simulation. The total product produced is equal to the amount of scalar that is reacted out. To keep track of the $C_1$ concentration, we use the $C_1$ flux. Since, for all cases, the release geometry and downstream behavior is symmetric, we can use the
product of the $C_1$ concentration and the $x$-component of the velocity to calculate the flux. The product of the concentration and the $x$-direction velocity is laterally integrated and phase averaged giving the $C_1$ flux across an $x$-location per unit width out of the page. Normalizing by the $C_1$ inlet flux, the integrated flux is plotted in Fig. 5.16 with downstream location scaled by cylinder diameter. Normalizing by the inlet flux gives the initial flux a value of unity.

\[
\int_{-\infty}^{+\infty} uC \, dy \, dt
\]

\[
\frac{\text{inlet flux}}{\int_{0}^{T_0} \int_{0}^{T} uC \, dy \, dt}
\]

![Graph](image)

Figure 5.16: Normalized $C_1$ flux for models with various Da values. The plot shows the $C_1$ mass that passes across an $x$-location per unit width out of the page per unit time.

The normalized $C_1$ flux plot illustrates the flux behavior for models with various Da, and with constant $s^* = 0.25$, $f^* = 3$, and $Sc = 10$. Moving downstream, the flux decreases as the scalars react decreasing the mass of $C_1$ (and $C_2$, equally) in the flow. As the $C_1$ scalar reacts, it is eliminated, while, the product $R$ is created. Subtracting the $C_1$ flux from the normalized inlet condition (unity), gives the product flux as a percent of the initial flux, that crosses an $x$-location. The total product flux for models with various Da are plotted in Fig. 5.17 with downstream location scaled by the diameter. The total product at the release location is zero for all models, as the scalars have not
coalesced and reacted. Downstream, the scalars coalesce in the structured wake and begin to react. Farther downstream, the scalar interface is stretched increasing reaction rates, which increases the total product flux. Furthermore, as Da increases the scalars become more diffusive facilitating and promoting reactions (and thus product) to occur more rapidly. Integrating the product flux curve, would give the mass of product that is produced in the domain per time.

Figure 5.17: Total product flux for models with various values of Da plotted with downstream distance scaled by cylinder diameter. The plot shows the mass of product that crosses an x-location per unit width out of the page per unit time.
Chapter 6

Conclusions

In this study, reaction rates of initially distant scalars in a cylinder wake were investigated as four parameters were varied, including, scalar filament separation distance, scalar filament width, Schmidt number, and Damköhler number. These parameters were investigated individually in a cylinder wake and in rectilinear flow. Rectilinear flow develops in a system with no cylinder to disrupt the flow, and is used as a baseline case in cylinder wake comparisons.

6.1 No-Cylinder Case

The no-cylinder case is modeled as a relatively simple advection-diffusion-reaction problem, where the reaction between two scalars is solved by numerical integration, Eqn. 2.21. In the limiting case of \( f_s^* \gg \lambda \) and \( Da \ll 1 \), the numerically integrated solution can be solved analytically, Eqn. 4.6, as a function of the single parameter, \( \lambda \), where \( \lambda = \sqrt{\frac{x_s^*}{Pe}} \). For \( \lambda < 1 \), there is no reaction, as the scalars have not yet diffused across the full separation distance. For \( \lambda \gg 1 \), reaction scales linearly with \( \lambda \), as \( (8\pi)^{-1/2}\lambda \).

The effect of relaxing the two analytical constraints had similar results. For \( f_s^* < \lambda \), the reaction rate becomes limited by the amount of scalar in the flow such that the reaction rate decreases with decreasing \( f_s^* \). For \( Da > 1 \), the increased reaction constant increases the reaction product but at a less than linear rate, and so as \( Da \) increases, the reaction rate decreases.
6.2 Cylinder Case

The cylinder wake case models the transport of two initially distant scalars in a complex flow field over a range of parameters. In the cylinder model, as the scalar filament separation increases, the reaction rate decreases, as it takes longer for the scalars to coalesce. Very small filament widths limit the amount of scalars released into the flow which limit the reaction rate, and as filament width increases, the reaction rate increases. Large Schmidt numbers correspond to very weak diffusivities, and as Schmidt number increases, the reaction rate decreases. As Damköhler number increases, the reaction rate decreases due to the less than linear relationship between the reaction rate constant and reaction product.

The resulting reaction rates of the cylinder case are compared to the reactions rates of the no-cylinder case over a range of each parameter. It is found that cylinder wake significantly increases reaction rate in the significant majority of cases; particularly for cases of large scalar separation, where the reaction rate increased over orders of magnitude. This shows that cylinder wake is an effective mode stirring that enhances mixing and reaction between two initially distant scalars. In one scenario, it is found the that the presence of the cylinder and associated wake actually inhibit the coalescence of the scalars, and produce lower reactions rates when compared to the reaction rates in the no-cylinder case.

One implication of this study is that structured flow is a mechanism that facilitates successful coral reproduction. Coral heads and other benthic topology on a reef add structure to the ambient flow as water moves around the solid body. In the reproduction strategy of broadcast spawning, male and female corals release gametes into the ambient water and rely primarily on the flow behavior to bring the gametes together to fertilize. This study suggests that the structured flow created due to the presence of a coral head can dramatically increase the fertilization rate of neighboring broadcast spawning corals by orders of magnitude.
6.3 Future Work

6.3.1 Discrete Release

This work could be continued by expanding the scalar release parameters, such as releasing the scalar concentrations as a discrete mass, rather than at a continuous rate. In this case, there would only be an advective timescale, as the discrete mass is transported downstream. Quasi-steady-state will not be obtained. Furthermore, since there is a finite volume of scalar in the system, it may be advantageous to observe the reactions in a longer domain to allow a more comprehensive transport investigation.

6.3.2 Asymmetrical Release

Another scenario that should be considered is the many cases of an asymmetrical release geometry, where the scalar concentrations are released into the flow asymmetrically about the centerline. The magnitude of the asymmetry is defined as the eccentricity, where $e$ is the distance, in terms of cylinder diameters, from the stagnation streamline to the center of the scalars as shown in Fig. 6.1.

![Figure 6.1: Eccentricity, $e$, is the distance, in terms of cylinder diameters, from the stagnation streamline to the centerline between the scalar concentrations at the release.](image)
6.3.3 Asymmetrical Investigation 1

Two asymmetrical cases are investigated. The first case is a model with the small release geometry, where \( s^* = 0.25, f^* = 0.25, \text{Sc} = 10, \) and \( \text{Da} = 0.01, \) and an eccentricity of 0.4 cylinder diameters is applied to the release geometry. The resulting \( C_1 \) and \( C_2 \) scalar concentrations are shown in Fig. 6.2 on the left, and the corresponding reaction rate shown on the right. In this case, the release geometry is such that both scalars are released on the same side of the cylinder and the majority of the scalars are drawn around the same side of the cylinder. This causes only the \( C_2 \) concentration to be drawn into the chaotic region and ultimately islands of \( C_2 \) form in the cores of the vortices limiting the reaction rate.

\[
C_1 \text{ and } C_2 \quad R/k = C_1C_2
\]

Figure 6.2: Scalar concentrations, \( C_1 \) and \( C_2 \), shown for an asymmetric release geometry (left) where \( e = 0.4 \) cylinder diameters, and the corresponding reaction rate between the \( C_1 \) and \( C_2 \) scalar concentrations (right).

The reaction rate for this asymmetrical case is calculated and compared with the reaction rate for the symmetrical case with the same parameters. The reaction rate is calculated as the laterally integrated phase averaged reaction over one shedding period and is plotted with downstream location scaled by cylinder diameter, shown in Fig. 6.3. The plot shows a steep increase in reaction immediately downstream of the chaotic region, where the scalars are pushed together. The reaction then levels off as the sequestered \( C_2 \) concentration dissipates from the core of the vortices and mixes with the \( C_1 \) concentration. Both cylinder models, symmetric and asymmetric, begin with a higher reaction rate but then fall below the no-cylinder reaction as the concentrations
deplete downstream.

![Graph showing laterally integrated phase averaged reaction rate for a cylinder model with small release geometry, comparing the symmetrical and asymmetrical release geometries, and the no-cylinder case.]

Figure 6.3: Laterally integrated phase averaged reaction rate for a cylinder model with small release geometry, comparing the symmetrical and asymmetrical release geometries, and the no-cylinder case.
6.3.4 Asymmetrical Investigation 2

The second case investigated was for a model with a larger filament width, where \( s^* = 0.25, \) \( f^* = 3, \) Sc = 10, Da = 0.01, and \( e = 0.4 \) cylinder diameters. The resulting \( C_1 \) and \( C_2 \) concentration field is show in Fig. 6.4 on the left. In this case, since the the filament width is so large, the majority of the \( C_1 \) and \( C_2 \) concentrations still flow around opposite sides of the cylinder. The resulting reaction rate is shown in Fig. 6.4 on the right.

\[
C_1 \text{ and } C_2 \quad R/k = C_1C_2
\]

Figure 6.4: Scalar concentrations, \( C_1 \) and \( C_2 \), shown for an asymmetric release geometry (left) where \( e = 0.4 \) cylinder diameters and the corresponding reaction rate between the \( C_1 \) and \( C_2 \) scalar concentrations (right).

The reaction rates were calculated by laterally integrating and phase averaging the instantaneous reaction rates. The reaction rates are compared for both cylinder cases, symmetrical and asymmetrical, and the no-cylinder case and plotted with downstream location in Fig. 6.5. Both the symmetrical and asymmetrical produce reaction rates on the order of magnitudes higher than the case without the cylinder.
Figure 6.5: Laterally integrated phase averaged reaction rate for a cylinder model with $s^* = 0.25$ and $f^* = 3$, comparing the symmetrical and asymmetrical release geometries, and the no-cylinder case.

We’ve shown in the briefest sense, that our results still hold true for the less-idealized scenario of having an asymmetric release geometry. With an asymmetrical scalar release geometry, the presence of the cylinder increases the reaction rate on the order of magnitudes higher when compared to the same case without the cylinder.
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Appendix A

Model Parameters
Table A.1: Model Variables

<table>
<thead>
<tr>
<th>Name</th>
<th>Expression</th>
<th>Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>rho</td>
<td>$998.2 \text{ [kg/m}^3\text{]}$</td>
<td>998.2 [kg/m$^3$]</td>
<td>Density</td>
</tr>
<tr>
<td>eta</td>
<td>$1.002 \times 10^{-3} \text{ [Pa s]}$</td>
<td>0.001002 [kg/(m s)]</td>
<td>Dynamic viscosity</td>
</tr>
<tr>
<td>D</td>
<td>$(\text{eta/rho})/\text{Sc}$</td>
<td>$1.003807 \times 10^{-7} \text{ [m}^2\text{/s]}$</td>
<td>Diffusivity</td>
</tr>
<tr>
<td>h_cyl</td>
<td>11 [cm]</td>
<td>0.11 [m]</td>
<td>Dist from bottom bdry to cyl bdry</td>
</tr>
<tr>
<td>h_in</td>
<td>22 [cm]</td>
<td>0.22 [m]</td>
<td>Total inlet height</td>
</tr>
<tr>
<td>ds</td>
<td>$\text{ds}_\text{star} \times \text{diam}$</td>
<td>[m]</td>
<td>Dimensional scalar separation</td>
</tr>
<tr>
<td>df</td>
<td>$\text{df}_\text{star} \times \text{diam}$</td>
<td>[m]</td>
<td>Filament width</td>
</tr>
<tr>
<td>u_in</td>
<td>0.77 [cm/s]</td>
<td>0.0077 [m/s]</td>
<td>velocity</td>
</tr>
<tr>
<td>x_flight</td>
<td>0.01795 [m]</td>
<td>0.01795 [m]</td>
<td>Dist from Mike’s release loc to Tanaya’s</td>
</tr>
<tr>
<td>c0</td>
<td>1 [mol/m$^3$]</td>
<td>1 [mol/m$^3$]</td>
<td>Input concentration scale</td>
</tr>
<tr>
<td>k</td>
<td>$(\text{Da} \times D)/(c0 \times \text{diam}^2)$</td>
<td>$6.223615 \times 10^{-4} \text{ [3}^3\text{/mol s]}$</td>
<td>Reaction rate constant</td>
</tr>
<tr>
<td>diam</td>
<td>0.0127 [m]</td>
<td>0.0127 [m]</td>
<td>Cylinder diameter</td>
</tr>
<tr>
<td>St</td>
<td>0.179</td>
<td>0.179</td>
<td>Strouhal number</td>
</tr>
<tr>
<td>$T_s$</td>
<td>$\text{diam}/(\text{St} \times \text{u_in})$</td>
<td>9.214249 [s]</td>
<td>Shedding period</td>
</tr>
<tr>
<td>Re</td>
<td>$\text{u_in} \times \text{diam}/(\text{eta/rho})$</td>
<td>97.41914</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>Pe</td>
<td>$\text{diam} \times \text{u_in}/D$</td>
<td>974.191397</td>
<td>Peclet number</td>
</tr>
<tr>
<td>Sc</td>
<td>10</td>
<td>10</td>
<td>Schmidt number</td>
</tr>
<tr>
<td>Da</td>
<td>0.01</td>
<td>0.01</td>
<td>Damkohler number</td>
</tr>
<tr>
<td>ds_star</td>
<td>0.25</td>
<td>0.25</td>
<td>Nondimensional scalar separation</td>
</tr>
<tr>
<td>df_star</td>
<td>3</td>
<td>3</td>
<td>Nondimensional filament width</td>
</tr>
</tbody>
</table>
Table A.2: Free mesh parameters

<table>
<thead>
<tr>
<th>Mesh Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum element scaling factor</td>
<td>1</td>
</tr>
<tr>
<td>Element growth rate</td>
<td>1.2</td>
</tr>
<tr>
<td>Mesh curvature factor</td>
<td>0.05</td>
</tr>
<tr>
<td>Mesh curvature cutoff</td>
<td>0.1</td>
</tr>
<tr>
<td>Resolution of narrow regions</td>
<td>1</td>
</tr>
</tbody>
</table>
Appendix B

MATLAB Code
B.1 Numerical Integration Solution (Eqn. 2.21)

% Constants
C0=1; % mol/m^3, input concentration scale
D=1.003807*10^-7; % m^2/s Comsol Diffusivity
u=0.0077; % m/s, inlet velocity
diam=0.0127; % m, cylinder diameter
k=1; % m^3/(s mol), reaction rate constant

% Release Geometry
s_star=input('s*= '); % user input separation dist (s^*=s/diam)
s=s_star*diam; % m, dimensional separation
fstar=input('f*= '); % user input filament width (f^*=f/diam)
f=fstar*diam; % m, dimensional filament width

% Domain
x=0:0.001:1.25; % m, x-location
y=-0.11:0.0001:0.11; % m, y-location

% Loop to calculate reaction and integration
for i=1:length(x)
    C1(i,:)=(C0./2).*(erf((y-0.5.*s)./sqrt(4.*D.*(x(i)/u)))-erf((y-f-0.5.*s)./sqrt(4.*D.*(x(i)/u))));
    C2(i,:)=(C0./2).*(erf((y+f+0.5.*s)./sqrt(4.*D.*(x(i)/u)))-erf((y+0.5.*s)./sqrt(4.*D.*(x(i)/u))));
    R(i,:)=C1(i,:).*C2(i,:);
    intR(i)=trapz(y,R(i,:));
end

% script R* calculation
scriptRstar=intR./s;

B.2 Analytical Solution (Eqn. 4.6)

% Constants and Parameters
x = 0:0.01:3; % m, distance
diam = 0.0127; % m, cylinder diameter
u=0.0077; % m/s, velocity
s=0.01; % m, arbitrary separation
D = 1.003807E-7; % m^2/s diffusivity

% lambda calculation
xstar = x/s;
Pe = (u*s)/(16*D);
lambda = sqrt(xstar./Pe);

% script R* calculation
ScriptR = (lambda./2).*((1./sqrt(2.*pi)).*exp(-2./lambda.^2)-(1./lambda).*... 
erf(-sqrt(2)./lambda)-(1./lambda));

B.3 Laterally integrated, phased averaged reaction rate processed from data exported from COMSOL

matfile=input('Model name: ','s'); % user input model name
matfilerxn=[matfile,'_rxn'];
load(matfilerxn, '-mat'); % load mat file

s_star=input('s*= '); % user input separation dist. (s^*=s/diam)
s=s_star*diam; % dimensional separation

% Constants
diam=0.0127; % m, cylinder diameter
C0=1; % mol/m^3, input concentration scale
u=0.0077; % m/s, inlet veloicty
D=1.03807e-7; % m^2/s, diffusivity
xflight=0.01795; % m, distance from virtual release to actual release

% Exported grid resolution from COMSOL
m=1200; n=713; % 1200 rows x 713 columns
dy=0.22/n;

for i=1:50
    phase=pd.data(i,:);% get data from single time phase
    A=reshape(phase,n,m);% reshape array into a matrix of size n*m
    B=A.*dy;% multiply by height of y-axis grid (like taking integral)
    pd.sumcols(i,:)=nansum(B); % create matrix of sums
end

tavg=nanmean(pd.sumcols()); % avg the sums

% script R* anf script R calculation
scriptRstar=tavg(indx03(1):end)/(s*C0);
scriptR=tavg(indx03(1):end);

% TO PLOT

% Adjust x-axis to account for virtual release
xmatrix=reshape(pd.x,n,m);
xcoordsAct = xmatrix(end,:); % actual model dimensions
indx03 = find(xcoordsAct > -0.03); % index of virtual release location
xcoordsShort = xcoordsAct(indx03(1):end); % truncate everything before actual release
xcoordsShift = xcoordsShort + 0.03 + xflight; % shift xcoords to start at virtual release
xcoords = xcoordsShift;
NDx = xcoords ./ diam;

% lambda calculation
xstar = xcoords / s; dy = 0.22/n;
Pe = (u*s) / (16*D);
lambda = sqrt(xstar / Pe);

% plot script R vs lambda
plot(lambda, scriptR, 'k--', 'LineWidth', 2);
xlabel('$\lambda = \sqrt{x/\text{Pe}}$', 'Interpreter', 'latex', 'FontSize', 18)
ylabel('$\mathcal{R}$ ', 'Interpreter', 'latex', 'FontSize', 18, 'Rotation', 0)
set(gca, 'FontSize', 18, 'Fontname', 'times new roman')
Appendix C

Proof for integral identity Eqn. 4.5
We have the following

\[
\int_{-\infty}^{\infty} [1 + \text{erf}(\xi + \alpha)] [1 + \text{erf}(-\xi + \alpha)] \, d\xi
\]  

(C.1)

Since for \( \alpha \gg 1 \),

\[
\text{erf}(x) = 1 - \frac{2}{\sqrt{\pi}} \int_{x}^{\infty} \exp(-u^2) \, du
\]

Then Eqn. C.1 is equivalent to

\[
\int_{-\infty}^{\infty} [1 + \text{erf}(\xi + \alpha)] [1 + \text{erf}(-\xi + \alpha)] \, d\xi = \frac{4}{\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\alpha+x} \int_{-\infty}^{\alpha-x} \exp(-s^2 - t^2) \, ds \, dt \, d\xi
\]

Note that \( s \leq \alpha + \xi \) and \( t \leq \alpha - \xi \); i.e. \( s - \alpha \leq \xi \leq \alpha - t \) and \( s + t \leq 2\alpha \). Thus,

\[
\frac{4}{\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\alpha+x} \int_{-\infty}^{\alpha-x} \exp(-s^2 - t^2) \, ds \, dt \, d\xi = \frac{4}{\pi} \int_{s+t \leq 2\alpha} \int_{s-a}^{t} \exp(-s^2 - t^2) \, d\xi \, ds \, dt
\]

Change variables: \( u = (s + t)/\sqrt{2} \) and \( v = (s - t)/\sqrt{2} \) so that \( s = (u + v)/\sqrt{2} \) and \( t = (u - v)/\sqrt{2} \):

\[
\frac{4}{\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (2\alpha - s - t) + \exp(-s^2 - t^2) \, ds \, dt = \frac{4}{\pi} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} (2\alpha - \sqrt{2}u) + \exp(-u^2) \, du \, dv
\]

\[
= \frac{4}{\sqrt{\pi}} \int_{-\infty}^{\sqrt{2\alpha}} (2\alpha - \sqrt{2}u) \exp(-u^2) \, du
\]

\[
= 4\alpha(\text{erf}(\sqrt{2}\alpha) + 1) - \frac{4}{\sqrt{\pi}} \int_{-\infty}^{\sqrt{2\alpha}} \sqrt{2}u \exp(-u^2) \, du
\]

\[
= 4\alpha(\text{erf}(\sqrt{2}\alpha) + 1) - \frac{2\sqrt{2}}{\sqrt{\pi}} \int_{-\infty}^{\sqrt{2\alpha}} \exp(-u^2) \, du^2
\]

\[
= 4\alpha(\text{erf}(\sqrt{2}\alpha) + 1) - \frac{2\sqrt{2}}{\sqrt{\pi}} \exp(-2\alpha^2)
\]

\[
= 4\alpha\text{erf}(\sqrt{2}\alpha) + 4\alpha - \frac{2\sqrt{2}}{\sqrt{\pi}} \exp(-2\alpha^2)
\]

Therefore,

\[
\int_{-\infty}^{\infty} [1 + \text{erf}(\xi + \alpha)] [1 + \text{erf}(-\xi + \alpha)] \, d\xi = 4 \left[ \frac{1}{\sqrt{2\pi}} \exp(-2\alpha^2) + \alpha \, \text{erf}(\sqrt{2}\alpha) + \alpha \right]
\]