ABSTRACT

When thermal diffusivity does not vary smoothly within a computational domain, standard numerical methods for solving heat equilibrium problems often converge to an inaccurate solution. In the present paper, we discuss a mesh-free, radial basis function-generated finite difference (RBF-FD)-based method for designing stencil weights that can be applied directly to data that crosses an interface. The approach produces a very accurate solution when thermal diffusivity varies smoothly on either side of an interface. It continues to produce high-quality results when a region between two interfaces is much smaller than the distance between adjacent discrete data nodes in the domain (as becomes the case for thin, nearly insulating layers). We give several test cases that demonstrate the method solving heat equilibrium problems to 4th-order accuracy in the presence of smoothly-curved interfaces.

1. INTRODUCTION

Since the 1970s and 1980s, significant effort has gone into numerically solving parabolic and elliptic equations that model heat- or otherwise diffusivity-related transport processes in domains with interfaces or challenging boundary conditions. Some of the earliest works in this area include Babuska’s finite element approach to elliptic problems [1], Peskin’s immersed boundary method used for modeling blood flow in the heart [2], and Mayo’s work with integral equations to solve Poisson problems and the biharmonic equations in irregular regions [3].
As with the hyperbolic PDEs that model wave transport, many investigators continue to propose new and improved numerical solutions to diffusive interface problems. A significant amount of this work has involved FEMs or other weak-form methods [4],[5],[6].

Other efforts have focused on correcting the error in using traditional finite difference stencils to differentiate non-smooth data across an interface, such as the immersed interface method introduced by LeVeque and Li in [7]. Around the same time, Li and Mayo [8] published work on an alternating direction implicit (ADI) scheme for solving heat equations with interfaces to 2nd-order accuracy. Li and Shen [9] followed up on this method with an ADI approach that allowed smoothly-variable model parameters on either side of an interface. Wiegmann and Bube [10] and Linnick and Fasel [11] presented methods that account for the jump in directional derivatives along Cartesian grid lines when an interface is crossed. Fornberg and Meyer-Spasche [12] and Fornberg [13] described a simple interface correction method for a class of free boundary problems. Some recent interest has been devoted to the study of compact stencils and their correction near interfaces, as in Mittal et al. [14]. Still other approaches use smooth data extensions or “ghost” methods [15],[16], the use of embedded domain [17], and coordinate transformation of a curvilinear interface problem into a rectilinear one [18].

A number of very recent studies on the numerical solution of PDEs have focused on the application of a radial basis function-generated finite difference (RBF-FD) approach that allows determination of finite difference-like collocation weights on a mesh-free cloud of data nodes. Fornberg and Flyer [19] published a comprehensive primer on the subject last year, and papers exploring the use of such methods to handle challenging boundary conditions in elliptic problems (e.g. [20],[21]) are increasingly seen in computational literature.
The present method is an adaptation of our work with time-dependent wave equations in [22] and [23] that uses RBF-FD with an included support space of piecewise polynomials to solve PDEs to a high degree of accuracy in the presence of interfaces. It offers the following combination of features:

- It can be used on a mesh-free cloud of data nodes whose structure accounts for interfaces, as in [24], or conforms to irregular boundaries, as in [20].
- Stencils that include data nodes on both sides of an interface (or possibly multiple interfaces) include all important mathematical information about that interface (curvature, etc.) in the stencil weights. No consideration of the interface is needed after the weights are formed.
- The method requires no formation of fictitious data extensions across interfaces.
- RBF-FD avoids the necessary meshing of FEM techniques.
- Support functions and collocation weights for stencils are determined via relatively small and simple matrix problems.
- The method can achieve any degree of spatial accuracy demanded by the user (though there may be a practical upper limit for stable solutions depending on interface properties in a given problem).

Section 2 of the present paper offers a brief introduction to the isotropic heat equation. Section 2.1 gives a short overview of RBF-FD stencil formation in regions away from interfaces. Section
2.2 explains a simple way to explicitly determine the piecewise polynomial structure of temperature data as that data crosses a curved interface, and how one may use that information within RBF-FD stencils that cross interfaces. When doing so, interfacial thermal diffusion problems may be solved to a high order of accuracy. In section 3, we present numerical examples which show that the method solves such problems to 4\textsuperscript{th}-order accuracy. Section 3.1 verifies the method presented here vs. an analytical solution in the presence of linear interfaces. Section 3.2 focuses on solution of a simple boundary value problem in a domain with two mildly-curved interfaces. Finally, section 3.3 presents results from a domain with two circular interfaces that enclose a very thin, strongly insulating region.

2. RBF-FD METHODOLOGY

The main goal of the present paper is to solve the isotropic 2-D heat equation in domains where its parameters are discontinuous or non-smooth:

\[
\frac{\partial u}{\partial t} = \frac{\partial}{\partial x} \left[ \alpha(x, y) \frac{\partial u}{\partial x} \right] + \frac{\partial}{\partial y} \left[ \alpha(x, y) \frac{\partial u}{\partial y} \right] = (\alpha u_x)_x + (\alpha u_y)_y
\]  

(1)

In (1), \(u\) represents temperature and \(\alpha(x, y)\) thermal diffusivity. At an interface, both \(u\) and \(n \cdot (\alpha \nabla u)\) must be continuous, where \(n\) is the interface’s normal vector. The latter constraint enforces continuity of heat flux across the interface. This paper focuses on solutions to the equilibrium problem where (1) is equal to zero and there is no change in a solution over time. Even so, information from the time-dependent equation will be used to ensure that the equilibrium solutions are correct to a high order of accuracy.
Figure 1 shows an example 2-D domain containing a single curved interface. The parameter $\alpha$ may change instantly in value between the upper and lower sides of that interface. In this domain, RBF-FD nodes are distributed with a quasi-uniform structure that accounts for the interface shape.

Figure 1. RBF-FD nodes near a curved interface. The polygonal regions show various stencils, some which cross the interface and some which do not. Stencils are designed to approximate PDE operator values at the circled nodes.
For stencils that do not cross an interface, weights are obtained through standard RBF-FD methodology described briefly in section 2.1 and in more detail in [19],[25]. In stencils that do cross the interface, continuity of temperature and heat flux help to create a special set of RBF-FD weights that ensure high-order accuracy when applied simultaneously to data on both sides of the interface.

2.1 **Determination of RBF-FD stencils away from an interface**

Traditional finite difference weights for approximating a 2-D operator $L$ (such as $L = \partial / \partial x$ or $L = \partial^2 / \partial x^2 + \partial^2 / \partial y^2$) cannot be determined in a useful way within an arbitrary stencil of data nodes. Attempting to use the standard polynomial approach from 1-D in a 2-D setting results in unstable and sometimes even singular linear systems that must be solved. However, one can pair a set of 2-D polynomials with RBFs $\phi(\|x - \bar{x}_k\|_2)$, with one RBF placed at each stencil point $\bar{x}_k = (x_k, y_k)$. A linear system similar to the one in (2) is then solved to determine stencil weights. Although only constant and linear polynomial terms are seen in (2), higher-order terms may be added to achieve more accurate stencils. Entries in the 1, $x$, and $y$ columns are evaluations of those polynomial terms at a particular node in the stencil (for example, $x_k$ would represent the evaluation of the function $f(x, y) = x$ at node $k$).
Entries in the (symmetric) matrix $A$ are evaluations of the RBFs placed at each data node (rows) and evaluated at each node (columns): $a_{i,j} = \phi(\| \mathbf{x}_j - \mathbf{x}_i \|)$. The RHS terms are evaluated at the evaluation node of the stencil, $\mathbf{x}_c$. If the stencil node structure is reasonable and if the RBFs are any of the commonly used types, including multiquadrics (MQ): $\phi(r) = \sqrt{1 + (\varepsilon r)^2}$, Gaussians (GA): $\phi(r) = e^{-(\varepsilon r)^2}$, or polyharmonic splines (PHS) $\phi(r) = \begin{cases} r^m & ,m \text{ odd} \\ r^m \log r & ,m \text{ even} \end{cases}$, the resulting linear system will generally be nonsingular. In the solution vector, $w_1, \ldots, w_n$ are the weights applied to data at nodes $\mathbf{x}_k$, $k = 1, 2, \ldots, n$. The rest of the $w$-entries are discarded. For more information about RBF-FD stencil determination, see [19] (its section 5.1.4 provides a derivation of (2)).

The approach above is used in this paper for stencils that do not cross interfaces. Although the paper focuses on modification of the supplemental support polynomials to enforce interface continuity conditions, we also describe and implement a method for modifying the RBFs to help achieve the same goal. In the case of a stencil that crosses an interface, techniques from section 2.2 are used to determine exactly how each polynomial term (up to the desired degree of accuracy)
changes as the interface is crossed. Evaluation of polynomial terms seen in (2) is then dependent on which side of that interface each node resides.

2.2 Determination of RBF-FD stencils that cross interfaces

While RBF-FD can be used to place nodes strategically around interfaces, this approach must still be coupled with another that ensures accurate data treatment near and across those interfaces. In [22] and [23], interface continuity conditions together with a PDE informed the creation of special stencil weights that approximated derivatives of cross-interface data. Special piecewise polynomial functions were added to the RBFs that allow determination of weights within RBF-FD stencils. In [26] it was reported that the polynomial functions from section 2.1 dominate convergence behavior of RBF-FD solutions to PDEs during node refinement. The approach described here will focus on adapting the polynomial functions to account for continuity of temperature and heat flux that must hold at an interface.

2.2.1 Determining polynomial basis functions across an interface: 1-D simplification

Before presenting the full, 2-D RBF-FD method, we address the problem of interfaces with a similar, simpler, completely polynomial approach in 1-D. In 1-D, (1) reduces to:

\[
\frac{\partial}{\partial x} \alpha(x) \frac{\partial u}{\partial x} = u_t
\]

Time derivatives of any order can be found by applying the differential operator \( D \) multiple times:

\[
u_{(k)t} = \left( \frac{\partial}{\partial x} \alpha(x) \frac{\partial u}{\partial x} \right)^k \equiv D^k u
\]
The subscript \( k \) indicates the \( k^{\text{th}} \) time derivative of \( u \). Since \( u \) is continuous at an interface, its time derivatives must be continuous there. Information about the time derivatives of heat flux across the interface is also required:

\[
(n \cdot \alpha \nabla u)_{(k)\mu} = \alpha \frac{\partial}{\partial x} \left[ u_{(k)\mu} \right] \equiv \alpha \frac{\partial}{\partial x} \left[ D^k u \right]
\]  

(5)

Continuity of temperature and heat flux require both (4) and (5) to be continuous across an interface for all values of \( k \). If the left and right sides of the interface are referenced as sides \( L \) and \( R \), respectively, then for \( k = 0, 1, 2, \ldots \), the following two conditions must be true at the interface:

\[
D^k_L u_L = D^k_R u_R
\]

(6)

\[
\alpha_L \frac{\partial}{\partial x} \left[ D^k_L u_L \right] = \alpha_R \frac{\partial}{\partial x} \left[ D^k_R u_R \right]
\]

(7)

If there is an interface at \( x = 0 \), and if a \( 4^{\text{th}} \)-degree Taylor expansion of temperature data is desired about that location (for determining a \( 4^{\text{th}} \)-order stencil), the following 10 terms (coefficients) should be considered:

\[
u \approx \begin{cases} 
 u_L = u_{L,1}1 + u_{L,x}x + u_{L,x^2}x^2 + u_{L,x^3}x^3 + u_{L,x^4}x^4 & \text{if } x \leq 0 \\
 u_R = u_{R,1}1 + u_{R,x}x + u_{R,x^2}x^2 + u_{R,x^3}x^3 + u_{R,x^4}x^4 & \text{if } x \geq 0
\end{cases}
\]  

(8)

In (8), the boldface notation indicates vectors of polynomial coefficients for \( u \) in \( \mathbb{P}_4(\mathbb{R}) \). We will henceforth store them and operate on them as column vectors of coefficients in that space:

\[
u_L = \begin{bmatrix} u_{L,1} \\ u_{L,x} \\ u_{L,x^2} \\ u_{L,x^3} \\ u_{L,x^4} \end{bmatrix}, \quad \nu_R = \begin{bmatrix} u_{R,1} \\ u_{R,x} \\ u_{R,x^2} \\ u_{R,x^3} \\ u_{R,x^4} \end{bmatrix}
\]  

(9)
The operators $D_L$ and $D_R$ are defined to apply the PDE to these 4th-order expansions:

$$u_{L,(k)t} = [D_x \alpha_L D_x]^k u_L \equiv D_L^k u_L \tag{10}$$

$$u_{R,(k)t} = [D_x \alpha_R D_x]^k u_R \equiv D_R^k u_R \tag{11}$$

Here, the matrix operator $D_x$ is built to work on vectors of polynomial coefficients. For example, the expansion of $u$ on the left side of the interface changes under differentiation:

$$\frac{\partial}{\partial x} \left[ (1)u_{L,1} + (x)u_{L,x} + (x^2)u_{L,x^2} + (x^3)u_{L,x^3} + (x^4)u_{L,x^4} \right] =$$

$$\left[ (1)u_{L,x} + (2x)u_{L,x^2} + (3x^2)u_{L,x^3} + (4x^3)u_{L,x^4} \right] \tag{12}$$

We define $D_x$ to express this action as a matrix operator on the vector of polynomial coefficients in $\mathbb{P}_4(\mathbb{R})$. For example, its action on the expansion of $u$ on the left side of the interface is as follows:

$$D_x \begin{bmatrix} u_{L,1} \\ u_{L,x} \\ u_{L,x^2} \\ u_{L,x^3} \\ u_{L,x^4} \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 2 & 0 & 0 \\ 0 & 0 & 0 & 3 & 0 \\ 0 & 0 & 0 & 0 & 4 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix} \begin{bmatrix} u_{L,1} \\ u_{L,x} \\ u_{L,x^2} \\ u_{L,x^3} \\ u_{L,x^4} \end{bmatrix} \tag{13}$$

We also allow $\alpha$ to be smoothly variable near the interface:

$$\alpha \approx \begin{cases} 
\alpha_L = \alpha_{L,1} + \alpha_{L,x} x + \alpha_{L,x^2} x^2 + \alpha_{L,x^3} x^3 + \alpha_{L,x^4} x^4 & \text{if } x < 0 \\
\alpha_R = \alpha_{R,1} + \alpha_{R,x} x + \alpha_{R,x^2} x^2 + \alpha_{R,x^3} x^3 + \alpha_{R,x^4} x^4 & \text{if } x \geq 0 
\end{cases} \tag{14}$$

The thermal diffusivity parameter in (10) and (11) can be replaced with a matrix representation as was done with the differentiation operator. The matrix form of the parameter describes the 4th-order result from multiplying $\alpha$ by $u$ on the left side of the interface.
An analogous form is used on the right side of the interface. If thermal diffusivity is constant on either side of the interface, these matrices simply reduce to scalar forms. Next, it is necessary to constrain the coefficients in (8) so that (6) and (7) hold to the degree of accuracy desired for a stencil.

2.2.2 Determining Type 3 polynomial basis functions for a specific 1-D problem

Suppose a heat equation problem must be solved on \([-1,1]\), with a thermal diffusivity parameter defined as in Figure 2.
Thermal diffusivity is defined here as:

\[
\alpha = \begin{cases} 
1, & x \in [-1, 0) \\
0.5 + 0.1\sin(2\pi x), & x \in [0, 1]
\end{cases}
\] (16)

The following matrices represent multiplication of polynomials by \( \alpha \) near the interface at \( x = 0 \) (as described abstractly in (15) from section 2.2.1):
If \( k \) is set to zero and (6) evaluated with the previously detailed discrete operators, the interface relation below must hold to ensure continuity of temperature:

\[
\left. u_{L,0}\right|_{x=0} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} = \left. u_{R,0}\right|_{x=0}
\]

(19)

Since the interface is at \( x = 0 \), (19) implies that \( u_{L,1} \) and \( u_{R,1} \) (constant terms) are equal:

\[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]

(20)
We next evaluate (7), still with $k = 0$. This time, continuity of heat flux is enforced across the interface.

\[
\begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 2 & 0 & 0 \\
0 & 0 & 0 & 3 & 0 \\
0 & 0 & 0 & 0 & 4 \\
0 & 0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
\(1\)u_{L,1} \\
(x)u_{L,x} \\
(x^2)u_{L,x^2} \\
(x^3)u_{L,x^3} \\
(x^4)u_{L,x^4}
\end{bmatrix}
= 
\begin{bmatrix}
0 & 0.5 & 0 & 0 & 0 \\
0 & 0.6 & 1.0 & 0 & 0 \\
0 & 0 & 1.3 & 1.5 & 0 \\
0 & 0 & -4.1 & 0 & 1.9 \\
0 & 0 & 0 & -8.3 & 0
\end{bmatrix}
\begin{bmatrix}
\(1\)u_{R,1} \\
(x)u_{R,x} \\
(x^2)u_{R,x^2} \\
(x^3)u_{R,x^3} \\
(x^4)u_{R,x^4}
\end{bmatrix}
\bigg|_{x=0}
\] (21)

Since heat flux is continuous at $x = 0$, the constant expansion term of heat flux (and all time derivatives of that term) must be equal between different sides of the interface. The first row of linear relationships between Taylor coefficients of $u$ seen in (21) – representing continuity in the constant coefficient of heat flux – must be true. The first row of (21) is added to the equivalence of constant temperature expansion terms from (20):

\[
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
u_{L,1} \\
u_{L,x} \\
u_{L,x^2} \\
u_{L,x^3} \\
u_{L,x^4}
\end{bmatrix}
= 
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 0.5 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
u_{R,1} \\
u_{R,x} \\
u_{R,x^2} \\
u_{R,x^3} \\
u_{R,x^4}
\end{bmatrix}
\] (22)

Additional relationships between expansion coefficients of $u$ are obtained through evaluation of (6) and (7) for larger values of $k$. For every $k$ value, one linear relationship between expansion coefficients of $u$ is gathered to enforce continuity of the $k^{th}$ time derivative of temperature, and another relationship is gathered to enforce continuity of the $k^{th}$ time derivative of heat flux. After evaluation through $k = 2$ with (6) and through $k = 1$ with (7), the following relationships have been established:
Throughout this paper, the matrices above are denoted “continuity matrices”, and represented by the letter $C$. Using this convention, (23) may be rewritten as:

$$C_L \mathbf{u}_L = C_R \mathbf{u}_R$$

(24)

This relation can be used to determine data expansion coefficients on one side of the interface if their counterparts on the other side of the interface are known. For example:

$$\mathbf{u}_L = C_L^{-1} C_R \mathbf{u}_R$$

(25)

If we assume the standard basis set of polynomials for $\mathbf{u}_R$, for instance, we can determine how those right-side polynomial functions must change as they pass through the interface. The result of this process for the example problem is shown in Figure 3.
Figure 3. Standard basis functions for $\mathbf{u}_R$ and their counterparts in $\mathbf{u}_L$, determined explicitly to enforce continuity of temperature and heat flux.

Before time stepping can begin, finite difference weights must be created to accurately approximate the differential operator $D$. In the current 4th-order example, weights must reproduce operator values of the piecewise polynomials plotted in Figure 3 instead of the standard basis...
Figure 4. Plot of weights within $(\alpha u_x)_x$ stencils near the interface in the 1-D test problem, with $h = 0.01$. Height of dots above or below each vertical line indicates magnitude and sign (above = positive; below = negative) of a stencil weight.

2.2.3 Determining polynomial basis functions for stencils that cross an interface: 2-D example

In 1-D, a complete basis of piecewise Taylor expansion functions can be created to uphold continuity of temperature and heat flux to a high degree of accuracy, and stencil weights can be
determined with a basis of such functions using a traditional, “polynomial-only” approach. As mentioned in section 2.1, this is not practical in 2-D. Fortunately, RBF-FD methodology allows the use of piecewise 2-D polynomials that are analogous to the 1-D piecewise polynomials of section 2.2.2, and these functions can help create high-order stencils for 2-D data that crosses an interface (or multiple interfaces, as explored in section 3.3).

For illustration, assume that polynomial support through second degree terms must be added to an RBF-FD stencil that contains points on either side of an interface. Near the data node where the stencil approximates a linear operator, a point on the interface (described by the equation $y = c(x)$) is chosen. The nearby point on the interface is designated as the origin for evaluating functions that support the stencil (both RBFs and polynomials).

The following data expansions require coefficient determination:

$$
u = \begin{cases} 
    u_L = u_{L,1} + u_{L,x}x + u_{L,y}y + u_{L,x^2}x^2 + u_{L,xy}xy + u_{L,y^2}y^2 & \text{if } y < c(x) \\
    u_R = u_{R,1} + u_{R,x}x + u_{R,y}y + u_{R,x^2}x^2 + u_{R,xy}xy + u_{R,y^2}y^2 & \text{otherwise}
\end{cases}$$

Even though left ($L$) and right ($R$) don’t necessarily mean anything in 2-D, the notation is retained from the 1-D examples in sections 2.2.1 and 2.2.2. $L$ and $R$ subscripts still denote quantities on different sides of an interface. For 2-D work, we return to the definition of the differential operator $D$ in (1).
In Figure 5, two rows of data nodes orthogonally straddle an interface. We began using this strategy after consulting [24], thinking that such a node layout might yield more accurate solutions. This type of node structure has also been helpful in maintaining stability of solutions, particularly when model parameter jump discontinuities are severe (as in section 3.2). While several rows of the nodes are placed deliberately about the interface, most nodes in the domain are distributed in the observed quasi-uniform arrangement through a simulated static repulsion routine.

In 1-D, support monomials were characterized across an interface by enforcing discrete forms of (6) and (7) for constant expansion coefficients (and constant term time derivatives) of temperature and heat flux. In 2-D, continuity of temperature is similarly upheld by enforcement of
linear relationships between data expansion terms on both sides of an interface. If a mildly-curved interface is well-described (at least locally) by a linear approximation (\( y' \approx 0 \)), these relationships may be obtained by observing time derivatives of the first \((p - 2k)\) monomial terms in the coordinate \( x' \) (i.e., 1, \( x' \), \( (x')^2 \), etc.) of \( u \) after \( k \) applications of the discrete form of (1). Here, \( p \) is the maximum degree of polynomial support to be added across the interface. As in 1-D, the discrete PDE operator turns these time derivatives into linear relationships (rows of coefficients) between the (2-D) expansion terms of \( u \) on both sides of the interface. Rows of coefficients corresponding to time derivatives of 1, \( x' \), \( (x')^2 \), etc. on each side of the interface are collected into continuity matrices \( C_L \) and \( C_R \).

Continuity of heat flux is also relatively simple to enforce if a locally linear approximation to interface shape is assumed. In that case, the interface’s normal direction is just the direction of \( y' \). Relationships of expansion coefficients across the interface can be further constrained by observing time derivatives of the first \((p - 2k - 1)\) monomial terms in the coordinate \( x' \) after \( k \) applications of the discrete form of (27). The corresponding rows of coefficients in the result are gathered into \( C_L \) and \( C_R \).

\[
(n \cdot \alpha \nabla u)_{(k)t} = \alpha \frac{\partial}{\partial y'} \left[ u_{(k)t} \right] = \alpha \frac{\partial}{\partial y'} \left[ D^k u \right] \tag{27}
\]

Enforcing linear relationships between the expansion coefficients of \( u \) as described in the last two paragraphs ensures that continuity of temperature and heat flux are upheld to \( O(h^p) \) accuracy at \( y' = 0 \) for a mildly-curved interface that is locally very well-represented by a linear approximation. When enough unique linear relationships between the expansion coefficients of \( u \)
on either side of the interface have been collected, the following expression relates square, well-
conditioned matrices $C_L$ and $C_R$:

$$C_L u_L = C_R u_R$$  \hspace{1cm} (28)

As in 1-D, given an expansion for $u$ on one side of the interface, the shape of that data on the
other side of the interface may be determined by inverting either of the matrices in (28). Assumption of a standard polynomial basis on one side of an interface, along with explicit
computation of the necessary changes to that basis that occur across the interface (through
continuity matrix inversion), determines the piecewise polynomial functions that must be present
in an expansion of temperature data near the interface. These piecewise polynomial functions
support RBFs in determining RBF-FD stencil weights across an interface (replacing the traditional
Taylor monomials found in section 2.1).

As performed above, the method for determining RBF-FD stencil weights generally works
well if the interface is locally very well approximated by a linear function. If desired, one can also
account more rigorously for curvature of a smooth interface. To enforce continuity of temperature
along a curved interface, after application of a given power $k$ of the discrete form of the differential
operator in (1), a local expansion for the interface shape itself (again, in terms of $x'$) can be
inserted into entries for $y'$. After this is done, each row of coefficients that corresponds to a time
derivative of a single 2-D Taylor term is transformed into a set of contributions it must make to
time derivatives of $u$’s expansion restricted to the interface itself:

$$u_{\text{int}} \approx \begin{cases} u_{L,\text{int}} = u_{L,1} + u_{L,x}x' + u_{L,(x')^2}(x')^2 & \text{if } y' < c(x') \\ u_{R,\text{int}} = u_{R,1} + u_{R,x}x' + u_{R,(x')^2}(x')^2 & \text{otherwise} \end{cases}$$  \hspace{1cm} (29)
For example, consider the $x'y'$ term on side $L$ in $u$'s 2-D expansion around the interface. If the interface is located at $y' = 0.2 + 0.01x'$, then, along the interface, $x'y' = x'(0.2 + 0.01x') = 0.2x' + 0.01(x')^2$. In determining the coefficient $u_{L,x'}$ from (29), then, 0.2 times $u$'s $x'y'$ expansion term must be added on side $L$ of the interface. Likewise, in determining $u_{L,(x')^2}$, 0.01 times $u$'s $x'y'$ term must be added on side $L$. All of the 2-D expansion terms for $u$ contribute in this manner to determine the (1-D) expansion terms of $\mathbf{u}_{\text{int}}$. In other words, each expansion term of $\mathbf{u}_{\text{int}}$ is a linear combination of the 2-D expansion terms of $u$, determined by the definition of $y'$ in terms of $x'$.

Time derivatives of all of the $\mathbf{u}_{\text{int}}$ coefficients in terms of 2-D expansion coefficients currently present in $u$ on either side of the interface can be similarly defined. The first $(p - 2k)$ of the equivalent relationships between data expansion coefficients are collected and placed as rows in continuity matrices $C_L$ and $C_R$.

Note that in the presence of a flat interface, this curved interface method is identical to the much simpler approach described above. The only difference is that the method requires far less arithmetic when $y'$ is equal to zero. We will examine the tradeoff between simplicity and accuracy of the local linear interface approximation in section 3.1.

Upholding continuity of heat flux along a smoothly-curved interface is only slightly more complicated. As the interface curves, the definition of the interface normal direction changes:

$$\alpha \left( \cos(\theta') \frac{\partial}{\partial y'} - \sin(\theta') \frac{\partial}{\partial x'} \right) \left[ D^k u \right]$$

(30)
In (30), $\theta'$ is the angle of the interface, and for a smoothly-curving interface the angle is a well-behaved function of $x'$. The functions $\cos(\theta')$ and $\sin(\theta')$ are replaced with matrices that express the result of multiplying the 2-D expansion of $u$ by the expansion of each trigonometric function. This is analogous to how $\alpha$ was replaced by a matrix in (15). The same treatment is given to $\alpha$ in (30).

As when enforcing continuity of temperature, an expansion of the interface itself ($y' = f(x')$) is used to restrict (30) to a 1-D expansion along the interface, and to enforce that time derivatives of the first $(p - 2k - 1)$ restricted (1-D) terms are equal across the interface.

Although it may be difficult to achieve analytical expansions for all the trigonometric functions and interface expansions required here, we have found a numerical approach (using finite difference stencils to approximate derivatives of interface representation and associated trigonometric functions) to work quite well in all solutions tested to date.

While the procedure for translating polynomial information from one side of the interface to the other may seem involved, once this is done, stencil weights are determined almost identically to the procedure discussed in section 2.1. One must simply determine on which side of an interface each stencil node resides. For all nodes present on the same side of the interface as the evaluation node, one may simply evaluate each standard 2-D Taylor basis monomial up through the desired degree of accuracy, placing the result in the appropriate column or row of the matrix in (2) (corresponding to that monomial and data node). For nodes that reside on the other side of the interface, one uses the procedures detailed here to transform each basis monomial into its necessary counterpart on the other side of the interface (so that high-order continuity conditions are upheld), and evaluations of this transformed combination of Taylor terms gets placed in the appropriate
column or row (corresponding to the correct basis monomial on the initial, evaluation node side of the interface).

2.2.4 Modification of RBFs across interfaces

So far in this paper, continuity conditions have been upheld through specialized treatment of the polynomials involved in determining weights for RBF-FD stencils that cross interfaces. Some work can also be done to make sure that the RBFs that aid in stencil weight determination uphold continuity of temperature and heat flux, at least to first order.

Consider the case in Figure 6, where an RBF is centered in the \(x, y\)-plane just below a flat interface at \(y = 0.2x\). In this case, \(\alpha = 1\) below the interface, and \(\alpha = 1/2\) above the interface. Above the interface, the RBF has been spatially “warped” by a coordinate stretching that enforces continuity of heat flux. Aside from a single set of data represented in Figure 10 of section 3.1, all numerical experiments presented in section 3 use this altered RBF structure.
Figure 6. Contours of a warped Gaussian RBF. The standard RBF (with shape parameter $\varepsilon = 0.4$) present below the interface gives way to a warped counterpart in the region above the interface in order to uphold continuity of heat flux.
3. RBF-FD TEST CASES

The equilibrium equation $u_t = 0$ is solved in all test problems, and all problems are carried out in the $x$-periodic unit square with Dirichlet boundary conditions at $y = 0$ and $y = 1$. All RBF-FD stencils in use Gaussian RBFs with a shape parameter ($\varepsilon$) calculated as follows:

$$\varepsilon = \frac{0.4}{d}$$  (31)

Here, $d$ is the distance from the evaluation node of a stencil to its nearest neighbor. Normalizing the shape parameter in this manner can help maintain a balance between stencil accuracy and conditioning of the linear systems solved to obtain stencil weights. The general form $\varepsilon = O(1/d)$ has been adopted in several previous publications, including [27],[28]. Although a value of 0.4 in the numerator of (31) has proven reliable in solving the test cases presented here, additional accuracy could possibly be gained by decreasing the numerator to a smaller constant (as long as the resulting RBF-FD weights produce an acceptably stable solution).

Except for the iterative method solution comparison of test case 3, all RBF-FD stencils have the following properties: RBF-FD stencils that do not cross an interface and are far away from the domain boundary contain the evaluation node and its 41 nearest neighbors for a total of 42 nodes. These stencils are supported by all polynomials up through 5th degree ($x^5, x^4, y, \ldots, y^5$). RBF-FD stencils that cross an interface or are close to the domain boundary contain 30 nodes and are supported by all polynomials up through 4th degree. RBF-FD stencils that cross an interface incorporate curvature information into calculation of stencil weights unless a flat interface assumption is explicitly mentioned (as from particular test case data shown in Figures 10 and 14).
3.1 Test case 1: Moderate jump discontinuities in $\alpha$ across two flat interfaces

The first 2-D test case was carried out in the $x$-periodic unit square with simple, linear interfaces present in order to verify the RBF-FD treatment of interfaces in a case where an analytical solution is available. Parameters and Dirichlet boundary conditions are defined as follows:

\[
\alpha = \begin{cases} 
0.2 & y \in [0.6, 0.8] \\
1 & \text{otherwise}
\end{cases} \tag{32}
\]

\[
u(\Omega) = \begin{cases} 
\sin(2\pi x) & y = 1 \\
0 & y = 0
\end{cases} \tag{33}
\]

Since temperature and heat flux are continuous at the two interfaces, what follows must be the (unique) analytical solution to the problem:

\[
u(x, y) = \begin{cases} 
\sin(2\pi x)\left[c_1 \exp(2\pi y) + c_2 \exp(-2\pi y)\right], & y \in [0.0, 0.6] \\
\sin(2\pi x)\left[c_3 \exp(2\pi y) + c_4 \exp(-2\pi y)\right], & y \in [0.6, 0.8] \\
\sin(2\pi x)\left[c_5 \exp(2\pi y) + c_6 \exp(-2\pi y)\right], & y \in [0.8, 1.0]
\end{cases} \tag{34}
\]

The following are enforced to determine constants $c_1, c_2, \ldots, c_6$:

- Continuity of $u$ at $y = 0.6$ (the lower interface)
- Continuity of $\mathbf{n} \cdot (\alpha \nabla u) = \alpha \nu_y$ at $y = 0.6$
- Continuity of $u$ at $y = 0.8$ (the upper interface)
- Continuity of $\mathbf{n} \cdot (\alpha \nabla u) = \alpha \nu_y$ at $y = 0.8$
- The condition that $u = 0$ along $y = 0$
- The condition that at $t = 0$, $u = \sin(2\pi x)$ along $y = 1$
After determining these constants, we have an analytical solution against which we can judge the performance of our RBF-FD solutions. In Figure 7, errors in RBF-FD solutions are plotted vs. number of data nodes in the domain. We observe the expected 4th order convergence here.

![Figure 7. Convergence of RBF-FD solutions for the case 1 problem.](image-url)
3.2 Test case 2: Moderate jump discontinuities in $\alpha$ across two curved interfaces

The next 2-D test problem involves two mildly curved interfaces within a unit square that is periodic in the $x$-direction and closed at $y = 0$ and $y = 1$ (Figure 8). Between the two interfaces, $\alpha$ is defined by the following equation:

$$\alpha = 0.2 + 0.1\sin(2\pi x)\sin(2\pi y)$$  \hspace{1cm} (35)

Elsewhere in the domain, $\alpha$ is equal to 1.

Figure 8. Greyscale map of thermal diffusivity for test case 2.

The following conditions are enforced on the Dirichlet boundaries of the domain:
\[ u(\Omega) = \begin{cases} \sin(2\pi x), & y = 1 \\ 0, & y = 0 \end{cases} \] (36)

Figure 9 shows a mesh plot of \( u \) for a 40,000-node RBF-FD solution to the equilibrium problem \( u_t = 0 \) in this domain.

Figure 9. Solution \( u(x, y) \) from the second test case, solved with the RBF-FD method on 40,000 data nodes.
Figure 10 shows numerical solution errors for different methods used to solve the case 2 problem carried out at different resolutions. Errors are calculated using a 160,000-node RBF-FD solution as a reference. The three methods represented use naïve 4th-order finite differences (FD4), RBF-FD stencils that assume a local linear approximation to the interface (“flat int.”), and RBF-FD stencils that incorporate interface curvature information into the stencil weight calculation (“curv. incl.”) for spatial differentiation of temperature data. The problem was solved with MATLAB’s backslash operator (sparse direct solver). Note how much more accurate solutions are when interface curvature is incorporated.

Figure 10. Convergence plot for different methods used to solve test case 2. Extrapolation of the top line indicates that, to reach an error of $10^{-8}$, both the FD4 and flat int. (RBF) methods would require around $10^{11}$ data nodes.
Figure 11 shows another error comparison of solutions using two different methods used to solve the case 2 problem. Both of them are RBF-FD-based methods that incorporate curvature information into the stencil weights. The methods vary in their node placement strategy near the interface and in the shape of the RBFs that contribute to the calculation of stencil weights. The error plot for “no warp; no straddling” solutions represent trials completed on sets of data nodes that were distributed in a manner that didn’t take into account the location of the interface, and whose stencils were determined with traditional RBFs (rather than the modified RBFs, as presented in 2.2.4). “With warp and straddling” solutions featured an interface-straddling strategy as pictured in Figure 5 and also modified RBFs that uphold continuity conditions to 1st order at interfaces.

Figure 11. Errors of two different RBF-FD techniques for solving test case 2. It generally helps solution quality and stability to both distribute nodes carefully about the interface and using RBFs that are modified to uphold continuity of temperature and heat flux to 1st order. The lowest curve here (“with warp and straddling”) is the same as in Figure 10.
3.3 Test case 3: A very thin, highly insulating layer surrounds a central cooling region

The final test case examines RBF-FD performance when applied to a much more extreme scenario of interface contrasts and domain feature scale in the $x$-periodic unit square. Figure 12 shows both a view of the entire domain and a zoomed-in perspective near the interface zone. In this test case, a very thin (0.001 units wide) layer of insulating material is present in the domain. The radius $r$ from the center point (0.5,0.5) and heat diffusivity are defined as follows:

$$r \equiv \left[ (x-0.5)^2 + (y-0.5)^2 \right]^{0.5}$$ \hspace{1cm} (37)

$$\alpha = \begin{cases} 
1/1500 + (1/3000) \sin(2\pi x) \sin(2\pi y) & \text{if } 0.349 \leq r \leq 0.35 \\
1 & \text{otherwise}
\end{cases}$$ \hspace{1cm} (38)

There is also a third, circular Dirichlet boundary at $r = 0.05$ to simulate a cooling unit inside the insulating ring. The boundary conditions are:

$$u(\Omega) = \begin{cases} 
\sin(6\pi x), & y = 1 \\
\sin(6\pi x), & y = 0 \\
0 & r = 0.05
\end{cases}$$ \hspace{1cm} (39)

To generate polynomial basis functions for stencils that cross both interfaces defining the very thin insulating ring, one can choose a particular point (and region) within the stencil as the center of the standard basis set of 2-D polynomials up through the desired degree. The polynomials can then be “translated” into the appropriate shapes (other polynomials) through inversion of the appropriate continuity matrices each time an interface is crossed (for collocation at other points in the stencil that lie across one or both interfaces).
Figure 12a
Figure 12. Test domain for the third 2-D test problem. (12a) View of the entire domain, covered with a coarse set of RBF-FD nodes. (12b) Zoomed-in view of the insulating layer (much thinner than the node spacing).
3.3.1 Test case 3 results obtained using MATLAB’s backslash operator

Figure 13 shows a mesh plot of a 40,000-node RBF-FD solution to the equilibrium problem $u_t = 0$ in the case 3 domain. As in solutions to test case 1 and 2, MATLAB’s backslash operator was used to solve the problem.

Figure 13. Mesh plot of a 40,000-node RBF-FD solution to the test case 3 problem.
Corresponding to Figure 10 for test case 2, Figure 14 compares results using a locally flat interface assumption vs. results incorporating curvature information into stencils, along with results from a traditional FD approach. Once again, inclusion of curvature information is seen to be critically important, especially as the node set becomes more and more refined. Also note how the extremely small scale of the insulating feature prevents the traditional FD4 method from even starting to converge until the node set is very refined (~1600 nodes in each Cartesian direction).

Figure 14. Errors of FD4 and two different RBF-FD techniques for solving test case 3.
3.3.2 Results from solving the test case 3 problem iteratively

Although MATLAB’s backslash operator is convenient for prototyping solution methods for heat equilibrium problems in 2-D when the number of data nodes is small, it is typically not practical for use on 3-D or even large 2-D problems. It would furthermore be impossible to rely on the operator when coding in lower-level languages for solution execution on highly-parallel computing hardware.

In this section, solutions to the third test problem were obtained with MATLAB’s built-in gmres and bicgstab iterative solvers in conjunction with RBF-FD spatial differentiation. Here, RBF-FD stencils contain only 19 nodes and polynomial support up through and including 3rd-degree terms. Nodes always orthogonally straddle the circular interfaces as depicted in Figure 12. Curvature information is included in all stencils. RBFs that cross either or both interfaces are modified so that they uphold continuity of heat flux to first order.

To get a baseline idea for iterative method performance on the problem, a control scenario was first designed in the same domain. The control problem has all the same boundary conditions and model parameter values as test case 3, without the thin, circular insulating layer (no interfaces are actually present, and thermal diffusivity has value 1 throughout the domain). MATLAB’s backslash operator, gmres, and bicgstab functions were all used to solve this control problem. A plot of the control problem solution is shown in Figure 15, and a performance plot (error vs. computational time to solution) for the problem is presented in Figure 16.
Figure 15. Test case 2 control problem solution. A 40,000-node RBF-FD solution to the problem is shown (no interfaces or insulating layers are present here).
From Figure 16, it is apparent that when no interfaces are present in the domain, the iterative solvers perform quite well relative to the backslash operator.

Next, these iterative methods were applied to the actual test case 3 problem (with interfaces). Figure 17 shows errors in gmres and backslash operator solutions to the second test problem plotted vs. the computational time taken to arrive at a solution, with the RBF-FD-based differential operator created as described above. Bicgstab data are not plotted here, because the solver completely failed to work on the problem. And although the gmres method did indeed converge to a solution, it did so at a rate far slower than it accomplished in the control problem.
While we do not understand exactly why both iterative methods to converge efficiently to a solution in the presence of a strong interface, the source of the problem seems to be algebraic in nature (with the altered collocation weights disrupting matrix properties such as diagonal dominance that usually lead to an efficient iterative solution of elliptic problems). However, if even a crude preconditioner is applied to the problem (details of the preconditioning method can be found in [29]), almost all of the performance of gmres and bicgstab may be restored (as
compared to their solutions to a problem with no interface). This is shown by the performance plot in Figure 18.

![Performance plot](image)

Figure 18. Performance plots, after preconditioning. Performance plot of MATLAB’s backslash operator, gmres, and bicgstab functions when applied to the test case 3 problem after preconditioning has been completed.

3.3.3 Examining robustness in the case of extreme interfaces

As a test of the method’s applicability under the extremely high diffusivity contrasts that may occur in real-world engineering applications, we conclude with a series of modifications to test case 3. These test cases are derived by adding a scaling parameter \( s \) to the definition of thermal diffusivity in the domain:
All other problem specifications were identical to test case 3. The derivative cases here were begun with an $s$ value of $10^3$, replicating exactly the conditions found in test case 3. From here, we multiplied $s$ by several factors of 10, each time solving the resulting equilibrium problem at a variety of resolutions. This was carried all the way to an $s$ value of $10^{11}$, where ill-conditioning of the continuity relationships across interfaces caused a breakdown of solution convergence. Qualitatively, the solutions appear quite like those of the initial test case 3; here, decreasing thermal diffusivity in the insulating layer is balanced by a commensurate decrease in the thickness of that layer. For instance, solutions with an $s$ value of $10^9$ take place in a domain whose circular insulating layer is only a billionth of a unit thick.

Figure 19 shows a convergence plot of solutions featuring a wide range of $s$ values. These solutions seem to perform almost as well, if not identically, to the original case 3 problem until $s$ reaches a value of around $10^8$-$10^9$, with more marked failure occurring around $s = 10^{11}$.

Average condition number for the continuity matrices associated with extreme values of thermal diffusivity in the domain (in the thin insulating layer) is plotted vs. $s$ in Figure 20. Given the data here, it is unsurprising that solutions fail to perform well at extremely high diffusivity contrasts. In such scenarios, it may be valuable to find ways to eliminate or improve the conditioning difficulties encountered here, or to avoid the problem entirely by assuming $\alpha = 0$ (treating the insulating layer as a boundary rather than an interface). A number of factors may determine whether the latter approach is acceptable, including accuracy desired from solutions,
precise geometry, scale, and extremity of an insulator, magnitude of temperature gradients expected in the solution, etc.

![Figure 19. Errors of RBF-FD solutions to test case 3 at various values of extremizing parameter $s$.](image)

Figure 19. Errors of RBF-FD solutions to test case 3 at various values of extremizing parameter $s$. 
Figure 20. Condition number of continuity matrices vs. extremizing parameter $s$, with resolution fixed ($N = 10,000$ nodes in the domain).

4. CONCLUSIONS

We presented and tested an RBF-FD-based method for heat equilibrium modeling that can achieve fourth-order convergence even when stencils cross one or more curved interfaces. To the best of our knowledge, it is the only current method that makes use of a single piecewise
polynomial basis near one or more curved interface(s), where polynomial data is explicitly “translated” into other polynomial data as each curved interface is crossed. This translation is achieved through the inversion of small matrices, and ensures that the desired continuity conditions are upheld across the interface(s) to the desired order of accuracy.

Issues that require further study include:

- How to design a set of basis functions near corners and cusps (in a non-smooth interface) that can help guarantee high-order convergence to a solution
- Methods for and value of modifying RBFs further at interfaces (beyond a 1st-order correction) to increase accuracy and stability of solutions
- Comparing the computational simplicity and efficiency with that of other methods, when applied to practical 3-D problems
- Determination of scenarios in which preconditioning will be necessary for efficient operation of iterative solvers in the presence of high-contrast interfaces
- Strategies for understanding and mitigating ill-conditioning that may result in the case of extreme parameter contrasts at interfaces
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