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Abstract. A noncommutative solenoid is a twisted group C*-algebra $C^* \left( \mathbb{Z} \left[ \frac{1}{N} \right]^2, \sigma \right)$ where $\mathbb{Z} \left[ \frac{1}{N} \right]$ is the group of the $N$-adic rationals and $\sigma$ is a multiplier of $\mathbb{Z} \left[ \frac{1}{N} \right]^2$. In this paper, we use techniques from noncommutative topology to classify these C*-algebras up to *-isomorphism in terms of the multipliers of $\mathbb{Z} \left[ \frac{1}{N} \right]^2$. We also establish a necessary and sufficient condition for simplicity of noncommutative solenoids, compute their K-theory and show that the $K_0$ groups of noncommutative solenoids are given by the extensions of $\mathbb{Z}$ by $\mathbb{Z} \left[ \frac{1}{N} \right]$. We give a concrete description of non-simple noncommutative solenoids as bundle of matrices over solenoid groups, and we show that irrational noncommutative solenoids are real rank zero AT C*-algebras.
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1. Introduction

Since the early 1960’s, the specific form of transformation group C*-algebras given by the action of $\mathbb{Z}$ on the circle generated through a rotation that was an irrational multiple of $2\pi$ has sparked interest in the classification problem for C*-algebras in particular and the theory of C*-algebras in general. When first introduced by Effros and Hahn in [9], it was thought that these C*-algebras had no non-trivial projections. This was shown not to be the case by M. Rieffel in the late 1970’s [19], when he constructed a whole family of projections in these C*-algebras, and these projections played a key role in Pimsner’s and Voiculescu’s method of classifying these
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C*-algebras up to *-isomorphism, achieved in 1980 ([18]) by means of K-theory. Since then these C*-algebras were placed into the wider class of twisted Z*-algebras by M. Rieffel in the mid 1980’s ([20]) and from this point of view were relabeled as non-commutative tori. The Z^n-analogs have played a key role in the non-commutative geometry of A. Connes [3], and the class of C*-algebras has been widened to include twisted C*-algebras associated to arbitrary compactly generated locally compact Abelian groups [8]. However, up to this point, the study of twisted group C*-algebras associated to Abelian groups that are not compactly generated has been left somewhat untouched.

There are a variety of reasons for this lack of study, perhaps the foremost being that Abelian groups that cannot be written as products of Lie groups R^n and finitely generated Abelian groups are much more complicated and best understood by algebraists; furthermore, the study of extensions of such groups can touch on logical conundrums. One could also make the related point that such groups require more technical algebraic expertise and are of less overall interest in applications than their compactly generated counterparts. On the other hand, it can also be said that discrete Abelian groups that are not finitely generated have begun to appear more frequently in the literature, including in algebra in the study of the two-relation Baumslag-Solitar groups, where they appear as normal Abelian subgroups, in the study of wavelets, where these groups and their duals, the solenoids, have appeared increasingly often in the study of wavelets [6, 7, 5, 1, 2]. We thus believe it is timely to study the twisted C*-algebras of the groups Z[Z^1 N]^2 where Z[Z^1 N] is the group of N-adic rational numbers for an arbitrary natural number N > 1 and in homage to M. Rieffel, we call such C*-algebras non-commutative solenoids.

In this paper, we present the classification of noncommutative solenoids up to *-isomorphism using methods from noncommutative topology. They are interesting examples of noncommutative spaces, and in particular, they can be seen as noncommutative orbit spaces for some actions of the N-adic rationals on solenoids, some of them minimal. Thus, our classification provides a noncommutative topological approach to the classification of these actions as well. Our work is a first step in the study of the topology of these new noncommutative spaces. Our classification result is based on the computation of the K-theory of noncommutative solenoids. We prove that the K_0 groups of noncommutative solenoids are exactly the groups given by Abelian extensions of Z by Z[Z^1 N], which follows from a careful analysis of such extensions. We relate the class of noncommutative solenoids with the group Ext(Z[1 N], Z), which is isomorphic to Z_N/Z where Z_N is the additive group of N-adic integers [12], and we make explicit the connection between N-adic integers and our classification problem. We also partition the class of noncommutative solenoids into three distinct subclasses, based upon their defining twisting bicharacter: rational periodic noncommutative
solenoids, which are the nonsimple noncommutative solenoids, and the only ones of type I, and are fully described as bundles of matrices over a solenoid group; irrational noncommutative solenoids, which we show to be simple and real rank zero AT-algebras in the sense of Elliott; and last rational aperiodic noncommutative solenoids, which give very intriguing examples.

We build our work from the following family of groups:

**Definition 1.1.** Let $N \in \mathbb{N}$ with $N > 1$. The group of $N$-adic rationals is the group:

$$ \mathbb{Z} \left[ \frac{1}{N} \right] = \left\{ \frac{p}{N^k} \in \mathbb{Q} : p \in \mathbb{Z}, k \in \mathbb{N} \right\} $$

endowed with the discrete topology.

An alternative description of the group $\mathbb{Z} \left[ \frac{1}{N} \right]$ is given as the inductive limit of the sequence:

$$ \mathbb{Z} \xrightarrow{z\mapsto Nz} \mathbb{Z} \xrightarrow{z\mapsto Nz} \mathbb{Z} \xrightarrow{z\mapsto Nz} \mathbb{Z} \xrightarrow{z\mapsto Nz} \cdots $$

From this latter description, we obtain the following result. We denote by $T$ the unit circle $\{ z \in \mathbb{C} : |z| = 1 \}$ in the field $\mathbb{C}$ of complex numbers.

**Proposition 1.2.** Let $N \in \mathbb{N}$ with $N > 1$. The Pontryagin dual of the group $\mathbb{Z} \left[ \frac{1}{N} \right]$ is the $N$-solenoid group, given by:

$$ \mathcal{S}_N = \left\{ (z_n)_{n \in \mathbb{N}} \in T^\mathbb{N} : \forall n \in \mathbb{N} \ z_{n+1}^N = z_n \right\} $$

endowed with the induced topology from the injection $\mathcal{S}_N \hookrightarrow T^\mathbb{N}$. The dual pairing between $\mathbb{Z} \left[ \frac{1}{N} \right]$ and $\mathcal{S}_N$ is given by: $\langle \frac{p}{N^k}, (z_n)_{n \in \mathbb{N}} \rangle = z_k^p$, where $\frac{p}{N^k} \in \mathbb{Z} \left[ \frac{1}{N} \right]$ and $(z_n)_{n \in \mathbb{N}} \in \mathcal{S}_N$.

**Proof.** The Pontryagin dual of $\mathbb{Z} \left[ \frac{1}{N} \right]$ is given by taking the projective limit of the sequence:

$$ \cdots \xrightarrow{z\mapsto z^N} T \xrightarrow{z\mapsto z^N} T \xrightarrow{z\mapsto z^N} T \xrightarrow{z\mapsto z^N} T $$

using the co-functoriality of Pontryagin duality and Sequence (1.2). We check that this limit is (up to a group isomorphism) the group $\mathcal{S}_N$, and the pairing is easily computed. $\square$

Using Proposition (1.2), we start this paper with the computation of the second cohomology group of $\mathbb{Z} \left[ \frac{1}{N} \right]^2$.

We then compute the symmetrizer group for any skew-bicharacter of $\mathbb{Z} \left[ \frac{1}{N} \right]^2$, as it is the fundamental tool for establishing simplicity of twisted group $\mathbb{C}^*$-algebras. The second section of this paper studies the basic structure of quantum solenoids, defined as $\mathbb{C}^* \left( \mathbb{Z} \left[ \frac{1}{N} \right]^2, \sigma \right)$ for $\sigma \in H^2 \left( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \right)$. We thus establish conditions for simplicity, and isolate the three subclasses of noncommutative solenoids. We then compute the $K$-theory of noncommutative solenoids and show that they are given exactly by all possible Abelian extensions of $\mathbb{Z}$ by $\mathbb{Z} \left[ \frac{1}{N} \right]$.
We then compute an explicit presentation of rational noncommutative solenoids.

In our last section, we classify all noncommutative solenoids in terms of their defining $\mathbb{T}$-valued 2-cocycles. Our technique, inspired by the work of [21] on rational rotation C*-algebras, uses noncommutative topological methods, namely our computation of the $K$-theory of noncommutative solenoids. We also connect the theory of Abelian extensions of $\mathbb{Z}$ by $\mathbb{Z}$ with our *-isomorphism problem.

Our work is a first step in the process of analyzing noncommutative solenoids. Questions abound, including queries about Rieffel-Morita equivalence of noncommutative solenoids and the structure of their category of modules, additional structure theory for aperiodic rational noncommutative solenoids, higher dimensional noncommutative solenoids and to what extent Connes’ noncommutative geometry can be extended to these noncommutative solenoids.

2. Multipliers of the $N$-adic rationals

We first compute the second cohomology group of $\mathbb{Z} \left[ \frac{1}{N} \right]^2$. We shall apply the work of Kleppner [15] to determine the group $H^2(\mathbb{Z} \left[ \frac{1}{N} \right]^2)$ for $N \in \mathbb{N}, N > 1$.

**Theorem 2.1.** Let $N \in \mathbb{N}, N > 1$. We let $\Xi_N$:

$$\{(\nu_n) : \nu_0 \in [0, 1) \land (\forall n \in \mathbb{N}) \exists k \in \{0, \ldots, N - 1\} \ N \nu_{n+1} = \nu_n + k\}.$$

The set $\Xi_N$ is a group for the pointwise modulo-one addition operation. As a group, $\Xi_N$ is isomorphic to $S_N$ via the map $e^{2\pi i \alpha} : \Xi_N \mapsto S_N$ defined by $e^{2\pi i \alpha}(k) = e^{2\pi i \alpha(k)}$ for all $k \in \mathbb{N}$. Let $B^{(2)}(\mathbb{Z} \left[ \frac{1}{N} \right]^2)$ be the group of skew-symmetrized bicharacters defined by:

$$\left\{ (x, y) \in \mathbb{Z} \left[ \frac{1}{N} \right]^2 \times \mathbb{Z} \left[ \frac{1}{N} \right]^2 \mapsto \phi(x, y)\phi(y, x)^{-1} : \phi \in B(\mathbb{Z} \left[ \frac{1}{N} \right]^2) \right\}$$

where $B \left( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \right)$ is the group of bicharacters of $\mathbb{Z} \left[ \frac{1}{N} \right]^2$.

Then $\phi \in B^{(2)}(\mathbb{Z} \left[ \frac{1}{N} \right]^2)$ if and only if there exists $\alpha \in \Xi_N$ such that, for all $p_1, p_2, p_3, p_4 \in \mathbb{Z}$ and for all $k_1, k_2, k_3, k_4 \in \mathbb{N}$, we have

$$\phi\left(\left( \frac{p_1}{Nk_1}, \frac{p_2}{Nk_2} \right), \left( \frac{p_3}{Nk_3}, \frac{p_4}{Nk_4} \right)\right) = \exp(2i\pi(\alpha_{k_1+k_3}p_1p_4 - \alpha_{k_2+k_4}p_2p_3)).$$

Moreover, $\alpha$ is uniquely determined by $\phi$.

**Proof.** If $\alpha \in \Xi_N$ then $\alpha_k \in [0, 1)$ for all $k \in \mathbb{N}$. Indeed $\alpha_0 \in [0, 1)$ and if $\alpha_k \in [0, 1)$ then $\alpha_{k+1} = \frac{\alpha_k + \beta}{N}$ with $0 \leq \beta \leq N - 1$ so $0 \leq \alpha_{k+1} < 1$, so our claim holds by induction. With this observation, it becomes straightforward to check that $\Xi_N$ is a group for the operation of entry-wise addition modulo one. By definition of $\Xi_N$, the map $e : \Xi_N \mapsto S_N$ defined by $e(\alpha)_k = \alpha_k$. The statement follows from the fact that $\phi(x, y)\phi(y, x)^{-1} = e^{2\pi i \alpha(x, y)}$ for all $(x, y) \in \mathbb{Z} \left[ \frac{1}{N} \right]^2 \times \mathbb{Z} \left[ \frac{1}{N} \right]^2$.
\[ \exp(2i\pi \alpha k) \] for any \( \alpha \in \Xi_N \) is a bijection, which is easily checked to be a group isomorphism. Following [15], let \( B \) be the group of bicharacters of \( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \) and denote the group \( B^{(2)} \left( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \right) \) simply by \( B^{(2)} \).

The motivation for this computation is that, as a group, \( B^{(2)} \left( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \right) \) is isomorphic to \( H^2 \left( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \right) \) by [15, Theorem 7.1] since \( \mathbb{Z} \left[ \frac{1}{N} \right] \) is discrete and countable. However, we will find a more convenient form of \( H^2 \left( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \right) \) in our next theorem using the following computation:

Let \( \Psi \in B^{(2)} \left( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \right) \). Fix \( \varphi \in B \) such that:

\[ \Psi : (x, y) \in \mathbb{Z} \left[ \frac{1}{N} \right]^2 \times \mathbb{Z} \left[ \frac{1}{N} \right]^2 \mapsto \varphi(x, y) \varphi(y, x)^{-1}. \]

Now, the dual of \( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \) is \( S^2_N \) with pairing given in Proposition (1.2). The map:

\[ \frac{p}{N^k} \in \mathbb{Z} \left[ \frac{1}{N} \right] \mapsto \varphi \left( (1, 0), \left( \frac{p}{N^k}, 0 \right) \right) \]

is a character of \( \mathbb{Z} \left[ \frac{1}{N} \right] \), so there exists a unique \( \zeta \in S_N \) such that

\[ \varphi \left( (1, 0), \left( \frac{p}{N^k}, 0 \right) \right) = \zeta^p \]

for all \( p \in \mathbb{Z}, k \in \mathbb{N} \). Similarly, there exist \( \eta, \chi, \xi \in S_N \) such that for all \( p \in \mathbb{Z}, k \in \mathbb{N} \) we have:

\[ \varphi \left( (0, 1), \left( \frac{p}{N^k}, 0 \right) \right) = \eta^p, \varphi \left( (0, 1), \left( 0, \frac{p}{N^k} \right) \right) = \chi^p \quad \text{and} \quad \varphi \left( (1, 0), \left( 0, \frac{p}{N^k} \right) \right) = \xi^p. \]

Using the bicharacter property of \( \varphi \) again, we arrive at:

\[ \varphi \left( \left( \frac{p_1}{N^k}, \frac{p_2}{N^k} \right), \left( \frac{p_3}{N^k}, \frac{p_4}{N^k} \right) \right) = \zeta_k^{p_1 p_3, p_2 p_4} \eta_k^{p_1 p_3, p_2 p_4} \chi_k^{p_2 p_4} \xi_k^{p_1 p_4}. \]

Now, since:

\[ \varphi \left( \left( \frac{1}{N^k}, 0 \right), \left( \frac{p}{N^k}, 0 \right) \right)^{(N^k)} = \varphi \left( (1, 0), \left( \frac{p}{N^k}, 0 \right) \right), \]

there exists \( \nu(k_3, p) \in S_N \) with \( \nu_0(p, k_3) = 1 \) such that:

\[ \varphi \left( \left( \frac{1}{N^k}, 0 \right), \left( \frac{p}{N^k}, 0 \right) \right) = \nu_k(p, k_3) \zeta_k^{p}, \]

where we use the property that \( \zeta_k^{(N^k)} = \zeta_k \). It is easy to check that for fixed \( k, k_3 \in \mathbb{N} \), the map \( p \in \mathbb{Z} \mapsto \nu_k(p, k_3) \) is a group morphism. Assume now that for some \( k \in \mathbb{N} \) we have, for all \( k_3 \in \mathbb{N} \), that \( \nu_k(p, k_3) = 1 \). Note
that this assumption holds for \( k = 0 \) by construction. Using the bicharacter property of \( \varphi \), we have, for any \( k_3 \in \mathbb{N} \):

\[
\nu_k(p, k_3 + 1)\xi_{k+k_3+1}^p = \varphi \left( \left( \frac{1}{N_{k+1}}, 0 \right), \left( \frac{p}{N_{k_3+1}}, 0 \right) \right)^N = \nu_{k+1}(p, k_3)\xi_{k+1+k_3}^p
\]

hence \( \nu_{k+1}(p, k_3) = \nu_k(p, k_3 + 1) \) for all \( k_3 \in \mathbb{N} \). By our assumption, \( \nu_k(p, k_3) = 1 \) for all \( k_3 \in \mathbb{N} \). Hence, by induction, \( \nu_k(p, k_3) = 1 \) for all \( k, k_3 \in \mathbb{N} \), and \( p \in \mathbb{Z} \). Hence:

\[
\varphi \left( \left( \frac{p_1}{N_{k_1}}, \frac{p_2}{N_{k_2}} \right), \left( \frac{p_3}{N_{k_3}}, \frac{p_4}{N_{k_4}} \right) \right) = \xi_{k_1+k_3+p_2p_3}^{p_1p_3} \eta_{k_2+k_3+p_2p_4}^{p_2p_4} \xi_{k_1+k_2}^{p_3p_4}.
\]

Now, by setting all but one of the entries of the matrix in Expression (2.2) without changing \( \Psi \), we have in fact constructed a bijection from \( \mathcal{X} \) onto \( \mathcal{Y} \) uniquely. Thus, we have defined an injection \( \iota \) from the group of bicharacters of \( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \) into \( \mathcal{X} \) by setting, with the above notation:

\[
\iota(\varphi) = (\zeta, \xi, \eta, \chi).
\]

It is straightforward that this map is a bijection.

Thus, \( \vartheta : \iota^{-1} \circ e^{04} : \mathbb{Z}_N^4 \rightarrow B \left( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \right) \) is a bijection, so there exists a unique \( (\beta, \gamma, \mu, \rho) \in \mathbb{Z}_N^4 \) such that for all \( p_1, p_2, p_3, p_4 \in \mathbb{Z} \) and \( k_1, k_2, k_3, k_4 \in \mathbb{N} \):

\[
\varphi \left( \left( \frac{p_1}{N_{k_1}}, \frac{p_2}{N_{k_2}} \right), \left( \frac{p_3}{N_{k_3}}, \frac{p_4}{N_{k_4}} \right) \right) = \exp \left( 2i\pi \begin{bmatrix} p_1 & p_2 \\ \beta_{k_1+k_3} & \gamma_{k_1+k_4} \\ \mu_{k_2+k_3} & \rho_{k_2+k_4} \end{bmatrix} \begin{bmatrix} p_1 \\ p_2 \\ p_3 \\ p_4 \end{bmatrix} \right).
\]

Hence:

\[
\Psi \left( \left( \frac{p_1}{N_{k_1}}, \frac{p_2}{N_{k_2}} \right), \left( \frac{p_3}{N_{k_3}}, \frac{p_4}{N_{k_4}} \right) \right) = \exp \left( 2i\pi \begin{bmatrix} p_1 & p_2 \\ 0 & (\gamma - \mu)_{k_1+k_4} \\ 0 & (\mu - \gamma)_{k_2+k_3} \end{bmatrix} \begin{bmatrix} p_3 \\ p_4 \end{bmatrix} \right)
\]

though it is not in our chosen canonical form, i.e. \( \gamma - \mu \) may not lie in \( \Xi_N \)—it takes values in \((-1, 1)\) instead of \([0, 1)\). Let us find the unique element of \( \Xi_N^4 \) which is mapped by \( \vartheta \) to \( \Psi \). Observe that we can add any integer to the entries of the matrix in Expression (2.2) without changing \( \Psi \). Let \( n \in \mathbb{N} \). Set \( \epsilon_n \) to be 1 if \( \gamma_n - \nu_n < 0 \), or to be 0 otherwise. Let \( \omega_n^1 = \epsilon_n + \gamma_n - \mu_n \) and \( \omega_n^2 = (1 - \epsilon_n) + \mu_n - \gamma_n \). We check that \( \omega^1, \omega^2 \in \Xi_N \) and that \( \omega_n^1 + \omega_n^2 = 1 \) for all \( n \in \mathbb{N} \). We can moreover write:

\[
\Psi \left( \left( \frac{p_1}{N_{k_1}}, \frac{p_2}{N_{k_2}} \right), \left( \frac{p_3}{N_{k_3}}, \frac{p_4}{N_{k_4}} \right) \right) = \exp \left( 2i\pi \begin{bmatrix} p_1 & p_2 \\ 0 & (\omega^1)_{k_1+k_4} \\ 0 & (\omega^2)_{k_2+k_3} \end{bmatrix} \begin{bmatrix} p_3 \\ p_4 \end{bmatrix} \right)
\]

i.e. \( \Psi = \vartheta(0, \omega^1, \omega^2, 0) \). Since \( \omega^1 + \omega^2 \) is the constant sequence \((1)_{n \in \mathbb{N}}\), we have in fact constructed a bijection from \( \Xi_N \) onto \( B^2 \left( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \right) \) as desired.
The form for $\Psi$ proposed in the Theorem is more convenient. We obtain it by simply subtracting 1 from $\omega_n^2$ for all $n \in \mathbb{N}$, which does not change the value of Expression (2.3). We thus get:

$$\Psi\left(\left(\frac{p_1}{N^{k_1}}, \frac{p_2}{N^{k_2}}\right), \left(\frac{p_3}{N^{k_3}}, \frac{p_4}{N^{k_4}}\right)\right) = \exp\left(2i\pi \begin{bmatrix} p_1 & p_2 \\ -\alpha_{(k_2+k_3)} & 0 \end{bmatrix} \begin{bmatrix} 0 & \alpha_{(k_1+k_4)} \\ -\alpha_{(k_1+k_4)} & 0 \end{bmatrix} \begin{bmatrix} p_3 \\ p_4 \end{bmatrix}\right).$$

This concludes our proof. \qed

While [15] shows that, as groups, $B^{(2)}\left(\mathbb{Z}\left[\frac{1}{N}\right]^2\right)$ and $H^2\left(\mathbb{Z}\left[\frac{1}{N}\right]^2\right)$ are isomorphic, a point of subtlety is that several elements of $B^{(2)}\left(\mathbb{Z}\left[\frac{1}{N}\right]^2\right)$ may be cohomologous, i.e. there are in general two non-cohomologous multipliers of $\mathbb{Z}\left[\frac{1}{N}\right]^2$ which are mapped by this isomorphism to two distinct but cohomologous multipliers in $B^{(2)}\left(\mathbb{Z}\left[\frac{1}{N}\right]^2\right)$.

**Example 2.2.** If $N = 3$, then one checks that $\alpha = \left(\frac{1}{3}\right)_{n \in \mathbb{N}} \in \Xi_3$. This element corresponds to the element $\left(-1\right)_{n \in \mathbb{N}}$ in $\mathcal{S}_3$. Now, if $\varphi$ is given by Theorem (2.1), then $\varphi \in B^{(2)}\left(\mathbb{Z}\left[\frac{1}{3}\right]^2\right)$ is symmetric. Hence it is cohomologous to the trivial multiplier $1 \in B^{(2)}\left(\mathbb{Z}\left[\frac{1}{3}\right]^2\right)$. However, there exists two multipliers $\sigma_1, \sigma_2$ of $\mathbb{Z}\left[\frac{1}{3}\right]^2$ which are not cohomologous, and map, respectively, to $\varphi$ and 1, since [15] shows that there is a bijection from $H^2\left(\mathbb{Z}\left[\frac{1}{3}\right]^2\right)$ onto $B^{(2)}\left(\mathbb{Z}\left[\frac{1}{3}\right]^2\right)$.

This is quite inconvenient, and we prefer, for this reason, the description of multipliers of $\mathbb{Z}\left[\frac{1}{N}\right]^2$ up to equivalence given by our next Theorem (2.3).

**Theorem 2.3.** Let $N \in \mathbb{N}, N > 1$. There exists a group isomorphism $\rho : H^2(\mathbb{Z}\left[\frac{1}{N}\right]^2) \rightarrow \Xi_N$ such that if $\sigma \in H^2\left(\mathbb{Z}\left[\frac{1}{N}\right]^2\right)$ and $\alpha = \rho(\sigma)$, and if $f$ is a multiplier of class $\sigma$, then $f$ is cohomologous to:

$$\Psi_\alpha : \left(\left(\frac{p_1}{N^{k_1}}, \frac{p_2}{N^{k_2}}\right), \left(\frac{p_3}{N^{k_3}}, \frac{p_4}{N^{k_4}}\right)\right) \mapsto \exp(2i\pi \alpha_{(k_1+k_4)}p_1p_4).$$

**Proof.** Let $\delta : B\left(\mathbb{Z}\left[\frac{1}{N}\right]^2\right) \rightarrow B^{(2)}\left(\mathbb{Z}\left[\frac{1}{N}\right]^2\right)$ be the epimorphism from the group of bicharacters of $\mathbb{Z}\left[\frac{1}{N}\right]^2$ onto $B^{(2)}\left(\mathbb{Z}\left[\frac{1}{N}\right]^2\right)$ defined by $\delta(\varphi) : (x, y) \in \mathbb{Z}\left[\frac{1}{N}\right]^2 \mapsto \varphi(x, y)\varphi(y, x)^{-1}$ for all $\varphi \in B\left(\mathbb{Z}\left[\frac{1}{N}\right]^2\right)$. We shall define a cross-section $\mu : B^{(2)}\left(\mathbb{Z}\left[\frac{1}{N}\right]^2\right) \rightarrow B\left(\mathbb{Z}\left[\frac{1}{N}\right]^2\right)$, i.e. a map such that $\delta \circ \mu$ is the identity on $B^{(2)}\left(\mathbb{Z}\left[\frac{1}{N}\right]^2\right)$. For $\varphi \in B^{(2)}\left(\mathbb{Z}\left[\frac{1}{N}\right]^2\right)$, by Theorem (2.1)
there exists a unique $\alpha \in \Xi_N$ such that:

$$
(2.5) \quad \varphi \left( \left( \frac{p_1}{Nk_1}, \frac{p_2}{Nk_2} \right), \left( \frac{p_3}{Nk_3}, \frac{p_4}{Nk_4} \right) \right) = 
\exp \left( 2i\pi \begin{bmatrix} p_1 & p_2 \\ \alpha_{(k_1+k_3)} & 0 \end{bmatrix} \begin{bmatrix} 0 \\ -\alpha_{(k_2+k_3)} \end{bmatrix} \right) \begin{bmatrix} p_3 \\ p_4 \end{bmatrix}.
$$

Define $\mu(\varphi) = \Psi_\alpha$. We then check immediately that $\delta \circ \mu$ is the identity.

Now, denote by $\zeta : H^2 \left( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \right) \to B^{(2)} \left( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \right)$ the isomorphism from [15]. If $f$ and $g$ are two multipliers of $\mathbb{Z} \left[ \frac{1}{N} \right]^2$, then $\zeta(f) = \zeta(g) \in B^{(2)} \left( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \right)$ if and only if $f, g$ are cohomologous. So $\mu(\zeta(f))$ is cohomologous to $f$ as desired.

We thus have shown that $H^2 \left( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \right)$ is isomorphic to $\mathcal{S}_N$ for all $N \in \mathbb{N}, N > 1$. However, we shall see that the range of the traces on noncommutative solenoids is more easily described in terms of the groups $\Xi_N$, so we shall favor working with the identification between $H^2 \left( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \right)$ and $\Xi_N$.

The simplicity of twisted group C*-algebras is related to the symmetrizer subgroup of the twisting bicharacter. We thus establish, using the notations introduced in Theorem (2.1), a necessary and sufficient condition for the triviality of the symmetrizer group of multipliers of $\mathbb{Z} \left[ \frac{1}{N} \right]$ for $N \in \mathbb{N}, N > 1$. As our work will show, it is in fact fruitful to invest some effort in working with a generalization of the group $\Xi_N$ based upon certain sequences of prime numbers.

**Definition 2.4.** The set of all sequences of prime numbers with finite range is denoted by $\mathcal{P}$.

As a matter of notation, if $\Lambda \in \mathcal{P}$ then its $n^{th}$ entry is denoted by $\Lambda_n$, so that $\Lambda = (\Lambda_n)_{n \in \mathbb{N}}$.

**Definition 2.5.** Let $\Lambda \in \mathcal{P}$. For all $k \in \mathbb{N}, k > 0$ we define $\pi_k(\Lambda)$ as $\prod_{j=0}^{k-1} \Lambda_j$, and $\pi_0(\Lambda) = 1$. The set $\{\pi_k(\Lambda) : k \in \mathbb{N}\}$ is denoted by $\Pi(\Lambda)$.

Periodic sequences form a subset of $\mathcal{P}$, and we can use it to define a natural embedding of $\mathbb{N} \setminus \{0, 1\}$ in $\mathcal{P}$. Given two integers $n$ and $m$, the remainder for the Euclidean division of $n$ by $m$ in $\mathbb{Z}$ is denoted by $n \mod m$. On the other hand, given two Abelian groups $H$ and $G$ with $H \triangleleft G$ and $x, y \in G$, then $x \equiv y \mod H$ means that $x$ and $y$ are in the same $H$-coset in $G$.

**Definition 2.6.** Let $\Lambda \in \mathcal{P}$ be a periodic sequence. If $T$ is the minimal period of $\Lambda \in \mathcal{P}$, we define $\nu(\Lambda)$ to be the natural number $\pi_{T-1}(\Lambda) = \prod_{n=0}^{T-1} \Lambda_n$. Conversely, if $N \in \mathbb{N}$ and $N > 1$, we define $\Lambda(N) \in \mathcal{P}$ as the sequence $\left(\lambda_n \mod \Omega(N)\right)_{n \in \mathbb{N}}$ where $\Omega(N)$ is the number of primes in the decomposition of $N$, $\lambda_0 \leq \ldots \leq \lambda_{\Omega(N)-1}$ are prime and $N = \prod_{j=0}^{\Omega(N)-1} \lambda_j$. Thus in particular, $\nu(\Lambda(N)) = N$.  
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We now introduce a new description of the groups defined in Theorem (2.1):

**Definition 2.7.** Let $\Lambda \in \mathcal{P}$. The group $\Xi_\Lambda$ is defined as a set by:

$$\Xi_\Lambda = \{(\alpha_n)_{n \in \mathbb{N}} \subset [0, 1)^\mathbb{N} : \forall n \in \mathbb{N} \ \exists k \in \{0, \ldots, \Lambda_n - 1\} \quad \Lambda_n \alpha_{n+1} = \alpha_n + k\},$$

and with the operation of pointwise addition modulo 1.

**Proposition 2.8.** Let $N \in \mathbb{N}$ with $N > 1$. Let $\Omega(N)$ be the minimal period of $\Lambda(N)$, i.e. the number of prime factors in the decomposition of $N$. The map:

$$\omega : (\nu_n)_{n \in \mathbb{N}} \in \Xi_{\Lambda(N)} \mapsto (\nu_{n\Omega(N)})_{n \in \mathbb{N}} \in \Xi_N$$

is a group isomorphism.

**Proof.** Let $\alpha \in \Xi_{\Lambda(N)}$. Define $\omega(\alpha)_k = \alpha_{k\Omega(N)}$ for all $k \in \mathbb{N}$. It is immediate to check that $\omega(\alpha) \in \Xi_N$ and, thus defined, $\omega$ is a group monomorphism. We shall now prove it is also surjective. Let us denote $\Lambda(N)$ simply by $\Lambda$.

Let $(\nu_n)_{n \in \mathbb{N}} \in \Xi_N$. Let $\eta_{n\Omega(N)} = \nu_n$ for all $n \in \mathbb{N}$. By definition of $\Xi_N$, there exists $m \in \{0, \ldots, N - 1\}$ such that $N\nu_{n+1} = \nu_n + m$. Let $r_0, m_0$ be the remainder and quotient for the Euclidean division of $m$ by $\Lambda_0$. More generally, we construct $m_{j+1}, r_{j+1}$ as respectively the quotient and remainder of The Euclidean division of $m_j$ by $\Lambda_j$ for $j = 0, \ldots, \Omega(N) - 1$. Set:

$$\eta_{n\Omega(N)+j} = \Lambda_j \eta_{n\Omega(N)+j+1} - r_j$$

for all $j = 0, \ldots, \Omega(N) - 1$. We have given two definitions of $\eta_{n\Omega(N)}$ and need to check they give the same values:

\[
N\eta_{(n+1)\Omega(N)} = \Lambda_0 \cdots \Lambda_{\Omega(N) - 1} \eta_{(n+1)\Omega(N)} \\
\quad = \Lambda_0 \cdots \Lambda_{\Omega(N) - 2} (\eta_{(n+1)\Omega(N) - 1} + r_{\Omega(N) - 1}) \\
\quad \cdots \\
\quad = \eta_{n\Omega} + r_0 + \Lambda_0 (r_1 + \Lambda_1 (r_2 + \cdots)) = \eta_{n\Omega(N)} + k
\]

so our construction leads to a coherent result. Now, by construction, $\eta \in \Xi_{\Lambda(N)}$, and $\omega(\eta) = \nu$. Hence $\omega$ is a group isomorphism. This completes our proof. \(\square\)

We are now ready to establish a necessary and sufficient condition for the symmetrizer group of a given multiplier to be nontrivial.

**Theorem 2.9.** Let $N \in \mathbb{N}$, $N > 1$. Let $\alpha \in \Xi_N$. The symmetrizer subgroup in $\mathbb{Z} \left[\frac{1}{N}\right]^2$ for $\Psi_\alpha$ is defined by:

$$\mathcal{S}_\alpha = \left\{ g = \left(\frac{p_1}{Nk_1}, \frac{p_2}{Nk_2}\right) \in \mathbb{Z} \left[\frac{1}{N}\right]^2 : \Psi_\alpha(g, \cdot) = \Psi_\alpha(\cdot, g) \right\}.$$

The following assertions are equivalent:

1. the symmetrizer group $\mathcal{S}_\alpha$ is non-trivial,
2. the sequence $\alpha$ has finite range (i.e. \{\alpha_n : n \in \mathbb{N}\} is finite).
3. there exists $j < k \in \mathbb{N}$ such that $\alpha_j = \alpha_k$. 

(4) there exists $k \in \mathbb{N}$ such that $(N^k - 1)\alpha_0 \in \mathbb{Z},$

(5) the sequence $\alpha$ is periodic.

(6) the group $S_\alpha$ is either $\mathbb{Z} \left[ \frac{1}{N} \right]^2$ (which is equivalent to $\alpha = 0$) or there exists a nonzero $b \in \mathbb{N}$ such that:

$$S_\alpha = \left\{ \left( \frac{p_1 b}{N^m}, \frac{p_2 b}{N^n} \right) : p_1, p_2 \in \mathbb{Z}, n, m \in \mathbb{N} \right\}.$$  

**Proof.** Let us assume that $S_\alpha$ is nontrivial and prove that the range of $\alpha$ is finite. The result is trivial if $\alpha = (0)_{n \in \mathbb{N}}$, so we assume that there exists $s \in \mathbb{N}$ such that $\alpha_s \neq 0$. By definition of $\Xi_\Lambda$, we then have $\alpha_n \neq 0$ for all $n \geq s$.

Let

$$\Theta_\alpha: (x, y) \in \mathbb{Z} \left[ \frac{1}{N} \right]^2 \times \mathbb{Z} \left[ \frac{1}{N} \right]^2 \mapsto \Psi_\alpha(x, y) \Psi_\alpha(y, x)^{-1}.$$  

Given $p_1, p_2, p_3, p_4 \in \mathbb{Z}$ and $k_1, k_2, k_3, k_4 \in \mathbb{N}$, we have

$$\Theta_\alpha \left( \left( \frac{p_1}{N^{k_1}}, \frac{p_2}{N^{k_2}} \right), \left( \frac{p_3}{N^{k_3}}, \frac{p_4}{N^{k_4}} \right) \right) = \exp \left( 2i\pi (\alpha_{(k_1+k_4)}p_1p_4 - \alpha_{(k_2+k_3)}p_2p_3) \right).$$  

The symmetrizer group $S_\alpha$ is now given by:

$$\left\{ g = \left( \frac{p_1}{N^{k_1}}, \frac{p_2}{N^{k_2}} \right) \in \mathbb{Z} \left[ \frac{1}{N} \right]^2 : \Theta_\alpha(g, \cdot) = 1 \right\}.$$  

Fix $\left( \frac{n}{N^{k_1}}, \frac{m}{N^{k_2}} \right) \in S_\alpha$, so that for all $\left( \frac{p_3}{N^{k_3}}, \frac{p_4}{N^{k_4}} \right) \in \mathbb{Z} \left[ \frac{1}{N} \right]^2$ we have

$$\Theta_\alpha \left( \left( \frac{n}{N^{k_1}}, \frac{m}{N^{k_2}} \right), \left( \frac{p_3}{N^{k_3}}, \frac{p_4}{N^{k_4}} \right) \right) = 1.$$  

Then, by Theorem (2.3), for all $p_3, p_4 \in \mathbb{Z}$ and $k_3, k_4 \in \mathbb{N}$:

$$\alpha_{(k_1+k_4)}np_4 \equiv \alpha_{(k_2+k_3)}mp_3 \mod \mathbb{Z}.$$  

Since Congruence (2.6) only depends on $k_1 + k_4$ and must be true for all $k_4 \in \mathbb{N}$, we can and shall henceforth assume that $k_1 \geq s$. Without loss of generality, we assume $n \neq 0$ (if $n = 0$, then $m \neq 0$ and the following argument can be easily adapted).

Denote by $\beta$ the unique extension of $\alpha$ in $\Xi_{\Lambda(N)}$ and denote $\Lambda(N)$ simply by $\Lambda$. Congruence (2.6) implies that for all $k_3, k_4 \in \mathbb{N}$:

$$\beta_{\Omega(N)(k_1+k_4)}np_4 \equiv \beta_{\Omega(N)(k_2+k_3)}mp_3 \mod \mathbb{Z}.$$  

Note that for $1 \leq r \leq \Omega(N) - 1$ we have by definition of $\Xi_{\Lambda(N)}$

$$\beta_{\Omega(N)(k_1+k_4) - r} \equiv \prod_{j=r-1}^{\Omega(N)-1} \Lambda_j \beta_{\Omega(N)(k_1+k_4)} \mod \mathbb{Z}.$$
so that
\[ \beta_{\Omega(N)(k_1+k_4) - r} n p_4 \equiv \prod_{j=r-1}^{\Omega(N)-1} \Lambda_j \beta_{\Omega(N)(k_1+k_4)} n p_4 \mod Z. \]

Similarly, for \( 1 \leq r \leq \Omega(N) - 1 \) we have:
\[ \beta_{\Omega(N)(k_2+k_3) - r} m p_3 \equiv \prod_{j=r-1}^{\Omega(N)-1} \Lambda_j \beta_{\Omega(N)(k_2+k_3)} m p_3 \mod Z. \]

Using these facts together with Equation 2.7, we obtain that for any \( k_3, k_4 \in \mathbb{Z} \) we have
\[ \beta_{\Omega(N)(k_1+k_4) - k_4} n p_4 \equiv \beta_{\Omega(N)(k_2+k_3) - k_3} m p_3 \mod Z, \]

or, more generally, for any \( l_1 \geq \Omega(N) k_1 \), we have:
\[ \beta_{l_1+k_4} n p_4 \equiv \beta_{l_1+k_3} m p_3 \mod Z, \]

for all \( k_3, k_4 \in \mathbb{N} \). We shall now modify \( \Lambda \) and \( \beta \) so that we may assume that \( n \) in Congruence (2.9) may be chosen so that \( n \) is relatively prime with \( N \).

To do so, we write \( n = n_1 Q \) with \( n_1 \in \mathbb{Z} \) relatively prime with \( N \) and the set of prime factors of \( Q \in \mathbb{N} \) is a subset of the set of prime factors of \( N \). Let \( k \in \mathbb{N} \) be the smallest integer such that \( Q \) divides \( \pi_k \Omega(N) \Lambda \) and \( k \geq k_1 \). Such a natural number exists by definition of \( Q \) and \( \Lambda \). Let \( j_1 < j_2 < \cdots < j_r \in \mathbb{N} \) such that \( j_1 \in \Omega(N)k \) and \( Q = \prod_{i=1}^{r} \Lambda_{j_i} \) such a choice of integers \( j_1, \ldots, j_r \) exists by definition of \( k \). We also note that \( r = \Omega(Q) - 1 \).

Let \( z_1 < z_2 < \cdots < z_t \in \mathbb{N} \) be chosen so that \( \{z_1, \ldots, z_t, j_1, \ldots, j_r\} = \{0, \ldots, \Omega(N)k - 1\} \).

We now define the following permutation of \( \mathbb{N} \):
\[ s : x \in \mathbb{N} \rightarrow \begin{cases} 
\Omega(N)k - l & \text{if } x = j_l \\
l & \text{if } x = z_l \\
x & \text{otherwise.} 
\end{cases} \]

Let \( \Lambda' \in \mathcal{P} \) be defined by \( \Lambda'_j = \Lambda_{s(j)} \) for all \( j \in \mathbb{N} \). By construction, \( \Lambda \) and \( \Lambda' \) agree for indices greater or equal than \( \Omega(N)k \). Let \( \alpha' \) be the unique sequence in \( \Xi_{\Lambda'} \) such that \( \alpha'_{k\Omega(N)+j} = \beta_{k\Omega(N)+j} \) for all \( j \in \mathbb{N} \). By construction, for all \( k_3, k_4 \in \mathbb{N} \), we have:
\[ \alpha'_{k\Omega(N)+k_3} n p_4 \equiv \beta_{k\Omega(N)+k_3} m p_3 \mod Z. \]

Yet \( n = n_1 Q \) and by construction, \( \alpha'_{k\Omega(N)+k_4} Q \equiv \alpha'_{k\Omega(N)+k_4 - r} n_1 \mod Z. \)

Thus, we have shown that if \( \mathcal{S}_\alpha \) is not trivial, then there exists \( \Lambda' \in \mathcal{P} \) and a supersequence \( \alpha' \in \Xi_{\Lambda'} \) of (a truncated subsequence of) \( \alpha \), as well as \( n_1 \in \mathbb{Z} \) with the set of prime factors of \( n_1 \) disjoint from the range of \( \Lambda' \) and \( k_3, k_4 \in \mathbb{N} \), such that for all \( j, j' \in \mathbb{N} \) and \( p, q \in \mathbb{Z} \), we have:
\[ \alpha_{k+j} n_1 p \equiv \alpha_{k+j'} n_1 q \mod Z. \]
We now set \( q = 0 \). This relation can only be satisfied if \( \alpha_k' \in \mathbb{Q} \), in which equivalent to \( \alpha_k' \in \mathbb{Q} \) for all \( j \in \mathbb{N} \) by definition of \( \Xi_N' \). Since Congruence (2.11) implies that \( \alpha_k'n \in \mathbb{Z} \), we write \( \alpha_k' = \frac{a}{b} \) with for some \( b \in \mathbb{Z} \) such that \( b \mid n_1 \) and \( b \wedge a = 1 \), where \( a \in \{1, \ldots, b - 1\} \).

Now, by definition of \( \Xi_N' \), there exists \( x \in \{0, \ldots, \Lambda_k' - 1\} \) such that:

\[
\alpha_k' = \frac{\alpha_k' + x}{\Lambda_k'} = \frac{a + xb}{b\Lambda_k'}.
\]

We now must have \( \alpha_{k+1}'n_1 = \frac{a + xb}{\Lambda_k'} n_1 \in \mathbb{Z} \) which implies \( \frac{a + xb}{\Lambda_k'} \in \mathbb{N} \) since \( \Lambda_k' \) and \( n_1 \) are relatively prime. Hence we have \( \alpha_{k+1}' \in \{ \frac{1}{b}, \ldots, \frac{b-1}{b} \} \). By induction, using the same argument as above, we thus get that we must have:

\[
(2.12) \quad \{ \alpha_{k+j}' : j \in \mathbb{N} \} \subseteq \left\{ \frac{1}{b}, \ldots, \frac{b-1}{b} \right\}.
\]

Hence if \( S_\alpha \) is nontrivial, then \( \alpha' \) (and therefore \( \alpha \)) must have finite range.

**Remark 2.10.** Condition (2.12) implies that in fact, there exists \( b, k \in \mathbb{N} \) such that for all \( n \geq k \), there exists \( a \in \{1, \ldots, b - 1\} \) with \( a \wedge b = 1 \) such that \( \alpha_n' = \frac{a}{b} \). Indeed, since \( \alpha' \) has finite range, there exists \( K \in \mathbb{N} \) such that \( \alpha_m' \) occurs infinitely often in \( \alpha' \) for all \( m > K \). Let \( r = \max\{K, k\} \) and write \( \alpha_r' = \frac{a}{b} \) for some \( a, b \in \mathbb{N} \) with \( a \wedge b = 1 \). If for any \( n > r \), we have \( \alpha_n' = \frac{a}{b} \) with \( a \wedge b' = 1 \) and \( b' \mid b \), then Condition (2.12) implies that \( b\alpha_m' \in \mathbb{Z} \) for all \( m > n \). By assumption on \( r \), \( \alpha_r' \) occurs again for some \( r' > n \). Condition (2.12) then implies that \( b \mid b' \), so \( b = b' \).

Let us now prove that if \( \alpha \) has finite range, then there exists \( k \in \mathbb{N} \) such that \( (N^k - 1)\alpha_j \in \mathbb{Z} \) for all \( j \in \mathbb{N} \). Let the distinct entries of \( \alpha \) be \( \{a_1, a_2, \ldots, a_m\} \). Let \( \Gamma_i = \{n \geq 0 : \alpha_n = a_i\} \). It is clear that \( \bigcup_{i=1}^m \Gamma_i = \mathbb{N} \). Thus, there exists \( i_0 \) such that \( \Gamma_{i_0} \) is infinite. We claim that \( \Gamma_{i_0} \) must be of the form \( \{s + kj : j \in \mathbb{N} \} \), where \( s \) is the minimal element in \( \Gamma_{i_0} \), and \( s + k \) is the minimal element of \( \Gamma_{i_0} \setminus \{s\} \). Indeed, because \( \alpha_s = \alpha_{s+k} = a_{i_0} \), and since \( \alpha_{t-1} \) is uniquely determined by \( \alpha_{t+1} \) for all \( t \in \mathbb{N} \), it must be the case that if \( \alpha_t = \alpha_s \), and if \( t \geq k \), then \( \alpha_{t-k} = \alpha_s \). For the same reason, all the entries between \( \alpha_{s+kj} \) and \( \alpha_{s+k(j+1)} \) cannot be equal to \( \alpha_s \). It follows that \( \Gamma_{i_0} \) is of the form \( \{s + kj : j \in \mathbb{N} \} \). Note also that the values of all entries between \( \alpha_{s+kj} \) and \( \alpha_{s+k(j+1)} \) are determined by the value of \( \alpha_{s+k(j+1)} \), so that all the other \( \Gamma_i \) must be of the form \( \Gamma_{i_0} + n = \{s + kj + n : j \in \mathbb{N} \} \), where \( -s \leq n < k + s \). Equivalently, \( \alpha \) is a periodic sequence with period \( k \). Thus \( \alpha_j = \alpha_{j+k} \) for all \( j \geq 0 \), so that we have \( N^k\alpha_j \equiv \alpha_j \mod \mathbb{Z} \) for all \( j \in \mathbb{N} \). Thus \( (N^k - 1)\alpha_j \in \mathbb{Z} \), for all \( j \in \mathbb{N} \).

Let us now assume that there exists \( k \in \mathbb{N} \) such that \( (N^k - 1)\alpha_j \in \mathbb{Z} \) for all \( j \in \mathbb{N} \), and show that \( \alpha \) is periodic. By definition of \( \Xi_N \), we have the
formula
\[ \alpha_n = \frac{\alpha_0 + \sum_{j=0}^{n-1} N^j k_j}{N^n}, \quad k_j \in \{0, 1, \cdots, N - 1\}, \ n \in \mathbb{N}. \]

In particular \( \alpha_k = (\alpha_0 + \sum_{j=0}^{k-1} N^j k_j)/N^k \), so that \( N^k \alpha_k = \alpha_0 + \sum_{j=0}^{k-1} N^j k_j \).

Since \((N^k - 1)\alpha_k\) is an integer, it follows that \( \alpha_0 + \sum_{j=0}^{k-1} N^j k_j - \alpha_k \) must be an integer. Since it is evident that \( \sum_{j=0}^{k-1} N^j k_j \) is an integer, it follows that \( \alpha_0 - \alpha_k \in \mathbb{Z} \). Since \( \alpha \in [0, 1)^N \), we must have \( \alpha_0 = \alpha_k \). Using a similar argument, we have \( \alpha_{jk} = \alpha_0 \) for all \( j \in \mathbb{N} \).

Since \((N^k - 1)\alpha_k \) is an integer, it follows that \( \alpha_0 - \alpha_k \) must be an integer. Since it is evident that \( \sum_{j=0}^{k-1} N^j k_j \) is an integer, it follows that \( \alpha_0 - \alpha_k \in \mathbb{Z} \). Since \( \alpha \in [0, 1)^N \), we must have \( \alpha_0 = \alpha_k \). Using a similar argument, we have \( \alpha_{jk} = \alpha_0 \) for all \( j \in \mathbb{N} \).

\[ \Psi_\alpha \left( \left( \frac{n}{N^{k_1}}, \frac{m}{N^{k_2}} \right), \left( \frac{p_2}{N^{k_3}}, \frac{q_2}{N^{k_4}} \right) \right) = \exp \left( \frac{2i\pi}{b} a_{k_1+k_4} n q_2 \right) \]
where \( \alpha_j = \frac{\alpha_j}{b} \) for \( \alpha_j \in \{1, \ldots, b - 1\} \) and all \( j \in \mathbb{N} \), using Remark (2.10).

The computation of \( S_\alpha \) is now trivial. It is also immediate, of course, if \( \alpha = 0 \). In particular, this computation shows that \( S_\alpha \) is not trivial if \( \alpha \) is periodic, which concludes our equivalence.

We note that if the symmetrizer group of the multiplier \( \Psi_\alpha \) for \( \alpha \in \Xi_N \) is nontrivial, then \( \alpha \) is rational valued. The converse is false, as it is easy to construct an aperiodic \( \alpha \in \Xi_N \) which is rational valued: for instance, given any \( N > 1 \) we can set \( \alpha_n = \frac{1}{N^n} \) for all \( n \in \mathbb{N} \). Then \( s_\alpha = \{0\} \).

**Example 2.11.** For an example of a periodic multiplier, one can choose \( N = 5 \) and \( \alpha = \left( \frac{1}{62}, \frac{25}{62}, \frac{5}{62}, \frac{1}{62}, \ldots \right) \). The symmetrizer group is then given by:
\[ \left\{ \left( \frac{62n}{5^p}, \frac{62m}{5^q} \right) : n, m \in \mathbb{Z}, p, q \in \mathbb{N} \right\}. \]

**3. The noncommutative solenoid \( C^* \)-algebras**

We now start the analysis of the noncommutative solenoids, defined by:

**Definition 3.1.** Let \( N \in \mathbb{N} \) with \( N > 1 \) and let \( \alpha \in \Xi_N \). Let \( \Psi_\alpha \) be the skew bicharacter defined in Theorem (2.3). The twisted group \( C^* \)-algebra \( C^* \left( \mathbb{Z} \left[ \frac{1}{N} \right]^2, \Psi_\alpha \right) \) is called a noncommutative solenoid and is denoted by \( \mathcal{A}_\alpha \).

The main purpose of this and the next section is to provide a classification result for noncommutative solenoids based upon their defining multipliers. The key ingredient for this analysis is the computation of the \( K \)-theory of noncommutative solenoids, which will occupy most of this section. However, we start with a set of basic properties one can read about noncommutative solenoids from their defining multipliers.
It is useful to introduce the following notations, and provide an alternative description of our noncommutative solenoids.

**Notation 3.2.** Let $\alpha \in \mathbb{Z}_N$ for some $N \in \mathbb{N}, N > 1$. By definition, $\mathcal{A}_\alpha^\varphi$ is the universal C*-algebra for the relations

$$W_{\frac{p_1}{N^k_1}, \frac{p_2}{N^k_2}} W_{\frac{p_3}{N^k_3}, \frac{p_4}{N^k_4}} = \Psi_\alpha \left( \left( \frac{p_1}{N^k_1}, \frac{p_2}{N^k_2} \right), \left( \frac{p_3}{N^k_3}, \frac{p_4}{N^k_4} \right) \right) W_{\frac{p_1}{N^k_1} + \frac{p_3}{N^k_3}, \frac{p_2}{N^k_2} + \frac{p_4}{N^k_4}}$$

where $W_{x,y}$ are unitaries for all $(x,y) \in \mathbb{Z} \left[ \frac{1}{N} \right]^2$, for all $p_1, p_2, p_3, p_4 \in \mathbb{Z}$ and for all $k_1, k_2, k_3, k_4 \in \mathbb{N}$.

**Proposition 3.3.** Let $N \in \mathbb{N}, N > 1$ and $\alpha \in \mathbb{Z}_N$. Let $\theta^\alpha$ be the action of $\mathbb{Z} \left[ \frac{1}{N} \right]$ on $\mathcal{S}_N$ defined by:

$$\theta^\alpha_{\frac{N}{p}} \left( (z_n)_{n \in \mathbb{N}} \right) = (\exp(2i\pi \alpha k_n + n)z_n)_{n \in \mathbb{N}}.$$ 

The C*-crossed-product $C(\mathcal{S}_N) \rtimes_{\theta^\alpha} \mathbb{Z} \left[ \frac{1}{N} \right]$ is *-isomorphic to $\mathcal{A}_\alpha^\varphi$.

**Proof.** The C*-algebra $C(\mathcal{S}_N)$ of continuous functions on $\mathcal{S}_N$ is the group C*-algebra of the dual of $\mathcal{S}_N$, i.e. it is generated by unitaries $U_p$ for $p \in \mathbb{Z} \left[ \frac{1}{N} \right]$ such that $U_p U_{p'} = U_{p + p'}$. Equivalently, it is the universal C*-algebra generated by unitaries $u_n$ such that $u_n^{N_{n+1}} = u_n$, with the natural *-isomorphism $\varphi$ extending $\left( \forall n \in \mathbb{N} \; u_n \mapsto U_{\frac{N_n}{p}} \right)$.

The C*-crossed-product $C(\mathcal{S}_N) \rtimes_{\theta^\alpha} \mathbb{Z} \left[ \frac{1}{N} \right]$ is generated by a copy of $C(\mathcal{S}_N)$ and unitaries $V_q$, for $q \in \mathbb{Z} \left[ \frac{1}{N} \right]$, such that $V_q u_n V_q^* = \theta^\alpha_{\frac{N}{p}} \left( \frac{1}{N} \right) u_n$. Thus:

$$V_{\frac{p_1}{N^k_1}} U_{\frac{p_2}{N^k_2}} = \theta^\alpha_{\frac{N}{p_1}} \left( \frac{p_2}{N^k_2} \right) U_{\frac{p_2}{N^k_2}} V_{\frac{p_1}{N^k_1}} = \exp(2i\pi \alpha k_1 + k_2 p_1 p_2) U_{\frac{p_2}{N^k_2}} V_{\frac{p_1}{N^k_1}}$$

for all $p_1, p_2 \in \mathbb{Z}$ and $k_1, k_2 \in \mathbb{N}$. Now, the following map (using Notation (3.2)):

$$\forall p \in \mathbb{Z}, k \in \mathbb{N} \left\{ \begin{array}{c}
    U_{\frac{p}{N^k}} & \mapsto & W_{0, \frac{p}{N^k}} \\
    V_{\frac{p}{N^k}} & \mapsto & W_{\frac{p}{N^k}, 0}
\end{array} \right.$$ 

can be extended into a *-epimorphism using the universal property of the C*-crossed product $C(\mathcal{S}_N) \rtimes_{\theta^\alpha} \mathbb{Z} \left[ \frac{1}{N} \right]$. The universal property of $\mathcal{A}_\alpha^\varphi$ implies that this *-morphism is a *-isomorphism, by showing the inverse of this *-epimorphism is a well-defined *-epimorphism. \(\square\)

Let $N \in \mathbb{N}, N > 1$ and $\alpha \in \mathbb{Z}_N$. The action $\theta$ of $\mathbb{Z} \left[ \frac{1}{N} \right]$ on $\mathcal{S}_N$ defined in Proposition (3.3) is minimal if and only if $\alpha$ is irrational-valued. However, if $\alpha$ has infinite range, the orbit space of $\theta$ is still a single topological point.

We start our study of noncommutative solenoids by establishing when these C*-algebras are simple:
Theorem 3.4. Let $N \in \mathbb{N}$ with $N > 1$. Let $\alpha \in \Xi_N$. The following statements are equivalent:

1. The C*-algebra $\mathcal{A}_\alpha^{\vee}$ is simple,
2. The set $\{\alpha_n : n \in \mathbb{N}\}$ is infinite,
3. For all $k \in \mathbb{N}$ with $k > 0$, there exists $j \in \mathbb{N}$ such that $(N^k - 1)\alpha_j \not\in \mathbb{Z}$,
4. Given any $j, k \in \mathbb{N}$ with $j \neq k$ we have $\alpha_j \neq \alpha_k$.

Proof. The symmetrizer group $S_\alpha$ of $\Psi_\alpha$ is trivial if and only if any of the asserted conditions (2), (3) or (4) holds, by Theorem (2.9). If $S_\alpha$ is trivial, since $\mathbb{Z} \left[ \frac{1}{N} \right]^2$ is Abelian, and since the dual of $S_\alpha$ is trivial, the action of $\mathbb{Z} \left[ \frac{1}{N} \right]^2 / \mathbb{Z} \left[ \frac{1}{N} \right]$ on $\widehat{\mathbb{Z} \left[ \frac{1}{N} \right]} = \mathcal{S}_N$ is free and minimal. Thus $\mathcal{A}_\alpha^{\vee}$ is simple by [17, Theorem 1.5]. Conversely, if $\mathcal{A}_\alpha^{\vee}$ is simple, then the action of $\mathbb{Z} \left[ \frac{1}{N} \right]^2 / \mathbb{Z} \left[ \frac{1}{N} \right]$ on $\widehat{\mathbb{Z} \left[ \frac{1}{N} \right]} = \mathcal{S}_N$ is minimal, and thus $S_\alpha$ is trivial. This concludes our theorem. □

As our next observation, we note that noncommutative solenoids carry a trace, which will be a useful tool for their classification.

Theorem 3.5. Let $N \in \mathbb{N}, N > 1$ and $\alpha \in \Xi_N$. The C*-algebra $\mathcal{A}_\alpha^{\vee}$ has an invariant tracial state for the dual action of $\mathcal{S}_N^2$. Moreover, if $\mathcal{A}_\alpha^{\vee}$ is simple, then this is the only tracial state of $\mathcal{A}_\alpha^{\vee}$.

Proof. For any $\alpha \in \Xi_N$ for $N \in \mathbb{N}, N > 1$, the group $\mathcal{S}_N^2$ acts ergodically and strongly continuously on $\mathcal{A}_\alpha^{\vee}$ by setting, for all $(z, w) \in \mathcal{S}_N$ and $(x, y) \in \mathbb{Z} \left[ \frac{1}{N} \right]^2$:

$$(z, w) \cdot W_{x,y} = (z, x) \langle w, y \rangle W_{x,y}$$

and extending $\cdot$ by universality of $\mathcal{A}_\alpha^{\vee}$, using Notation (3.2). This is of course the dual action of $\mathcal{S}_N^2$ on $C^* \left( \mathbb{Z} \left[ \frac{1}{N} \right]^2, \Psi_\alpha \right)$. Since $\mathcal{S}_N^2$ is compact, the existence of an invariant tracial state $\tau$ is due to [13]. Moreover, $\mathcal{A}_\alpha^{\vee}$ is simple if and only if $\Psi_\alpha^2(g, \cdot) = 1$ only for $g = 0$, by Theorem (3.4). If $\tau'$ is any tracial state on $\mathcal{A}_\alpha^{\vee}$, we must have (using Notation (3.2)):

$$\tau'(W_gW_h) = \Psi_\alpha^2(g, h)\tau'(W_hW_g)$$

for all $g, h \in \mathbb{Z} \left[ \frac{1}{N} \right]^2$. Hence if $\mathcal{A}_\alpha^{\vee}$ is simple, we have $\tau(W_gW_h) = 0$ for all $g, h \in \mathbb{Z} \left[ \frac{1}{N} \right]^2$, except for $h \in \{g, g^{-1}\}$. So $\ker \tau = \ker \tau'$ and $\tau(1) = 1 = \tau'(1)$, so $\tau = \tau'$ as desired. □

As our next observation, the C*-algebras $\mathcal{A}_\alpha^{\vee}$ ($\alpha \in \Xi_N, N \in \mathbb{N}, N > 1$) are inductive limit of rotation algebras. Rotation C*-algebras have been extensively studied, with [19, 10] being a very incomplete list of references. We recall that given $\theta \in [0, 1)$, the rotation C*-algebra $A_\theta$ is the universal C*-algebra for the relation $VU = \exp(2i\pi\theta)UV$ with $U, V$ unitaries. It is the twisted group C*-algebra $C^*(\mathbb{Z}^2, \Theta)$ where $\Theta((n, m), (p, q)) = \exp(i\pi\theta(nq -
The unitaries associated to \( (1, 0) \) and \( (0, 1) \) in \( C^*(\mathbb{Z}^2, \Theta) \) will be denoted by \( U_\theta \) and \( V_\theta \) and referred to as the canonical unitaries of \( A_\theta \). Of course, \( \{U_\theta, V_\theta\} \) is a minimal generating set of \( A_\theta \). We now have:

**Theorem 3.6.** Let \( N \in \mathbb{N} \) with \( N > 1 \) and \( \alpha \in \Xi_N \). For all \( n \in \mathbb{N} \), let \( \varphi_n \) be the unique *-morphism from \( A_{\alpha 2n} \) into \( A_{\alpha 2n+2} \) extending:

\[
\begin{align*}
U_{\alpha 2n} & \rightarrow U_{\alpha 2n+2}^N \\
V_{\alpha 2n} & \rightarrow V_{\alpha 2n+2}^N
\end{align*}
\]

Then:

\[
A_{\alpha 0} \xrightarrow{\varphi_0} A_{\alpha 2} \xrightarrow{\varphi_1} A_{\alpha 4} \xrightarrow{\varphi_2} \cdots
\]

converges to \( \mathcal{A}_\alpha \), where \( A_\theta \) is the rotation \( C^* \)-algebra for the rotation of angle \( 2i\pi \theta \).

**Proof.** We use Notations (3.2). Consider the given sequence of irrational \( C^* \)-algebra. Fix \( k \in \mathbb{N} \). Define the map:

\[
\nu_k : \begin{cases}
U_{\alpha 2k} \mapsto W_{\frac{1}{N^k}, 0} \\
V_{\alpha 2k} \mapsto W_{0, -\frac{1}{N^k}}
\end{cases}
\]

By definition of \( \Psi_\alpha \), we have

\[
W_{\frac{1}{N^k}, 0} W_{0, -\frac{1}{N^k}} = e^{2i\pi \frac{\alpha 2k}{N^k}} W_{\frac{1}{N^k}, 0} W_{0, -\frac{1}{N^k}}.
\]

By universality of \( A_{\alpha 2k} \), the map \( \nu_k \) extends to a unique *-morphism, which we still denote \( \nu_k \), from \( A_{\alpha 2k} \) into \( \mathcal{A}_\alpha \). It is straightforward to check that the diagram:

\[
\begin{array}{cccc}
A_{\alpha 0} & \xrightarrow{\varphi_0} & A_{\alpha 2} & \xrightarrow{\varphi_1} & A_{\alpha 4} & \xrightarrow{\varphi_2} & \cdots \\
\downarrow \nu_0 & & \downarrow \nu_1 & & \downarrow \nu_2 & & \cdots \\
\mathcal{A}_\alpha & & \mathcal{A}_\alpha & & \mathcal{A}_\alpha & & \cdots
\end{array}
\]

commute. So by universality of the inductive limit, there is a morphism from \( \lim \rightarrow (A_{\alpha 2k}, \varphi_k)_{k \in \mathbb{N}} \) to \( \mathcal{A}_\alpha \). Now, since \( \mathcal{A}_\alpha \) is in fact generated by \( \bigcup_{k \in \mathbb{N}} \nu_k(A_{\alpha 2k}) \), we conclude that \( \mathcal{A}_\alpha \) is in fact \( \lim \rightarrow (A_{\alpha 2k}, \varphi_k)_{k \in \mathbb{N}} \), as desired.

We can use Theorem (3.6) to compute the \( K \)-theory of the \( C^* \)-algebras \( \mathcal{A}_\alpha \) for \( N \in \mathbb{N}, \alpha \in \Xi_N \).

**Theorem 3.7.** Let \( N \in \mathbb{N} \) with \( N > 1 \), and let \( \alpha \in \Xi_N \). Define the subgroup \( \mathcal{K}_\alpha \) of \( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \) by:

\[
\mathcal{K}_\alpha = \left\{ \left( z + \frac{pJ_\alpha}{N^k}, \frac{p}{N^k} \right) : z, p \in \mathbb{Z}, k \in \mathbb{N} \right\}
\]

where \( (J_\alpha^k)_{k \in \mathbb{N}} = (N^k \alpha_k - \alpha_0)_{k \in \mathbb{N}} \) and by convention, \( J_k = 0 \) for \( k < 0 \). We then have:

\[
K_0(\mathcal{A}_\alpha) = \mathcal{K}_\alpha, \text{ and } K_1(\mathcal{A}_\alpha) = \mathbb{Z} \left[ \frac{1}{N} \right]^2.
\]
Moreover, if \( \tau \) is a tracial state of \( \mathcal{A}_\alpha^\mathcal{J} \), then we have:

\[
K_0(\tau) : \left( z + \frac{pJ^\alpha_{k}}{N^k}, \frac{p}{N^k} \right) \in \mathcal{K}_\alpha \mapsto z + p\alpha_k.
\]

In particular, all tracial states of \( \mathcal{A}_\alpha^\mathcal{J} \) lift to the same state of \( K_0(\mathcal{A}_\alpha^\mathcal{J}) \) given by (3.1).

**Proof.** Define \( j^\alpha_n \in \{0, \ldots, N - 1\} \) for \( n \in \mathbb{N} \) by \( N\alpha_{n+1} = \alpha_n + j^\alpha_n \). Thus \( J^\alpha_n = \sum_{k=0}^{n-1} N^k j^\alpha_k \) by definition. To ease notations, we also introduce for all \( n \in \mathbb{N} \) the integer \( r^\alpha_n \in \{0, \ldots, N^2 - 1\} \) such that \( N^2\alpha_{n+2} = \alpha_{2n} + r^\alpha_n \). Thus \( r^\alpha_n = Nz_2 + j^\alpha_0 + j^\alpha_{2n} \), and \( J^\alpha_n = \sum_{k=0}^{n-1} N^2z_{k} \) for all \( n \in \mathbb{N} \).

As a preliminary step, we check that \( \mathcal{K}_\alpha \) is a group. It is a nonempty subset of \( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \) since it contains \((0,0)\). Now, let:

\[
\left( z + \frac{pJ^\alpha_{k}}{N^k}, \frac{p}{N^k} \right), \left( y + \frac{qJ^\alpha_{r}}{N^r}, \frac{q}{N^r} \right) \in \mathcal{K}_\alpha.
\]

Let \( n = \text{max}(k,r), \) and \( m_1, m_2 \in \mathbb{N} \) be given so that \( N^k m_1 = N^n \) and \( N^r m_2 = N^n \). We then have:

\[
\left( z + \frac{pJ^\alpha_{k}}{N^k}, \frac{p}{N^k} \right) - \left( y + \frac{qJ^\alpha_{r}}{N^r}, \frac{q}{N^r} \right) = \left( z - y + \frac{m_1 p J^\alpha_{k} - m_2 q J^\alpha_{r}}{N^n}, \frac{m_1 p - m_2 q}{N^n} \right).
\]

Now, assume \( k < n \), so \( r = n \). By definition, \( J^\alpha_n = J^\alpha_k + N^k j^\alpha_k + \cdots + N^{n-1} j^\alpha_{n-1} \) so \( m_1 J^\alpha_k = m_1 J^\alpha_n - (N^k j^\alpha_k + N^{n+1} j^\alpha_{k+1} + \cdots + N^{2n-1} j^\alpha_{n-1}) \), so \( \frac{m_1 p J^\alpha_{k}}{N^n} = -j^\alpha_k - \cdots - N^{n-1} j^\alpha_{n-1} + \frac{m_1 p J^\alpha_{n}}{N^n} \). In this case, Expression (3.2) becomes:

\[
\left( z - y - j^\alpha_k - \cdots - N^{n-1} j^\alpha_{n-1} + \frac{(m_1 p - m_2 q) J^\alpha_{n}}{N^n}, \frac{m_1 p - m_2 q}{N^n} \right)
\]

which lies in \( \mathcal{K}_\alpha \). The computations are similar if we assume instead \( r < n \) and \( k = n \). Thus \( \mathcal{K}_\alpha \) is a subgroup of \( \mathbb{Z} \left[ \frac{1}{N} \right]^2 \). We remark here that the sequences \((j_k)_{k \in \mathbb{N}}\) and \((J_k)_{k \in \mathbb{N}}\) are closely related to the group of \( N \)-adic integers \( \mathbb{Z}_N \); we shall discuss this relationship in detail at the conclusion of the proof.

We simplify our notations in this proof and denote the canonical unitaries of the rotation C*-algebra \( A_{\alpha_{2k}} \) as \( U_k \) and \( V_k \) for all \( k \in \mathbb{N} \). It is well known that \( K_0(\mathcal{A}_{\alpha_{2k}}) = \mathbb{Z}^2 \) and \( K_1(\mathcal{A}_{\alpha_{2k}}) = \mathbb{Z}^2 \). Moreover, \( K_0(\mathcal{A}_{\alpha_{2k}}) \) is generated by the classes of the identity and a Rieffel projection \( P \) of trace \( \alpha_{2k} \), which we denote by \((1,0)\) and \((0,1)\) respectively. We also know that \( K_1(\mathcal{A}_{\alpha_{2k}}) \) is generated by the classes of \( U_k \) and \( V_k \), denoted respectively by \((1,0)\) and \((0,1)\).

We start with a key observation. Let \( P \) be a Rieffel projection of trace \( \alpha_{2k} \) in \( \mathcal{A}_{\alpha_{2k}} \), then it is of the form \( g(U_k)V_k + f(U_k)h(U_k)V_k^* \) with \( f, g, h \in \mathbb{C} \).
$C(T)$ and $\alpha_{2k} = \int_T f$. Hence $P$ is mapped by $\varphi_k$ to the Rieffel projection \( g(U_{k+1}^N) V_{k+1}^N + f(U_{k+1}^N) + h(U_{k+1}^N) V_{k+1}^N \) whose trace is again $\alpha_{2k}$. We recall that with our notation, $N^2 \alpha_{2k+2} = \alpha_{2k} + r_k^k$, where we note that $\alpha_{2k+2}$ is the trace of the generator of $K_0(A_{2k+2})$. Let $k \in \mathbb{N}$ and let $\varphi_k$ be the $\ast$-morphism defined in Theorem (3.6). The maps $K_0(\varphi_k)$ and $K_1(\varphi_k)$ are thus completely determined, as morphisms of $\mathbb{Z}^2$, by the relations:

\[
K_1(\varphi_k) : \begin{cases}
(1,0) & \mapsto (N,0) \\
(0,1) & \mapsto (0,N)
\end{cases}
\quad \text{and} \quad
K_0(\varphi_k) : \begin{cases}
(1,0) & \mapsto (1,0) \\
(0,1) & \mapsto (r_{2k}^2, N)
\end{cases}
\]

We now use the continuity of $K$-theory groups to conclude:

\[
K_1(\mathcal{A}_\alpha^\mathcal{J}) = \lim_{\to} \left( \mathbb{Z}^2 \xrightarrow{K_1(\varphi_0)} \mathbb{Z}^2 \xrightarrow{K_1(\varphi_2)} \mathbb{Z}^2 \xrightarrow{K_1(\varphi_2)} \cdots \right)
= \mathbb{Z} \left[ \frac{1}{N} \right]^2,
\]

and

\[
K_0(\mathcal{A}_\alpha^\mathcal{J}) = \lim_{\to} \left( \mathbb{Z}^2 \xrightarrow{K_0(\varphi_0)} \mathbb{Z}^2 \xrightarrow{K_0(\varphi_2)} \mathbb{Z}^2 \xrightarrow{K_0(\varphi_2)} \cdots \right)
= \lim_{\to} \left( \mathbb{Z}^2 \xrightarrow{\left[ \begin{array}{cc}
1 & r_0^\alpha \\
0 & N^2
\end{array} \right]} \mathbb{Z}^2 \xrightarrow{\left[ \begin{array}{cc}
1 & r_1^\alpha \\
0 & N^2
\end{array} \right]} \mathbb{Z}^2 \xrightarrow{\left[ \begin{array}{cc}
1 & r_2^\alpha \\
0 & N^2
\end{array} \right]} \cdots \right).
\]

We claim that the group $K_0(\mathcal{A}_\alpha^\mathcal{J})$ is $\mathcal{H}_\alpha$. For $k \in \mathbb{N}$ we define $v_k : \mathbb{Z}^2 \to \mathcal{H}$ to be the multiplication by the matrix:

\[
\left[ \begin{array}{cc}
1 & -\frac{r_0^\alpha}{N^{2k}} \\
0 & \frac{N^{2k}}{N^{2k}}
\end{array} \right] = \prod_{n=0}^k \left[ \begin{array}{cc}
1 & -\frac{r_n^\alpha}{N^{2k}} \\
0 & \frac{N^{2k}}{N^{2k}}
\end{array} \right]^{-1}.
\]

We now check the following diagram is commutative:

\[
\begin{array}{cccccccc}
\mathbb{Z}^2 & \xrightarrow{\left[ \begin{array}{cc}
1 & r_0^\alpha \\
0 & N^2
\end{array} \right]} & \mathbb{Z}^2 & \xrightarrow{\left[ \begin{array}{cc}
1 & r_1^\alpha \\
0 & N^2
\end{array} \right]} & \mathbb{Z}^2 & \xrightarrow{\left[ \begin{array}{cc}
1 & r_2^\alpha \\
0 & N^2
\end{array} \right]} & \cdots \\
\mathcal{H}_\alpha & \xrightarrow{v_0} & \mathcal{H}_\alpha & \xrightarrow{v_1} & \mathcal{H}_\alpha & \xrightarrow{v_2} & \cdots
\end{array}
\]

It is now easy to check that $\mathcal{H}$ is indeed $K_0(\mathcal{A}_\alpha^\mathcal{J})$.

Let $\tau$ be a tracial state of $\mathcal{A}_\alpha^\mathcal{J}$. First, we note that $(1,0) \in \mathcal{H}$ is the image of $(1,0) \in \mathbb{Z}^2$ for all $v_k$, with $k \in \mathbb{N}$. Since $\tau(1) = 1$ in $A_{2k}$ for all $k \in \mathbb{N}$, we conclude that $K_0(\tau)(1,0) = 1$. On the other hand, the element $\left( \frac{f_k^2}{N^{2k}}, \frac{1}{N^{2k}} \right)$ is the image of $(0,1) \in \mathbb{Z}^2$ by $v_k$. The generator $(0,1) \in K_0(A_{2k})$ has trace
\( \alpha_{2k} \), so \( K_0(\tau) \left( \frac{J_{2k}}{N^{2k}}, \frac{1}{N^{2k}} \right) = \alpha_{2k} \) for all \( k \in \mathbb{N} \). Now, since:

\[
\left( \frac{J_{2k-1}}{N^{2k-1}}, \frac{1}{N^{2k-1}} \right) = \left( -\frac{j_{2k-1}}{N^{2k-1}} + \frac{J_{2k}N}{N^{2k-1}}, \frac{N}{N^{2k-1}} \right)
\]

and since \( K_0(\tau) \) is a group morphism, we get:

\[
K_0(\tau) \left( \frac{J_{2k-1}}{N^{2k-1}}, \frac{1}{N^{2k-1}} \right) = -\frac{j_{2k-1}}{N^{2k-1}} + N\alpha_{2k} = \alpha_{2k-1}
\]

for all \( k \in \mathbb{N}, k > 1 \). In summary, \( K_0(\tau) \) maps \( \left( \frac{j_{2k}}{N^{2k}}, \frac{1}{N^{2k}} \right) \) to \( \alpha_k \) for all \( k \in \mathbb{N} \). Using the morphism property of \( K_0(\tau) \) again, we obtain the desired formula.

\[
\square
\]

The group \( \mathcal{X}_\alpha \) defined in Theorem (3.7) is in fact an extension of \( \mathbb{Z} \left[ \frac{1}{N} \right] \) given by:

\[
(3.3) \quad 0 \longrightarrow \mathbb{Z} \xrightarrow{\iota} \mathcal{X}_\alpha \xrightarrow{\pi} \mathbb{Z} \left[ \frac{1}{N} \right] \longrightarrow 0,
\]

where \( \iota : z \in \mathbb{Z} \mapsto (z, 0) \) is the canonical injection and \( \pi : (z + \frac{pJ_0}{N^k}, \frac{p}{N^k}) \mapsto \frac{p}{N^k} \) is easily checked to be a group morphism such that the above sequence is exact. The class of this extension in \( H^2(\mathbb{Z} \left[ \frac{1}{N} \right], \mathbb{Z}) \) is however not in general an invariant of the *-isomorphism problem for noncommutative solenoids: as we shall explain in the next section, we must consider a weaker form of equivalence for Abelian extensions to construct such an invariant. It will translate into an equivalence relation on \( \operatorname{Ext}(\mathbb{Z} \left[ \frac{1}{N} \right], \mathbb{Z}_N) \) to be detailed after Theorem (4.2).

We now proceed to provide a description of the \( \mathbb{Z} \)-valued 2-cocycle of \( \mathbb{Z} \left[ \frac{1}{N} \right] \) associated to Extension (3.3) and provide a different, more standard picture for \( \mathcal{X}_\alpha \). Remarkably, we shall see that every element of the group \( \operatorname{Ext}(\mathbb{Z} \left[ \frac{1}{N} \right], \mathbb{Z}) \) is given by the \( K \)-theory of \( \omega_\alpha^{\gamma} \) for some \( \alpha \in \Xi_N \). As a first indication of this connection, we note that for a given \( \alpha \in \Xi_N \), the sequence \( (J^\alpha_k)_{k \in \mathbb{N}} \) can be seen an element of the group \( \mathbb{Z}_N \) of \( N \)-adic integers [14].

For our purpose, we choose the following description of \( \mathbb{Z}_N \):

**Definition 3.8 ([14]).** Let \( N \in \mathbb{N}, N > 1 \). Set:

\[
\mathbb{Z}_N = \left\{ (J_k)_{k \in \mathbb{N}} : \begin{array}{c}
J_0 = 0, \\
\forall k \in \mathbb{N}, \exists j \in \{0, \ldots, N - 1\} \quad J_{k+1} = J_k + N^k j
\end{array} \right\}.
\]

This set is made into a group with the following operation. If \( J, K \in \mathbb{Z}_N \) then \( J + K \) is the sequence \( (L_k)_{k \in \mathbb{N}} \) where \( L_k \) is the remainder of the Euclidean division of \( J_k + K_k \) by \( N^k \) for all \( k \in \mathbb{N} \). This group is the group of \( N \)-adic integers.

The connection between \( \Xi_N \) (or equivalently, \( \mathcal{X}_N \), \( \mathbb{Z}_N \), \( \operatorname{Ext}(\mathbb{Z} \left[ \frac{1}{N} \right], \mathbb{Z}) \) and \( K_0 \) groups of noncommutative solenoids is the matter of the next few theorems. We start by observing that the following is a short exact sequence:

\[
0 \longrightarrow \mathbb{Z}_N \xrightarrow{\iota} \Xi_N \xrightarrow{\varphi} \mathbb{T} \longrightarrow 0
\]
where \( q : \alpha \in \Xi_N \mapsto \exp(2\pi i \alpha_0) \) and \( \iota \) is the natural inclusion given by 
\( \iota : (J_n)_{n \in \mathbb{N}} \in \mathbb{Z}_N \mapsto \left( \frac{j_n}{N} \right)_{n \in \mathbb{N}} \). Thus, for any element \( \alpha \) of \( \Xi_N \), the sequence \( (J_k^\alpha)_{k \in \mathbb{N}} \) associated to \( \alpha \) is easily checked to be the unique element in \( \mathbb{Z}_N \) such that \( \alpha_k = q(\alpha) + J_k^\alpha \) for all \( k \in \mathbb{N} \).

We shall use the following terminology:

**Definition 3.9.** Let \( N \in \mathbb{N}, N > 1 \). The \( N \)-reduced form of \( q \in \mathbb{Z}\left[\frac{1}{N}\right] \) is \((p,N^k) \in \mathbb{Z} \times \mathbb{N}\) such that \( q = \frac{p}{N^k} \) where \( k \) is the smallest element of \( \{ n \in \mathbb{N} : \exists p \in \mathbb{Z} \ q = \frac{p}{N^n} \} \). By standard abuse of terminology, we say that \( \frac{p}{N^k} \) is \( q \) written in its reduced form.

A fraction in \( N \)-reduced form in \( \mathbb{Z}\left[\frac{1}{N}\right] \) may not be irreducible in \( \mathbb{Q} \), so this notion depends on our choice of \( N \). Namely, even if \( \mathbb{Z}\left[\frac{1}{N}\right] = \mathbb{Z}\left[\frac{1}{M}\right] \) for \( N \neq M \), and \( \frac{p}{N^k} \in \mathbb{Z}\left[\frac{1}{N}\right] \) is in \( N \)-reduced form, it may not be in \( M \)-reduced form. We shall however drop the prefix \( N \) when the context allows it without introducing any confusion.

We now prove the following lemma:

**Lemma 3.10.** Let \( N \in \mathbb{N}, N > 1 \) and \( \alpha \in \Xi_N \). Let \( J = (J_k)_{k \in \mathbb{N}} \in \mathbb{Z}_N \).

Writing all elements of \( \mathbb{Z}\left[\frac{1}{N}\right] \) in their \( N \)-reduced form only, the map:

\[
\xi_J : \left( \frac{p_1}{N^{k_1}}, \frac{p_2}{N^{k_2}} \right) \in \mathbb{Z}\left[\frac{1}{N}\right]^2 \mapsto \begin{cases} 
-\frac{p_1}{N^{k_1}} (J_{k_2} - J_{k_1}) & \text{if } k_2 > k_1 \\
-\frac{p_2}{N^{k_2}} (J_{k_1} - J_{k_2}) & \text{if } k_1 > k_2 \\
\frac{q}{N^r} (J_{k_1} - J_r) & \text{if } k_1 = k_2 \quad \text{and} \quad \frac{p_1}{N^{k_1}} + \frac{p_2}{N^{k_2}} = \frac{q}{N^r} 
\end{cases}
\]

is a \( \mathbb{Z} \)-valued symmetric \( 2 \)-cocycle of \( \mathbb{Z}\left[\frac{1}{N}\right] \).

**Proof.** We introduce some useful notations for this proof. We define \( j_k \in \{0, \ldots, N-1\} \) for all \( k \in \mathbb{N} \) by \( j_{k+1} - j_k = N^k j_k \). We also define \( j_{k,m} \) for all \( m, k \in \mathbb{N}, m > k \) by \( j_{k,m} = 0 \land j_{k,m} = \sum_{r=k}^{m-1} N^{r-k} j_r \). Note that \( j_{r,k} = j_{r,k} \) for all \( r \leq k \) by definition.

With this definition, we have \( \xi_J \left( \frac{p_1}{N^{k_1}}, \frac{p_2}{N^{k_2}} \right) \) equal to \(-p_1 j_{k_1,k_2} \) if \( k_1 < k_2 \), to \(-p_2 j_{k_2,k_1} \) when \( k_2 < k_1 \) and \( q j_{r,k_1} \) if \( k_1 = k_2 \) and \( p_1 + p_2 = N^{k_1-r} q \), with \( q \) and \( N \) relatively prime, and with all fractions written in their reduced form in \( \mathbb{Z}\left[\frac{1}{N}\right] \).

By construction, \( \xi_J \) is a symmetric function. Let \( x, y, z \in \mathbb{Z}\left[\frac{1}{N}\right] \). We wish to show that:

\[
(3.4) \quad \xi_J(x + y, z) + \xi_J(x, y) = \xi_J(y + z, x) + \xi_J(y, z).
\]

Let us write \( x = \frac{p_1}{N^{k_1}} \) in its reduced form, and use similar notations for \( y \) and \( z \). We proceed by checking various cases.
Case 3.10.1. Assume \( x, y, z \) have the same denominator \( N^k \) in their reduced form, and that \( x + y = \frac{q}{N^r} \) in its reduced form, with \( r < k \). Then by definition, \( \xi_J(x, y) = qJ_{r,k} \) and \( \xi_J(x + y, z) = -qJ_{r,k} \) so the left hand side of Identity (3.4) is zero. Let \( y + z = \frac{q}{N^r} \) in its reduced form. If, again, \( n < k \), the right hand side of Identity (3.4) is zero again and we have shown that Identity (3.4) holds. If \( n = k \) then \( \xi_J(y, z) = 0 \) by definition. Moreover, \( x + y + z \) must have denominator \( N^k \) in its reduced form. Indeed, since \( x, y \) have the same denominator \( N^k \) in reduced form, yet their sum does not, \( p_x + p_y \) is a multiple of \( N \). If moreover, \( p_x + p_y + p_z \) is also a multiple of \( N \), then \( p_z \) is a multiple of \( N \), which contradicts the definition of reduced form. Hence, \( x + y + z \) has denominator \( N^k \) in its reduced form and \( \xi_J(x, y + z) = 0 \) by definition.

Case 3.10.2. Assume now that \( k_x > k_y > k_z \). Then by definition:

\[
(3.5) \quad \xi_J(x, y) + \xi_J(x + y, z) = -p_yJ_{k_y,k_x} - p_zJ_{k_z,k_x}
\]

while

\[
(3.6) \quad \xi_J(y, z) + \xi_J(y + z, x) = -p_zJ_{k_z,k_y} - (N^{k_y-k_z}p_z + p_y)J_{k_y,k_x}.
\]

By definition, \( J_{k_z,k_x} + N^{k_x-k_z}J_{k_y,k_x} = J_{k_z,k_x} \). We then easily check that the left and right hand side of Identity (3.4) which are given by Identities (3.5) and (3.6) agree.

This case also handles the situation \( k_z < k_y < k_x \) by switching the left and right hand side of Identity (3.4).

Case 3.10.3. Assume now that \( k_y > k_z > k_x \). Then the left hand side of Identity (3.4) is given by:

\[
\xi_J(x, y) + \xi_J(x + y, z) = -p_xJ_{k_z,k_y} - p_zJ_{k_z,k_y}
\]

On the other hand, the right hand side becomes:

\[
\xi_J(y, z) + \xi_J(y + z, x) = -p_xJ_{k_x,k_y} - p_zJ_{k_x,k_y}
\]

and thus Identity (3.4) is satisfied again. We also get by symmetry the case \( k_x > k_z > k_y \).

One similarly verifies that \( \xi_J \) is a cocycle for the cases \( k_x > k_z > k_y \), \( k_z > k_x > k_y \), \( k_y < k_x > k_z \), and \( k_x = k_y > k_z \).

Comment 3.11. For this version of our paper, we include these case:

Case 3.11.1. Assume \( k_x > k_z > k_y \). Then the left hand side of Identity (3.4) is:

\[
\xi_J(x, y) + \xi_J(x + y, z) = -p_yJ_{k_y,k_x} - p_zJ_{k_z,k_x}
\]

while the right hand side is:

\[
\xi_J(y, z) + \xi_J(y + z, x) = -p_yJ_{k_y,k_x} - (N^{k_x-k_y}p_y + p_z)J_{k_z,k_x}
\]

and as in Case 1, both side agree. The last possible strict inequality \( k_z > k_x > k_y \) is handle by symmetry again.
Case 3.11.2. Assume now \( k_x = k_y < k_z \) and \( p_x + p_y \) is not a multiple of \( N \). We have:

\[
\xi J(x,y) + \xi J(x+y,z) = 0 - (p_x + p_y)J_{k_x,k_z}
\]

while

\[
\xi J(y,z) + \xi J(y+z,x) = -p_yJ_{k_y,k_z} - p_xJ_{k_x,k_z}
\]

so again, Identity (3.4) is satisfied. This also accounts for the case when \( k_x = k_y > k_z \) by replacing \( J_{k_x,k_z} \) with \( J_{k_z,k_x} \). We also get similarly \( k_y = k_z \neq k_x \) when \( p_y + p_z \) is not a multiple of \( N \).

Case 3.11.3. Assume now \( k_x = k_y < k_z \) and \( p_x + p_y \) is a multiple of \( N \). Write \( x + y = \frac{q}{N} \) in its reduced form. Then:

\[
\xi J(x,y) + \xi J(x+y,z) = qJ_{k_x,k_x} - qJ_{k_y,k_z} = -\frac{p_x + p_y}{N}N^{k_x-r}J_{k_x,k_z} = -(p_x + p_y)J_{k_x,k_z}
\]

while

\[
\xi J(y,z) + \xi J(y+z,x) = -p_yJ_{k_y,k_z} - p_xJ_{k_x,k_z}
\]

where we used the relation \( N^{k_x-r}q = p_x + p_y \). So we have the desired equality. Again, we cover \( k_x = k_y > k_z \) with \( p_x + p_y \) multiple of \( N \) the same way, and we also get \( k_y = k_z \neq k_x \) and \( p_y + p_z \) is a multiple of \( N \).

Case 3.11.4. Our last cases is \( k_x = k_z > k_y \) and \( k_x = k_z < k_y \). We prove that Identity (3.4) holds in the latter case as we can then deduce the first by symmetry. We have:

\[
\xi J(x,y) + \xi J(x+y,z) = -p_xJ_{k_z,k_y} - p_zJ_{k_x,k_z}
\]

while

\[
\xi J(y,z) + \xi J(y+z,x) = -p_zJ_{k_x,k_y} - p_xJ_{k_z,k_y}
\]

which are equal by assumption.

We thus have shown that \( \xi J \) is a \( \mathbb{Z} \)-valued 2-cocycle of \( \mathbb{Z}\left[\frac{1}{N}\right] \).

\[\square\]

**Theorem 3.12.** Let \( N \in \mathbb{N}, N > 1 \) and \( \alpha \in \Xi_N \). Let \( \xi_\alpha \) be the \( \mathbb{Z} \)-valued 2-cocycle of \( \mathbb{Z}\left[\frac{1}{N}\right] \) given by \( \xi J_\alpha \) as defined in Lemma (3.10), where \( J^{p}_k = N^{k\alpha_k} - \alpha_0 \) for all \( k \in \mathbb{N} \).

Let us define the group \( \mathcal{D}_\alpha \) as the set \( \mathbb{Z} \times \mathbb{Z}\left[\frac{1}{N}\right] \) together with the operation:

\[
(z, \frac{p_1}{Nk_1}) \boxplus (y, \frac{p_2}{Nk_2}) = (z + y + \xi_\alpha \left( \frac{p_1}{Nk_1}, \frac{p_2}{Nk_2}, \frac{p_1}{Nk_1}, \frac{p_2}{Nk_2} \right), \frac{p_1}{Nk_1} + \frac{p_2}{Nk_2})
\]

for all \( z, y, p_1, p_2 \in \mathbb{Z}, k_1, k_2 \in \mathbb{N} \). The map:

\[
\omega : \mathcal{D}_\alpha \longrightarrow \mathcal{X}_\alpha' \left( \frac{p}{N^r}, \frac{p}{N^r} \right)
\]

is a group isomorphism. Thus $K_0(\mathcal{A}_\omega)$ is isomorphic to $\mathcal{Q}_\alpha$ and, using $\omega$ to identify these groups, we have:

$$K_0(\tau) : (1, 0) \mapsto 1, \quad \left(0, \frac{1}{Nk}\right) \mapsto \alpha_k.$$ 

**Proof.** It is immediate that $\omega$ is a bijection. It remains to show that it is a group morphism. Let $x = \frac{p_x}{Nk_x}, y = \frac{p_y}{Nk_y}$ with $p_x, p_y \in \mathbb{Z}, k_x, k_y \in \mathbb{N}$. Let $z, t \in \mathbb{Z}$. We consider three distinct cases.

**Case 3.12.1.** The easiest case is when $k_x = k_y$ and $p_x + p_y$ is not a multiple of $N$. Then $\xi_\alpha(x, y) = 0$ so $\Box$ reduces to the usual addition and we have:

$$\omega(z, x) + \omega(t, y) = (z + x, x) + (t + y, y) = \omega(z + t, x + y) = \omega((z, x) \boxplus (t, y)),$$

as needed.

**Case 3.12.2.** Now, assume $k_x = k_y$ yet $p_x + p_y = N^{k-r}q$ for some $q$ not divisible by $N$ and some $r \in \mathbb{N}, r > 0$. Then:

$$\omega(z, x) + \omega(t, y) = \left(z + t + \frac{(p_x + p_y)J_{k_x}^\alpha}{N^{k_x}}, \frac{p_x + p_y}{N^{k_x}}\right) = \left(z + t + \frac{qJ_{k_x}^\alpha}{N^{k_x}}, \frac{q}{N^r}\right).$$

Now, $J_{k_x}^\alpha = J_r^\alpha + N^r J_{r,k_x}$ by definition, as given in Theorem (3.7) and Lemma (3.10). Hence:

$$\omega(z, x) + \omega(t, y) = \left(z + t + qJ_{r,k_x} + \frac{qJ_{k_x}^\alpha}{N^{k_x}}, \frac{q}{N^r}\right) = \omega((z, x) \boxplus (t, y)),$$

as desired.

**Case 3.12.3.** Last, assume $k_x \neq k_y$. Without loss of generality, since our groups are Abelian, we may assume $k_x < k_y$. Now:

$$\omega(z, x) + \omega(y, t) = \left(z + t + \frac{p_xJ_{k_x}^\alpha}{N^{k_x}} + \frac{p_yJ_{k_y}^\alpha}{N^{k_y}}, \frac{p_xN^{k_y-k_x} + p_y}{N^{k_y}}\right)$$

$$= \left(z + t + \frac{p_xN^{k_y-k_x}J_{k_x}^\alpha}{N^{k_y}}, \frac{p_yJ_{k_y}^\alpha}{N^{k_y}}, \frac{p_xN^{k_y-k_x} + p_y}{N^{k_y}}\right)$$

$$= \left(z + t + \frac{p_xN^{k_y-k_x}(J_{k_y}^\alpha - J_{k_x}^\alpha)J_{k_y}^\alpha}{N^{k_y}}, \frac{p_yJ_{k_y}^\alpha}{N^{k_y}}, \frac{p_xN^{k_y-k_x} + p_y}{N^{k_y}}\right)$$

$$= \omega((z, x) \boxplus (t, y)),$$

as expected.
This completes the proof that $\omega$ is an isomorphism. Now, $\omega(1,0) = (1,0)$ and $\omega(0,\frac{1}{N^k}) = (\frac{1}{N^k}, \frac{1}{N^k})$ for all $k \in \mathbb{N}$. Using Theorem (3.7), we conclude that tracial states lift to the given map in our theorem. \hfill \Box

Thus, to $\alpha \in \Xi_N$, we can associate a cocycle $\xi_\alpha$ in $H^2(\mathbb{Z}[\frac{1}{N}], \mathbb{Z})$ such that $K_0(\mathcal{A}_\alpha^{\mathbb{Z}})$ is given by the extension of $\mathbb{Z}[\frac{1}{N}]$ by $\mathbb{Z}$ associated with $\xi_\alpha$. It is natural to ask how much information the class of $\xi_\alpha$ in $H^2(\mathbb{Z}[\frac{1}{N}], \mathbb{Z})$ contains about noncommutative solenoids. This question will be fully answered in the next section, yet we start here by showing that the map $J \in \mathbb{Z}_N \mapsto [\xi_J] \in \text{Ext}(\mathbb{Z}[\frac{1}{N}], \mathbb{Z})$ is surjective with kernel $\mathbb{Z}$, where $[\xi]$ is the class of the extensions of $\mathbb{Z}[\frac{1}{N}]$ by $\mathbb{Z}$ (which is Abelian for our cocycles) for the equivalence of extension relation.

First, we recall:

**Lemma 3.13.** For any $N \in \mathbb{N}, N > 1$, there exists a group monomorphism $\iota : \mathbb{Z} \to \mathbb{Z}_N$.

**Proof.** For any $z \in \mathbb{Z}$, let $\iota(z)$ be the sequence $(z_n)_{n \in \mathbb{N}}$ where $z_n$ is the nonnegative remainder of the Euclidean division of $z$ by $N^n$. By [14], the map $\iota$ is a group monomorphism. \hfill \Box

We now compute the cohomology relation for our $\mathbb{Z}$-valued cocycles given by $K_0$ groups of noncommutative solenoids:

**Theorem 3.14.** Let $N \in \mathbb{N}, N > 1$. Let $J = (J_k)_{k \in \mathbb{N}} \in \mathbb{Z}_N$ and $R = (R_k)_{k \in \mathbb{N}} \in \mathbb{Z}_N$. Let $\iota : \mathbb{Z} \to \mathbb{Z}_N$ be the monomorphism of Lemma (3.13). Let $\xi_J, \xi_R$ be the respective $\mathbb{Z}$-valued 2-cocycle of $\mathbb{Z}[\frac{1}{N}]$ given by Lemma (3.10). Then the following assertions are equivalent:

1. $\xi_J$ and $\xi_R$ are cohomologous,
2. $J - R \in \iota(\mathbb{Z})$,
3. one of the following assertions hold:
   - there exists $M \in \mathbb{N}$ such that $J_n - R_n = N^n-1(N - 1)$ for all $n \geq M$,
   - there exists $M \in \mathbb{N}$ such that $J_n - R_n = N^n-1(1 - N)$ for all $n \geq M$,
   - there exists $M \in \mathbb{N}$ such that $J_n = R_n$ for all $n \geq M$.

In particular, if $N > 1$ then there exists nontrivial cocycles of the form $\xi_\alpha$ for some $\alpha \in \Xi_N$.

**Proof.** Let $\sigma = \xi_J - \xi_R$. For all $n \in \mathbb{N}$, we define $j_n$ and $r_n$ as the unique integers in $\{0, \ldots, N - 1\}$ such that $N^n j_n = J_{n+1} - J_n$ and $N^n r_n = R_{n+1} - R_n$. Assume there exists $\psi : \mathbb{Z}[\frac{1}{N}] \to \mathbb{Z}$ such that for all $x, y \in \mathbb{Z}[\frac{1}{N}]$, we have $\sigma(x, y) = \psi(x + y) - \psi(x) - \psi(y)$.

Note that $\sigma\left(\frac{p}{N^r}, \frac{q}{N^r}\right) = 0$ if $p + q$ is not a multiple of $N$, with all fractions written in reduced form in $\mathbb{Z}[\frac{1}{N}]$. Hence, under this condition, we have $\psi\left(\frac{p}{N^r} + \frac{q}{N^r}\right) = \psi\left(\frac{p}{N^r}\right) + \psi\left(\frac{q}{N^r}\right)$. We now get $-j_k + r_k = \psi\left(\frac{1}{N^r}\right) -
Hence, for all \( k \in \mathbb{N} \) we have \( \psi(1) + (J_k - R_k) \in N^k \mathbb{Z} \).

Since \( J_1 = j_0 < N \) and if \( J_k < N^k \) then \( J_{k+1} = J_k + N^{k+1} j_k < N^k + N^{k+1} - N^k = N^{k+1} \), we conclude by induction that \( J_k < N^k \) for all \( k \in \mathbb{N} \).

Hence, \( \psi(1) + J_k - R_k \in \mathbb{Z}_k \) implies that either \( \psi(1) + J_k - R_k = 0 \) or \( |\psi(1) + J_k - R_k| \geq N^k \).

**Case 3.14.1.** Assume first that for all \( m \in \mathbb{N} \) there exists \( k \in \mathbb{N} \) with \( k > m \) such that \( \psi(1) + J_k - R_k \geq N^k \). Then, for all \( k \in \mathbb{N} \) such that \( \psi(1) + J_k - R_k \geq N^k \):

\[
\psi(1) \geq N^k - J_k + R_k = 1 + \sum_{n=0}^{k-1} N^n (-j_n + r_n + N - 1)
\]

for infinitely many \( k \in \mathbb{N} \). Since \( -j_n + r_n > -N \), we have \( -j_n + r_n + N - 1 \geq 0 \). If \( -j_n + r_n + N - 1 > 0 \) then the right hand side of Inequality (3.7) is unbounded as \( k \) is allowed to go to infinity, which is absurd since the left hand side is \( \psi(1) \). This implies that there exists \( M \in \mathbb{N} \) such that for all \( k \geq M \), we have \( j_k - r_k = N - 1 \). Conversely, if there exists \( M \in \mathbb{N} \) such that \( j_n - r_n = N - 1 \) for all \( n \geq M \), then set \( \psi(1) = 1 + \sum_{n=0}^{M-1} N^n (N - 1 - j_n + r_n) \).

We then have:

\[
\psi(1) + J_k - R_k = 1 + \sum_{n=0}^{M-1} N^n (N - 1 - j_n + r_n) + \sum_{n=0}^{k-1} N^n (j_n - r_n) + \sum_{n=M}^{k-1} N^n (N - 1)
\]

\[
= 1 + \sum_{n=0}^{k-1} \left( N^{k+1} - N^k \right) = N^k
\]

as desired.

The case when \( \psi(1) + J_k - R_k \leq N^k \) for infinitely many \( k \in \mathbb{N} \) is proved similarly.

**Comment 3.15.** For this version, we include the proof of these case.

**Case 3.15.1.** Assume now that \( \psi(1) + J_k - R_k \leq N^k \) for infinitely many \( k \in \mathbb{N} \). We then deduce that there must exists \( M \in \mathbb{N} \) such that for all \( k \geq M \) such that \( j_k - r_k = 1 - N \). Conversely, if there exists such an \( M \in \mathbb{N} \) then we set \( \psi(1) = -1 + \sum_{n=0}^{M-1} N^n (1 - N - j_n + r_n) \) and check that it satisfies the desired property.

**Case 3.15.2.** Last, assume that \( \psi(1) = R_k - J_k \) for infinitely many \( k \in \mathbb{N} \). Let \( n \in \mathbb{N} \) be the smallest \( k \in \mathbb{N} \) such that \( \psi(1) = R_k - J_k \). By definition
of $J, R$, we then have, for any $k > m$ such that $\psi(1) = R_k - J_k$, that:

$$0 = J_k - R_k - (J_n - R_n) = \sum_{m=n+1}^{k-1} N^m(j_m - r_m)$$

so $j_m = r_m$ for all $n < m < k$. Since $k$ can be arbitrarily large, this implies, in turn, that $J_m - R_m = \psi(1)$ for all $m \geq k$ and in particular, $j_m = r_m$ for $m > k$. Conversely, if there exists $M \in \mathbb{N}$ such that $j_m = r_m$ for all $m > M$ then it is easy to construct $\psi(1)$ to have the required identity.

This proves our result.

□

Let $\alpha \in \Xi_N$ be given such that there exists $\psi \in \mathbb{Z}$ such that $\psi + J_k = N^k$ for all $k \in \mathbb{N}$ with the notation of Theorem (3.12). The map $(z, \frac{p}{N^k}) \mapsto (z - p\psi + \frac{pJ_k}{N^k}, \frac{p}{N^k}) \in \mathcal{K}_\alpha$ is easily checked to be a group isomorphism, where $\mathcal{K}_\alpha$ is the group defined in Theorem (3.7). Similar constructions may be used for the other two cases of Theorem (3.14).

The following theorem shows that $K_0$ groups of noncommutative solenoids give all possible Abelian extensions of $\mathbb{Z}[\frac{1}{N}]$ by $\mathbb{Z}$.

**Theorem 3.16.** Given any Abelian extension:

$$0 \longrightarrow \mathbb{Z} \longrightarrow \mathcal{Q} \longrightarrow \mathbb{Z}[\frac{1}{N}] \longrightarrow 0,$$

there exists $J \in \mathbb{Z}_N$ such that the extension of $\mathbb{Z}$ by $\mathbb{Z}[\frac{1}{N}]$ given by the cocycle $\xi_J$ of Lemma (3.10) is equivalent to Extension (3.8). In particular, fixing any $c \in [0, 1)$, there exists $\alpha \in \Xi_N$ with $\alpha_0 = c$ and such that $\mathcal{Q}$ is isomorphic as a group to $K_0(\mathcal{A}_\alpha^J)$.

**Proof.** The Pontryagin dual of $\mathbb{Z}_N$ is given by the Prüfer $N$-group $\mathbb{Z}(N^\infty)$ defined as the subgroup of $\mathbb{T}$ of all elements of order a power of $N$:

$$\mathbb{Z}(N^\infty) = \left\{ \exp \left(2i\pi \frac{p}{N^k}\right) : p \in \mathbb{Z}, k \in \mathbb{N} \right\}$$

endowed with the discrete topology. $\mathbb{Z}(N^\infty)$ is also the inductive limit of:

$$\mathbb{Z}/N\mathbb{Z} \subset \mathbb{Z}/N^2\mathbb{Z} \subset \mathbb{Z}/N^3\mathbb{Z} \subset \cdots$$

and its dual pairing with $\mathbb{Z}_N$ is given by $\langle J, \frac{p}{N^k} \rangle = \exp \left(2i\pi \frac{pJ_k}{N^k}\right)$, where $J \in \mathbb{Z}_N$ and $\frac{p}{N^k} \in \mathbb{Z}(N^\infty)$. We note that from the theory of infinite Abelian groups [12, p. 219], to the short exact sequence of Abelian groups:

$$0 \longrightarrow \mathbb{Z} \longrightarrow \mathbb{Z}[\frac{1}{N}] \longrightarrow \mathbb{Z}(N^\infty) \longrightarrow 0,$$
there corresponds the Cartan-Eilenberg long exact sequence in Ext theory for groups:

\[
\begin{array}{c}
\text{Hom}(\mathbb{Z}(N^\infty), \mathbb{Z}) \longrightarrow \text{Hom}(\mathbb{Z} \left[ \frac{1}{N} \right], \mathbb{Z}) \longrightarrow \text{Hom}(\mathbb{Z}, \mathbb{Z}) \\
\text{Ext}(\mathbb{Z}(N^\infty), \mathbb{Z}) \longrightarrow \text{Ext}(\mathbb{Z} \left[ \frac{1}{N} \right], \mathbb{Z}) \longrightarrow \text{Ext}(\mathbb{Z}, \mathbb{Z}).
\end{array}
\]

Since \( \text{Hom}(\mathbb{Z} \left[ \frac{1}{N} \right], \mathbb{Z}) = 0 \) and \( \text{Ext}(\mathbb{Z}, \mathbb{Z}) = 0 \), we deduce that we have a short exact sequence:

\[
0 \longrightarrow \text{Hom}(\mathbb{Z}, \mathbb{Z}) \longrightarrow \text{Ext}(\mathbb{Z}(N^\infty), \mathbb{Z}) \longrightarrow \text{Ext}(\mathbb{Z} \left[ \frac{1}{N} \right], \mathbb{Z}) \longrightarrow 0.
\]

Since \( \mathbb{Z}(N^\infty) \) is a torsion group, the group \( \text{Ext}(\mathbb{Z}(N^\infty), \mathbb{Z}) \) can be identified with \( \text{Hom}(\mathbb{Z}(N^\infty), \mathbb{Q}/\mathbb{Z}) \cong \mathbb{Z}(N^\infty) \) \footnote{p. 224}, which in turn can be identified with the Pontryagin dual of \( \mathbb{Z}(N^\infty) \), namely \( \mathbb{Z}_N \). The identification between \( \text{Hom}(\mathbb{Z}(N^\infty), \mathbb{Q}/\mathbb{Z}) \) and \( \text{Ext}(\mathbb{Z}(N^\infty), \mathbb{Z}) \) is constructed as follows. Let \( s \) be a cross-section of \( \pi_* \) with \( s(0) = 0_{\mathbb{Q}} \) in the short exact sequence

\[
0 \longrightarrow \mathbb{Z} \longrightarrow \mathbb{Q} \overset{\pi_*}{\longrightarrow} \mathbb{Q}/\mathbb{Z} \longrightarrow 0
\]

where \( \pi_* \) is the natural projection. Any such choice will do, and we take \( s(z) = x \) with \( x \in \mathbb{Q} \cap ]0, 1[ \) uniquely defined by \( x \equiv z \mod \mathbb{Z} \). We can then define the two-cocycle:

\[
\omega : (z_1, z_2) \in \mathbb{Q}/\mathbb{Z} \times \mathbb{Q}/\mathbb{Z} \longmapsto s(z_1) + s(z_2) - s(z_1 + z_2) \in \mathbb{Z}.
\]

We can now identify \( \mathbb{Z}_N \) and \( \text{Ext}(\mathbb{Z}(N^\infty), \mathbb{Z}) \) as follows: for \( J = (J_n)_{n \in \mathbb{N}, n > 0} \), we define the \( \mathbb{Z} \)-valued 2-cocycle of \( \mathbb{Z} \left[ \frac{1}{N} \right] \) by:

\[
\zeta_J : \left( \frac{p_1}{Nk_1}, \frac{p_2}{Nk_2} \right) \in \mathbb{Z} \left[ \frac{1}{N} \right] \longmapsto \omega \left( J \left[ \frac{p_1}{Nk_1} \right], J \left[ \frac{p_2}{Nk_2} \right] \right).
\]

We then compute that \( s \circ \pi_* (x) = \lfloor x \rfloor \mod 1, ~ x \in \mathbb{Q} \), where for \( x \in \mathbb{Q}, \lfloor x \rfloor \mod 1 \) is defined to be that unique element of \( ]0, 1[ \) congruent to \( x \mod 1 \).

Let us now fix \( J \in \mathbb{Z}_N \). As before, we define \( (j_n)_{n \in \mathbb{N}} \) by requiring for all \( n \in \mathbb{N}, n > 0 \) that \( J_n = \sum_{k=0}^{n-1} N^k j_k \) and \( j_n \in \{0, \cdots, N-1\} \). We now calculate that the two-cocycle \( \zeta_J \) is given as follows:

\[
\zeta_J \left( \frac{p_1}{Nk_1}, \frac{p_2}{Nk_2} \right)
\]

\[
= Z_J \left( \frac{p_1}{Nk_1}, \frac{p_2}{Nk_2} \right) - \begin{cases} 
(p_2 N^{k_1-k_2} + p_1) J_{k_1} \mod 1 & \text{if } k_1 > k_2, \\
(p_1 N^{k_1-k_2} + p_2) J_{k_2} \mod 1 & \text{if } k_1 < k_2, \\
p_1 + p_2 N \mod 1 & \text{if } k_1 = k_2 = k
\end{cases}
\]

where \( Z_J \left( \frac{p_1}{Nk_1}, \frac{p_2}{Nk_2} \right) = \left[ \frac{p_1 j_{k_1}}{N} \mod 1 \right] + \left[ \frac{p_2 j_{k_2}}{N} \mod 1 \right] \). We remark that although each term in the expression defining the cocycle may not be an integer, the combination turns into an integer. We now claim that if \( J \in \mathbb{Z}_N \) is in the image of \( \iota : \mathbb{Z} \rightarrow \mathbb{Z}_N \) described in the Lemma \((3.13)\), then \( \zeta_J \) is
a coboundary. This is to be expected from the short exact sequence giving
\( \text{Ext}(\mathbb{Z}[\tfrac{1}{N}], \mathbb{Z}) \) as a quotient of \( \text{Ext}(\mathbb{Z}(N^\infty), \mathbb{Z}) \). In this case, we recall that
for \((J_n)_{n \in \mathbb{N}, n > 0} = \iota(P)\) for \( P \geq 0 \), there is \(M \in \mathbb{N}\) such that \(J_n = P\) for all \( n \geq M\). In that case for all \(k_1, k_2 \geq M\) and \(p_1, p_2 \in \mathbb{Z}\):
\[
\zeta_J \left( \frac{p_1}{N^{k_1}}, \frac{p_2}{N^{k_2}} \right) \\
= \left[ \frac{p_1P}{N^{k_1}} \mod 1 \right] + \left[ \frac{p_2P}{N^{k_2}} \mod 1 \right] - \left[ \left( \frac{p_1}{N^{k_1}} + \frac{p_2}{N^{k_2}} \right) P \mod 1 \right].
\]
But this eventually constant sequence is a coboundary, since defining \(\mu_J : \mathbb{Z}[\tfrac{1}{N}] \to \mathbb{Z}\) by:
\[
\mu_J : \frac{p}{N^k} \mapsto \left[ \frac{pP}{N^k} \mod 1 \right] - \frac{pP}{N^k},
\]
we check that:
\[
\mu_J \left( \frac{p_1}{N^{k_1}} \right) + \mu_J \left( \frac{p_2}{N^{k_2}} \right) - \mu_J \left( \frac{p_1}{N^{k_1}} + \frac{p_2}{N^{k_2}} \right) = \zeta_J \left( \frac{p_1}{N^{k_1}}, \frac{p_2}{N^{k_2}} \right)
\]
for all \(\frac{p_1}{N^{k_1}}, \frac{p_2}{N^{k_2}} \in \mathbb{Z}[\tfrac{1}{N}]\). Similarly if \(J = \iota(P)\) for a negative integer \(P\), the
statement of Lemma (3.13) shows that \(j_n = N - 1\) for all \( n \geq M\), and one
proves in a similar fashion that \(\zeta_J\) is a coboundary.

We now claim that the two-cocycle of Lemma (3.10) (denoted hereafter by \(\xi_J\)) is cohomologous to \(\zeta_J\). Recall that \(\xi_J\) is defined by :
\[
\xi_J : \left( \frac{p_1}{N^{k_1}}, \frac{p_2}{N^{k_2}} \right) \in \mathbb{Z}[\tfrac{1}{N}]^2 \mapsto \\
\left\{
\begin{array}{ll}
-\frac{p_1}{N^{k_1}} (J_{k_2} - J_{k_1}) & \text{if } k_2 > k_1 \\
-\frac{p_2}{N^{k_2}} (J_{k_1} - J_{k_2}) & \text{if } k_1 > k_2 \\
\frac{q}{N^r} (J_{k_1} - J_r) & \text{if } k_1 = k_2 \\
\frac{p_1}{N^{k_1}} + \frac{p_2}{N^{k_2}} = \frac{q}{N^r}
\end{array}
\right.
\]
To establish this, we first remark that for all \(\frac{p}{N^r} \in \mathbb{Z}[\tfrac{1}{N}]\) and for all \(m \geq 0\),
we have \(\left[ \frac{p}{N^r} \cdot J_k \mod 1 \right] = \left[ \frac{pN^m}{N^{k+m}} \cdot J_{k+m} \mod 1 \right]\). We establish this by
recalling that each \(J_k = \sum_{i=0}^{k-1} j_i N^i\) so that \(J_{k+m} = \sum_{i=0}^{k+m-1} j_i N^i\), and the
result is an easy computation.

Now consider the following one-cochain, generalizing our definition given
earlier on this page:
\[
\mu_J : \frac{p}{N^k} \in \mathbb{Z}[\tfrac{1}{N}] \mapsto \left[ \frac{p}{N^k} J_k \mod 1 \right] - \frac{p}{N^k} J_k
\]
where the \(\frac{p}{N^r}\) is taken in reduced form. Then the cobounding map takes
\(-\mu_J\) to the following two-coboundary \(\delta(-\mu_J)\) on \(\mathbb{Z}[\tfrac{1}{N}] \times \mathbb{Z}[\tfrac{1}{N}] \to \mathbb{Z}\) given
by:

\[(3.9) \quad \delta(-\mu J) \left( \frac{p_1}{N^{k_1}}, \frac{p_2}{N^{k_2}} \right)
\]

\[= \frac{p_1}{N^{k_1}} J_{k_1} - \left[ \frac{p_1}{N^{k_1}} J_{k_1} \mod 1 \right] + \frac{p_2}{N^{k_2}} J_{k_2} - \left[ \frac{p_2}{N^{k_2}} J_{k_2} \mod 1 \right]
\]

\[- \left( \frac{p_1}{N^{k_1}} + \frac{p_2}{N^{k_2}} \right) J_r + \left[ \left( \frac{p_1}{N^{k_1}} + \frac{p_2}{N^{k_2}} \right) J_r \mod 1 \right],
\]

where we want \(\frac{p_1}{N^{k_1}} + \frac{p_2}{N^{k_2}} = \frac{q}{N^r}\) in reduced form. Then one verifies that \(\zeta_J \delta(-\mu J) = \xi_J\), so that the cocycles \(\zeta_J\) and \(\xi_J\) are cohomologous. \(\Box\)

Using Theorem (3.16) and Theorem (3.14), we have shown that the group \(\text{Ext}(\mathbb{Z} \left[ \frac{1}{N} \right], \mathbb{Z})\) is isomorphic to \(\mathbb{Z}_N / \mathbb{Z}\), where we identified \(\mathbb{Z}\) with \(\iota(\mathbb{Z}) \subseteq \mathbb{Z}_N\).

We now turn our attention to some properties of the C*-algebras \(A_{\alpha}\) for some special classes of \(\alpha\). There are three distinct subclasses of noncommutative solenoids based upon their basic structure:

**Definition 3.17.** Let \(N \in \mathbb{N}, N > 1\). Let \(\alpha \in \Xi_N\).

1. If \(\alpha\) is a periodic sequence (and thus in particular rational), we call \(A_{\alpha}\) a **periodic rational noncommutative solenoid**. These are exactly the nonsimple noncommutative solenoids.
2. If \(\alpha\) is a sequence of rationals, though not periodic, then we call \(A_{\alpha}\) an **aperiodic rational noncommutative solenoid**.
3. If \(\alpha\) is a sequence of irrationals (and thus can never be periodic), then we call \(A_{\alpha}\) an **irrational noncommutative solenoid**.

We start with the case where \(\alpha\) is irrational. We use the following well known result [11] (see also [4] for a similar argument used for AF-algebras), whose proof is included for the reader’s convenience. We refer to [16] for the foundation of the theory of AT-algebras. An AT-algebra is an inductive limit of direct sums of circle algebras, which in turn are C*-algebras of matrix valued functions over some connected subsets of \(\mathbb{T}\).

**Lemma 3.18.** The inductive limit of AT-algebras is AT.

**Proof.** Let \((A_n)_{n \in \mathbb{N}}\) be a sequence of AT-algebras with inductive limit \(A\). To simplify notations, we identify \(A_n\) with a subalgebra of \(A\) for all \(n \in \mathbb{N}\), and we write \(\| \cdot \|\) for the norm of \(A\). Let \(\varepsilon > 0, k \in \mathbb{N}\) with \(n > 0\) and \(a_1, \ldots, a_k \in A\). Since \(A\) is an inductive limit, there exists \(K \in \mathbb{N}\) and \(b_1, \ldots, b_k \in A_K\) such that \(\|a_j - b_j\| < \frac{1}{2}\varepsilon\) for \(j = 1, \ldots, k\). Now, since \(A_K\) is an AT-algebra, there exists \(L \in \mathbb{N}\), a finite direct sum \(C\) of circle algebras, and \(c_1, \ldots, c_k \in C\) such that \(\|b_j - c_j\| < \frac{1}{2}\varepsilon\) for \(j = 1, \ldots, k\). Hence, \(\|a_j - c_j\| < \varepsilon\). By [16, Theorem 4.1.5], the C*-algebra \(A\) is an AT-algebra. \(\Box\)

**Proposition 3.19.** Let \(N \in \mathbb{N}, N > 1\) and \(\alpha \in \Xi_N\). If \(\alpha_0 \not\in \mathbb{Q}\) (or equivalently, if there exists \(k \in \mathbb{N}\) such that \(\alpha_k \not\in \mathbb{Q}\)), then \(A_{\alpha}^{\mathbb{Z}}\) is a simple AT-algebra of real rank 0.
Proof. Irrational noncommutative solenoids are inductive limits of irrational rotation algebras by Theorem (3.6), which are AT by [10] and of real rank zero, and thus our proposition is proven by [16] and Lemma (3.18). □

We now consider \( \alpha \in \mathbb{E}_N \) \( (N \in \mathbb{N}, N > 1) \) with \( \alpha_0 \) rational periodic. By Theorem (3.4), \( \mathcal{A}_{\alpha}^{\mathbb{Z}} \) is not simple. It is possible to provide a full description of the C*-algebra \( \mathcal{A}_{\alpha}^{\mathbb{Z}} \). We denote by \( M_q(C) \) the C*-algebra of \( q \times q \) matrices with complex entries, and we denote by \( C(X, A) \) the C*-algebra of continuous functions from a compact space \( X \) to a C*-algebra \( A \).

Theorem 3.20. Let \( N \in \mathbb{N} \) with \( N > 1 \) and \( \alpha \in \mathbb{E}_N \). Let \( \alpha_0 = \frac{p}{q} \) with \( p, q \in \mathbb{N} \), nonzero, \( p \) and \( q \) relatively prime. Assume there exists \( k \in \mathbb{N} \) nonzero such that \( (N^k - 1)\alpha_0 \in \mathbb{Z} \), and that \( k \) is the smallest such nonzero natural. Let \( \lambda = \exp \left( \frac{2i\pi p}{q} \right) \). We define the following two unitaries:

\[
\begin{align*}
    u_\lambda &= \begin{bmatrix} 1 & & & \\ & \lambda & & \\ & & \lambda^2 & \\ & & & \ddots & \lambda^{q-1} \end{bmatrix} \\
    v_\lambda &= \begin{bmatrix} 0 & \cdots & 0 & 1 \\ 1 & 0 & \cdots & 0 \\ 0 & \ddots & 0 \\ 0 & \cdots & 1 \end{bmatrix}
\end{align*}
\]

and observe that \( v_\lambda u_\lambda = \lambda u_\lambda v_\lambda \). Then \( \mathcal{A}_{\alpha}^{\mathbb{Z}} \) is the C*-algebra of continuous sections of a bundle with base space \( \mathcal{F}_N^{2k} \) and fiber \( M_q(C) \). More precisely, \( \mathcal{A}_{\alpha}^{\mathbb{Z}} \) is the fixed point C*-algebra of \( C(\mathcal{F}_N^{2k}, M_q(C)) \) for the action \( \rho \) of \( \mathbb{Z}/q\mathbb{Z}^2 \) given by:

\[
\rho(n,m)(\zeta) : (z, w) \in \mathcal{F}_N^{2} \mapsto v_\lambda^{-m}u_\lambda^{-n}\zeta(\lambda^{-n}z, \lambda^{-m}w)u_\lambda^n v_\lambda^m
\]

for \( (n, m) \in (\mathbb{Z}/q\mathbb{Z})^2 \) and \( \zeta \in C(\mathcal{F}_N^{2k}, M_q(C)) \).

Proof. By Theorem (2.9), our assumption implies that \( \alpha \) is \( k \)-periodic. Let \( \beta = (\alpha_0)_{n \in \mathbb{N}} \in \mathbb{E}_{N^k} \). Let \( \theta_k = \varphi_{nk} \circ \cdots \varphi_{k+1} \) for all \( n \in \mathbb{N} \) where we use the notations of Theorem (3.6). We have \( \mathcal{A}_{\alpha}^{\mathbb{Z}} = \lim(A_{\alpha_{2k}}, \varphi_k) = \lim(A_{\beta_{2k}}, \theta_k) = \mathcal{A}_{\beta}^{\mathbb{Z}} \) as desired. We shall henceforth write \( \beta \), by abuse of language, to mean the constant value the sequence \( \beta \) takes — namely \( \alpha_0 \).

Let \( E = C(\mathcal{F}_N^{2k}, M_q(C)) \) and let \( E_\tau \) be the fixed point C*-subalgebra of \( E \) for the action \( \tau \) of \( \mathbb{Z}/q\mathbb{Z}^2 \). It is well known that the fixed point C*-algebra \( E_\tau \) of \( \tau \) is \( * \)-isomorphic to \( A_\beta \).

Let \( \varphi : E \to E \) be defined by setting \( \varphi(\zeta) : (z, w) \in \mathbb{T}^2 \mapsto \zeta(z^{(N^k)}, w^{(N^k)}) \) for all \( \zeta \in E \). Now, using our assumption that \( (N^k - 1)\alpha_0 \in \mathbb{Z} \) so \( \lambda^{(N^k)} = 1 \), we show that \( \varphi \) and \( \tau \) commute:

\[
\tau_{(1,0)}(\varphi(f \otimes A)) : (z, w) \in \mathbb{T}^2 \mapsto f(\lambda^{-1}z^{(N^k)}, w^{(N^k)}) \otimes A
\]

\[
= f(\lambda^{-1}z^{(N^k)}, w^{(N^k)}) \otimes A
\]

\[
= \varphi(\tau_{(1,0)}(f \otimes A)),
\]
for all \( f \in C(T^2) \) and \( A \in M_q(C) \). Hence \( \tau_{(1,0)} \circ \varphi = \varphi \circ \tau_{(1,0)} \circ \varphi \) by extending (3) linearly and by continuity. A similar computation would show that \( \tau_{(0,1)} \circ \varphi = \varphi \circ \tau_{(0,1)} \). Hence, \( \varphi \) restricts to an endomorphism of \( E_\tau \).

Now, the inductive limit of:

\[
E \xrightarrow{\varphi} E \xrightarrow{\varphi} E \xrightarrow{\varphi} \cdots
\]

is \( C(\mathcal{S}_{N_k}^2, M_q(C)) \). Since \( \varphi \) and \( \tau \) commute, the action \( \tau \) extends to the inductive limit by:

\[
\rho_{(p,q)}(\zeta) : (z, w) \in \mathcal{S}_{N_k}^2 \mapsto v_\lambda^{-q}u_\lambda^{-p} \zeta(\lambda^{-p}z, \lambda^{-q}w)u_\lambda^{p}v_\lambda^{-q}
\]

for all \( \zeta \in C(\mathcal{S}_{N_k}^2, M_q(C)) \) and moreover, the inductive limit of:

\[
A_\alpha = E_\tau \xrightarrow{\varphi} A_\alpha \xrightarrow{\varphi} A_\alpha \xrightarrow{\varphi} \cdots
\]

which is \( \mathcal{A}_\alpha^\mathcal{Z} \) by Theorem (3.6) is also the fixed point of \( C(\mathcal{S}_{N_k}^2, M_q(C)) \) by the action \( \rho \) of \((\mathbb{Z}/q\mathbb{Z})^2\) on \( C(\mathcal{S}_{N_k}^2, M_q(C)) \). Hence our theorem. \( \square \)

We note that the proof of Theorem (3.20) shows that the embeddings from Theorem (3.6) map from and to the centers of the rotation C*-algebras. This is in contrast with the situation when \( \alpha_0 \) is rational but \( \alpha \) is not pseudo-periodic, which illustrates why the associated noncommutative solenoids are simple.

4. The isomorphism problem

Our classification of noncommutative solenoids is based on our computation of their \( K \)-theory. We start with the following simple observation:

**Lemma 4.1.** Let \( \sigma : \mathbb{Z} \left[ \frac{1}{N} \right] \to \mathbb{Z} \left[ \frac{1}{N} \right] \) be a group isomorphism. Then there exists \( p \in \mathbb{Z} \) with \( p \mid N \) and \( p \notin \{-N, N\} \) and \( k \in \mathbb{N} \) such that \( \sigma(1) = \frac{p}{N^k} \).

Consequently \( \sigma \left( \frac{1}{N^r} \right) = \frac{p}{N^{k+r}} \) for all \( r \in \mathbb{N} \).

**Proof.** Let us write \( \sigma(1) = \frac{pq}{N^k} \) in its reduced form, with \( q \) relatively prime with \( N \) and nonnegative. Note that as \( \sigma \) is an isomorphism, \( pq \neq 0 \) and moreover, there exists \( x \in \mathbb{Z} \left[ \frac{1}{N} \right] \) such that \( \sigma(x) = \frac{p}{N^k} \) and we must have \( qx = 1 \). This contradicts the relative primality of \( N \) and \( q \). \( \square \)

We now obtain the main result of our paper. We fully characterize the isomorphism classes of noncommutative solenoids based on the multipliers of adic rationals.

**Theorem 4.2.** Let \( N, M \in \mathbb{N} \) with \( N > 1 \) and \( M > 1 \). Let \( \alpha \in \Xi_N \) and \( \beta \in \Xi_M \). The following assertions are equivalent:

1. The C*-algebras \( \mathcal{A}_\alpha^\mathcal{Z} \) and \( \mathcal{A}_\beta^\mathcal{Z} \) are *-isomorphic,
2. The following conditions hold together:
   - \( N \) and \( M \) have the same set of prime factors,
\begin{itemize}
\item Let $R$ be the greatest common divisor of $N$ and $M$ and set, for all $n \in \mathbb{N}$:
\[ \alpha'_n = \nu \alpha_n \quad \text{and} \quad \beta'_n = \mu \beta_n \]
where $N = \nu R$ and $M = \mu R$, so that $\alpha', \beta' \in \Xi_R$. Then there exist $\Lambda \in \mathcal{P}$ and a sequence $\gamma \in \Xi_\Lambda$ such that, at once:
- $\alpha'$ and $\gamma$ have a common subsequence,
- $\beta'$ or $-\beta' = (1 - \beta'_n)_{n \in \mathbb{N}}$ has a common subsequence with $\gamma$,
- $\{\Lambda_n : n \in \mathbb{N}\}$ is the set of prime factors of $R$.
\end{itemize}

**Proof.** Assume that there exists $\Lambda \in \mathcal{P}$ and $\gamma \in \Xi_\Lambda$ such that $\alpha$ and $\beta$ have subsequences which are also subsequences of $\gamma$. Then a standard intertwining argument shows that $A_S \alpha$ and $A_S \beta$ are *-isomorphic to $A_S \gamma$.

Moreover, for any irrational rotation algebra $A_\theta$, we have that $A_\theta$ is *-isomorphic to $A_{-\theta}$. Hence, $A_S \beta$ and $A_S (-\beta)$ are *-isomorphic as well.

Now, let $N = \mu R$ and assume the set of prime factors in $\mu$ is a subset of the set of prime factors of $N$. Set $\alpha'_n = \mu \alpha_n$ for all $n \in \mathbb{N}$.

First, it is straightforward to show that if $N$ and $R$ have the same set of prime factors, then $Z \left[\frac{1}{N}\right]$ and $Z \left[\frac{1}{R}\right]$ are isomorphic. Second, for all $n \in \mathbb{N}$ we have:
\[
R \alpha'_{n+1} \equiv R \mu^{n+1} \alpha_{n+1} \mod Z \equiv \mu^n N \alpha_{n+1} \mod Z \equiv \alpha'_n \mod Z \quad \text{Hence } \alpha' \in \Xi_R.
\]

Third, given $\frac{p_j}{R^{k_j}} = \frac{p_j \mu_k}{N^{k_j}} \in Z \left[\frac{1}{R}\right]$ for $j = 1, 2, 3, 4$, we have:
\[
\Psi_{\alpha'} \left( \left( \frac{p_1}{R^{k_1}}, \frac{p_2}{R^{k_2}} \right), \left( \frac{p_3}{R^{k_3}}, \frac{p_4}{R^{k_4}} \right) \right) = \exp \left( 2i\pi \left( \alpha'_{k_1+k_4} p_1 p_4 \right) \right) = \exp \left( 2i\pi \left( \alpha_{k_1+k_4} \left( \mu^{k_1} p_1 \mu^{k_4} p_4 \right) \right) \right) = \Psi_{\alpha} \left( \left( \frac{p_1 \mu^{k_1}}{N^{k_1}}, \frac{p_2 \mu^{k_2}}{N^{k_2}} \right), \left( \frac{p_3 \mu^{k_3}}{N^{k_3}}, \frac{p_4 \mu^{k_4}}{N^{k_4}} \right) \right).
\]

Hence, $\Psi_{\alpha} = \Psi_{\alpha'}$. Consequently, $A_{\alpha'} = A_{\alpha'}$. This concludes the proof that (2) implies (1).

Conversely, let $\theta : A_{\alpha'} \rightarrow A_{\beta'}$ be a *-isomorphism. We shall use the notations introduced in Theorem (3.7). If $\tau$ is a tracial state of $A_{\beta'}$ then $\tau \circ \theta$ is a tracial state on $A_{\alpha'}$. Denote, respectively, by $\tau_\alpha$ and $\tau_\beta$ the lift of a tracial state of $A_{\alpha'}$ and $A_{\beta'}$, and note that by Theorem (3.5), the choices of tracial state is irrelevant.
By functoriality of $K$-theory, we obtain the following commutative diagram:

\[
\begin{array}{ccc}
K_0(\mathcal{A}_{\alpha}') & \xrightarrow{K_0(\theta)} & K_0(\mathcal{A}_{\beta}') \\
\tau_\alpha & \downarrow & \tau_\beta \\
\mathbb{R} & \downarrow & \\
\end{array}
\]

where $K_0(\theta)$ is the group isomorphism induced by $\theta$. To ease notations, let us write $\sigma = K_0(\theta)$.

Our first observation is that $\tau_\beta \circ \sigma(1,0) = \tau_\alpha(1,0) = 1$, which implies that $\sigma(1,0) = (1,0)$.

Let $\pi_\beta : \mathcal{K}_\beta \to \mathbb{Z}[\frac{1}{M}]$ be defined by $\pi_\beta \left( z + p\frac{J_\beta}{Mk} \right) = \frac{p}{Mk}$. It is easily checked that $\pi_\beta$ is a group epimorphism. Moreover, $\ker \pi_\beta = \{(z,0) : z \in \mathbb{Z}\}$. Consequently, if $z, z' \in \mathbb{Z}$, since $\sigma \left( z + p\frac{J_\alpha}{Nk} \right) = \sigma(1,0) + \sigma \left( p\frac{J_\alpha}{Nk}, \frac{p}{Nk} \right)$, we observe that:

\[
\pi_\beta \left( \sigma \left( z + p\frac{J_\alpha}{Nk}, \frac{p}{Nk} \right) - \sigma \left( z' + p\frac{J_\alpha}{Nk}, \frac{p}{Nk} \right) \right) = 0.
\]

Consequently, we have the following commuting diagram:

\[
\begin{array}{ccc}
\mathcal{K}_\alpha & \xrightarrow{\sigma} & \mathcal{K}_\beta \\
\pi_\alpha \downarrow & & \downarrow \pi_\beta \\
\mathbb{Z}[\frac{1}{N}] & \xrightarrow{f} & \mathbb{Z}[\frac{1}{M}] \\
\end{array}
\]

with $f : \mathbb{Z}[\frac{1}{N}] \to \mathbb{Z}[\frac{1}{M}]$ defined by setting $f \left( \frac{p}{Nk} \right) = \pi_\beta \circ \sigma \left( \frac{p}{Nk}, \frac{p}{Nk} \right)$. In particular, $f$ is a group isomorphism, so the set of prime factors of $N$ and $M$ are the same and $\mathbb{Z}[\frac{1}{N}] = \mathbb{Z}[\frac{1}{M}]$. As we showed in the first half of this proof, and using the definition of our Theorem, $\alpha', \beta' \in \Xi_R$ and $\mathbb{Z}[\frac{1}{N}] = \mathbb{Z}[\frac{1}{R}]$ where $R$ is the greatest common divisor of $N, M$ and $\mathcal{A}_{\alpha'} = \mathcal{A}_{\beta'}$ while $\mathcal{A}_{\beta'} = \mathcal{A}_{\beta'}$. We shall henceforth work within $\mathbb{Z}[\frac{1}{R}]$ with $\alpha'$ and $\beta'$.

Let $p \in \mathbb{Z}, k \in \mathbb{N}$ be defined so that $f(1) = \frac{p}{Rk}$ and $\frac{p}{Rk}$ is in reduced form, with $p \mid R$ and $p \not\in \{-R, R\}$ by Lemma (4.1). Since $f$ is an isomorphism, we have $f \left( \frac{1}{Rk} \right) = \frac{p}{Rk+n}$ for all $n \in \mathbb{N}$. Using the notation $\Omega(R)$ for the number of prime factors of $R$, let $\Lambda \in \mathcal{P}$ be defined as a periodic sequence of period $\Omega(R)$ such that $\Lambda_{\Omega(R)-1-j} = \Lambda(p)_{\Omega(R)-1-j}$ for $j = 0, \ldots, \Omega(p) - 1$ and $\pi_{\Omega(R)}(\Lambda) = R$. Any of the $(\Omega(R) - \Omega(p))!$ possible choices of order for the first $\Omega(R) - \Omega(p)$ values of $\Lambda$ can be used, and we assume we pick one.
in the rest of this proof. We can visualize \( \Lambda \) as:

\[
\Lambda = \left( \Lambda_0, \Lambda_1, \cdots, \Lambda_{\Omega(R)-\Omega(p)}, \cdots, \Lambda_{\Omega(R)-1}, \cdots \right)
\]

Let \( \gamma \) be the (unique) extensions of \( \beta' \) to \( \Xi \). Thus \( \gamma_{\Omega(R)n} = \beta'_n \) for all \( n \in \mathbb{N} \). Now, for any \( n \in \mathbb{N} \), there exists \( p_n \in \mathbb{Z} \) such that

\[
\sigma \left( \frac{J_n'}{R^n}, 1 \right) = \left( p_n + \frac{pJ_n^{\beta'}}{R^n+k}, \frac{p}{R^n+k} \right).
\]

Using the computation of the traces on \( K_0 \) in Theorem (3.7) and the commutative diagram (4.1), and noting that if \( r = \Omega(p) \) then \( p\beta'_n = p\gamma_n\Omega(R) = \gamma_n\Omega(R) \) by definition of \( p, \Lambda \) and \( \gamma \), we thus have:

\[
\alpha'_n = p\beta'_n + p_n \equiv \text{sign}(p)\gamma_{(n+k)\Omega(N)-r} \mod \mathbb{Z}.
\]

Thus, \( \text{sign}(p)\alpha' \) is a subsequence of \( \gamma \), and \( \beta \) is a subsequence of \( \gamma \) by construction. This concludes the proof of (1) implies (2).

**Corollary 4.3.** Let \( N, M \) be prime numbers. Let \( \alpha \in \Xi_N \) and \( \beta \in \Xi_M \). Then the following assertions are equivalent:

1. The noncommutative solenoids \( \mathcal{A}_\alpha \) and \( \mathcal{A}_\beta \) are *-isomorphic,
2. We have \( N = M \) and one of the sequence \( \alpha \) or \( \beta \) is a truncated subsequence of the other.

**Proof.** If \( N = M \) and \( \alpha \) is a truncated subsequence of \( \beta \) then \( \mathcal{A}_\alpha \) and \( \alpha_\beta \) are trivially *-isomorphic. The same holds if \( \beta \) is a truncated subsequence of \( \alpha \).

Conversely, assume \( \mathcal{A}_\alpha \) and \( \mathcal{A}_\beta \) are *-isomorphic. Then as \( N \) and \( M \) are prime, so by Theorem (4.2) we have \( N = M \). Moreover, there exists a sequence \( \gamma \in \Xi_N \) such that both \( \alpha \) and \( \beta \) are subsequences of \( \gamma \). Now, since \( \alpha, \beta, \gamma \in \Xi_N \), this implies that for some \( n, n' \in \mathbb{N} \) we have \( \alpha_j = \gamma_{n+j} \) and \( \beta_j = \gamma'_{n'+j} \) for all \( j \in \mathbb{N} \). This shows that either \( \alpha \) is a truncated subsequence of \( \beta \) (if \( n' \leq n \)) or \( \beta \) is a truncated subsequence of \( \alpha \).

Theorem (4.2) relies on the invariant \( \mathcal{A}_\alpha (\alpha \in \Xi_N) \mapsto (K_0(\mathcal{A}_\alpha), \tau_\alpha) \) where \( \tau_\alpha \) is the unique map given by lifting any tracial state of \( \mathcal{A}_\alpha \) to its \( K_0 \) group. We would like to add an observation regarding the information on noncommutative solenoids one can read from the \( K_0 \) group seen as an Abelian extension of \( \mathbb{Z} \) by \( \mathbb{Z} \left[ \frac{1}{N} \right] \) rather than as a group alone. We fix \( N \in \mathbb{N}, N > 1 \).

First, note that given \( \alpha \in \Xi_N \), the pair \( (K_0(\mathcal{A}_\alpha), [1]) \), where \([1]\) is the \( K_0 \)-class of the identity of \( \mathcal{A}_\alpha \), we can construct an Abelian extension of \( \mathbb{Z} \) by \( \mathbb{Z} \left[ \frac{1}{N} \right] \) by defining \( i : z \in \mathbb{Z} \mapsto z[1] \) and noting that \( K_0(\mathcal{A}_\alpha)/i(\mathbb{Z}) \) is isomorphic to \( \mathbb{Z} \left[ \frac{1}{N} \right] \).
Now, consider \( \alpha, \beta \in \Xi_N \) such that there exists a (unital) \(*\)-isomorphism \( \psi : \mathcal{A}_\alpha^\mathfrak{F} \to \mathcal{A}_\beta^\mathfrak{F} \). Then the following diagram commutes:

\[
\begin{array}{ccccccccc}
0 & \longrightarrow & \mathbb{Z} & \longrightarrow & \mathcal{D}_\alpha = K_0(\mathcal{A}_\alpha^\mathfrak{F}) & \longrightarrow & \mathbb{Z} \left[ \frac{1}{N} \right] & \longrightarrow & 0 \\
& & \downarrow \text{ } & \text{ } & \downarrow \text{K}_0(\psi) & \text{ } & \downarrow \sigma \\
0 & \longrightarrow & \mathbb{Z} & \longrightarrow & \mathcal{D}_\beta = K_0(\mathcal{A}_\beta^\mathfrak{F}) & \longrightarrow & \mathbb{Z} \left[ \frac{1}{N} \right] & \longrightarrow & 0
\end{array}
\]

since \( \psi \) is unital, and where the arrow \( \sigma \) is defined and proven to be an isomorphism by standard diagram chasing arguments.

Conversely, we say that two Abelian extensions of \( \mathbb{Z} \) by \( \mathbb{Z} \left[ \frac{1}{N} \right] \) such that there exists a commutative diagram of the form Diagram (4.2) are \textit{weakly equivalent} (note that Theorem (3.16) shows that any such extension can be obtained using the \( K \)-theory of noncommutative solenoids). Note that weakly equivalent extensions are isomorphic but not necessarily equivalent as extensions. The difference is that we allow for an automorphism \( \sigma \) of \( \mathbb{Z} \left[ \frac{1}{N} \right] \). This reflects, informally, that according to Theorem (4.2), the noncommutative solenoid \( \mathcal{A}_\alpha^\mathfrak{F} \) only partially determines \( \alpha \).

Now, given two equivalent Abelian extensions of \( \mathbb{Z} \) by \( \mathbb{Z} \left[ \frac{1}{N} \right] \), if one is weakly equivalent to some other extension, then so is the other. Hence, weak equivalence defines an equivalence relation \( \equiv \) on \( \text{Ext}(\mathbb{Z} \left[ \frac{1}{N} \right], \mathbb{Z}) \) such that if \( \alpha, \beta \in \Xi_N \) give rise to \(*\)-isomorphic noncommutative solenoids, then the associated Abelian extensions of cocycle \( \xi_\alpha \) and \( \xi_\alpha \) (see Lemma (3.10)) in \( \text{Ext}(\mathbb{Z} \left[ \frac{1}{N} \right], \mathbb{Z}) \) are equivalent for \( \equiv \). According to Theorem (3.16), the group \( \text{Ext}(\mathbb{Z} \left[ \frac{1}{N} \right], \mathbb{Z}) \) is isomorphic to the quotient \( \mathbb{Z}_N / \mathbb{Z} \) of the group \( \mathbb{Z}_N \) of \( N \)-adic integers by the group \( \mathbb{Z} \) of integers. Using Theorem (4.2), and for \( N \) prime, we easily see that the relation induced by \( \equiv \) on \( \mathbb{Z}_N / \mathbb{Z} \) is given by:

\[
[J_n]_{n \in \mathbb{N}} \equiv [R_n]_{n \in \mathbb{N}} \iff \exists k \in \mathbb{N} \left( N^k J - R \in \mathbb{Z} \right) \lor \left( N^k R - J \in \mathbb{Z} \right)
\]

where \( [J] \) is the class of \( J \in \mathbb{Z}_N \) in \( \mathbb{Z}_N / \mathbb{Z} \), while \( N^k J \) is the sequence \( (N^k J_n)_{n \in \mathbb{N}} \) for any \( J \in \mathbb{Z}_N \).

Hence, in conclusion, for a given \( \alpha \in \Xi_N \), the data \( (K_0(\mathcal{A}_\alpha^\mathfrak{F}), [1], \alpha_0) \) where \( \alpha_0 \) is the trace of any Rieffel-Powers projection in \( \mathcal{A}_\alpha^\mathfrak{F} \), is a complete invariant for \( \mathcal{A}_\alpha^\mathfrak{F} \). Indeed, \( (K_0(\mathcal{A}_\alpha^\mathfrak{F}), [1]) \) determines a cocycle \( \xi_J \) in \( H^2(\mathbb{Z} \left[ \frac{1}{N} \right], \mathbb{Z}) \), up to the equivalence \( \equiv \), and we can recover \( \alpha \) up to a shift using the value \( \alpha_0 \).
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