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ABSTRACT

The Arctic frontal zone (AFZ) is a narrow band of strong horizontal temperature gradients that develops

along the Arctic Ocean coastline each summer in response to differential heating of the atmosphere over

adjacent land and ocean surfaces. Past research has linked baroclinicity within the AFZ to summer Arctic

cyclone development, especially by intensifying storms that migrate northward from the Eurasian continent.

This study uses the Community Earth System Model Large Ensemble in conjunction with an advanced cy-

clone detection and tracking algorithm to assess how the AFZ, summer Arctic cyclone activity, and the

relationship between them respond to warming under the representative concentration pathway 8.5 (RCP8.5)

scenario. Under this strong warming scenario, the AFZ remains a significant cyclone intensifier. Changes to

the AFZ are largely restricted to June, when earlier snowmelt leads to strengthening of land–ocean tem-

perature contrasts. This strengthening is accompanied by enhanced cyclogenesis along the east Siberian coast,

but no change is observed for overall cyclone frequency over the Arctic Ocean. However, simultaneous

changes to subpolar storm tracks impact Arctic cyclone activity in all summer months, sometimes in oppo-

sition to the impact of the AFZ. In June, the storms migrating poleward to the Arctic Ocean become weaker

under RCP8.5, leading to lower Arctic cyclone intensity. In July and August, the poleward shift of the North

Pacific storm track enhances cyclone activity in the Beaufort and Chukchi Seas.

1. Introduction

As the Arctic (Fig. 1) loses its summer sea ice cover, it

becomes increasingly accessible for marine shipping,

extraction of oil and natural gas resources, tourism, and

other activities, all of which are affected by weather

conditions. However, the same warming responsible for

increased accessibility may also impact the generation

and evolution of weather systems in the Arctic. These

impacts are likely to be seasonally dependent, following

seasonal variation in the dominant source regions for

Arctic cyclones.

In autumn and winter, declining sea ice (Serreze and

Stroeve 2008; Stroeve et al. 2012) may itself be a key

driver of cyclone change. As the period of open water

lengthens, there will be stronger autumn and winter

energy fluxes into the lower atmosphere, reducing static

stability (Bengtsson et al. 2011; Jaiser et al. 2012; Rinke

et al. 2013; Vihma 2014). Changes in the location of the

ice margin will also alter local horizontal temperature

gradientmagnitude (Jaiser et al. 2012; Rinke et al. 2013).

Declining sea ice cover will have less impact in summer

when air–sea temperature contrasts are small (Long and

Perrie 2012; Porter et al. 2012).

Changes in the polar jet stream may also be involved.

In winter, a majority of cyclones migrating into theArctic

Ocean originate within the Icelandic low (IL) region and

elsewhere along the North Atlantic storm track (Serreze

et al. 1993; Simmonds et al. 2008; Crawford and Serreze

2016). These storms tend to travel northeastward; ac-

cordingly, the highest frequency of winter cyclones at

Arctic latitudes is in the Barents and Kara Seas. Rela-

tively few storms find their way into the central Arctic

Ocean (CAO) or the Beaufort, Chukchi, East Siberian,

and Laptev (BCEL) Seas (ibid.). Simulations from many

climatemodels project a twenty-first-century reduction in

Northern Hemisphere cyclone frequency (e.g., Finnis

Supplemental information related to this paper is available

at the Journals Online website: https://doi.org/10.1175/JCLI-

D-17-0296.s1.

Corresponding author: Alex D. Crawford, acrawford@wooster.

edu

15 DECEMBER 2017 CRAWFORD AND SERREZE 9847

DOI: 10.1175/JCLI-D-17-0296.1

� 2017 American Meteorological Society. For information regarding reuse of this content and general copyright information, consult the AMS Copyright
Policy (www.ametsoc.org/PUBSReuseLicenses).

https://doi.org/10.1175/JCLI-D-17-0296.s1
https://doi.org/10.1175/JCLI-D-17-0296.s1
mailto:acrawford@wooster.edu
mailto:acrawford@wooster.edu
http://www.ametsoc.org/PUBSReuseLicenses
http://www.ametsoc.org/PUBSReuseLicenses
http://www.ametsoc.org/PUBSReuseLicenses


et al. 2007; Pinto et al. 2007; Bengtsson et al. 2009;Ulbrich

et al. 2009) but an increase or no change in frequency over

the Arctic (e.g., Finnis et al. 2007; Ulbrich et al. 2013;

Akperov et al. 2015). Such changes are often linked to a

weakening and/or poleward shift in the polar jet stream,

especially along the North Atlantic and North Pacific

storm tracks (e.g., Pinto et al. 2007; Bengtsson et al. 2009;

Ulbrich et al. 2009; Schuenemann and Cassano 2010;

Chang et al. 2012; Lehmann et al. 2014).

Less attention has been paid to summer. Equator-to-

pole temperature gradients, and therefore the polar jet

stream, are weaker in summer, which means fewer

cyclones in the North Atlantic Ocean and Barents

Sea (Whittaker and Horn 1984; Serreze et al. 1993;

Simmonds et al. 2008). Cyclones that do form along the

North Atlantic storm track also tend to be less intense

than their winter counterparts (Serreze et al. 1993;

Serreze 1995; Simmonds and Rudeva 2014). However,

cyclogenesis over Eurasia is much greater in summer

than winter, especially in the Kolyma Lowland (KL),

which lies in the lee of the Verkhoyansk range (VR) and

Gydan range (GR) of Siberia (Serreze et al. 2001;

Sorteberg and Walsh 2008; Crawford and Serreze 2016).

Therefore, the response of summer cyclone activity in the

Arctic to a warming climate may depend more strongly

on the response of these Eurasian cyclones.

Summer cyclones migrating from Eurasia to the

Arctic Ocean must pass through the Arctic frontal zone

(AFZ; Fig. 2). As shown by Crawford and Serreze

(2015), the AFZ is expressed along much of the Arctic

Ocean coastline, from theKola Peninsula (418E) and the
Barents Sea in the west, along the shores of Siberia and

Alaska, and ending around Banks Island (1268W).

Landward of the coastline, the surface heats up quickly

after snow loss in May and June and readily transfers

energy to the atmosphere via radiative and turbulent

fluxes. Meanwhile, coastal parts of Arctic Ocean seas

(except the Barents Sea) maintain sea ice cover into July

and August and store more energy in the subsurface

column, leading to lower air temperatures over the

ocean (Crawford and Serreze 2015). This heating con-

trast leads to frequent near-surface weather fronts

(Reed and Kunkel 1960; Serreze et al. 2001) and strong

horizontal temperature gradients that extend into the

mid- and upper troposphere (Fig. 2; see also Serreze

et al. 2011; Crawford and Serreze 2015). Although the

coastline itself is not a preferred area of cyclogenesis,

Crawford and Serreze (2016) documented two ways in

which the AFZ impacts cyclone development. First,

they linked cyclogenesis over Siberia to troughing in the

jetlike feature that develops in association with theAFZ

(Figs. 2e–h). Second, they observed that variations in the

strength of temperature gradients along the AFZ are

positively correlated with both the intensification rate of

cyclones passing through the AFZ and the average in-

tensity of cyclones in the CAO and BCEL Seas

(CAO1BCEL).

Conclusions drawn from previous studies of projected

changes in summer Arctic cyclone activity have been

mixed. Using a regional climate model to project out to

the year 2100, Akperov et al. (2015) found no significant

increase in overall April–September cyclone frequency,

but they did find an increase in the number of small and

weak cyclones as well as an increase in cyclone intensity.

Using the Bergen ClimateModel, Orsolini and Sorteberg

(2009) found a reduction in summer cyclone frequency

for the Northern Hemisphere as a whole but an increase

in frequency poleward of 708N. Using an ensemble of

16 models and the Special Report of Emission Sce-

narios (SRES) A1B scenario, Lang and Waugh (2011)

found no significant changes by 2100 in the number of

Arctic cyclone centers in summer. However, using a

similar 17-model ensemble, Nishii et al. (2015) found

increased cyclone activity in the CAO by 2100 under

the representative concentration pathway 4.5 (RCP4.5)

scenario. [As shown in Fig. 12.3 of Collins et al. (2013),

the top-of-the-atmosphere radiative forcing increases

more slowly in the RCP4.5 than in the A1B scenario.]

In addition to using different models and scenarios,

FIG. 1. Location map of Arctic region showing elevation (see

color bar). The summer AFZ is outlined in red. The thick gray line

bounds the CAO, the surrounding letters denote the coastal Arctic

seas [Beaufort (B), Chukchi (C), East Siberian (E), Laptev (L),

Kara (K), Barents (R), Norwegian (N), and Greenland (G)], and

the dark blue shading indicates the study area (CAO1BCEL). The

letter pairs denote specific topographic features that arementioned

in the text (GA, BR, BS, KL, GR, VR, and TP).
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each of these studies uses different study areas, periods

of analysis, and storm intensity/activity measures, all of

which may influence results.

Although Orsolini and Sorteberg (2009) and Nishii

et al. (2015) note an increase in coastal temperature

gradients at the surface, neither of these studies closely

examined the role of the AFZ. They also focused solely

on seasonal changes, which may mask important changes

at the monthly time scale. The purpose of this paper is to

examine in detail how the AFZ impacts the response of

summer Arctic cyclone activity to a strong warming sce-

nario (RCP8.5) using the Community Earth System

Model Large Ensemble (CESM-LE). The guiding ques-

tions are as follows:

1) How does the AFZ change in this strong warming

scenario?

2) How does summer Arctic cyclone activity change in

this strong warming scenario, and what role does the

AFZ play?

FIG. 2. Latitudinal cross sections of the July 1990–2005 (a)–(d) meridional temperature gradient (cold to the north is negative) and

(e)–(h) zonal wind velocity (westerlies are positive) in CESM-LE. Also marked is the Arctic Ocean coastline (C).
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2. Data and methods

a. CESM-LE

The AFZ exhibits substantial interannual variability

(Crawford and Serreze 2015) that might mask its re-

sponse to the external forcings of RCP8.5 in a single

model run. To account for this internal variability,

changes in the AFZ and summer Arctic cyclone activity

were assessed using members 1–30 of CESM-LE (Kay

et al. 2015). Variations among ensemble members in

CESM-LE arise from small round-off differences to the

temperature field in the year 1920. These variations

quickly propagate so that for the period 1990–2005, each

member can be viewed as representing an independent

expression of the same climate state. Differences rep-

resent the stochastic processes of internal variability, as

described by Lorenz (1963) for the impact of initial

conditions on numerical weather prediction models.

A complete description of the CESM-LE is provided

by Kay et al. (2015). All simulations in the CESM-LE

use version 1 of CESM (with Community Atmosphere

Model, version 5; grid version 0.93 1.25_gx1v6; Hurrell

et al. 2013), which includes coupled atmosphere, ocean,

land, and sea ice components. It also incorporates a land

carbon cycle and ocean biogeochemistry. Historical radi-

ative forcing is used for the period 1920–2005, and RCP8.5

is used thereafter. RCP8.5 is a high-emissions scenario; in

CESM, it has an anthropogenic radiative forcing of about

8.0Wm22 at year 2100 (Collins et al. 2013).

CESM-LE data were obtained from Earth System

Grid (https://www.earthsystemgrid.org/home.html) at

about 18 latitude–longitude spatial resolution. Monthly

temperature, surface pressure, zonal wind, sea ice con-

centration, and snow fraction used here are available for

the periods 1920–2005 (1850–2005 for member 1) and

2006–80. The vertical grid for CESM uses a hybrid

pressure–sigma system, so wind and temperature data

were first interpolated to a pure pressure grid with

50-hPa intervals from 100 to 800 hPa and 25-hPa in-

tervals from 800 to 1000 hPa.

Because the present study addresses cyclone evolu-

tion, subdaily temperature, sea level pressure (SLP), and

precipitation data were also acquired. Temperature,

SLP, and total precipitation are available from Earth

System Grid at a 6-h temporal resolution for both 1990–

2005 and 2071–80. [The former period has been ex-

tended by six years since Kay et al. (2015).] Large-scale

precipitation is only available at a daily time scale.

One drawback to using CESM-LE instead of an en-

semble of multiple climate models is the loss of in-

formation about model spread. To compensate for this

loss, all results derived from CESM-LE through 2005

concerning the AFZ and summerArctic cyclone activity

were compared to the output from atmospheric reanalyses

(see supplemental material sections 1 and 2, respectively).

Relevant biases are also discussed in section 4.

b. Definition of AFZ strength

As in Crawford and Serreze (2015), a 3 3 3 Sobel

operator was used to calculate temperature gradient

fields. A Sobel operator first calculates a zonal and

meridional gradient and then combines them to find the

magnitude, with the four cells sharing an edge with the

center cell weighted twice as heavily as the four cells

sharing a corner. Except for latitudinal cross sections, in

which the meridional component along a single longi-

tude is used, ‘‘AFZ strength’’ at any level of the atmo-

spherewas defined as the average horizontal temperature

gradient magnitude along the coastline of the Arctic

Ocean from 428W eastward to 1268W.

c. Summer NAM

One test of robustness for the AFZ–Arctic cyclone

relationship is whether it persists after controlling for

large-scale atmospheric patterns that might also impact

cyclone activity. One pattern that consistently shows a

significant relationship with summer Arctic cyclone ac-

tivity is the summer northern annular mode (NAM; Ogi

et al. 2004; Serreze and Barrett 2008; Simmonds et al.

2008). For this study, a seasonally variable NAM

(SVNAM; see Ogi et al. 2004) was computed separately

for each calendar month. It is defined here as the leading

empirical orthogonal function (EOF) of monthly SLP

anomalies north of 408N.

d. Cyclone detection and tracking

Cyclone characteristics were calculated from the

Lagrangian cyclone detection and tracking algorithm

detailed by Crawford and Serreze (2016). SLP data are

first reprojected using cubic convolution onto the

Northern Hemisphere Equal-Area Special Sensor Mi-

crowave Imager (SSM/I) Grid 2.0 (EASE Grid 2.0;

Brodzik et al. 2012)with a gridcell size of 100km3 100km.

The EASE Grid 2.0 is based on a Lambert’s equal-area

azimuthal projection centered on 908 latitude. Tominimize

issues with the extrapolation of SLP from elevation

(Serreze 1995; Tilinina et al. 2013), all grid cells with an

elevation.1500m are masked before the detection stage,

and only cyclone tracks that spend at least one observation

time at elevations under 500m are used in analysis.

Cyclone centers are identified as minima in SLP. To

remove heat lows and other spurious features, minima

with an average radial pressure difference of less than

7.5 hPa over a 1000-km radius are rejected as cyclone

centers. Cyclone area and multicenter cyclones are
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identified simultaneously based on the method de-

scribed by Hanley and Caballero (2012). For multiple

SLP minima to be part of the same multicenter cyclone

they must all be within 1000km of the lowest pressure

minimum being considered. Additionally, if counting

from that lowest minimum, the number of unshared

isobars (surrounding just the lowest minimum) must be

less than half the number of shared isobars (surrounding

all minima without also surrounding an SLP maximum

or an SLP minimum from another cyclone). The highest

unshared isobar defines the area of a single-center cy-

clone, and the highest shared isobar defines the area of a

multicenter cyclone.

Cyclone tracking relies on predicting the location of

each cyclone center based on past propagation. Fol-

lowing Wernli and Schwierz (2006) and Hanley and

Caballero (2012), the prediction vector is scaled by 0.75

to account for the tendency for cyclone propagation to

decelerate with age. The nearest neighbor to this pre-

dicted location is identified as an extension of the cy-

clone track as long as the propagation speed does not

exceed 150 kmh21.

e. Cyclone characteristics

Cyclone characteristics for this study were calculated

on the subset of tracks that, in addition to passing the

elevation criterion, had a track length of at least 100km

and a lifespan of at least 24 h (four time intervals). Ad-

ditionally, although all cyclone centers were tracked

individually, only one track is included here for each

multicenter cyclone. Cyclogenesis and cyclolysis were

recorded as the first and last appearance of a cyclone,

respectively. In figures that follow, cyclogenesis and

cyclolysis are mapped as the number of events per

500km 3 500 km area per month or season. Similarly,

cyclone frequency is mapped as ‘‘track density,’’ or the

number of tracks passing through a 500km 3 500km

area per month or season.

As discussed by Simmonds and Keay (2000), all in-

tensity measures have some drawbacks, so using multiple

measures together provides a more comprehensive pic-

ture of cyclone activity. Cyclone intensity is measured

using both the Laplacian of central pressure (DsqP) and

cyclone depth, which is measured as the difference in

pressure between a cyclone’s center and its edge.

f. CAP

Cyclone-associated precipitation (CAP) links the

AFZ to the hydrological cycle. The CAP calculation is

based onFinnis et al. (2007) and Stroeve et al. (2011). First,

for any given observation period, all areas of contiguous

grid cells with a large-scale precipitation rate exceeding

1.5mmday21 were identified. Second, all precipitation

areas were assigned to a cyclone if 1) the precipitation area

intersected the cyclone area or 2) the precipitation area lay

within 250km of the cyclone center. The cyclone area

calculations are sensitive to cyclone ‘‘interference,’’ lead-

ing to smaller cyclone areas when two separate systems lie

close together. Using a minimum radius to determine in-

tersections with precipitation areas alleviates this problem.

However, the inclusion of cyclone area in addition to the

minimum radius makes it more likely that larger cyclones

will be associated with more precipitation. Third, the total

precipitation for each precipitation area was assigned to its

respective cyclone. Using total precipitation recognizes

that convection can contribute precipitationwithin synoptic-

scale systems. Finally, if one precipitation area was

associated with multiple cyclones, the precipitation was

partitioned among the cyclones so that each grid cell of

precipitation was assigned to the nearest cyclone center.

Catto et al. (2012) apply a similar concept to identify

precipitation associated with atmospheric fronts. If a

front appears within a 2.58 3 2.58 box centered on a grid

cell with daily precipitation greater than zero, pre-

cipitation from that grid cell is associated with the front.

Papritz et al. (2014) consider both cyclone- and front-

associated precipitation. Their CAP measurement is

likely to identify less precipitation than the one used here

since 1) they only assign precipitation to a cyclone if the

precipitation grid cell falls within the cyclone area and

2) they do not use a minimum cyclone area for small

storms. However, they also use a smaller contour interval

(0.5hPa) for calculating cyclone area, which shouldmake

cyclone areas more accurate. All three methods result in

cyclone-/front-associated precipitation climatologies with

maxima along the major storm tracks.

g. Climate change assessment

To assess how theAFZ responds to warming under the

RCP8.5 scenario, average monthly AFZ strength and

zonal wind velocity were calculated for the periods 2071–

80 and 1990–2005 and compared using Student’s t tests

(n 5 30 for both periods). Cyclone intensity and fre-

quency within the CAO1BCEL and within the AFZ

were assessed in the same manner. Assessing the re-

sponse to warming as a difference between two periods

rather than a continuous trend is also adopted byOrsolini

and Sorteberg (2009), Akperov et al. (2015), and Nishii

et al. (2015), whose results are compared in section 4.

The AFZ–cyclone relationship was examined by

comparing the correlation between AFZ strength and

cyclone characteristics during 1990–2005 and 2071–80.

Because of the short periods being considered (16 and

10 years, respectively), a nonparametric Spearman’s rho

correlation coefficient was calculated for each member

and period.
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Additionally, a correlation test was performed for all

members combined, treating each member year as an

independent observation. This averages out the internal

variability that can be prominent over a 10- or 16-yr

period. Finally, following Crawford and Serreze (2016),

SVNAM-adjusted values were obtained for AFZ

strength and each cyclone characteristic by calculating

the residuals of a simple linear regression with the

SVNAM index as the right-hand variable. The same

correlation tests were also performed on these adjusted

values to test whether the SVNAMmight be considered

the underlying cause of any AFZ–cyclone relationships

found in CESM.

3. Results

RCP8.5 at 2071–80 represents a transient response to

increased greenhouse gas concentration, which exerts a

radiative forcing of about 7Wm22 by 2075 (Collins et al.

2013). In CESM-LE, this results in an increase of 3.278 6
0.028C(Table 1) for the global near-surface air temperature

during northern summer (JJA) between 1990–2005 and

2071–80. Continuing RCP8.5 past 2100 would result in a

stabilized radiative forcing of about 12Wm22 after 2200

(Collins et al. 2013).

Table 1 also shows the temperature change for the

Arctic region (north of 608N). The mean summer near-

surface air temperature for the Arctic increases by

4.948 6 0.078C. This is 1.678C (51%) more than for the

planet as a whole. In June, this Arctic amplification of

warming near the surface is due primarily to enhanced

warming over land (Fig. 3a). In July, differences be-

tween warming over ocean and continents are smaller,

and continental enhancement is restricted to the Taymyr

Peninsula (TP), the edge of Greenland, and the Cana-

dian Arctic Archipelago (Fig. 3b). In August, the edge of

Greenland shows the most warming, and parts of the

Arctic Ocean warm more than Eurasia or North

America (Fig. 3c). In other words, Arctic amplification

transitions from being a primarily continental phenom

enon in June to being a primarily oceanic phenome-

non in August. Broadly consistent with observations

TABLE 1. Mean June–August differences in temperature (8C) between the years 2071–80 and 1990–2005 and 95% confidence interval

based on 30 CESM-LE members. Differences are calculated at the near-surface (reference height) and 700-hPa levels both globally and

for the Arctic (latitude . 608N).

Near surface 700 hPa

Period Global Arctic Global Arctic

June 3.24 6 0.02 4.59 6 0.08 3.61 6 0.02 4.40 6 0.07

July 3.27 6 0.02 4.73 6 0.07 3.69 6 0.03 4.76 6 0.06

August 3.30 6 0.02 5.50 6 0.08 3.66 6 0.03 4.96 6 0.06

Summer (JJA) 3.27 6 0.02 4.94 6 0.07 3.65 6 0.02 4.71 6 0.05

FIG. 3. Mean June–August differences in temperature between 2071–80 and 1990–2005 at reference height for CESM-LE members

1–30 under RCP8.5. All colored grid cells have a significant difference based on the 95% confidence interval of the Student’s t test in

which each member is considered an independent observation (30 observations per period).
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(Serreze et al. 2009; Screen and Simmonds 2010;

Pithan and Mauritsen 2014), Arctic amplification of

warming is greatest near the surface, although still

present aloft. At 700 hPa, the difference between

Arctic warming and global warming is 1.068C (35%).

Warming is also more similar between low and high

latitudes (Table 1) and nearly uniform between land

and ocean (not shown).

a. Response of the AFZ

The near-surface response of the AFZ to Arctic

warming is closely tied to the difference in warming over

the continents and ocean. Warming in June is greater

over the continents; accordingly, the temperature gra-

dient magnitude strengthens along most of the Arctic

Ocean coast (Figs. 4a–c), by more than 30% in some

areas. In July, strengthening of coastal temperature

gradients is largely restricted to the Taymyr Peninsula.

In August, warming is greater over the ocean than over

the continents, and parts of the AFZ weaken.

The seasonal cycle of the AFZ during the period

1990–2005 is strengthening in June, peak strength in

July, and weakening in August. Therefore, the monthly

changes that occur under RCP8.5 indicate a shift in AFZ

seasonality. Under RCP8.5, the AFZ develops earlier.

Indeed, in many years of the period 2071–80, coastal

temperature gradients are strongest in June and begin

declining in July.

Overall, changes to the AFZ are greatest at the low-

ermost levels of the atmosphere. However, as shown in

Fig. 5, the changes in June extend through a varying

depth of the atmosphere, depending on the region.

These latitudinal cross sections from 408 to 908N de-

pict the change in the meridional temperature gradi-

ent (Figs. 5a–d) and zonal wind velocity (Figs. 5e–h)

between 1990–2005 and 2071–80. The cross sections for

1548W, 1688E, 1528E, and 508E cross the Arctic Ocean

coasts of Alaska, Chukotka, eastern Siberia, and western

Russia, respectively. In Figs. 5a–d, red indicates strength-

ening of cold-to-the-north temperature gradients. In

Figs. 5e–h, red indicates strengthening of easterly winds

(or weakening of westerly winds).

All cross sections show weakening of the polar front

and jet at 408–458N, but with no poleward shift. The

strong changes apparent from 250 to 200hPa result from

expansion of the troposphere and lifting of the tropo-

pause. The transects along 1548W and 1688E show

strengthening of the AFZ that extends throughout the

troposphere, as well as strengthening of its associated

jetlike feature. The transect at 1528E captures similar

patterns, but strengthening of the AFZ is restricted to

lower levels of the atmosphere, and the westerlies ex-

hibit no significant change. The cross section at 508E is

much different, depicting distinct weakening of the

AFZ. Strengthening of the near-surface temperature

gradients does occur offshore, but it is restricted to be-

low 800hPa.

Consistent with Fig. 4f, three of the four transects

depict almost no change to the AFZ in July (Fig. 6).

By contrast, changes to the polar front and tropopause

are more prominent, and the polar front exhibits a clear

poleward shift. Rather than along the coastline, the

area of greatest surface change in the Arctic is over

the Arctic Ocean. The one cross section showing sub-

stantial change over the coastline is along 1548W
(Figs. 6a,e), where, despite the lack of strengthening

near the surface (Fig. 4f), meridional temperature

gradients and zonal winds both show widespread

strengthening aloft.

The patterns described for July persist or intensify in

August (Fig. 7). Winds become more westerly over

much of the Arctic Ocean (except north of 858N on the

Pacific side). Despite little to no change at the surface,

the AFZ strengthens over the Alaskan coastline above

about 700 hPa. As discussed in section 4 below, the

changes over Alaska in July and especially August may

be driven by subpolar influences and not the surface

contrasts associated with the AFZ.

b. Response of summer Arctic cyclone activity

As with the AFZ, the response of summer Arctic

cyclone activity to RCP8.5 varies by month. Track

density in June decreases throughout most of the

midlatitudes, including along the North Atlantic and

North Pacific storm tracks (Fig. 8c). Track density also

decreases in the Barents, Kara, and Laptev Seas.

Representing a shift in the North Atlantic storm track,

the track density increases along the eastern side of

Greenland. However, the area with the greatest in-

crease in track density is the AFZ, extending from the

Taymyr Peninsula, along the coastline of eastern Si-

beria and Chukotka, and across to the Arctic coastline

of Alaska.

In July and August, widespread decreases in track

density throughout the midlatitudes and a poleward

shift of the North Atlantic storm track are still prom-

inent. The Arctic sees some increases in track density,

but these are focused over the Canadian Arctic Archi-

pelago andChukchi andBeaufort Seas rather than along

the AFZ. The increased track density over the Taymyr

Peninsula persists from June to July (Fig. 8f) but is ab-

sent in August (Fig. 8i).

Focusing more closely on the Arctic Ocean, Fig. 9

shows the change in cyclogenesis areas for the subset of

cyclones that intersect the CAO1BCEL region at any

point during their life cycle. For all summer months and
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both periods, CESM-LE depicts the AFZ as a sub-

stantial source region for CAO1BCEL cyclones. (This

represents a positive bias in CESM-LE; see Fig. S14 in

the supplemental material.) In June, though, cyclogen-

esis in eastern Siberia becomes evenmore focused along

the coastline under RCP8.5, and fewer cyclones origi-

nate farther inland. Despite some prominent changes in

track density in the CAO1BCEL, neither July nor

August exhibits the widespread changes to cyclogenesis

seen in June. The largest areas of increased cyclogenesis

in July and August are over the Taymyr Peninsula and

northern Greenland, respectively. Hence, as with AFZ

strength, widespread increases in AFZ cyclogenesis oc-

cur in June and June only.

FIG. 4. Mean June–August 2-m horizontal temperature gradient magnitudes [K (100 km)21] based on CESM-LE ensemble means for

(a),(d),(g) 1990–2005 and (b),(e),(h) 2071–80 and (c),(f),(i) their difference. Stippling indicates a significant change based on the 95%

confidence interval of the Student’s t test in which each member is considered an independent observation (30 observations per period).
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Despite greater AFZ cyclogenesis in June, there is no

significant change to track frequency in any summer

month in the CAO1BCEL region (Table 2). The in-

creased contribution of cyclones from the AFZ under

RCP8.5 is offset by decreased contributions from else-

where. For example, there is a decline from 1.02 to 0.85

cyclones per year (p 5 0.03) from the combined area of

the Kara, Barents, Greenland, and Norwegian Seas (at

the northern end of the weakened North Atlantic storm

track). Additionally, no significant change occurs in the

number of cyclone tracks that intersect the AFZ. Recall

from Fig. 9c that increased cyclogenesis along the AFZ

is coupled with decreased cyclogenesis farther inland;

the AFZ generates more cyclones, but this change is

opposed by fewer storms forming farther inland.

Table 2 also lists the percentage change in average

cyclone intensity and CAP within the CAO1BCEL. As

with cyclone frequency, June is the only month with

FIG. 5. Latitudinal cross sections of the difference in the June (a)–(d) meridional temperature gradient and (e)–(h) zonal wind velocity

between 1990–2005 and 2071–80 under RCP8.5 in CESM-LE. Stippling indicates a significant change based on the 95% confidence

interval of the Student’s t test in which each member is considered an independent observation (30 observations per period).
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significant changes to either cyclone depth or DsqP.

Both measures indicate that cyclones are slightly but

significantly weaker in 2071–80 than 1990–2005. By

contrast, and likely pointing to the higher water vapor

content of the warmer atmosphere, CAP increases

substantially in all summer months, and most strongly

in August.

Figure 10 shows the spatial patterns of monthly cy-

clone intensity change using DsqP. All months show

cyclone weakening in the warmer climate throughout

much of the midlatitudes. In all months, cyclones are

weaker on the Atlantic side of the Arctic Ocean but

stronger in some parts of the Pacific side. From June to

August, the area of weakening becomes smaller while

the area of strengthening becomes larger.

c. Response of the AFZ–cyclone relationship

The final consideration is the role of the AFZ as a

cyclone intensifier in a warmer world. Following

Crawford and Serreze (2016), Fig. 11 depicts the distri-

bution of Spearman’s correlation coefficients between

AFZ strength and six cyclone characteristics for each

FIG. 6. As in Fig. 5, but for July.
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CESM-LE member for 1990–2005 (black outlined bars)

and 2071–80 (green bars). For most variables, the later

period has a greater range of coefficient estimates.

Rather than a more uncertain or erratic climate, this re-

flects the different number of observations in each period.

Each member contains 16 years for 1990–2005 and

10 years for 2071–80. Recognizing this, correlation co-

efficients were also calculated combining all members,

with 480 observations for 1990–2005 (black vertical line)

and 300 observations for 2071–80 (green vertical line).

For all six variables, the climatological correlation co-

efficients (vertical lines) are very similar between periods.

All three intensity measures have a modest correlation

(0.30–0.50) with AFZ strength. A stronger AFZ means

stronger summer cyclones. Additionally, at least 28 of the

30 members individually have a correlation with the same

sign for each intensity measure despite the short records.

The frequency measures all have positive but weak cli-

matological correlations (below 0.30) and a wider spread

in the coefficients from individual members.

FIG. 7. As in Fig. 5, but for August.
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Controlling for the SVNAM does not substantially

change the results. Figure 12 shows the same corre-

lation results, only after removing the linear re-

lationship of the SVNAM from both AFZ strength

and the cyclone characteristics (see section 2g).

Again, more variability among individual members is

apparent in 2071–80 than in 1990–2005, but the

climatological correlations are consistent. Removing

the relationship with SVNAM weakens the correla-

tions slightly, but a robust positive relationship is still

apparent for both periods. Also consistent with

Fig. 11, the frequency measures still show no clear

relationship with AFZ strength after accounting

for SVNAM.

FIG. 8. Cyclone-track density for June–August averaged from CESM-LE for the periods (a),(d),(g) 1990–2005 and (b),(e),(h) 2071–80

and (c),(f),(i) their difference. Stippling indicates a significant change based on the 95% confidence interval of the Student’s t test in which

each member is considered an independent observation (30 observations per period).

9858 JOURNAL OF CL IMATE VOLUME 30



4. Discussion

a. Amplified Arctic warming and the AFZ

As discussed earlier, the pattern of near-surface

warming between 1990–2005 and 2071–80 varies both

spatially and by month (Fig. 3). In June, warming over

Arctic lands generally exceeds that over the Arctic

Ocean, except along the Barents Sea coast. Contrasts

between land and nearshore ocean areas diminish in

July, and by August warming over the oceans dominates

in some areas. The heterogeneity of temperature

changes closely follows the seasonality of snow and sea

ice loss (Fig. 13). Overall, the loss of June snow cover

outpaces the simultaneous decline in nearshore sea ice

concentration, leading to a greater albedo change for

land than for the nearshore ocean. Additionally, the

FIG. 9. As in Fig. 8, but for mean June–August cyclogenesis frequency for cyclones that spend any time over the CAO1BCEL region

based on the CESM-LE ensemble mean.
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impact of the sea ice–albedo feedback has a character-

istic time lag (Screen and Simmonds 2010; Serreze and

Barry 2011). As the sea ice retreats in late spring and

summer, more energy is absorbed within the ocean

mixed layer (the top 20m or so). When the sun sets in

autumn and the atmosphere becomes cooler than the

ocean surface, both turbulent fluxes are directed upward

(ibid.). There is also a large upward longwave radiation

flux from the open water surface. By contrast, the snow-

free land will heat up quickly and hence also quickly

heat the overlying atmosphere. Therefore, June snow

loss amplifies warming immediately, while amplification

from June sea ice loss exhibits a seasonal delay. One

consequence, then, of RCP8.5 is that the AFZ develops

more vigorously in June.

The AFZ strengthening in June is greatest at the

surface and only occurs in areas experiencing substantial

snow loss (Figs. 4 and 5). The lack of change in Eurasia

for July andAugust can also be explained in terms of the

seasonality of surface changes. Since even in 1990–2005

snow cover in CESM-LE is largely absent from coastal

land by the end of June (consistent with observations;

see Brown and Robinson 2011), less opportunity exists

for amplified warming over Arctic land in July and

August. Sea ice loss and enhanced ocean heat uptake are

the dominant drivers instead. The one exception is along

the Taymyr Peninsula. This is the only area with a sub-

stantial snow loss in July in the warmer climate and the

only area where the AFZ strengthens in July.

Orsolini and Sorteberg (2009) and Nishii et al. (2015)

both remark upon increased summer baroclinicity near

the surface along the northern Eurasian coastline, but

they looked at the summer season as a whole and used

large spatial averaging. Our more detailed analysis re-

veals that strengthening of the AFZ occurs primarily in

June. Additionally, although increases in the tempera-

ture gradient magnitude are widespread at the surface in

this month, strengthening of the AFZ at higher atmo-

spheric levels is restricted to coastlines bordering the

East Siberian, Chukchi, and Beaufort Seas, as is

strengthening of the associated jetlike feature.

b. Atlantic-side cyclone response in June

Our results share some common ground with previous

studies that have considered the summer cyclone re-

sponse to climate warming. For instance, weakening

and a northward shift of the North Atlantic storm track

depicted in Fig. 8 is also seen in 1) the Bergen Climate

Model under the SRES A1B and A2 scenarios (Orsolini

and Sorteberg 2009), 2) the multimodel ensemble mean

reported by Lang and Waugh (2011) under the A1B

scenario, and 3) the CMIP5 ensemble under RCP4.5

(Zappa et al. 2013) and RCP8.5 (Lehmann et al. 2014).

However, simulations under the A1B scenario with

the HIRHAM model (Akperov et al. 2015) depict no

such change. Both Orsolini and Sorteberg (2009) and

Akperov et al. (2015) use a Lagrangian cyclone de-

tection and tracking algorithm, and the choice of algo-

rithm has been shown to have only a modest impact

on projections of winter cyclone activity throughout

the twenty-first century (Ulbrich et al. 2013). Therefore,

the differences more likely stem from the choice of cli-

mate model and study season. Notably, whereas

Akperov et al. (2015) considered April–September as

their study season, the other four studies cited above

used June–August.

Despite general similarities in the North Atlantic,

CESM-LE yields some differences from past studies for

June on the Atlantic side of the Arctic Ocean. In June,

CESM-LE shows an overall decrease in cyclone in-

tensity, mostly because of reductions along the Atlantic

side of the Arctic Ocean (Fig. 10c). By contrast, Orsolini

and Sorteberg (2009) found more intense cyclones

(based on relative vorticity) in the CAO for the summer

season. Using an Eulerian cyclone detection method,

Nishii et al. (2015) likewise identified enhanced cyclone

activity in the CAO during summer in an ensemble of

17 climate models under RCP4.5. Also unlike other

TABLE 2. Percent changes in cyclone variables from 1990–2005 to 2071–80 in CESM-LE (usingRCP8.5). Boldface indicates significance

at the 95% level, determined by the two-tailed Student’s t test. Intensity measures are averaged values for the CAO1BCEL region.

Cyclone frequency is measured as the number of cyclones whose tracks intersect the area of interest. AFZ cyclogenesis is calculated as the

average value for 500 km 3 500 km areas centered on each grid cell lying within the AFZ.

Variable June July August Summer

Intensity measures (averaged within the CAO1BCEL)

Cyclone depth 27.7 23.5 10.2 23.6
DsqP 23.4 10.4 10.6 20.8

CAP 139.3 145.0 158.6 150.5

Frequency measures

AFZ cyclone frequency 12.3 12.7 20.6 11.4

AFZ cyclogenesis 118.3 20.1 23.6 14.7

CAO1BCEL cyclone frequency 20.4 11.4 20.2 10.3
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models, CESM-LE depicts declines in track density over

the Barents and Kara Seas in addition to the North

Atlantic Ocean. This may in part result from the dif-

ference in looking at monthly versus seasonal statistics.

However, both Orsolini and Sorteberg (2009) and Nishii

et al. (2015) depict increased cyclone activity in the

CAO, and CESM-LE indicates no significant changes in

July and August that might offset June declines for

that area.

Additionally, both the weakening of CAO1BCEL

cyclones and the decline in track density in the Barents

and Kara Seas shown in CESM-LE link in part to the

North Atlantic storm track. Based on CESM-LE, cy-

clones migrating to the CAO1BCEL from the North

Atlantic in June are both fewer in number and weaker

under RCP8.5. For these storms, the difference in av-

erage DsqP is 20.07 hPa (100 km)22 (24.4%; p 5 0.02)

before entering the CAO1BCEL (see also Fig. 9c).

FIG. 10. As in Fig. 8, but for mean June–August DsqP (when a cyclone is present).
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Therefore, the discrepancy between CESM-LE and

other model results may largely reflect differences in the

behavior of the North Atlantic storm track in CESM

compared to other models. In many climate models, the

storm track is too zonal, with too many cyclones striking

western and central Europe and too few tracking into

the Greenland, Norwegian, and Barents Seas (Ulbrich

et al. 2008). Although CESM underestimates cyclone

frequency in the Kara Sea, it overestimates cyclone

frequency in the Greenland and Norwegian Seas com-

pared to atmospheric reanalyses (Fig. S11 in the sup-

plemental material). Many studies agree that the North

Atlantic storm track weakens under twenty-first-century

warming scenarios, but this weakening seems to have a

FIG. 11. Frequency plots of Spearman’s correlation coefficients between AFZ strength at 700 hPa and average

(a) DsqP, (b) depth, and (c) CAP for cyclones in the CAO1BCEL region, as well as AFZ strength at 700 hPa and

the average number of tracks that (d) cross the AFZ (red outline in inset map), (e) cross the CAO1BCEL region

(light blue in inset map), or (f) form in the AFZ for all summer months (JJA). Green solid bars show frequency for

2071–80, and black outlined bars show frequency for 1990–2005. The height of each bar indicates how many

members for which the correlation coefficient falls within the bar’s width. The green line marks the correlation

coefficient that results when combining observations from all members for the 2071–80 correlation. The black line

marks the same, only for 1990–2005.
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greater impact on the summer Arctic in CESM because

its North Atlantic storm track is less zonal and

contributes a greater number of cyclones.

c. Northern Eurasia cyclone response in June

For storms migrating into the CAO1BCEL from

Eurasia, our results are most similar to those of Orsolini

and Sorteberg (2009), especially in terms of cyclone

frequency. In CESM-LE, increased track density over

Eurasia is most persistent over the Taymyr Peninsula,

occurring in both June and July. For other parts of the

AFZ, increased track density is restricted to June only,

and these changes are diminished if looking at summer

as a whole (not shown). This is consistent with Fig. 1 of

Orsolini and Sorteberg (2009), which shows increased

track density along the Siberian coast and, more spe-

cifically, depicts the Taymyr Peninsula as a relative

maximum for increased cyclone frequency under future

warming scenarios. Other studies show different results.

Increases in cyclone activity detected by Nishii et al.

(2015) are focused on the CAO. Akperov et al. (2015)

identified small pockets of decreased frequency and

FIG. 12. As in Fig. 11, but with the effect of SVNAM first removed from all variables using a linear model.
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intensity north of the Laptev Sea and increased fre-

quency and intensity north of Svalbard but little change

overall.

A bias in CESM that may impact its results is that in

comparison to atmospheric reanalyses, CESM over-

estimates both cyclogenesis and track density over

Siberia, including within the AFZ, and underestimates

them over the Arctic Ocean (Fig. S14). It is uncertain

how this bias affects our results. That Orsolini and

Sorteberg (2009) came to a similar conclusion about

track density changes using a different model and cy-

clone detection and tracking algorithm argues that the

effect is minor. However, their model, like CESM, also

underestimates track density within the CAO1BCEL.

As with cyclones migrating from the North Atlantic,

cyclones migrating from Eurasia in June are generally

weaker in 2071–80, with a difference of 20.08 hPa

(100 km)22 (25.0%; p , 0.01) before entering the

FIG. 13. As in Fig. 8, but for mean June–August snow cover and sea ice concentration based on the CESM-LE ensemble mean.
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CAO1BCEL region. Despite some strengthening of the

AFZ on the eastern end of Eurasia, the intensification

rate of cyclones passing through the AFZ exhibits no

significant change. However, the AFZ does change in

one regard: in 2071–80 more cyclones are generated

within the AFZ but fewer preexisting cyclones migrate

through it (Fig. 9c). Because of this poleward shift in

cyclogenesis, in the warming scenario cyclones from

Eurasia are 12h younger on average at the time they

move into the CAO1BCEL (p , 0.01). In both 1990–

2005 and 2071–80, the maximum intensity for such cy-

clones occurs on average about 12 h after leaving the

AFZ. Thismeans that cyclones in 2071–80 have less time

to develop and deepen. Once they reach the Arctic

Ocean, these storms usually begin to stagnate and dis-

sipate regardless of age or intensity. Hence, the in-

tensification period for these cyclones is shortened.

An exception to June weakening is the group of cy-

clones migrating into the CAO1BCEL region from

northwest North America. These cyclones are stronger

on average by 0.09 hPa (100 km)22 (6.4%; p , 0.01) in

2071–80 before entry into theCAO1BCEL.TheAlaskan

and Yukon coastlines experience the greatest strength-

ening of the June AFZ (Fig. 4), which may be partly re-

sponsible. Indeed, the intensification rate for these cyclones

while in theAFZ increases by10.08hPa (100km)22 day21

(p 5 0.04) without a significant change to cyclone age.

However, as seen in Fig. 10c, this has only a small im-

pact on the CAO1BCEL.

d. Cyclone response in July and August

Near the surface, the AFZ strengthens in only a few

areas in July, and it weakens slightly in August (Fig. 4).

Aloft, there is little change in either meridional tem-

perature gradients or zonal wind velocity along the

Arctic coastline of Eurasia despite widespread changes

both north and south of theAFZ (Figs. 6 and 7). Cyclone

frequency (Fig. 8) and intensity (Fig. 10) in the CAO

also show relatively little change in July and August.

While there is a shift in the seasonality of the AFZ,

its role as a cyclone intensifier remains robust (Figs. 11

and 12). Hence, in many ways, the AFZ is a fixture of

consistency in an otherwise changing Arctic in July

and August.

However, looking along the Arctic coastline of

northwest North America, meridional temperature

gradients and zonal wind velocity both increase sub-

stantially in July and August (Figs. 6 and 7). Unlike the

changes simulated for June, the strengthening of me-

ridional temperature gradients inAugust at 1548Wis not

clearly tied to the surface. Indeed, directly above the

coastline, temperature gradients actually weaken in

August from 850 to 800 hPa. This behavior may not be

limited to CESM. Over 80% of the models considered

by Nishii et al. (2015) depicted strengthening of summer

westerlies at 850hPa over the northwest North Ameri-

can coastline, with a multimodel ensemble mean change

of 10.4m s21. No obvious changes were depicted over

the Eurasian coastline despite strengthening of near-

surface temperature gradients. Therefore, the surface

response of snow and sea ice to the warming scenario

cannot explain the changes to temperature gradients

and zonal winds above the northwest North American

coastline in July and August.

Along with these changes in Figs. 6 and 7, both track

density and cyclone intensity increase in parts of the

Beaufort and Chukchi Seas during July and August

(Figs. 8 and 10). However, unlike in June, cyclones

passing through the North American part of theAFZ do

not experience greater intensification in the warming

scenario than in 1990–2005. There is also no increase in

cyclogenesis along the coastline of the BCEL Seas. In

other words, the enhanced cyclone activity in the

Beaufort and Chukchi Seas in July and August occurs

despite relatively little change to the AFZ.

What, then, is the cause? The major reduction in sea

ice cover may lead to a greater surface latent heat flux,

and therefore cyclone intensification (Simmonds and

Keay 2009). However, cyclone intensification does not

change over the Beaufort and Chukchi Seas under

RCP8.5 in CESM, just cyclone intensity. This is consis-

tent with Long and Perrie (2012), who found no change

to summer cyclone intensification when sea ice was re-

moved in a model experiment, as well as Koyama et al.

(2017), who found no significant difference in cyclone

intensity between low sea ice years and high sea ice years

using atmospheric reanalyses despite differences in the

latent heat flux.

Rather than local causes, the enhanced cyclone activity

in these areas ismost likely due to changes in the northern

Eurasian and Pacific storm tracks. Figure 14 shows track

density maps and spaghetti plots for cyclones generated

in northeast Asia (Figs. 14a–f) and the North Pacific

Ocean (Figs. 14g–l) for July–August 1990–2005 and

2071–80. July–August cyclogenesis in northeast Asia

declines by 11% (p , 0.01) under the warming scenario.

Despite this decline, more storms migrate into the

Chukchi andBeaufort Seas (Fig. 14c).UnderRCP8.5, the

northern Eurasian storm track becomes more zonal in

July and August, and storms are more likely to hug the

coastline. A similar pattern is apparent for storms form-

ing over the Taymyr Peninsula (not shown).

There is also a shift in the North Pacific storm track.

The track density in the Gulf of Alaska (GA) drops

substantially between 1990–2005 and 2071–80 in all

summer months (Fig. 8), but this is not simply because
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FIG. 14. (a),(b),(g),(h) Contour plots and (d),(e),( j),(k) spaghetti plots of cyclone tracks originating in (top) eastern Siberia and (bottom)

the North Pacific Ocean (outlined in black or blue) during July–August of (left) 1990–2005 and (center) 2071–80. Also shown are the

differences in (c),(i) track density and (f),(l) cyclogenesis frequency for cyclones originating in eastern Siberia. Stippling indicates

a significant change based on the 95% confidence interval of the Student’s t test in which each member is considered an independent

observation (30 observations per period).
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of a weakening storm track. As shown in Fig. 14i, more

storms track through the Bering Strait (BS) in 2071–80

in July and August. Therefore, the increase in cyclone

activity in the Beaufort and Chukchi Seas is due to

shifting storm tracks, not additional cyclogenesis.

Orsolini and Sorteberg (2009) also identify a poleward

shift in the North Pacific storm track in the A2 scenario,

but not as far north as depicted in CESM-LE.

In addition to greater cyclone activity, more frequent

excursions of the polar front north of the Brooks Range

(BR) might also explain the strengthening of mid-

troposphere meridional temperature gradients and

zonal winds along theAlaskan coastline in July (Figs. 6a,e)

and August (Figs. 7a,e). A subpolar influence is consistent

with the lack of simulated surface changes in this area.

This shows that the AFZ is just one influence of several

on summer Arctic cyclone activity. Even though the

AFZ is relatively stable under RCP8.5 in July and

August, Arctic cyclone activity still changes.

e. CAP

Increased CAP occurs throughout the CAO1BCEL

region. This is despite the lack of overall increases for

either cyclone frequency or intensity. The increases,

then, must be thermodynamically driven. Saturation

vapor pressure increases with temperature, and en-

hanced latent heat exchange is a well-established re-

sponse to global warming (O’Gorman et al. 2012; Pithan

and Mauritsen 2014). The percent increase in CAP is

smallest in June, which has weaker cyclones in 2071–80.

The dynamic change, then, may partly offset the ther-

modynamic drivers. Additionally, July and August see a

larger reduction in sea ice extent (Fig. 13), which may

enhance moisture fluxes to the atmosphere (Screen and

Simmonds 2010; Long and Perrie 2012; Vihma 2014;

Koyama et al. 2017). Greater moisture input can also be

expected from lower latitudes (O’Gorman et al. 2012),

so the extra water vapor necessary for increased CAP

may be both internally and externally sourced.

5. Conclusions

This paper has addressed potential future changes in

summer Arctic cyclone activity, with a focus on the im-

pacts of the AFZ. In July and August, the AFZ experi-

ences little change above the near-surface level under

RCP8.5, but June shows some strengthening along the

Arctic coasts of eastern Siberia, Chukotka, and northwest

North America. June strengthening occurs because snow

cover melts earlier under RCP8.5, leading to amplified

warming of air over the continents. Sea ice retreat also

occurs earlier under RCP8.5, but the sea ice–albedo

feedback to warming is delayed until later in the year.

Strengthening of the AFZ in June is accompanied by

increases in cyclogenesis and cyclone intensification along

some parts of the AFZ, but overall the CAO1BCEL

region experiences no change to cyclone frequency

and a decrease in cyclone intensity. Storms migrating

into the CAO1BCEL in June are weaker on average

under RCP8.5, including those coming from Eurasia

and the North Atlantic storm track. In July and August,

enhanced cyclone activity in the Beaufort Sea appears

most strongly related to shifts in the northernEurasian and

North Pacific storm tracks, not to changes in the AFZ.

These findings (as well as the large increase in CAP)

provide evidence that the response of summer Arctic

cyclone activity is strongly dependent on changes at

lower latitudes. As Nishii et al. (2015) concluded, these

external influences can override the influence of the

AFZ. However, the AFZ maintains its year-to-year in-

fluence on cyclone intensity under RCP8.5. Therefore,

regardless of the other changes in this warming scenario,

the AFZ remains an important influence on summer

Arctic cyclone development.
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