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Abstract 

 Many important chemical reactions from all branches of chemistry occur with water as a solvent. 

Furthermore, in environmental chemistry, biochemistry, and synthetic chemistry, key reactions occur in 

heterogeneous aqueous systems, where interfacial effects are particularly important. Despite the 

importance of aqueous environments and the tremendous amount of work done to study them, there are 

aspects that require further explanation and remain controversial. I have performed experimental studies 

to help elucidate the fundamental characteristics of aqueous systems, while examining specific 

phenomena across several fields. 

 The genetic disorder phenylketonuria (PKU) can result in increased levels of the aromatic amino 

acid phenylalanine in human serum. Much of my work has focused on the driving forces behind 

partitioning of aromatic small molecules, including phenylalanine, into air-water or membrane-water 

interfacial regions, and the consequences of partitioning on interfacial properties. Drastically different 

behaviors for structurally similar aromatic molecules are observed, differences that cannot be explained 

by hydrophobic effects. These observations can be explained, however, through the development of a 

more detailed picture of interactions and partitioning, including the formation of interfacial aggregates. 

For phenylalanine, this partitioning appears to result in drastic changes in membrane morphology and 

permeability. This is a likely molecular-level cause for the damage associated with the disease state of 

PKU.  

 Aqueous systems are further complicated by the reactivity of water. It often serves not only the 

role of a solvent, but also a reactant, a product, and/or a catalyst. I explore this reactivity using an organic 

molecule with relevance to environmental chemistry, zymonic acid. Zymonic acid forms spontaneously 

from pyruvic acid, an important atmospheric species. While zymonic acid exists as a single species in 
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solid form when dissolved in DMSO, once in aqueous solution it quickly reacts with water and 

equilibrates with at least four other forms. I studied the details and kinetics of these equilibria via time-

dependent NMR. Several surprising mechanistic details were uncovered, including a direct enol to 

geminal diol conversion and base-catalyzed lactone ring formation. The consequences of zymonic acid’s 

behavior are investigated in the context of environmental and prebiotic chemistry. 
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Chapter 1: Thesis Introduction 

 Water is essential to many aspects of life as it evolved on earth. It comprises ~60% of the human 

body, and covers ~71% of the Earth’s surface. It is thought to be so critical to life that NASA’s search for 

habitable worlds is constrained by conditions where liquid water could exist.1 Many important chemical 

reactions from all branches of chemistry occur with water as a solvent. A great deal of scientific thought 

and research has been focused on the study of water. Despite these efforts, there are facets of aqueous 

chemistry that require further exploration. Water remains a difficult solvent to model, due to its complex 

hydrogen bonding network.2–4 There is strife in recent literature about both the phase diagram of water, 

and the state of water at a pure air-water interface.5–7 In this work, I, with the help of many collaborators, 

examine the interactions between water and chemical systems. While the focus is fundamental in nature, 

the chemistry that is investigated is particularly relevant to biological systems, environmental systems, 

and chemical assemblies that prelude the origin of life. 

 The theory most commonly applied to explain aqueous interactions is that of hydrophobicity and 

hydrophilicity.8–10 While this view of aqueous interactions is useful in some settings, it is often 

inconsistent or incorrect in fundamental ways. By examining the details of the systems under study, I 

hope to have contributed to a deeper insight into the real interactions at work in aqueous processes, and 

emphasize important and transferable concepts. This dissertation begins, in Chapter 2, with a discussion 

of experimental techniques that are used throughout this work. There is an emphasis on measurements of 

the properties of water interfaces, and some discussion of the thermodynamics of interfacial systems. 

Several technical points are emphasized here that I believe are important, or often overlooked. Chapters 

3-10 discuss experimental work that was often the product of collaborations. Because of this, I describe 

the contributions of myself, and collaborators below. For all the work described in this manuscript, 

Veronica Vaida provided indispensable advice, direction, and discussion.   

 Chapter 3 through 7 detail a series of studies examining aqueous interfaces, and the molecular 

interactions responsible for the partitioning of material to those interfaces. Chapter 3 investigates the 
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interactions of the amino acid phenylalanine with a model cell membrane at an air-water interface.11 This 

investigation involved simulations that were performed collaboratively between Elizabeth Griffith (CU 

Boulder) and Martina Roeselovà and Lukasz Cwiklik (Academy of Sciences of the Czech Republic, 

Prague). I contributed to Langmuir trough measurements alongside Elizabeth Griffith, Brewster Angle 

Microscope measurement with Ellen Adams and Dana-Marie Telesford (The Allen Group, The Ohio 

State University, Columbus, OH), and independently performed fluorescence confocal microscopy 

measurements. Elizabeth Griffith wrote the initial draft of the paper, which I revised to include 

contributions of collaborators and in response to comments during review. Chapter 4 describes 

unpublished work attempting to quantify surface hydrolysis in the model membrane system. This study 

was motivated by changes that were observed in the experimental work from Chapter 3. I am the sole 

contributor to this work. In Chapter 5, a series of aromatic compounds is investigated theoretically and 

experimentally, to uncover and explain the molecular level details behind the phenomena reported in 

Chapter 3.12 Molecular dynamics simulations were performed by Alexandra Kukharchuk, Pauline 

Delcroix, Martina Roeselová, and Lukasz Cwiklik (Academy of Sciences of the Czech Republic, Prague). 

I contributed the bulk of the experimental work, aside from the NMR analysis which was performed by 

Rich Shoemaker (CU Boulder), and lead the analysis and writing of the manuscript. Chapter 6 describes 

studies of phenylalanine with a model cell membrane, although under significantly different conditions. 

These studies are in preparation for publication,  but currently unpublished. Vesicles are synthesized with 

encapsulated dye, which allows for the performance of fluorescence permeability assays. Changes in 

vesicle permeability that are observed are consistent with the findings of Chapter 5. I am the sole 

contributor to this work. Chapter 7 details ongoing work in surface reflection spectroscopy in order to 

further study this system. I am the sole contributor to this work at this time. 

 Chapters 8 through 10 discuss a different line of study. A compound known as zymonic acid is 

investigated initially due to its role in aqueous heterogeneous chemistry.13 Rich chemical reactions are 

discovered in aqueous solution, however, and investigated via NMR.14 Chapter 8 discusses these 
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investigations. Rich Shoemaker (CU Boulder) provided a great deal of direction and oversight in the 

NMR work, and performed the solid state NMR analysis independently. Barry Carpenter (Cardiff 

University, United Kingdom) contributed to the formulation of the reaction mechanisms that are 

suggested. I performed the remainder of the NMR work, analysis, and wrote the resulting manuscript. 

Chapter 9 utilizes some of the new-found information about zymonic acid to expand previous 

mechanisms for the photochemistry of pyruvic acid.15 The new mechanism utilizes zymonic acid as a 

photochemical intermediate, and helps identify and explain previously unidentified pyruvic acid 

photoproducts. In this section I contributed some initial mechanistic direction, which was verified and 

expanded by Barry Carpenter (Cardiff University, United Kingdom) and Rebecca Rapf (CU Boulder). 

The vast majority of the experimental work and analysis was performed by Rebecca Rapf, as well as the 

writing of the manuscript. I performed the NMR experiments for this work. Chapter 10 concludes the 

zymonic acid related section with a discussion of the spontaneous polymerization of zymonic and pyruvic 

acids, and their ability to act as prebiotically plausible sugar analogues. This work is in preparation for 

publications, and I am the sole contributor. 

 The two lines of study that are described in this thesis illustrate different aspects of the chemistry 

that occurs in aqueous solutions, and at the interface between aqueous solutions and other materials. 

Often times this chemistry is complex and counterintuitive, despite the prevalence of aqueous systems in 

biology and the natural environment. It is my hope that this work contributes to a deeper understanding of 

the complexities involved in aqueous systems, and that understanding of these systems eventually leads to 

more accurate simple and intuitive descriptions, which can then be more easily utilized across fields and 

disciplines. 
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Chapter 2: Experimental Techniques 

2.1 Introduction 

 Different complementary experimental techniques are presented in this thesis. While brief 

explanations and relevant experimental details can be found in the chapters that follow, background and 

in some cases detailed explanations of basic principles are presented here. 

2.2 Langmuir Trough 

 Langmuir troughs are deceptively simple instruments that can, in theory, be used with any liquid 

material. They have their roots from instruments designed and utilized by Agnes Pockels,1 which were 

improved upon by Irving Langmuir to take similar form as modern instruments.2 Further adjustments to 

Langmuir troughs were made by Katharine Blodgett that allowed for effective transfer of films from the 

water surface to a solid support.3 These modified troughs are known as Langmuir-Blodgett troughs, and 

they are commonly found as modern instruments, in addition to Langmuir troughs. 

 While Langmuir trough techniques can apply to a range of liquids, for the sake of this 

explanation, we will assume the solution filling the trough (the subphase) is water. Operation is 

essentially the same for other liquids, although it is likely that different materials will be required for at 

least some components. Langmuir troughs consist of a shallow dish with movable barriers designed to 

scrape across the surface of the liquid filling the dish, combined with a surface tension measuring device. 

The most common usage for Langmuir Troughs is the collection of compression isotherms, where a 

known amount of insoluble, surface active (surface partitioning) material is deposited, usually in a 

volatile, immiscible solvent. After the solvent has evaporated, the barriers are scraped across the water 

surface and the surface area and surface tension are monitored. 

 The trough dish is usually made of polytetrafluoroethylene (PTFE, Teflon) due to its chemical 

inertness, and ease of cleaning. Troughs made of stainless steel and glass both appear in the literature 

however, and there are no strict constraints on what materials are usable, as long as they can hold liquid 

and be cleaned effectively. The barriers are generally composed of either PTFE or polyoxymethylene 
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(POM, Delrin) plastic. PTFE has the advantage of being chemically resistant and easier to clean, while 

Delrin has the advantage of being hydrophilic, which can prevent the movement of material under the 

barriers during compression.  

 The most common surface tension probes are microbalances with Wilhelmey plates, rod probes, 

or Du Noüy rings.4 All of these probes operate on the same principles. Surface tension can be 

conceptualized as the unit energy it takes to increase the unit surface area. The surface tension probes 

used rely on being extremely hydrophilic, which in this case means they have low contact angles with 

water, as shown in Figure 2.1. 

Figure 2.1: Illustration of the way water reacts to a 

hydrophilic surface tension probe. The contact angle is shown 

as Θ. 

 Because creating new surface costs energy, this 

results in a restoring force pulling the probe into the liquid. 

For a rod probe or Wilhelmy plate, the surface tension can be 

described as 

𝛾 = (
𝜕𝐺

𝜕𝐴
)
𝑇,𝑃,𝑛𝑖

≅
𝐹 ∗ ∆ℎ

∆ℎ ∗ 𝑝 ∗ cos(𝛩)
=

𝐹

𝑝 ∗ cos(𝛩)
 

where G is gibbs free energy, A is surface area, T is temperature, P is pressure, ni is number of moles of 

each substance, F is force, h is plate height above the liquid surface, p is plate perimeter, and Θ is contact 

angle. Surface tension measurements are often given in mN/m, but mJ/m2 are equivalent units. In practice 

materials are usually chosen such that the contact angle is approximately zero, which simplifies the 

relationship between the force measured by the microbalance and the surface tension. 

 While this method works well, there are other effects that alter the force measured by the 

microbalance. The most common of these are buoyant forces, from the probes displacing water, and the 

accumulation of water on the probe, increasing its weight. These effects are particularly problematic with 
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probes made of porous filter paper (although they are advantageous due to their low cost and complete 

wetting). In order to correct for these effects, the tensiometer is usually zeroed using clean water as a 

reference. This results in measurements of surface pressure, i.e. the difference in surface tension from that 

of pure water, rather than surface tension. Measurement of absolute surface tension can still be carried out 

with this technique, even with filter paper plates, by taking care that the probe remains wet and at the 

same depth between samples. 

 The largest technical difficulty inherent to Langmuir Troughs is cleanliness. Because of the two 

dimensional nature of the surface, it takes very few molecules of contamination to cause noticeable 

differences in measurements. As discussed in Chapter 5, contamination can manifest over time, and can 

be due to impurities on the trough, balance, barriers, etc., in the subphase, in the surfactant, in the 

spreading solvent, or in the gas phase. Because of this, great care needs to be taken when cleaning the 

trough, and selecting cleaning supplies and reagents. Water quality is particularly important. We have 

found that pre-bottled reagent grade water is insufficiently pure, likely due to the packing materials. The 

best option is use of a high purity water generator, such as a MilliQ system used for this work, which 

generates 18.2 mΩ/cm resistivity and 3 ppb total oxidizable carbon (TOC) water, starting from house 

deionized water feed. It should also be noted that low TOC does not necessarily guarantee the cleanliness 

of the water for our purposes; many surface active molecules are not oxidizable, and will not increase the 

TOC levels. This appears to be particularly true of some polymeric materials that are released from new 

pipe installs, which have caused a great deal of experimental trouble in our work. Langmuir trough 

studies are utilized in Chapters 3, 4, 5, and 7 in experiments that either require controlled surface 

conditions, or seek to gather thermodynamic information. 

2.3 Surface Thermodynamics 

 While the basic design and operation of a Langmuir trough is simple, but not easy, the 

thermodynamics behind interpreting the collected data are more complicated. So much so, that even the 
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most basic steps are often derived in ways that are not strictly correct. Good derivations of the basic 

thermodynamics of an interface appear in the seminal works of Gibbs5 and Guggenheim.6,7 A series of 

papers by Kinsi Motomura have detailed derivations of the thermodynamics of liquid interfaces,8 mixed 

insoluble surfactant solutions,9 and mixed soluble and insoluble surfactant solutions.10 An attempt at 

complete thermodynamic derivations is not made here, but rather key conceptual points will be 

emphasized. 

 Surface tension is perhaps the most useful measured quantity, and is an inherently 

thermodynamic variable. Represented as γ, it is defined as 

𝛾 = (
𝜕𝐺

𝜕𝐴
)
𝑇,𝑃,𝑛𝑖

 

where A is the surface area, and the integral is taken at constant temperature, pressure, and composition. 

While this is a thermodynamic variable, great care must be taken to use it in situations where the 

measurement of surface tension is done in a setting that is out of equilibrium. Certain surface tension 

measurements, especially utilizing moving drops or bubbles, will give measurements of dynamic, out of 

equilibrium surface tensions, which will often produce meaningless results when paired with equilibrium 

thermodynamic relationships.  

 There are many different ways to relate surface tension to other thermodynamic variables. A 

common starting point is the total differential for Gibbs free energy for a three phase system, including 

two bulk phases and an interface, and can be expressed as 

𝑑𝐺 = ∑ (𝑉𝑑𝑃 − 𝑆𝑑𝑇 + ∑µ𝑖𝑑𝑛𝑖 + ∑𝑛𝑖𝑑µ𝑖

𝑖 𝑖

) +  𝐴𝑑𝛾 + 𝛾𝑑𝐴

𝑝ℎ𝑎𝑠𝑒𝑠

 

where V is volume, P is pressure, S is entropy, T is temperature, µi is chemical potential of component i, 

ni is the number of molecules of component i. The fundamental expression of Gibbs energy in a 

multicomponent system also holds, however, indicating that: 
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𝑑𝐺 = 𝑉𝑑𝑃 − 𝑆𝑑𝑇 + ∑µ𝑖𝑑𝑛𝑖

𝑖

 

The combination of these two equations, along with the realization that the bulk phases at equilibrium do 

not contribute and the assumption that the surface area is constant, results in the expression 

−𝐴𝑑𝛾 =  ∑𝑛𝑖
𝑠

𝑖

𝑑 µ𝑖 

where ns is the number of molecules in the surface phase. This expression is known as the Gibbs 

adsorption isotherm equation, and is more commonly expressed as 

−𝑑𝛾 = ∑𝛤𝑖
𝑖

𝑑 µ𝑖 

 where Γ is the surface excess concentration. This equation can be used, generally by expressing the 

chemical potential in terms of an activity or concentration, to calculate a surface excess concentration 

based on a series of equilibrium surface tension measurements. 

 The surface excess concentration is a conceptually interesting quantity, as it is effectively a two 

dimensional concentration of (inherently three dimensional) molecules. This quirk arises because the 

surface phase does not have a volume associated with it, despite being occupied by material in the system. 

This is also the reason that it is referred to as a surface excess concentration, rather than a concentration. 

Generally, near the interface between two phases some molecules will have either higher or lower 

concentrations than the rest of the bulk phases. The surface excess concentration is simply the extra 

material near the interface compared to the bulk concentration. In the case of lower concentrations near 

the interface, this results in a negative surface excess concentration. 

 The choice of the dividing surface between the two phases is in some sense arbitrary, because the 

thermodynamics will hold regardless of this choice (although the relative amounts of material in each 

phase will change). For the sake of simplicity, the dividing surface is usually chosen such that one of the 



10 

 

 

bulk components has a surface excess concentration of zero. This is shown in Figure 2.2. In this example 

there is some depletion of material below (to the left) of the dividing surface, but an equal amount of 

excess material above (to the right of) the dividing surface, both in comparison to the bulk phases further 

from the dividing surface. 

Figure 2.2: Example of a Gibbs dividing surface such that the surface excess concentration of the 

depicted component is zero. 

 With this description of the surface phase, it is possible for surface excess concentration to 

manifest in many different ways. It is important to keep this in mind, as experimental determinations of 

material at the surface will not always relate to the thermodynamic definition of material that is in the 

surface phase. This is illustrated in Figure 2.3, where the red, orange, and green traces all exhibit surface 

excess concentrations, but with very different distributions of material throughout both the bulk and near-

interface regions.  

Figure 2.3: Example of different density profiles of materials. The dividing surface is chosen such that the 

blue trace has no surface excess concentration, however the orange, red and green traces all have 

positive surface excess concentrations. 
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 Having an understanding of surface thermodynamics is essential to much of the work presented in 

this dissertation. It is particularly important in Chapters 3-7 for interpreting experimental data. 

2.4 Brewster Angle Microscopy 

 Brewster Angle Microscopy (BAM) is a useful technique that is complementary to other surface 

sensitive measurements. It is a relatively new technique, first reported in 1991 by two groups.11,12 The 

Brewster angle is the angle at which incident light to a uniform dielectric will produce no p-polarized 

reflection. The Fresnel equations predict this angle as 

𝜃𝐵 = 𝑇𝑎𝑛−1 (
𝑛2

𝑛1
) 

where ΘB is the Brewster angle, n2 is the refractive index of the reflecting medium, and n1 is the refractive 

index of the initial medium. The Brewster angle of water has some wavelength (and temperature) 

dependence, but is approximately 53°.  

 The general design behind a BAM is to utilize a highly p-polarized laser to illuminate the water 

(or other liquid) surface, then image the reflected light. For a clean, instantaneous change in refractive 

index, there would be no reflected light. For a real interface, there is a minimum of reflectance. When any 

additional material is present at the water interface, however, the refractive index is altered slightly, and 

results in a large increase in reflected light compared to the clean interface. This allows, in many cases, 

for imaging of single-molecule thick films with relatively cheap and simple optics, and low exposure 

times (often milliseconds or seconds).  

 The simplest experimental configuration is shown in Figure 2.4, where a polarized laser 

illumination source is further polarized, and the reflected light is focused onto a CCD (or CMOS) detector 

to record the image. The advantage of these systems is that they are cheap and easy to build, requiring 

only a relatively stable laser, and a moderately sensitive CCD. A goniometer is generally used to match 

the angles of the two optical axes, and allows for fine tuning of the angle to minimize reflection from a 
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clean surface with relative ease. The optics used for focusing the light onto the CCD are generally 

microscope objectives, which work reasonably well for this purpose. The drawback to this system is that 

microscope objective lenses are designed to focus light in a plane perpendicular to the optical axis. This, 

combined with the tilt of the optical axis 

with respect to the imaging surface, 

results in images that have a narrow 

focused strip, with unfocused regions on 

either side. The area that is in focus 

generally decreases as the magnification 

of the objective increases.13 

Figure 2.4: Schematic of a simple Brewster Angle Microscope design. 

 There are several ways to compensate for the tilted axis of the imaging surface relative to the 

optical axis. The first strategy is to build custom objective lenses, which is not simple, but can produce 

excellent results.14,15 The second strategy is to correct the image prior to imaging, and this can be 

accomplished using a diffraction grating.16 This strategy requires careful selection of the diffraction 

grating to match both the tilt angle and the wavelength of the light, but is cheap and relatively simple to 

do. It does, however, add another optical angle to adjust to the system, which can introduce more 

complexity to the design and alignment processes.  

 Several commercial BAM instruments exist that likely use one of these types of correction, but 

the majority of home-build BAM instruments are uncorrected. When analyzing data from uncorrected 

images, it is important to acknowledge the distortions that are present when analyzing domains, as the 

image is not only unfocused, but also stretched in one dimension. Software can be used to partially 

account for the distortion, but not the lack of focus. Even in these simple systems, BAMs remain useful 

instruments for monitoring changes to the domain morphologies under a variety of conditions, generally 

at the same time as other Langmuir trough experiments. BAM studies are described in Chapter 3. 
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2.5 Vesicle Formation 

 An in-depth discussion of vesicle formation procedures for DPPC appears in the introduction and 

methods subsections of Chapter 6. 

2.6 Spectroscopy 

 Spectroscopy is the study of the interactions between light (of all wavelengths) and matter. 

Because it often relies of the microscopic details of molecules, the tools of quantum mechanics are 

necessary to accurately describe spectroscopic phenomena. Because of the dependence on the molecular 

details, spectroscopic studies can be used to learn about various aspects of molecules or mixtures of 

molecules under study. Absorption spectroscopies are among the more common variants, and rely on the 

simultaneous elimination of a photon and elevation of a molecule to an excited state. This process is 

isoergic, such that the energy of the eliminated photon equals the energy gained by the molecule. In order 

for an absorption process to occur, the transition moment must be non-zero. The transition moment, D, 

between states 2 and 1 is defined as 

𝐷21 = ∫𝛹2
∗µ⃗⃗ 𝛹1𝑑𝜏 

where Ψ1 is the initial wavefunction, Ψ2 is the excited wavefunction, and µ⃗⃗  is the transition moment 

operator and 𝑑𝜏 indicates the integral is over all space. Analysis of this quantity is often difficult, but 

there are many situations where symmetry arguments can be made to identify the situations where this 

quantity is zero, and transitions are forbidden. To make these symmetry arguments, however, 

approximations often must be made. Because of this, classically forbidden transitions are often observed 

with low to moderate intensity, depending on the error induced by the approximation. 

  Absorption is not the only spectroscopic quantity of interest, but it also relates to emission 

processes through the Einstein coefficients. The Einstein coefficient for absorption, B12, is proportional to 

the magnitude of the transition moment. Through thermodynamic and detail balance arguments, it can be 

shown that absorbing species must also be able to undergo stimulated emission. Stimulated emission 
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occurs when a photon of an energy that could be absorbed by a ground state molecule interacts with an 

excited state molecule and subsequently produces an identical photon and ground state molecule. The 

Einstein coefficients for absorption, B12, and stimulated emission, B21, are simply related by the number 

of degenerate excited, g2, and ground, g1, states, as: 

𝐵12

𝐵21
 =  

𝑔2

𝑔1
  

As a consequence of stimulated emission, for systems with singly degenerate ground and excited states, it 

is impossible to place more than 50% of the molecules in the excited state by illumination. Additionally, 

if this system were at 50% excited state occupation, it would have no net absorption and appear 

transparent, due to absorption and stimulated emission occurring at the same rate. 

 These coefficients further relate to the rate of spontaneous emission by the equation 

𝐴21

𝐵21
= 𝐶𝜈3 

where C is a constant and ν is the frequency of the emitted light. This necessitates that spontaneous 

emission occurs only for transitions where absorption can also occur (although sometimes it is not 

observed due to unpopulated states). It also shows that spontaneous emission occurs more quickly for 

higher energy states. These basic relationships hold for all types of spectroscopy discussed in the 

following sections, although the practical results are different for different regions of the electromagnetic 

spectrum due to the types of transitions that are involved. 

2.6.1 Infrared Spectroscopy 

 Infrared (IR) spectroscopy has become a workhorse for chemical identification across many 

fields. It primarily examines molecular vibrational energy levels, which are often characteristic of certain 

molecules or functional groups within a molecule.17 The vibrational states in a given molecule can be 

separated into orthogonal normal modes with distinct quantum energy levels available in each mode. In 
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addition to excitation of vibrational states, rotational states of much lower energy can be excited as well. 

Application of the transition moment equation, above, to vibrational and rotational initial and finals states 

yields several selection rules for allowed transitions, based on symmetry arguments. The first requirement 

for an allowed transition is that the vibrational level changes by ±1. At room temperature, generally only 

the ground state vibrational mode is occupied, so typically the spectral signature is due to excitation of the 

first excited state. The second requirement is that the rotational quantum number changes by 0 or ± 1. 

Because rotational states are relatively low in energy, multiple rotational levels are generally occupied. 

This allows for transitions from each occupied rotational state, and produces characteristic branched 

shapes in IR spectra. Rotational levels are generally only observed for small gas phase molecules with 

permeant electric dipoles. Larger molecules have less energy difference between rotational states, and as a 

result the differences between rotations becomes smaller than the spectrometer resolution.  

The most common type of IR spectroscopy utilizes light in the mid IR wavelength range of 4000-

400 cm-1 (2,500-25,000 nm). Common laboratory instruments utilize an interferometer and a broadband 

lightsource to generate a beam of IR light in which the contained frequencies are modulated as a function 

of time. In order to convert this from the time domain to the frequency domain (and thereby wavelength 

or energy), a Fast Fourier Transform (FFT) computer algorithm is employed. This technique allows for 

higher signal to noise and faster acquisition of spectra compared to more intuitive single wavelength 

(dispersive) absorption methods. This instrument configuration is described as a Fourier Transform 

Infrared Spectrometer (FTIR). FTIR data is often reported as either percent transmittance (%T) or 

absorption (A), described as: 

%𝑇 = 
𝐼

𝐼0
      𝐴 =  −𝐿𝑜𝑔(%𝑇) 

Where I is the light intensity passing through the sample, and I0 is the light intensity passing through a 

blank.  
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 Because different molecules have different normal modes and rotational energy spacings, IR 

spectra are well suited to identifying many molecules. Identifications can be made by comparisons to 

spectra of pure substances. Additionally, some insight can be gained into unknown molecules based on 

the regions in which absorption occurs. In the local mode approximation, the normal modes responsible 

for vibrational signatures are approximated by the vibrations of a single functional group. For example, 

carbonyl functional groups generally produce strong, sharp absorption features in the 1700-1750 cm-1 

region of the spectrum. This approach works reasonably well for some molecules and some functional 

groups, but is never fool-proof. In this dissertation, UV-visible spectroscopy is utilized several times, and 

is one of the main focuses of Chapter 7. 

2.6.2 UV-Visible Spectroscopy 

 The visible and ultraviolet (UV) regions of the electromagnetic spectrum are higher in energy 

than the IR region. This allows for the excitation of electronic transitions. Electronic transitions can also 

be accompanied by changes in both vibrational and rotational states, which makes the selection rules 

significantly more complicated. The selection rules do require, however, that the total spin state is 

preserved, and that the total orbital angular momentum changes by 0 or ±1. The total angular momentum 

is difficult to analyze intuitively, but can be useful when combined with the symmetry arguments for 

individual molecules to gain insight into expected transitions.  

 Because of the relaxed selection rules, electronic transitions can result in changes or more than 

one quantum of vibrational energy. The probability of a given vibrational transition occurring alongside 

an electronic transition can be found based on Franck-Condon factors. These factors are simply the 

overlap between the vibrational wavefunctions in the ground and excited states, and can be expressed as: 

𝐶𝐹𝐶 = ∫𝛹𝑉2
∗ 𝛹𝑉1𝑑𝜏 

Predicting excited states relies on having some knowledge of the underlying electronic structure of a 

molecule. For simple molecules, this can often be predicted from a simple molecular orbital framework. 
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For larger molecules, there are several trends that can be useful. Excited electronic states are often due to 

localized functional groups, such as n → π* or π → π* transitions in double bonded carbonyls or C=C 

bonds. They are also frequently due to conjugated systems, however, where π electrons are delocalized 

across many atoms. At higher UV energies even simple, single bonded systems begin to absorb, such as 

water which absorbs starting around 185 nm.18 

 UV-visible spectroscopy ultimately provides information about the electronic structure of a 

molecule. In some cases it also provides information about the vibrational and rotational properties as 

well. The observation that some functional groups often absorb light can be helpful in identifying and 

predicting absorption spectra of molecules. As an analytical tool, UV-visible spectroscopy is more limited 

in its applications, due to the fact that many molecules will not absorb across the used wavelength range, 

but this can be advantageous if it limits signals from contaminants and solvents. In this dissertation, UV-

visible spectroscopy is utilized several times, and is one of the main focuses of Chapter 7. 

2.6.3 Fluorescence Spectroscopy 

 Fluorescence is results when excited molecular state relaxes, and produces a photon in the 

process. In practice, fluorescence spectroscopies depend on the absorption of light to generate excited 

state molecules. Because of this, and considerations of excited state dynamics, fluorescence 

spectroscopies can become considerably more complex than absorption ones. A diagram of likely 

transitions in a fluorescent experiment is shown in Figure 2.5. 
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Figure 2.5: Diagram of molecular 

processes that lead to fluorescence. 

Blue curves indicate potential 

energy as a function of reaction 

coordinate for the ground (S0) and 

excited (S1) electronic states. Blue 

lines indicate vibrational states, 

and are labeled with their 

vibrational quantum numbers, v. 

Green curves indicate probability 

distributions for the underlying 

vibrational. Red lines indicate 

absorption (left) and emission 

(right) of light. Yellow lines 

indicate non-radiative process that 

release energy thermally to the 

surrounding bath.  

 The first process leading up 

to fluorescence is the creation of an 

excited state molecule, which is 

often accomplished by the 

absorption of light. The 

electronically excited molecule is generally created in an excited vibrational state, governed the Franck-

Condon factors for the system. This initial excited state is capable of fluorescing (as shown by the 

Einstein coefficients), in many situations it will vibrationally relax on a timescale that is faster than 

fluorescence. This relaxation process, known as internal conversion (IC), transfers energy to surrounding 

molecules in the form of heat. The emission of light that occurs afterwards will also generally produce a 

ground electronic state molecule in an excited vibrational state, again due to Franck-Condon factors. The 

loss of vibrational energy on both sides of the emission transition results in emitted light being of lower 

energy (and higher wavelength) compared to the absorption transition. This is known as a Stokes shift. 

Relatively high Stokes shifts can be useful for fluorescence measurements, because the fluorescence 

signal has less overlap with the absorption spectrum of the fluorophore. This also allows for higher 

sensitivity measurements compared with absorption techniques; it is easier to detect a small increase over 

a small or zero baseline in fluorescence, compared to a small decrease from a large signal in absorption. 
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 Molecules in excited states will not always produce fluorescence. Other processes occur from the 

excited state that lead to its relaxation, such as energy transfer or chemical reaction. One process that is 

very common is intersystem crossing (ISC), where the excited electronic state molecule transitions to a 

ground electronic state configuration that has a high level of vibrational energy. This is generally 

followed by IC to produce an equilibrium, ground state molecule. All of these processes will compete 

with fluorescence, and reduce the relative yield of fluorescence based on the relative rates between the 

processes. The relative yield of fluorescence is often expressed as a quantum yield, as 

𝛷𝑅 =
𝑘𝑅

𝑘𝑅 + 𝑘𝑁𝑅
  

where 𝛷𝑅  is the radiative (fluorescent) quantum yield, kR is the radiative decay rate, and kNR is the 

effective non-radiative decay rate. This is an internal quantum yield, contrasting an external quantum 

yield which would need to account for the absorption process as well.  

 High fluorescence quantum yields are desirable in fluorescent probes for several reasons. First, 

they are easier to detect, because more photons will be produced for a given intensity of excitation. 

Second, photochemistry is among the non-radiative processes, and will often alter the fluorescent 

molecule to the point it no longer fluoresces. This is known as photobleaching, and reduces the 

fluorescence intensity over time, dependent on the intensity of illumination. 

 Fluorescent assays that utilize the change in quantum yield as a function of conditions are 

described in Chapters 5 and 6. With proper calibration, they allow for probing the conditions of a 

fluorophore based on the fluorescent signal. 

2.6.4 Nuclear Magnetic Resonance Spectroscopy 

 Nuclear Magnetic Resonance Spectroscopy (NMR) is an extremely powerful analytical tool for 

many different situations. It relies on fundamental interactions between magnetic fields and spin states of 

atomic nuclei. Protons and neutrons both have quantum spin states which describe the angular momentum 
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associated with them. This angular momentum combined with the fact that these particles are charged, or 

in the case of neutrons composite of charged sub-atomic particles, results in generation of magnetic 

moments. In the absence of external fields, these magnetic moments are degenerate in energy. NMR 

instruments utilize large magnetic fields to break the degeneracy in the spin states of atomic nuclei. This 

creates an energy difference between molecular spins oriented with or against the magnetic field of the 

instrument, and allows for the absorption and emission of low (radio) frequency light from these states. 

 The overall spin state of the atomic nucleus determines the reaction to the NMR field. So long as 

the overall spin is not zero, the nucleus will interact and absorb radiation. The region of the spectrum 

where absorption occurs will generally be nucleus dependent however, so signals from different nuclei 

are often probed separately. Most elements have NMR-active isotopes that can be used, including, but not 

limited to, 1H, 2H, 13C, 14N, 17O, 19F, 31P, 33S, etc. In all of these cases, the response is dictated by three 

things: the magnitude of the external magnetic field, the nucleus being probed, and the local chemical 

environment of that nucleus. In order to make NMR spectra comparable between instruments of different 

field strengths, data is usually presented in terms of intensity versus a quantity known as chemical shift. 

Chemical shift, δ, in units of parts per million (ppm) is defined as 

𝛿 =  
𝜈𝑠𝑎𝑚𝑝𝑙𝑒 − 𝜈𝑟𝑒𝑓

𝜈𝑟𝑒𝑓
 𝑥 106 

where νsample is the observed frequency of the sample peak, and νref is the observed frequency of the 

reference compound, with different reference compounds chosen for different nuclei.  

 The chemical shift of a given nucleus, then, will vary only with changes in the local chemical 

environment. A large part of the chemical shift comes from magnetic fields that are induced when 

electrons are exposed to a magnetic field. This results in larger (downfield) chemical shifts for atoms that 

have less electron density, and smaller (upfield) chemical shifts for atoms that have higher electron 

density. The amount of electron density in a given position can be predicted qualitatively based on the 
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electronegativity of nearby substituents. The other effect that gives rise to changes in chemical shift in 

NMR is coupling between different nuclei. This coupling comes in many different varieties, and can 

either occur through space, or through nearby chemical bonds. Through-bond couplings can be very 

useful in 1H NMR for identifying molecules due to characteristic splitting patterns.  

 While it is simpler to explain the fundamentals of NMR as though absorption of light were 

detected, as conventional spectrometers often work, the actual detection process in modern instruments is 

more complicated, but more sensitive and specific. The energy differences between spin states are small, 

even in the high external field of the NMR. This means that for room temperature samples, many nuclei 

exist in excited spin states due to thermal energy. If a standard absorption experiment were attempted, the 

ground spin state nuclei would quickly be excited, and a 50% excited state composition would be reached, 

resulting in equal amounts of absorption and stimulated emission, and consequently transparent samples. 

In order to avoid this problem, pulsed experiments have been developed utilizing the advantages of 

Fourier transform detection, as described for IR spectrometers, and detection of emission, as described for 

fluorescence spectroscopy. 

 In modern instruments, broadband radio frequency pulses, of defined length and phase, are 

applied to the sample to induce an out-of-equilibrium magnetization of the sample. This magnetization 

then slowly decays back to equilibrium, and the decay of this induced magnetization is monitored by 

emission from the sample over time. The raw data is known as a free induction decay (FID). The FID has 

two components, resulting from different phases in the emitted radio frequency light. The FID can be 

processed via a Fourier Transform in order to generate a frequency domain spectrum, and referenced to 

create a spectrum in terms of chemical shift. This excitation/detection technique is advantageous due to 

higher sensitivity and faster acquisition, but also due to a much broader range of experimental control. 

Using different series of excitation pulses, modifying pulse frequency, phase, and timing, highly selective 

and multi-dimension experiments can be performed. This allows for techniques such as correlation 
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experiments monitoring coupling between specific nuclei, which is useful for identifying unknown 

molecules, or suppressing solvent peaks, which allows for detection of comparatively small signals.19 

 Water suppression is employed throughout this dissertation for all aqueous NMR spectra 

involving 1H nuclei. Complete details for this technique are addressed elsewhere,20 but in essence a series 

of pulses is used to place the 1H nuclei associated with water out-of-equilibrium in a manner that is 

orthogonal to the rest of the sample, and subsequently remove >99% of the water signal from the 

collected spectra. Simpler one dimensional NMR spectra utilizing solvent suppression are described in 

Chapters 5 and 8-10. Solvent suppression pulse sequences are appended to other 2D experiments 

involving 1H and aqueous samples as well. Correlation spectroscopies are described in Chapter 8 that 

allow for an unambiguous identification of a mixture of molecules in solution. The first of these 

correlation spectroscopies is gradient homonuclear correlation spectroscopy (gCOSY) which observes the 

transfer of excitations from one nucleus to another of the same time (e.x. 1H). Because the excitation 

transfer generally occurs through chemical bonds in COSY, this allows for the assignment of nuclei to the 

same molecule. Similar techniques known as heteronuclear single quantum coherence spectroscopy 

(HSQC) and heteronuclear multiple bond coherence spectroscopy (HMBC) monitor excitation transfers 

between different nucleus types (often 1H to 13C) through only one, or one or more chemical bonds, 

respectively.  

2.7 Mass Spectrometry 

 Mass spectrometry (MS) has become an increasingly powerful tool for the identification and 

analysis of a number of different samples. Several excellent reviews exist on the subject; the work of 

Cech and Enke21 is particularly helpful due to the level of detail on electrospray ionization mass spec, one 

of the more commonly used variants. Mass spec relies on the movement and detection of charged 

particles under the effects of an electric field. First, analyte molecules are ionized, through one of an ever 

expanding list of ionization techniques. Next, analyte ions are separated based on their mass to charge 

ratio (M/Z) in a mass analyzer, before finally being detected. 
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 Mass analyzers come in many different forms, but operate on similar principles. Once a charged, 

isolated analyte enters, an electric field is applied. The electric field accelerates the analyte in a way that 

is dependent on the M/Z ratio of the analyte.  Because differences in acceleration under an applied force 

are the basis for mass analysis, analyte ions must undergo ballistic motion. Because of this, it is generally 

required that they are operated under relatively high vacuum conditions. In turn, this places the 

requirement that the ionization technique must produce analyte ions in the gas phase. There are many 

different schemes for achieving this, but one of the most common techniques for small molecules, and the 

technique used in the following chapters, is electrospray ionization (ESI). Electrospray ionization 

involves the ejection of fluid through a small, charged capillary. Ions of similar charge to the capillary 

walls are repelled. Near the tip of the capillary, this repulsion forces ions to the liquid surface, and 

subsequently lowers the surface tension. As the surface tension approaches zero, droplets are 

spontaneously formed and ejected from the surface. Because these droplets were formed in the surface 

region, where the species of like charge to the capillary wall were forced, they are enriched in charged 

ions and carry an overall charge. Under proper conditions the solvent will evaporate from the charged 

droplets to generate individual charged molecules that are passed into the mass analyzer of the MS. 

 There are several important properties of a molecule that will affect how well it is ionized in the 

ESI process. Perhaps the most important is the ionization energy of the analyte. This is particularly 

important in mixed solutions, where ions with higher ionization energies will often transfer charge to 

analytes that are more easily ionized. Another important property is surface activity. Because the droplets 

that go on to form free ions are created in the interfacial region, molecules with a propensity to 

accumulate at the interface tend to produce ions more readily. Exact ionization conditions can be very 

important as well, with some ionization conditions favoring a given analyte. Because of all of these 

complex, and difficult to predict, factors, ESI MS, and most other MS techniques, are not inherently 

quantitative. In order to properly quantify MS data, calibration curves must be constructed. Even then, 

response is very likely to change when analyzing mixtures of molecules. 
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 MS measurements are particularly useful due to their high achievable mass resolutions. Ions of 

very similar masses can often be distinguished, based on the mass defect intrinsic to different elements 

and different isotopes. Because of this, it is often possible to uniquely identify chemical formulas for 

observed MS signals. This can be very helpful for making positive identifications of products in solution. 

However, the lack of MS signal of a given product generally does not prove it does not exist in solution. 

MS experiments appear in Chapter 5 briefly, and more extensively in Chapters 9 and 10. 
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Chapter 3: Interaction of L-Phenylalanine with a Phospholipid 

Monolayer at the Water–Air Interface 

 This chapter is adapted with permission from: Griffith, E. C.; Perkins, R. J.; Telesford, D.-M.; 

Adams, E. M.; Cwiklik, L.; Allen, H. C.; Roeselová, M.; Vaida, V. Interaction of L-Phenylalanine with a 

Phospholipid Monolayer at the Water–Air Interface. J. Phys. Chem. B 2015, 119 (29), 9038–9048. 

Copyright 2015 American Chemical Society. The original article can be accessed at 

http://pubs.acs.org/doi/abs/10.1021/jp508473w.  

3.1 Introduction 

 Aromatic residues serve many purposes throughout modern biology1-2 ranging from playing key 

roles in membrane channel gating functions3-4 to the formation of deleterious amyloid structures5-6.  

Phenylalanine residues in particular have been identified as a key component in the formation of amyloid 

structures.7  In general, phenylalanine (Phe) is a unique molecule in terms of its propensity for self-

assembly.  Short peptides solely composed of phenylalanine (e.g. Phe-Phe) are known to self-assemble 

into ordered nanostructures in water.8  Further, the monomer amino acid has recently been suggested to 

self-assemble into amyloid-like fibrils that are proposed to play a role in cytotoxicity relevant to 

phenylketonuria (PKU) disease.9-10 On the other hand, the process of polypeptide fibrillization was shown 

to be modulated by lipid-peptide interactions and to be able to disturb membrane function.11-12   

Despite the vast knowledge currently being amassed on the many functions of aromatic residues, 

and even single aromatic amino acids, it is still quite difficult to obtain molecular-level information on the 

cause and mechanism of these functions.  To aid in the molecular-level description of interactions 

involving biological lipid membranes, the simplified model system of a monolayer at the air-water 

interface is often used rather than the bilayer structure found in natural biological systems.13-19  Despite 

being a model system (neglecting for instance, the presence of proteins, membrane asymmetry and 

curvature effects), monolayers have the same lipid – water interface present in bilayer systems and thus 

allow for exploration of perturbations to the membrane caused by changes in the aqueous phase 

http://pubs.acs.org/doi/abs/10.1021/jp508473w
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composition or penetration of various compounds into the lipid phase.  In addition, using a monolayer 

rather than a bilayer has many advantages, allowing for a greater ease in control of both experimental and 

simulation conditions.20-21  Here, a DPPC monolayer is used as a model system to explore the interactions 

of Phe with a phospholipid membrane, in order to gain molecular-level information not traditionally 

available to more phenomenological molecular biology studies.  DPPC (1,2-Dipalmitoyl-sn-glycero-3-

phosphocholine) was chosen as it is one of the best experimentally and computationally characterized 

lipids that is also biologically relevant (phosphatidylcholines are the major class of lipids found in 

mammalian cell membranes and DPPC itself is the main lipid component of lung surfactants).21-26  

The interactions between interfacial molecules with varying hydrophobic structure are important 

in wide ranging fields, from atmospheric chemistry to biological and medicinal chemistry.14-17, 19, 27-32 In 

previous work, aromatic soluble surfactants (L-phenylalanine (Phe), benzoic acid, and benzaldehyde) 

have been shown to affect surface morphology and even to disrupt the stability of a monolayer of 

insoluble fatty acid surfactant (stearic acid) at the water-air interface depending on the headgroup 

structure of the aromatic species.28-29  Among the aromatic species explored, Phe caused complete 

destabilization of the fatty acid film,28 whereas benzoic acid and benzaldehyde29 exhibited only evidence 

of interaction and small modification of the fatty acid monolayer at the water surface.  In this work, the 

interaction of Phe with a phospholipid (DPPC) monolayer at the air-water interface is explored with 

complementary information obtained through experiment, using Langmuir trough methods and Brewster 

Angle Microscopy (BAM), and through Molecular Dynamics (MD) simulations. In addition, the 

aggregation of L-phenylalanine in the bulk aqueous phase is studied using confocal microscopy.   

The recent work by Adler-Abramovich et al.9 is intriguing in this context.  They reported the self-

assembly of Phe monomers into long fibrils that were subsequently observed to be cytotoxic, even 

resulting in misshapen membranes for the remaining viable cells.  This effect is very important in 

understanding the cause of the phenylketonuria disease (PKU), characterized by an inability to process 

ingested phenylalanine.  However, no mechanistic insight into this cytotoxicity has been obtained to date 
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beyond the assertion of the apparent similarity to amyloid structures.  Thus, the aim of this work is to gain 

insight into the molecular-level interactions of Phe with a model phospholipid – water interface, 

characteristic of cell membranes.  This will aid in not only understanding the mechanism of the 

cytotoxicity of Phe in PKU disease, but also in the interactions of other Phe-rich aggregates found in 

biology with cell membranes.   

3.2 Materials and Methods 

 All materials were purchased and used without further purification.  L-phenylalanine was 

purchased from Alfa Aesar (99%) and was dissolved in DI water to a final concentration of 2.5 mM for 

the pre-equilibrated subphase experiments and 115 mM for the injection experiments (pre-equilibrated 

DPPC monolayer experiments, see below). The pH of DI water was measured at 5.5, indicating the 

zwitterionic state of Phe would dominate in bulk solution as well as near the air – water interface in the 

absence of DPPC.33 The solution was prepared fresh for each experiment.  It is important to note that 

there was a difference found in the purity of commercial L-phenylalanine that affected the rate of 

adsorption to the surface.  However, the overall effects observed remained consistent.  1,2-Dipalmitoyl-

sn-glycero-3-phosphocholine (DPPC, >99%, purchased from Sigma-Aldrich for Langmuir trough 

experiments and purchased from Avanti, Lot# 223938, for the BAM experiments) was dissolved in 

chloroform (ACS grade, Mallinckrodt Baker, Inc.) to a final concentration of 1.6 mg/ml, to be deposited 

dropwise onto the aqueous subphase in the Langmuir trough in the subsequent experiments.   

 Two different experiments were performed using the Langmuir trough and Brewster Angle 

Microscope (BAM): one with a pre-equilibrated subphase containing Phe and one with a pre-equilibrated 

DPPC monolayer.  In the pre-equilibrated subphase experiment, a 2.5 mM solution of Phe was prepared 

and spread on the Langmuir trough.  Then, DPPC was deposited at a molecular area of 70 Å2/molecule on 

the equilibrated subphase.  In the pre-equilibrated DPPC monolayer experiments, DPPC was deposited 

dropwise on a neat water surface to a molecular area of 70 Å2/molecule, allowing DPPC to form a stable 
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monolayer.  Then, 2 mL of the 115 mM solution of Phe (in the small Langmuir trough described in the 

BAM experiments) was slowly injected beneath the DPPC-covered water surface.  

3.2.1 Langmuir Trough 

 Langmuir trough methods were used to monitor and characterize the phase behavior of the mixed 

film system.  The Langmuir trough used was custom-built (52 x 7 x 0.5 cm), consisting of a PTFE trough 

as well as two PTFE barriers controlled by software purchased from NIMA (KSV-NIMA, Finland).  This 

trough was coupled to a Wilhelmy balance used to measure surface pressure (π), i.e. decrease in surface 

tension. By moving the PTFE barriers, surface pressure – area (π – A) isotherms can be produced, or the 

barriers can be held stationary to record surface pressure – time adsorption isotherms. These isotherms 

yield surface thermodynamic information allowing for the monitoring of changes in the phase behavior of 

the surfactant of interest (DPPC) in the presence of a perturbant (Phe). 

3.2.2 Brewster Angle Microscopy (BAM) 

 BAM is a useful tool to visualize morphological changes on a microscopic scale (approximately 

500x500 μm2
 image size) at the water surface.34-35  BAM images were collected by illuminating the water 

surface in the Langmuir trough (8.34 x 16.90 cm) at the Brewster angle of water (53°) and magnifying the 

reflected image before collection with a camera.  The illumination source was a 5 mW polarized 543 nm 

laser (Research Electro-Optics), which passed through a half-wave plate and Glan-Thompson polarizer 

for attenuation and p-polarization relative to the water surface.  The reflection was magnified using a 

Nikon 10x infinity corrected super long working distance objective, and corresponding tube lens.  The 

camera was a back illuminated electron multiplying CCD (Andor iXon model DV887-BV, 512x512 

pixels).  BAM images were obtained every 5 minutes. 

3.2.3 Microscopy 

Confocal microscope images were taken of 120 mM Phe dyed with 0.2 mM Thioflavin T (ThT) 

using a Nikon A1R confocal microscope with a 100x (NA 1.45) Plan Apochromatic objective.  The 

sample was prepared by adding 100 μL of 40 mM ThT dye to a 20 mL volume of Phe, then depositing a 
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10-20 μL drop on a pre-cleaned glass coverslip prior to illumination with a 457.9 nm laser.  Emission 

from the sample was filtered with a 482/35 nm band pass filter prior to collection with an iXon X3 

EMCCD. 

3.2.4 Molecular Dynamics (MD) Simulations 

 Classical MD simulations were performed for three different systems, all of them composed of 

two monolayers of DPPC (64 molecules each), one on either side of an aqueous slab, placed in the middle 

of a 6.69 x 6.69 x 28 nm3 simulation box. Periodic boundary conditions were used in all directions. The 

thickness of the entire slab system (including the two DPPC monolayers) was approximately 7 nm, 

leaving about 21 nm of vacuum between the periodic images in the z direction normal to the aqueous–

DPPC interface. In the three systems simulated, the aqueous slab was composed of water, water 

containing zwitterionic Phe, and water containing neutral Phe molecules.  Although Phe does exist in its 

zwitterionic form in aqueous solution at physiologically relevant pH values, it could transition to its 

neutral form in the relatively non-polar core of the phospholipid bilayer as has been seen with other 

membrane-perturbing molecules.36-37  Phe itself has been seen to alter its ionization state at the air-water 

interface33, allowing for the possibility of its alteration at the membrane interface.  Thus, both situations 

(i.e., zwitterionic as well as neutral Phe) were simulated and subsequently analyzed.  Each system is 

described in more detail below. 

 DPPC monolayer on water: The system consisted of two monolayers of DPPC (64 molecules 

each) solvated with a slab containing 6876 water molecules. Standard DPPC force field parameters 

were obtained from http://people.su.se/~jjm/Stockholm_Lipids/Downloads_files/DPPC.itp, with 

many parameters coming from CHARMM36. The system was created based on a previously 

equilibrated (50 ns, NPT ensemble, p=1 bar, T=310 K) lipid bilayer of 128 DPPC molecules (64 in each 

leaflet) applying the following procedure. The size of the periodic box used in the bilayer-water 

simulation was increased three-fold in the direction of the bilayer normal. Then, the two lipid leaflets with 

their hydrating water layers were rearranged by translating them along the bilayer normal to create two 
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monolayers, each at one surface of a water slab. The resulting system was equilibrated for 10 ns in the 

NVT ensemble at T=310 K. Then the negative lateral pressure (-25 bar) was employed in the NPT 

ensemble in a short (below 1 ns) simulation in order to laterally decompress the system and hence to 

obtain the desired area per lipid of 70 Å2/molecule. The resulting simulation box had the dimensions of 

6.69 x 6.69 x 28.0 nm3. The system was further equilibrated in the NVT ensemble for 50 ns at T=310 K. 

This was followed by a 50 ns-long trajectory that was used for analysis. 

 Zwitterionic Phe/DPPC system: The initial DPPC monolayer configuration was taken from the 

equilibrated configuration described in the previous section.  The aqueous slab containing 20 zwitterionic 

Phe molecules distributed randomly and solvated with water molecules was then inserted between the two 

hydrated DPPC monolayers (insertion procedure described in more detail in Appendix 1), resulting in the 

total of 5531 water molecules in the system.  This corresponds to the initial Phe concentration of 200 mM 

in the aqueous solution slab separating the two DPPC monolayers.  A short energy minimization was first 

run, after which the newly created system was equilibrated for 10 ns in the NVT ensemble at T=310 K 

and then propagated for 100 ns (see below). After completion of the 100ns production run, most Phe 

molecules had partitioned into the interfacial regions, depleting the bulk aqueous phase only leaving 

approximately 5-10% of the initial Phe molecules in the aqueous phase.  Thus, a second simulation (100 

ns) was performed with 15 additional molecules of zwitterionic Phe added to the interior of the aqueous 

slab (following the same insertion procedure described for the initial insertion of Phe) to more closely 

mimic the experimental conditions in which a near continuous supply of monomers to the interfacial 

region is provided from the macroscopic bulk phase. The last 50 ns of each of the two simulations (with 

20 Phe and 35 Phe molecules) was used for analysis.   

 Neutral Phe/DPPC system: The system was prepared following the same procedure as for the 

zwitterionic Phe/DPPC system, with the initial DPPC monolayer configuration again taken from the 

equilibrated configuration described above.  The final composition of the aqueous portion of the system 

was 20 neutral Phe molecules distributed randomly and solvated with 5613 water molecules between the 
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DPPC monolayers.  This corresponds to an initial concentration of 198 mM Phe in the aqueous phase of 

the system. As in the previous case, a short energy minimization was first run followed by a 10ns 

equilibration period.  Then a 100ns production run was completed of which the last 50 ns were used for 

analysis. 

All simulations were performed in the isochoric-isothermal (NVT) ensemble at the temperature of 

310 K.  The Nosé-Hoover thermostat38-39 with a time constant of 0.5 ps was used for temperature control.  

Equations of motion were integrated utilizing the leap-frog algorithm40 with a timestep of 2 fs, with 

snapshots saved every 10ps.  A cut-off distance of 1 nm was used for the Lennard-Jones and the short-

range part of the electrostatic interactions, the long-range part of the electrostatic interaction was treated 

using the particle-mesh Ewald scheme.41. All bond lengths were constrained using the LINCS algorithm42. 

Simulations were run and analyzed using GROMACS version 4.6.343 and were visualized using VMD44.  

The SLipids force field45-46 was used for the DPPC molecules, while the TIP3P model was 

employed for water molecules (TIP3P is the default water model for SLipids). Phe molecules were 

modeled using the Amber ff0347-48 force field.  The atomic partial charges of both zwitterionic and neutral 

form of Phe were calculated by geometry optimization at the B3LYP/cc-pVTZ level of theory followed 

by RESP (restrained electrostatic potential) fitting.49  For zwitterionic Phe, the geometry optimization was 

carried out including implicit solvation using the PCM (polarizable continuum model).50 All ab initio 

calculations were conducted using the Gaussian09 package,51 and the RESP calculations were performed 

by Antechamber.52 The atomic types and charges of both zwitterionic and neutral Phe are given in Tables 

A1.1 and A1.2 of the Appendix 1. Molecular structures of Phe and DPPC with numbering of atoms are 

shown in Figure 3.1.  The topology files containing all force field parameters used in this work are also 

available in the Appendix 1. 
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Figure 3.1:  Molecular structure with numbering of atoms of (a) L-phenylalanine and (b) DPPC used in 

the MD simulation and analysis.  The carbon atoms in the DPPC molecule are shown with numbers only, 

all hydrogen atoms are removed for clarity. 

3.3 Results and Discussion 

In the following, both experimental and MD simulation results are presented for the system 

composed of L-phenylalanine (Phe) dissolved in water in the presence of a DPPC monomolecular surface 

film. In classical PKU, blood Phe concentrations exceed 1.2 mM and prolonged exposure is associated 

with growth defects, seizures, and intellectual impairment.53 The concentrations of Phe used in the 

following experiments were 2.5 mM in order to mimic the damaging disease state, or higher when no 

effect was observed at low concentration. Langmuir trough methods and Brewster Angle Microscopy 

(BAM) were used to explore the effect of Phe on the phase behavior of DPPC at a molecular area 

representative of cell membranes (70 Å2/molecule).54  Confocal microscopy was then used to explore the 

aggregation state of Phe in solution.  In addition, MD simulations were used to gain insight into the 

interactions between the Phe molecules and the DPPC film, as well as the effect of the intercalation of 

Phe on the DPPC film itself.   
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3.3.1 Influence of L-Phenylalanine on Surface Tension 

 The red curve in the inset of Figure 2 shows the adsorption of Phe to a bare aqueous – air 

interface manifested as a mild increase of surface pressure over time measured for 2.5 mM Phe solution.  

In contrast, when DPPC was deposited on a subphase of aqueous Phe (2.5 mM) at the molecular area of 

70 Å2/molecule, there was a significant rise in surface pressure over time (black curve, inset of Figure 

3.2), indicative of a much stronger adsorption of Phe to the DPPC-covered interfacial region.28 Of some 

interest is the long timescale observed for the saturation of the interface, suggesting that a process other 

than simple diffusive equilibration is important. Once saturation of the interfacial region was reached for 

the DPPC coated interface (indicated by a constant surface pressure), a pressure-area (π – A) compression 

isotherm was obtained (black curve, Figure 3.2).  When compared with a π – A isotherm of DPPC 

deposited on a neat water subphase (blue curve, Figure 3.2), exhibiting the well-known phase changes of 

DPPC monolayers at the water surface26, it is apparent that there is a change in the phase behavior of 

DPPC due to the presence of Phe.  In the case of the DPPC film on pure water, the π – A isotherm was 

measured starting from large molecular area corresponding to the liquid expanded – gas coexistence 

region of the DPPC monolayer. Upon compression, the film transitions to a liquid expanded (LE) phase 

around 100 Å2/molecule.  Then, the plateau between 80 and 60 Å2/molecule indicates the liquid expanded 

– liquid condensed (LE – LC) coexistence region, the region representative of the phase experienced by 

phospholipids in cell membranes.54  Finally, the film transitions to a pure liquid condensed (LC) phase 

around 55 Å2/molecule.  For the DPPC film on the Phe solution subphase, however, an increased 

equilibrium surface pressure is measured (~25 mN/m (after Phe adsorption) compared to ~6 mN/m for 

DPPC on the water subphase), indicating perturbation to the LE – LC coexistence region of the DPPC 

film. This is followed by transition to the LC phase at ~48 Å2/molecule.  The increase in surface pressure 

of the DPPC film on Phe solution subphase with respect to water subphase in the region between 70 and 

48 Å2/molecule is attributed to the presence of Phe in the interfacial region. 
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Figure 3.2: π – A isotherms of DPPC deposited on neat water surface (blue) and DPPC deposited on a 

2.5 mM aqueous solution of Phe (black).  Inset shows adsorption of Phe to the DPPC-covered interface 

over time at mean molecular area of 70 Å2/molecule (in the region indicated by the gray dotted line in the 

π – A isotherms), prior to surface compression (black) as well as adsorption of Phe to a bare aqueous 

interface over time at the same concentration (2.5 mM) for comparison (red). 

 The change in surface tension illustrated in Figure 3.2 due to the presence of Phe can have 

significant consequences on the stability and morphology of a cell membrane.  For example, regions of 

differing surface tension on the cell membrane surface can induce changes in the cell shape and even can 

cause the membrane to rupture.55-56  The results presented here in conjunction with those of Adler-

Abramovich et al.9  suggest that this decrease in surface tension induced by the presence of Phe in the 

interfacial region contributes to the cytotoxicity as well as the change in cell morphology observed. 

3.3.2 Partitioning of L-Phenylalanine at the Aqueous/DPPC Interface 

 The isotherms shown above (Figure 3.2) indicate the presence of Phe in the DPPC-covered 

interfacial region; however no information can be gained from the isotherms as to whether the Phe 

molecules are strictly partitioning to the lipid – water interface under the lipid film, or whether they are 

intercalating into the lipid film.  To gain further insight into the details of Phe interactions with the DPPC 
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film, MD simulations of the mixed film system were used, beginning with Phe molecules solvated in the 

bulk aqueous phase in the presence of an interface coated with DPPC molecules at a mean molecular area 

of 70 Å2/molecule (LE – LC coexistence region, representative of cell membranes54).  Both zwitterionic 

and neutral Phe were simulated. Although Phe would exist in a zwitterionic state in pure water, transition 

to a neutral state would be possible within the phospholipid membrane. Both systems were examined in 

order to determine what changes would be expected if this transition were to occur. 

 Visual inspection of the trajectories reveals that both neutral and zwitterionic Phe diffuse within 

the aqueous phase at the start of the simulation, forming short-lived small clusters in the aqueous phase 

ranging from approximately two to five monomers in size (see Figure A1.2 in Appendix 1 for 

characteristic snapshots of both simulations during adsorption).  As the trajectory progresses, molecules 

of both ionization states interact with the DPPC monolayers.  The neutral Phe molecules quickly 

intercalate into the film and remain inside the film for the rest of the simulation, never returning to the 

aqueous phase, thus depleting the aqueous phase of all Phe molecules.  The zwitterionic Phe molecules 

however are much more dynamic, interacting with and even intercalating into the DPPC film but 

subsequently returning back into the bulk aqueous phase.  However, even in the case of the zwitterionic 

Phe molecules, as the trajectory progresses a majority of Phe molecules remain embedded within the 

DPPC monolayers.  Molecules of both ionization states primarily intercalate as monomers, but dimer 

clusters were also observed within the film.  With the addition of 15 zwitterionic Phe molecules to the 

original 20 Phe zwitterions after the initial 100ns simulation, the same behavior was observed in the 

following 100ns run as described above with the exception of larger clusters (reaching three and four 

monomers in size) observed within the film towards the end of the trajectory.   

To ascertain the average positioning of the Phe molecules in the interfacial region, density 

profiles along the direction normal to the DPPC interface were calculated and are shown in Figure 3.3.  

Figure 3.3(a) and 3.3(b) show the density profiles of the zwitterionic Phe/DPPC system, and 3(c) and 3(d) 

show the density profiles of the neutral Phe/DPPC system. Both sets of density profiles were computed 
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from the simulations with 20 Phe molecules; density profiles of the zwitterionic Phe evaluated from the 

additional simulation with 35 Phe molecules yield the same result and are therefore not shown here.   On 

the left-hand side of Figure 3.3 (panels (a) and (c)), the density profiles of the polar head groups are 

compared, and on the right-hand side (panels (b) and (d)), the density profile of the terminal ring carbon 

of Phe (CZ in the molecular scheme shown in Figure 1(a)) is matched with the closest of the density 

profiles of carbon atoms of the hydrocarbon tails of DPPC (shown in red). 
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Figure 3.3:  Density profiles illustrating average positioning of Phe (20 molecules) during the last 50 ns 

of simulation time (100 ns total) in comparison with DPPC density profiles.  (a) and (c) are for the 

zwitterionic Phe and (b) and (d) are from the neutral Phe simulations (corresponding structures shown in 

the bottom).  The grey curve in all panels corresponds to the density profile of water. The cartoon on the 

bottom highlights atoms graphed above in matching colors. Purple arrows indicate rough positions of 

labeled atoms based on the density profiles. Color coding: Phe: black solid line – C (carboxyl group), 

black dotted line – N (amine group), brown – CZ atom (aromatic ring); DPPC: blue solid line – N 

(choline group), blue dotted line – P (phosphate group), green – O21 (carbonyl groups), red – C24 in (c), 

C26 in (d).    
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 From the density profiles it can be concluded that zwitterionic Phe is positioned, on average, with 

its head group between the phosphate group of DPPC (P) and O21/O31 on the sn2/sn1 chains. Density 

profiles for corresponding atoms on the two chains are nearly identical and thus only the atoms from the 

sn2 chain are shown here. The aromatic group of zwitterionic Phe does penetrate between the 

hydrocarbon tails of DPPC with the density profile of the CZ atom of Phe overlapping most closely with 

the density profile of the C24 atom in DPPC.  Neutral Phe penetrates deeper into the DPPC film 

compared to the zwitterion, with the neutral head group positioned on average beyond O21/O31 region of 

DPPC, and the CZ atom as deep as the C26 atom of DPPC hydrocarbon tail.   

The above findings inferred from the density profiles are further corroborated by visual 

inspection of the trajectories revealing that neutral Phe molecules can change their orientation within the 

film, dehydrating their polar groups and embedding deeper into the nonpolar phase (see Figure A1.3 of 

the Appendix 1).  Zwitterionic Phe, however, remains with its polar groups hydrated and anchored in the 

aqueous region of the interface.  This suggests that if Phe does transition to its neutral state upon entering 

the phospholipid film, it can penetrate rather deeply between the DPPC molecules, well into the 

hydrophobic region of the monolayer.  Although this is a monolayer study and membrane crossing events 

are impossible here, the dehydration and deeper penetration of neutral Phe into the nonpolar region of the 

phospholipid monolayer opens the possibility for such crossing events in a bilayer system.   

3.3.3 Aggregation State of Phe in Solution 

It has been suggested in the literature that Phe forms large amyloid-like fibrils in solution, 

proposing that these fibrils are responsible for the cytotoxicity observed in PKU disease.9-10  Throughout 

the simulations performed in this work, small clusters of Phe molecules (both in the neutral and 

zwitterionic simulations) were observed in the bulk and in the interfacial region in the presence of DPPC, 

but were rather short-lived, with no long fibril-like structures observed.  The extent of aggregation of 

amino acids can be dependent upon the force field chosen for the simulations57, thus the formation of 

fibrils was also explored experimentally here using confocal microscopy and staining with Thioflavin T 
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(ThT).  As seen below in Figure 3.4(a), no fibrils were observed in solution, even at the high 

concentration of 120 mM.  However, upon drying of the solution (presumably yielding supersaturated 

solution >153 mM58), crystallization occurred in the same viewpoint (Figure 3.4(b), see Figure A1.4 in 

Appendix 1 for the time evolution of crystallization with drying), yielding structures comparable to those 

in samples prepared under similar conditions and reported in the literature as amyloid-like fibrils.9-10  

 

 

Figure 3.4: Confocal microscope images of 120 mM Phe stained with Thioflavin T (ThT).  (a) image of 

Phe in aqueous solution (this panel is mostly black, with small dots corresponding to free dye but no 

structures), (b) refocused image of same spot after drying with the same imaging contrast.  Scale bar 

represents 15 μm. 

 Further, at lower concentrations (2.5 mM Phe, Figure A1.5 in Appendix 1) the similar crystal 

formation occurs, and appears to begin at the periphery of the drop as it dries.  In contrast with bulk 

solution images, some aggregates were also observed in BAM images of 2.5 – 20 mM Phe on a bare 

water surface (Figure A1.6 in Appendix 1).  The experimental findings presented indicate that most of the 

Phe in pure bulk solution, even at the relatively high physiological concentrations present in a diseased 

state, does not exist as long fibril-like aggregates, but rather fibril formation occurs upon significantly 
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increased concentration or interactions with the interface. The special environment provided by an 

interface has been suggested to be important in many different contexts previously, ranging from its 

influence on ionization state of molecules to promoting chemistry not available in the bulk aqueous 

environment.13, 33, 59-61 Here, the surface is implicated in promoting aggregation through increased local 

concentrations and interactions of Phe with the interface. It is important to note that in these studies no 

ions were present in solution as is the case in biological systems and as have been used in previous 

studies.9 The addition of salt to the system could also influence the aggregation and interactions of Phe. 

The absence of Phe aggregate formation in bulk solution is important in terms of the interaction 

of Phe with a biological membrane.  Despite the fact that Phe is dilute in the bulk aqueous environment at 

biologically relevant concentrations, it does accumulate in the interfacial region, as evidenced here by the 

surface tension data as well as the MD simulations.  Thus, in the interfacial region, much higher 

concentrations of Phe may be reached, increasing the likelihood of more extended aggregation in the 

specific, special environment provided by the phospholipid interface.  Additionally, an interfacial 

aggregation phenomenon would be consistent with the long timescale saturation effects observed in Phe 

surface adsorption experiments (i.e. the non-diffusive process alluded to earlier), although it is possible 

that this long timescale saturation is due to another slow process, such as intercalation into the membrane 

or change in ionization state. Interestingly, phospholipid - water interfaces have been shown to promote 

aggregation of a variety of peptide sequences,11-12, 62-64 through increased local concentration and two 

dimensional diffusion when bound to phospholipid membranes65. One specific example is the toxic 

misfolding of Human Islet Amyloid Polypeptide (hIAPP).66  hIAPP is a naturally disordered protein that 

forms ordered structures through interaction with a membrane; in general, the misfolding of naturally 

disordered proteins is thought to be a contributing factor in diseases such as Alzheimer’s, Parkinson’s and 

type II diabetes.67-69  It is possible that the membrane is playing a similar role here, and is indeed 

enhancing the aggregation of Phe and contributing to the cytotoxicity associated with PKU and observed 

in other studies.9 
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3.3.4 Morphological and Ordering Effect of Phe on the DPPC Film 

Beyond understanding the intercalation of Phe into the DPPC monolayer, it is important in a 

biological context to understand the effect this intercalation has on the DPPC film itself.  The domain 

morphology of a DPPC film is one good way to experimentally gain insight into the effect of additives 

such as Phe on a phospholipid membrane.24  BAM images of DPPC deposited on water, an aqueous 

subphase of 2.5 mM Phe, and on water followed by injection of Phe beneath the surface layer are shown 

in Figure 3.5(a) – (c), respectively.   

 

Figure 3.5:  BAM images of DPPC deposited at 70 Å2/molecule (a) on a neat water surface, (b) on an 

aqueous subphase composed of 2.5 mM Phe, and (c) on a neat water subphase followed by injection of 

Phe beneath the water surface.  Scale bar represents 100 μm. Image (b) was collected approximately 5 

minutes after deposition and image (c) was collected approximately 2 hours 51 minutes after injection. 

 On a bare water subphase (Figure 3.5(a)) DPPC exhibits the characteristic island structure formed 

in the LE-LC coexistence region of its π – A isotherm (BAM images of DPPC in various phases 

throughout its π – A isotherm are shown in Figure A1.7 of Appendix 1).24  However, when deposited on a 

subphase containing Phe (Figure 3.5(b)), DPPC exhibits extended condensed domains, with ribbons and 

circular domains of lesser DPPC coverage.  Deposition on a subphase containing Phe molecules resulted 

in immediate domain morphology changes that were stable over time.  Despite this immediate 

perturbation, the initial surface tension recorded upon spreading of DPPC at the surface was identical in 

the presence and absence of Phe in the subphase (the initial surface pressure upon spreading at 70 

Å2/molecule both on a bare water surface and on an aqueous Phe solution was consistent at ~6 mN/m), 
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indicating that although the film was perturbed, it was still able to attain similar surface pressures.  

However, to confirm that the pre-existence of Phe in the subphase was not causing an artificial change in 

domain morphology due to different spreading behavior, an injection experiment was also performed.  In 

this experiment, DPPC was deposited on a water surface, forming its characteristic domain structure as 

shown in Figure 3.5(a).  Then, Phe was injected beneath the surface layer, the resulting BAM image 

shown in Figure 3.5(c).  As in Figure 3.5(b), large condensed domains were also observed in the injection 

experiment as well as domains of less surfactant coverage.  However, in both cases (Figure 3.5(b) and 

(c)), there were also still some domains observed with the characteristic island structure of DPPC in the 

LE-LC phase region.  Thus, regardless as to whether the DPPC or the Phe solution is initially 

equilibrated, there is a similar perturbation observed due to Phe yielding a change of the DPPC film 

morphology. Due to the heterogeneity of the mixed films in regions larger than the images (approximately 

500x500 μm2) and morphological changes observed within minutes of Phe exposure, no useful 

information could be gathered about morphological changes over time. Because of this, images were 

chosen to be representative of observed morphologies rather than for temporal significance. 

This experimental effect was supported by the simulation results in which small voids were 

periodically formed in the DPPC film in the presence of zwitterionic Phe.  One snapshot showing this 

effect is presented in Figure 3.6 with the void in the film circled in white.   
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Figure 3.6: Top view snapshot of a small-scale 

defect in the DPPC film from MD simulation (defect 

circled in white).  DPPC molecules are colored blue 

with terminal methyl groups colored yellow.  Water 

molecules are red and white, and Phe molecules can 

be seen by their green aromatic rings.  

 The proximity and ordering of the terminal 

methyl groups of DPPC (colored in yellow in Figure 

3.6) can be used as an indicator of condensed 

domains in the film.70  In conjunction with periodic 

voids formed in the monolayer like the one shown in 

Figure 3.6, there were also regions of condensed film 

(seen as clusters of yellow terminal methyl groups) visually observed throughout the simulation.  

To quantify the visual condensing effect of Phe on the DPPC monolayer observed in the MD 

simulations, deuterium order parameters were calculated71 and are presented in Figure 3.7.  Deuterium 

order parameter is typically used to characterize the order in acyl chains and can be also obtained 

experimentally from deuterium NMR quadrupole splittings. It is defined by the equation Scd=<3/2 

cos2(ϴcd)-1/2> where ϴcd is the angle between the C-H bond vector and the normal of the bilayer.72 Figure 

3.7(a) and (b) are the order parameters calculated for the sn2 and sn1 chains of DPPC, respectively, and 

Figure 3.7(c) and (d) are the corresponding changes in order parameters for the mixed film systems in 

comparison with the pure DPPC values. 
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Figure 3.7:  Deuterium order parameters of sn2 (a) and sn1 (b) chains of DPPC. Color coding: DPPC on 

a pure water slab (black), in the presence of 20 molecules of zwitterionic Phe (red), with 15 additional 

zwitterionic Phe molecules added (green), and in the presence of 20 molecules of neutral Phe (blue).  

Error bars correspond to one standard deviation. In panels (c) and (d), the relative change in order 

parameter from that of the DPPC monolayer on pure water subphase in shown for the sn2 and sn1 

chains, respectively. 

 In the case of both zwitterionic and neutral Phe, the presence of Phe increases the microscopic 

order of the hydrocarbon chains of the DPPC molecules.  In the presence of 20 molecules of zwitterionic 

Phe the perturbation to the tails of DPPC is fairly uniform, evidenced by the near constant change in order 

parameters (red line, Figure 3.7(c)), with a slightly more pronounced effect closest to the head group of 

DPPC.  To simulate more realistically the experimental situation where the macroscopic bulk solution 

provides a near constant supply of Phe monomers to the interfacial region to replenish those that have 

already partitioned into the monolayer, a subsequent simulation was run with an additional 15 molecules 

of zwitterionic Phe added to the bulk underneath the DPPC film, yielding a total of 35 molecules of Phe 

in the simulation.  After this addition, there is a much more pronounced effect on the order parameters, 
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with a more distinct perturbation near the head group of DPPC, but still with significant perturbation to 

the rest of the tail.  Finally, in the presence of 20 neutral Phe molecules, there is also a significant 

increased microscopic ordering of the hydrocarbon tails of DPPC, but now with a maximum effect around 

carbons 5 and 6, and less of an effect closer to the head group. These results are consistent with the 

density profiles (Figure 3.3) that showed neutral Phe partitioning deeper into the DPPC film than 

zwitterionic Phe.   

 A similar condensing effect on a DPPC film was observed using BAM in the presence of 

dimethylsulfoxide (DMSO), a membrane penetration enhancer used in drug delivery applications by Chen 

et al.15 In this study it was observed that DMSO condenses the phospholipid films, resulting in more 

condensed regions and likely lower surface coverage of phospholipid. This was then suggested to be a 

contributing factor in the enhanced penetration ability of cells treated with DMSO.  Similarly here, the 

presence of Phe the DPPC film appears to become more microscopically condensed, yielding some areas 

of lower DPPC coverage such as the microscopic pore pictured in Figure 3.6. Additionally the domain 

morphology changes observed through BAM are consistent with the picture put forward by Chen et al. as 

well as the microscopic effects observed through MD simulations. Thus, an ordering of DPPC in the 

presence of Phe in the interfacial region may be contributing to the increased permeability, in a manner 

similar to DMSO, and destruction of cells observed in PKU studies.9 

3.4 Conclusions 

  Using a combination of surface sensitive experimental techniques with MD simulations, it is 

shown here that L-phenylalanine does intercalate into a DPPC film at the air-water interface, thereby 

affecting the surface tension, phase morphology, and ordering of the DPPC film.  Phe was not observed to 

form long fibrils in solution in the experiments or simulations presented here.  Rather, Phe was seen to 

form dynamic small clusters in the simulations, and in the experiments was shown to have the ability to 

form needle like crystals upon drying and supersaturation.  Combined with the observation of small 

aggregates of Phe at the bare water surface using BAM, the interfacial region is suggested to play a role in 
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enhancing the aggregation of Phe.  Regardless of the extent of aggregation in the bulk, the effects of Phe 

on DPPC films, as observed in experiments and simulations, can have great influence on the permeability 

and stability of a cell membrane.  The experimental Langmuir trough and BAM results illustrate the 

change in surface tension and phase behavior.  The simulation results further characterize the molecular-

level interactions and perturbation to the microscopic ordering of the hydrocarbon chains of DPPC 

illustrating these changes.  In addition, if Phe transitions to its neutral state once within the hydrophobic 

part of the phospholipid phase, it is shown here to have the ability to penetrate deeper within the 

hydrocarbon core of the DPPC film compared to the zwitterionic form of Phe, enhancing the possibility 

for embedding into the membrane, membrane crossing events, and increasing local concentration to favor 

aggregation.  In summary, Phe significantly perturbs the structure and morphology of a two-dimensional 

DPPC film used as a model for a cell membrane, through direct Phe - phospholipid interactions and/or 

membrane – mediated aggregation. This study indicates that it is likely that cytotoxicity in PKU arises 

from interactions between phenylalanine and the cell membrane. Our results illustrate how phenylalanine 

affects membrane structure and stability, which may be applied to many different biological systems. 
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and snapshots of Phe adsorption into the DPPC film. Confocal microscopy images of Phe fibril formation 
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Chapter 4:  Phospholipid Hydrolysis Studies 

4.1 Introduction 

 Phospholipids are a class of molecule of great interest due to their prevalence in biology, where 

they make up a large fraction of most biological membranes. Certain phospholipids also play important 

roles in modern cellular signaling processes. Phospholipids generally possess a number of chemical bonds 

that are susceptible to reaction with water, both in the form of ester and phosphoester linkages. Because 

these bonds are exposed to water during the course of their normal function, the rate of hydrolysis 

reactions is of great interest. Aside from biological applications, these reactions are also important in 

understanding experimental artifacts in any number of studies utilizing phospholipids. The study of 

phospholipid hydrolysis is complicated by the fact that relevant phospholipid species are relatively 

insoluble in aqueous solution. This leads to their partitioning to interfaces, or aggregation into structures 

such as vesicles, and potentially great sensitivity to the conditions that occur in these environments.1 

Here, I attempt to study the hydrolysis of dipalmitoylphosphatidylcholine (DPPC) monolayers at an air-

water interface using Langmuir trough techniques. 

 Previous studies have examined hydrolysis rates of dipalmitoylphosphatidylcholine (DPPC) 

systems under several conditions using a variety of techniques. Kensil and Dennis2 found hydrolysis rate 

constants of (13.2 ± 0.2) x 10-3 s-1M-1 for DPPC dispersed in Triton X-100 as micelles at pH 12.7 and 40 

°C. This rate constant is a second order rate constant with dependence on hydroxide concentration. At a 

given pH, a first order rate constant can be calculated. Given a hydroxide activity of 0.05 M, a rate 

constant of (6.6 ± 0.1) x 10-4 s-1 is calculated, which yields a half-life of 1050 s, or about 17.5 minutes. 

This hydrolysis rate was found to increase as the mole ratio of Triton/Phospholipid increased, with a 30% 

increase in hydrolysis of egg phosphatidylcholine increasing the mole ration from 4.5 to 15. DPPC 

vesicles were found to hydrolyze at a significantly slower rate than DPPC detergent micelles, on the order 

of (0.9 ± 0.2) x 10-3 s-1M-1, approximately 15 times slower. In vesicles, the packing of surfactants is 

generally more ordered, and of higher density than in micelle systems. This higher density is likely to 
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result in less hydration at the hydrolysable ester bonds. This lowered availability of water is likely the 

reason that hydrolysis is slower in vesicular systems than micellar ones. 

 Under significantly different conditions, Ho, Schmetz, and Deamer3 conducted studies at pH 1, 4, 

7, and 10 using 1-palmitoyl 2-oleoyl phosphatidylcholine (POPC) vesicles (both small and large) and 

micelle dispersions, but they report only summed data across all systems. These studies presumably took 

place at room temperature. At pH 1, they found a reaction rate of 5.3 x 10-6, neglecting to indicate units. 

They suggest the rate is 300 fold slower than a 1.4 x 10-3 s-1M-1 rate reported by Kensil and Dennis,2 

giving some indication they intended to use the same units. Assuming the rate constant is 5.3 x 10-6 s-1, 

the half-life would be 130782 s, or 36.3 hours. Were the rate constant 5.3 x 10-6 s-1M(H+)-1, at pH 1 the 

half-life would be 363 hours. Depending on which graphs are compared, either of these numbers could be 

consistent. Hydrolysis rates could not accurately be measured at pH 4, 7, or 10 using their techniques, 

with less than 1-2% hydrolysis after 6 days. This work is not terribly reliable, but does suggest that 

hydrolysis is slower when acid catalyzed than when base catalyzed. 

 Studies by Ickenstein et al.4 utilized a system of vesicles made from DPPC and 1,2-distearoyl-sn-

glycerol-3-phosphatidylethanolamine-N-[methoxy(polyethylene glycol)-2000] (DSPE-PEG2000), a ~2000 

dalton molecular weight polyethylene glycol polymer attached to a phospholipid. The DSPE-PEG2000 is 

utilized to add relevance to vesicle delivered drug therapies, but is potentially problematic for other 

applications. They report observed reaction rates of 4.95 x 10-7 s-1 and 0.85 x 10-7 s-1 for pH 2 at 22 °C and 

4 °C respectively, and 0.59 x 10-7 s-1 and 0.018 x 10-7 s-1 for pH 4 at 22 °C and 4 °C respectively. No 

hydrolysis was observed in pH 6.5 samples at either temperature over 27 weeks. Comparing to the (6.6 ± 

0.1) x 10-4 s-1 from Kensil and Dennis,2 there is good confirmation that the hydrolysis occurs much slower 

under comparable concentrations of H+ than of OH-.  

 Despite the fact that hydrolysis is slow under mild pH’s for these systems, it still could be 

significant in Langmuir monolayers at air-water interfaces. The packing conditions of DPPC were shown 
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to be relevant for the rate of hydrolysis under basic conditions in the studies of Kensil and Dennis,2 and in 

both the micelle and vesicle systems DPPC will have significantly higher surface density than expanded 

Langmuir films. Additionally, the interfacial energy in an air-water interface may be much higher than at 

a water-micelle or water-vesicle interface, and could accordingly change the energetics and rate of the 

reaction.5–8 These air-water interfaces are also particularly relevant for DPPC hydrolysis, due to DPPC’s 

role as a lung surfactant.9–12  

 Using a Langmuir trough and performing compression isotherms, a calibration curve is 

constructed using known mixtures of DPPC and hydrolyzed DPPC. Compression isotherms of pure 

DPPC are then collected as a function of time. By comparing the isotherm shapes of the pure DPPC at 

various time points with the calibration isotherms, concentrations of hydrolyzed DPPC can be calculated, 

and hydrolysis rates determined. If successful, the density of DPPC films could be controlled, to get 

density dependent hydrolysis rates. 

4.2 Results/Discussion 

 Using typical methods for monitoring chemical reactions is difficult in Langmuir films due to the 

very low amount of material present in a monolayer film. For example, a 35 Å2/chain DPPC film on a 200 

cm2 surface that is 5 mm deep corresponds with a bulk concentration of ~0.5 µM. Because of this, I am 

interested in measuring hydrolysis rates through the use of surface-pressure surface-area compression 

isotherms obtained with a Langmuir trough. This first requires the construction of a calibration curve by 

measuring compression isotherms of various mixtures of DPPC and hydrolyzed DPPC products, 1-

phosphatidyl-phosphatidylcholine (1-PPC) and palmitic acid, which can all be purchased in their pure 

forms. Averaged data over several runs is shown in Figure 4.1. Error bars are small, only slightly larger 

than the width of the lines. 
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Figure 4.1: Hydrolyzed DPPC calibration isotherms averaged over several runs. Error bars are small, 

only slightly larger than the width of the lines. Calibrations were performed at ~22 °C. 

 With these calibrations, isotherms for mixed films can be constructed using the additivity rule. 

While the additivity rule normally assumes ideal behavior, in this case because I am not using only 

isotherms for pure compounds, it only assumes linear changes in ideality. This assumption is expected to 

hold well for the small changes in composition in this study. 

 The next step is determining the change in the shape of the DPPC isotherm as a function of time. 

This was accomplished by depositing DPPC solution in chloroform at the water surface, waiting at least 

15 minutes for chloroform evaporation, then compressing the same film at regular intervals. An example 

of this is shown in Figure 4.2. Each isotherm was adjusted to match mean molecular areas at 45 mN/m, 

based on the know characteristic area of pure DPPC. This accounts for the fact that some DPPC is pushed 

under the barriers upon each compression. Because of this adjustment, it is not surprising that the 

isotherms overlap in the region around 45 mN/m (~20 Å2/chain). However, the overlap in the relaxed 

region of the isotherm, around 45-35 Å2/chain, is unexpected. This, unfortunately, disagrees with the 

changes observed in the calibration isotherms (Figure 4.1) which have a clear decrease in pressure at 

these same mean chain areas. This appears to indicate that hydrolysis is not the dominant mechanism for 

the change in isotherm shape under these conditions. 
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Figure 4.2: Change in DPPC isotherm over time. Experiment was performed using isotherm cycles, 

adjusting for DPPC loss under the barriers on each compression. Isotherms overlap well in the 45-35 

Å2/chain and the <22 Å2/chain regions. 

 The question remains as to what causes the change in isotherm shape that is observed over time, 

however. Analyzing data from different runs of DPPC compression cycles over time shows significant 

differences between the early and more recent experiments examined in this study. As shown in Figure 

4.3, there is good agreement between the two more recent sets of data, while the oldest set of data has 

significant deviations. There are two large differences between the new and old data sets. First, the old 

data set appears to be at a lower temperature (~2-5 °C) due to the lower surface pressure in the phase 

coexistence region of the DPPC isotherm. Second, the older set of data was take on the older KSV-NIMA 

Langmuir trough, with a Wilhelmey paper plate for measuring surface tension, while the newer sets of 

data was taken using the new Kibron Langmuir trough with an hydrophilic oxide needle for measuring 

surface tension. There are several plausible sources for the change in isotherm shape, and either of these 

differences could be relevant.  
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Figure 4.3: Differences in DPPC compression isotherms as a function of time for different sets of 

compression experiments (destinguished by time after deposition, and the month and year the experiment 

was performed in).   

 In the work of Klopfer and Vanderlick,13 changes in the shape of the DPPC isotherm are also 

observed over time. In addition to the changes in isotherm shape, they also observe changes in the domain 

morphologies of DPPC films in the phase coexistence region. They analyze their isotherm data in a 

particularly strange way, however, which makes their conclusions suspect. They create a new variable �̂� 

that is the average surface pressure for a given experiment, including the surface pressure during the hold 

time. This variable has no intrinsic significance, as it will change dramatically with different hold times 

and hold pressures, regardless of the isotherm shape. They then further obscure their isotherm data by 

presenting only �̂� versus time data and a number representing the “magnitude of the surface pressure 

increase” with no units. Finally, they assume that their change in isotherm shape is due to contamination, 

and make up an equation with no thermodynamic relevance (despite their claims) to calculate a 

percentage of contaminant at their film surface. There are several details discussed in the text that may be 

useful, however. They observe that depositing films on water that has been aged on the trough and on 

fresh water does not result in any differences. I have reproduced these results, even on the KSV-NIMA 

trough where the change in isotherm shape is very rapid. They reason that this result indicates the 

contamination must come from the gas phase. This is particularly creative logic, as adsorption is often 
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dependent on the interfacial properties (including whether there is a film present), and the gas phase 

deposition of material seems equally likely to be affected as the solution phase adsorption. They discuss 

several other sources of impurities, such as the purchased DPPC or the spreading solvent, although 

neither of these would be expected to cause increased surface pressure as a function of time. 

 The changes that are observed between the two different trough systems suggest that trough 

cleanliness could be a very large contributing factor for the change in isotherm shape over time. The new 

Kibron trough had been used for fewer experiments, and was easier to clean due to the detachable nature 

of the Teflon sheet and flame cleaning of the surface tension probe. It does not seem unlikely that the 

changes in isotherm shape that are left with the new trough system are still dominated by contamination, 

probably through a combination of all the sources: trough, tension probe, solution, spreading solvent, 

lipid, and the atmosphere. It is also possible that a longer term relaxation is taking place in the DPPC 

film. It is even possible that a small amount of the change is due to the hydrolysis of DPPC. 

Unfortunately, due to the sensitivity of the system, it is very difficult to distinguish between the 

contributions to the shape of the compression isotherms of DPPC. 

4.3 Conclusions 

 I successfully constructed a series of calibration isotherms for the hydrolysis of DPPC at a water 

surface. Closer examination of the changes to DPPC films over time, however, revealed that the shape 

change that is observed does not match the shape change due to hydrolysis. Relevant literature is 

discussed for this shape change, but it is difficult to draw definitive conclusions from the experiments or 

the available literature. It is likely that the shape change is due to adsorption of contaminants into the 

DPPC film, likely from a variety of the many possible sources. While long term relaxation or lipid 

hydrolysis are possible explanations of the changes to the compression isotherms, under these conditions 

they are likely overshadowed by contamination. 
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4.4 Materials and Methods 

 DPPC (≥99% semisynthetic), 1-PPC (>99%), palmitic acid (≥99%) and chloroform (≥99.8%) 

were purchased from Sigma-Aldrich and used without further purification. For cleaning, isopropyl 

alcohol (Fisher 99.9%) was used along with MilliQ water with at least 18.2 MΩ/cm resistivity and less 

than 3 ppb total oxidizable carbon (TOC). 

 Two separate Langmuir troughs were used. The first, for the older set of experiments, a custom 

built PTFE trough of dimensions 52 x 7 x 0.5 cm was used, as well as two PTFE barriers controlled by 

software purchased from NIMA (KSV-NIMA, Finland). This trough used a balance with a filter paper 

Wilhelmey plate sensor. The second trough, used for more recent experiments, including the construction 

of calibration isotherms, was purchased from Kibron Inc., Finland. This trough has a surface area of 431 x 

106 mm, and utilizes a hydrophilic oxide needle sensor on a micobalance. The oxide needle was flame 

cleaned between all samples, and the troughs were cleaned with isopropanol several times, before being 

cleaned with water at least 3x to remove residual isopropanol. Blank compression isotherms of water 

were taken to detect contamination, and cleaning was repeated as necessary until the blank isotherms 

looked clean. 
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Chapter 5: The Partitioning of Small Aromatic Molecules to Air–

Water and Phospholipid Interfaces Mediated by Non-Hydrophobic 

Interactions 

 Adapted with permission from Perkins, R. J.; Kukharchuk, A.; Delcroix, P.; Shoemaker, R. K.; 

Roeselová, M.; Cwiklik, L.; Vaida, V. The Partitioning of Small Aromatic Molecules to Air–Water and 

Phospholipid Interfaces Mediated by Non-Hydrophobic Interactions. J. Phys. Chem. B 2016, 120 (30), 

7408–7422. Copyright 2016 American Chemical Society. This article is licensed under ACS 

AuthorChoice, further permissions relating to this article should be directed to the American Chemical 

Society. The format of the reproduced article has been changed but the content remains the same. The 

original article can be accessed at http://pubs.acs.org/doi/full/10.1021/acs.jpcb.6b05084.  

5.1 Introduction 

 The interactions between aromatic molecules are important in a variety of biological contexts. 

Biological roles of aromatic species include DNA stacking, protein folding and function,1,2 signaling,3,4 

metabolic electron transport,5 and diseases such as phenylketonuria (PKU)6 and amyloid fibril 

formation.7,8 The most common biological aromatic molecules are the three aromatic amino acids, 

tyrosine (Tyr), phenylalanine (Phe) and tryptophan (Trp), the DNA/RNA bases, and a variety of 

hormones and signaling molecules. To emphasize the number of aromatic interactions, consider the 

following: about 20% of the human body is protein,9 and about 8.6% of vertebrate protein is composed of 

Phe, Tyr or Trp,10 meaning there are approximately 1.2 kg of aromatic amino acids in a 70 kg human! 

While most of these amino acids will be incorporated into polypeptides or proteins, examining free amino 

acids can be useful for gaining insight into the role of these amino acids in proteins,11 as well as their 

behavior during their synthesis, transport, and subsequent incorporation into proteins. Some diseases can 

result in highly elevated concentrations of free amino acid in the body; in classical PKU serum Phe 

concentrations are greater than 1.2 mM.12  

http://pubs.acs.org/doi/full/10.1021/acs.jpcb.6b05084


 

 

 
63 

 

 

 The human body is a largely inhomogeneous system even on small scales. Phospholipid 

membranes separate both cytoplasm from external environments and organelles from cell cytoplasm. 

These abundant phospholipid interfaces makes their interactions with aromatic species of particular 

interest. Indeed, interactions between biological membranes and aromatic species are important in 

understanding the folding of membrane proteins,13  the function of membrane protein channels,14 and the 

transport of metabolites in membranes.5 These interactions have even been implicated as a likely 

mechanism of damage in PKU.15 In these cases, the partitioning of a molecule into the lipid interfacial 

region, i.e. its interfacial activity or ability to act as a surfactant, is a key factor in understanding function.  

 It has been postulated that the hydrophobic effect is the main factor affecting the interfacial 

partitioning of Phe, where the behavior of Phe is attributed to the hydrophobicity of the aromatic group.11 

On the other hand, there is evidence that this picture is incomplete, where the DPPC-Phe interactions are 

stabilized by interaction between the Phe amine group and water.16  In this study we will show that a 

simple hydrophobic picture of aromatic interactions cannot predict the behavior of the aromatic species 

under study in bulk water, at air-water interfaces, or in phospholipid monolayers. 

 A related, but not identical, prediction for the interfacial behavior of water soluble molecules is 

that more soluble, more polar molecules will be less surface active. Some trends have been established 

that are consistent with these general ideas, such as the increase in surface activity of fatty acids and 

alcohols as the aliphatic chain length increases and the molecules become less polar and less soluble.17 It 

will be shown in this work, however, that the trend for less soluble molecules to be more surface active is 

also starkly contrasted for very similar aromatic molecules. 

 While utilizing biological membranes to study interactions with aromatic species would be the 

most directly relatable system to a variety of applications, these types of complex systems make it 

difficult to understand the molecular level details at work. Because of this, we have chosen to work with a 

much simpler model system consisting of a single monolayer of dipalmitoylphosphatidylcholine (DPPC) 
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at an air water interface as our membrane mimic. These types of model systems are often used to 

represent more complex ones.18–25 DPPC in particular was chosen due to its prevalence in biological cell 

membranes,26 and the fact it is exceptionally well characterized.27–31 While the conditions under which a 

DPPC monolayer best represents a cell membrane are debated,32–35 it is generally agreed that higher 

surface pressure (>30 mN/m) systems are most similar, although there is a mismatch between monolayer 

and liquid crystalline vesicle packing density under this conditions.36 In this study, we chose to use a 

lower surface tension DPPC film in order to better characterize the differences between the aromatic 

molecules under study, at the expense of direct biological relevance. 

Figure 5.1: Structures of the series of similar compounds under investigation in this study.  

 In our previous work,15 we investigated the ability of Phe to perturb model cell membranes, 

discovering significant changes to interfacial film morphology, ordering, and interfacial tension at 

relatively low Phe concentrations (2.5 mM). These results were also discussed in the context of PKU, and 

we suggested the membrane perturbations were drastic enough to contribute to the cytotoxicity associated 

with PKU. Here, a series of analogous compounds are investigated to understand the molecular 

interactions at work in heterogeneous aqueous environments. This series is shown in Figure 5.1. Surface 

partitioning and solubility are discussed for solutions of pure aromatic compounds, followed by a 

discussion their partitioning into DPPC films. Molecular dynamics simulations are discussed in the 

context of experimental results, and a study of clustering and aggregation concludes this work.  

5.2 Materials and Methods 

 All materials were purchased and used without further purification unless noted.  L-Phenylalanine 

(99%) was purchased from Alfa Aesar, L-phenylglycine (99%), L-tyrosine (>99%), L-alanine (99%) and 
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phenylacetic acid (99%) were purchased from Sigma Aldrich. Aqueous solutions of these compounds 

were prepared by mixing with 18.2 MΩ deionized water with less than 10 ppb total oxidizable carbon. 

Solutions were prepared fresh prior to each experiment. A bath sonicator (VWR aquasonic 75T) was used 

until solutions were clear and free from visible precipitate, followed by an additional 20 minutes to help 

ensure dissolution. Solutions were cooled to room temperature (22-23°C) prior to use. Solution pH was 

recorded with a pH meter at: 2.5 mM Phe: 7.0 ± 0.3, 2.5 mM PhGly: 6.6 ± 0.3, 2.5 mM PhAA: 4.0 ± 0.3, 

2.4 mM Tyr: 7.0 ± 0.3. Large uncertainties in pH are attributed to low ion concentrations in solution. 

5.2.1 Langmuir Trough: 

 The Langmuir Trough used was custom built from PTFE with dimensions of 52 cm x 7 cm x 0.5 

cm with two PTFE barriers allowing for symmetrical compression, and it was controlled using software 

purchased from NIMA (KSV-NIMA, Finland). A Wilhelmy microbalance with a filter paper plate was 

used to measure the decrease in surface tension from that of pure water (i.e. surface pressure, π). 

Adsorption experiments were performed for L-phenylalanine, L-phenylglycine, L-tyrosine, and L-

phenylacetic acid by depositing aqueous solution containing one of these molecules on the trough and 

recording surface pressure over time with barrier position, and therefore surface area, held constant. 1,2-

Dipalmitoyl-sn-glycerol-3-phosphorylcholine (DPPC, >99% semisynthetic) was purchased from Sigma 

Aldrich and dissolved at a concentration of 1.6 mg/mL in chloroform (Sigma Aldrich >99.8% ACS 

grade). For adsorption experiments with a DPPC film present, aqueous aromatic solutions were deposited 

as subphase, followed by DPPC solution deposition dropwise to reach a DPPC mean molecular area 

(MMA) of approximately 70 Å2/molecule. In both cases adsorption experiments were recorded overnight, 

and compression experiments performed the following morning by compressing the PTFE barriers to 

reduce surface area at a rate of 75 cm2/minute. The compression experiments following adsorption were 

used to characterize the MMA of the DPPC film used (see Figures A2.7-A2.12 in Appendix 2). 

 An alternative method that could be used for performing these experiments would involve 

depositing pure water on the Langmuir trough, creating a DPPC monolayer, and then injecting a 
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concentrated solution under the monolayer. This method can be advantageous because it ensures that the 

DPPC monolayer has time to equilibrate prior to being perturbed by the soluble surfactant. However, the 

method can be problematic due to concentration gradients and incomplete subphase mixing. Additionally, 

low solubility limits for PhGly and Tyr would not allow for concentrated solutions to be used for 

injection, barring useful comparison between the molecules in our series. Because of these drawbacks, we 

opted not to perform injection experiments. 

5.2.2 Fluorescence Experiments: 

 A QM-6 steady-state spectrofluorimeter from Photon Technology International (PTI) was used to 

acquire fluorescence spectra. A 160 µL cuvette was filled with amino acid solution was stirred 

continuously in a temperature controlled holder at 23°C while spectra were acquired using a 257 nm 

excitation with 2 nm entrance and exit slits, scanning over a 275-375 nm range with a 5 second 

integration time and 1 nm step. The emission intensities measured on the photomultiplier remained in the 

calibrated linear range for all measurements. 

5.2.3 NMR Experiments:  

 NMR experiments were performed with a Varian INOVA-500 NMR spectrometer operating at 

499.60 MHz for 1H observation. Phe solutions were prepared in D2O (Cambridge Isotope Laboratories, 

99.9%). 2D DOSY NMR measurements of the diffusion coefficients (D) for Phe and HOD were 

performed with convection compensation using the gradient  compensated stimulated echo pulse 

sequence.37   In the calculation of the diffusion coefficient, calibrated pulsed field gradient strengths 

included non-uniform gradient compensation, with a maximum calibrated gradient strength of 55.5 

Gauss/cm.38 A constant diffusion delay Δ of 0.025 s and δ of 0.002 s was used in all experiments.  The 

DOSY calculations were performed using the multi-component analysis in the VNMRJ 3.2A software 

package (Agilent Technologies, Inc.), allowing for 2 possible D values for each peak, using integrated 

intensities vs. gradient strength.  The ratio of the diffusion constant of Phe to HOD was used for 
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comparison between solutions in order to account for changes in solution viscosity due to changes in Phe 

concentration.  

5.2.4 Mass Spectrometry Experiments: 

 Mass spectrometry analysis was performed on a Waters Synapt G2 HDMS mass spectrometer 

using both 5 and 50 volt negative electrospray ionization. 1 mM aromatic samples dissolved in a 1:1 

mixture of water and methanol were analyzed. Other instrument parameters remained constant, and were 

as follows: Analyzer: Resolution Mode, Capillary Voltage: 1.5000 kV, Source Temperature: 80 °C, 

Sampling Cone: 30.0000 deg, Extraction Cone: 5.0000 deg, Source Gas Flow: 0.00 mL/min, Desolvation 

Temperature: 150 °C, Cone Gas Flow: 0.0 L/Hr, Desolvation Gas Flow: 500.0 L/Hr. 

5.2.5 Molecular Dynamics Simulations: 

 Classical MD simulations were performed for Phe, PhGly, PhAA, and Tyr at both water-air and 

water-DPPC-air interfaces. Amino acids were introduced to the water phase at a concentration of 150 mM 

with the exception of Tyr, where a concentration of 30 mM was used to account for the lower Tyr 

solubility. As a control, simulations with 150 mM Tyr concentration were also performed. The all-atom 

force field, Slipids, was employed for description of lipids.39 The TIP3P model was used for water.40 

Amino acids were parametrized in-house, based on quantum chemical calculations and the GAFF force 

field that is compatible with Slipids.41 Simulated systems consisted of approximately 7000 water 

molecules and 128 DPPC (64 at each interface) in the case of lipids-coated interfaces. A pre-equilibrated 

DPPC monolayer system was used and held at an area per lipid of 79 Å2/lipid employing NVT ensemble. 

A slab of water, either pure or with the DPPC film at both surfaces was present in the middle of the box 

(see Figure A2.15 in Appendix 2). A simulation box of a rectangular prismatic shape was employed with 

periodic boundary conditions applied in all directions. The lateral dimensions of the interfaces were equal 

to 6×6 nm2 in the case of the water-air system, and 6.69×6.69 nm2 in the case of the water-DPPC-air 

system. In order to prevent interactions between periodic images, the box was elongated in the direction 

perpendicular to monolayers to a size of 16 nm and 28 nm for water-air and water-DPPC-air systems, 
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accordingly. This resulted in a vacuum region that was approximately three-fold thicker than that of the 

water-lipid system.  The temperature was set to 310 K and controlled employing the velocity rescale 

algorithm.42 Equations of motion were integrated with a 2 fs time step. A cut off of 1 nm was employed 

for both van der Waals and short-range coulomb interactions whereas long-range electrostatics were 

accounted for by employing the Particle Mesh Ewald method.43 MD trajectories of 100 ns were 

calculated, with the final 50 ns used for analysis. In the case of PhAA and Tyr in the DPPC-containing 

systems, longer trajectories, of 200 and 300 ns respectively, were calculated in order to improve 

convergence. Simulation convergence was controlled by means of the number of amino acids adsorbed at 

the interfaces together with the standard convergence criteria for energy and temperature. All MD 

simulations were performed using the Gromacs 4.6.1 software suit and visualization was done employing 

the VMD package.44,45              

5.3 Results/Discussion 

5.3.1 Air-Water Interfacial Partitioning 

 The series under investigation consists of Phe, Tyr, phenylglycine (PhGly), and phenylacetic acid 

(PhAA). All of these can be thought of as structural derivatives of Phe, and their structures are shown in 

Figure 5.1. Tyr is equivalent to Phe with an extra hydroxyl group at the para position of the aromatic ring. 

PhGly is Phe without the linking methylene group between the phenyl ring and the amino acid. 

Phenylacetic acid is Phe with a simpler carboxylic acid headgroup, or it could also be thought of as PhGly 

without the amine group. Under the conditions of this study, Phe, PhGly, and Tyr are expected to exist in 

their zwitterionic forms, while PhAA will be partially ionized. The differences in behavior of this series 

of Phe molecules, as examined in this study, can give insight into the importance of these various 

structural changes to Phe. 

 The use of surface sensitive Langmuir trough techniques allows for direct measurement and 

manipulation of surface area and surface tension or surface pressure (i.e. the decrease in surface tension 

from that of bare water). The first series of experiments was carried out with aqueous solutions of 
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aromatic compound in the absence of other surfactants, in order to characterize the behavior of these 

molecules at bare air-water interfaces. Of the compounds under study, PhAA’s behavior follows most 

closely that which would be expected for a simple soluble surfactant system and will, therefore, be used 

to exemplify the analysis of surface partitioning behavior and energetics. Koller and Washburn,46 

previously measured surface tension as a function of PhAA concentration, and note its quick surface 

tension equilibration times of less than 10 minutes. Surface pressure data collected via Langmuir trough 

experiments in this work agrees with these measurements (Figure A2.1 in Appendix 2), although 

Langmuir Trough/Wilhelmy Microbalance setups are less accurate for measuring the surface tension of 

quickly equilibrating systems than the capillary measurements previously carried out. Because of this, we 

will use their previously published data. Data from Koller and Washburn46 is recreated approximately in 

Figure 5.2, using the fit and uncertainty in surface tension described, as well as the number of points they 

collected. The exact data points they used were not described, instead they report an equation that fit their 

data, along with an uncertainty. We spaced the data points evenly in concentration over the concentration 

region that was studied. Their data was recreated in order to get a more accurate uncertainty for 

determining the line slope, and therefor surface excess concentration, below.  

Figure 5.2: Phenylacetic Acid Concentration v. Surface Tension reproduced from Koller and 
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Washburn46. Error bars are shown but are relatively small. The fit to evaluate ∂γ/∂ln C is shown as a 

black line. The region where a linear fit is accurate for this data is known as the saturation regime. 

 For well-behaved soluble surfactant systems such as this, surface excess concentrations can be 

calculated by fitting to the Gibbs adsorption isotherm. In its most basic form, it states that:  

− ∂γ = ∑ Γi ∂µi

i

  

 Where γ is surface tension, Γi is the surface excess concentration of component i, and µi is the 

chemical potential of component i. For a single surfactant in solution, this can be simplified to: 

Γ =
−1

𝑛RT
(

∂γ

∂ ln 𝑎
) 

 Where R is the gas constant, T is temperature, and 𝑎 is the activity of the soluble surfactant. 𝑛 is a 

factor that depends on the ionization of the soluble surfactant as well as additional electrolyte 

concentration. For completely dissociated monoionic surfactants in the absence of electrolytes, 𝑛 

approaches 2 to account for contributions from the surfactant as well as the counterion. In the limit of 

high electrolyte concentration or neutral surfactants 𝑛 approaches 1. For low additional electrolyte 

concentration with a single acidic surfactant, 𝑛 can be calculated as: 

𝑛 = (1 +
[A−]

[A−] + [AH]
) 

 Where [A−] is the concentration of deprotonated acid and [AH] is the concentration of protonated 

acid. This further simplifies to: 

𝑛 =
2 + 10𝑝𝐾𝑎−𝑝𝐻

1 + 10𝑝𝐾𝑎−𝑝𝐻
 

At sufficiently low concentrations, the activity can be approximated by the concentration, yielding: 
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Γ =
−1

𝑛RT
(

∂γ

∂ ln 𝐶
) 

 The derivative can be obtained by fitting the highest seven concentration values, shown in Figure 

5.2, where the slope is approximately constant in ∂γ/∂ln C. This region is often referred to as the 

saturation regime, where surface excess concentration no longer varries with increased concentration. 

This yields a slope of 10.1 ± 0.2 mN/m. The experimental pKa of PhAA is 4.31,47 and the measured pH 

value of the solutions were 4.0 ± 0.3, yielding an 𝑛 value of 1.3 ± 0.2. Using these derived values, the 

surface excess concentration is 54 ± 6 Å2/molecule mean molecular area (MMA). The majority of the 

uncertainty in this value comes from the relatively large uncertainty in the measurement of pH, which is 

attributed to the low electrolyte concentration of the solutions.  

 The physical size of one PhAA molecule can be estimated from the solid density of 1.08 g/cm3, 

yielding a size of 209 Å3/molecule. Assuming each molecule to be a cube, the molecular area is estimated 

at 35 Å2/molecule. This estimate is likely high for many orientations of the molecule, but it is still 

significantly smaller than the experimental mean molecular area of 54 ± 6 Å2/molecule at surface 

saturation. This implies that a saturated surface film of PhAA is still somewhat compressible, which is 

important for the interpretation of mixed film results that will be presented below. This may seem 

counterintuitive because the surface saturation in the case of soluble surfactants refers to the regime in 

which surface excess concentration no longer increases with increasing bulk concentration. In the 

saturation regime, however, the surface is generally not completely covered. In fact, the total surface 

concentration must necessarily increase with increasing bulk concentration in order for the excess surface 

concentration to remain constant. 

5.3.2 DPPC Interfacial Partitioning 

 Next, experiments were carried out in the presence of our model cell membrane, a DPPC 

monolayer at a mean molecular area (MMA) of ~70 Å2/molecule. This MMA was chosen to induce easily 

observable changes in the monolayer and accurately characterize the differing behavior of the aromatic 
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molecules under study. For a mixed system consisting of aqueous PhAA solutions covered with a 

monolayer of insoluble DPPC, adsorption isotherms were measured (Figure 5.3). The surface pressure of 

the mixed system is significantly higher than that of either PhAA or DPPC individually under the same 

conditions, as is often the case for mixed soluble/insoluble surfactant films.48–51 

Figure 5.3: Average adsorption isotherms of 2.5 mM PhAA in the presence of a surface film of 70 

Å2/molecule DPPC film (red, top) and a DPPC film in the absence of soluble surfactant (black, bottom).  

 In the case of adsorption of a soluble surfactant to an interface containing an insoluble surfactant, 

in-depth analysis becomes much more difficult than for single surfactant systems. The simple theoretical 

analysis using Gibbs adsorption isotherms, used above, no longer applies.  The theories most often used 

to model mixed surfactant films describe either mixtures of soluble surfactants,52–54 or mixtures of 

insoluble surfactants.55–58 Either regime has inadequacies for soluble/insoluble mixed surfactant systems 

by failing to describe the two dimensional phase transitions of the insoluble surfactant, or the equilibrium 

between the surface and solution for the insoluble surfactant, respectively. There are also theories 

explaining the “penetration” of soluble surfactants into insoluble surfactant films.59–63 While the 
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penetration theories are clearly the most relevant to the system at hand, they require the collection of data 

that cannot be obtained for any of the aromatic molecules studied here, aside from PhAA. For such 

analysis, the quantity most problematic to obtain is the change in surface tension as a function of bulk 

concentration in the presence of a DPPC film. It will be apparent that this quantity cannot be evaluated 

even in the absence of DPPC film in the following section, due to surface tensions that are invariant with 

concentration and equilibration time that are longer than experiment timescales. Because of this, we have 

chosen to employ a simpler, more approximate analysis of the mixed film systems, using ideas common 

to theories of mixed insoluble monolayers. 

 For insoluble mixed films, the Additivity Rule is based on the idea that an ideal mixture of 

surfactants will adopt the phase, and thereby the MMA, they would exist in as a pure film at any given 

surface pressure.64 While the entirety of the Additivity Rule generally is only applicable to mixtures of 

insoluble surfactants, the basic idea behind it can be used to examine the more complicated mixed 

soluble-insoluble surfactant systems present in this work. This usage can give useful information and help 

analyze deviations from ideal behavior. 

Figure 5.4: DPPC 

compression isotherm (black) 

on water, in the absence of 

soluble surfactants. Red lines 

illustrate the value of mean 

molecular area that would be 

expected for a pure DPPC 

film at the surface pressure 

that is observed in our mixed 

DPPC PhAA system. 

 In the case of the 

mixed PhAA and DPPC 

system, the average surface 

pressure attained at 

equilibrium (data from 40,000 – 50,000 seconds used, Figure A2.11) is 14.9 ± 0.5 mN/m. For an ideal 

system, this corresponds with MMADPPC of 53 Å2/molecule (found in a pure DPPC system), as illustrated 
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in Figure 5.4. For PhAA the ideal MMA can be estimated through the surface pressure v. concentration 

data discussed earlier for a pure PhAA solution. A 14.9 mN/m surface pressure is associated with a 55 

mM PhAA solution, a concentration where the surface excess concentration has saturated, with the 

saturation MMAPhAA value of 54 ± 6 Å2/molecule found in the preceding section. This analysis implies 

that even for ideal interactions between DPPC and PhAA, the DPPC film in the mixed system has been 

compressed from 70 to 53 Å2/molecule, and the PhAA surface film in the mixed system is existing at 

surface pressures that are normally inaccessible for low concentration solutions, even with a surface 

saturated film. Both these changes, the compression of DPPC and the increased surface excess of PhAA, 

would require energy, however. The energy source would have to be, for lack of anything else, favorable 

interactions between the DPPC and PhAA. Because of this, the interaction energy between DPPC and 

PhAA under these conditions can be estimated from the combined  free energy costs of bringing 

additional PhAA to the surface, compressing the DPPC film, and compressing the PhAA film.  

 The requirement PhAA be compressed is consistent with the simple dimensional argument given 

earlier. Even a surface with saturation coverage of PhAA is still compressible, meaning that there is space 

in the film for DPPC to occupy, as well as the possibility for additional PhAA molecules to partition to 

the surface, due to favorable interactions with DPPC. It is, unfortunately, difficult to quantify the amount 

of energy required to bring addition PhAA to the surface. However, a lower bound on the energetic 

interactions between DPPC and PhAA can be produced by estimating the energy required to compress the 

DPPC film. The surface pressure – surface area work required to compress the DPPC film can be 

calculated as: 

∫
1

𝐶𝑠
𝑑𝐴

𝐴2

𝐴1

 

Where A is the mean molecular area and Cs is the surface compressibility, defined as: 



 

 

 
75 

 

 

𝐶𝑠 =  
1

𝐴

𝑑𝐴

𝑑𝛾
=  

−1

𝐴

𝑑𝐴

𝑑𝜋
  

The combination of these two equations yields: 

∫ 𝐴(𝜋)𝑑𝜋

𝐴2(𝜋)

𝐴1(𝜋)

 

 This is easily evaluated numerically using the compression isotherm of a pure DPPC film (Figure 

5.4). To compress a DPPC film from 70 to 53 Å2/molecule, an energy of approximately 3 kJ/(mole 

DPPC) is required. This corresponds with the lower bound on the energy of interaction between DPPC 

and PhAA. When considering the interaction energy between PhAA and DPPC it is important to note that 

if, on average, there are multiple PhAA molecules interacting with each DPPC molecule the energetic 

value of any given interaction would be decreased accordingly. It should be reiterated, however, that this 

calculation provides only the minimum interaction energy, as an additional entropic costs are certainly 

required to bring additional PhAA molecules to the interface and compress them, if they are indeed 

compressed. 

 
Phenylalanine  

(2.5 mM) 

Phenylglycine  

(20 mM) 

Phenylacetic Acid  

(2.5 mM) 

Tyrosine  

(2.4 mM) 

Equilibrium 

Surface Pressure 

(mN/m) 

0.9 ± 0.1 0.0 ± 0.2 
0.95 

See Ref46 
0.1 ± 0.1 

Surface Pressure 

with DPPC 

(mN/m) 

22.7 ± 0.6 6.9 ± 0.3 14.9 ± 0.5 6.8 ± 0.3 

Change in Surface 

Pressure with 

DPPC (mN/m) 

15.8 ± 0.8 0.0 ± 0.6 8.1 ± 0.8 -0.1 ± 0.7 

 

Table 5.1: Experimental surface pressures at equilibrium of aqueous solutions of aromatic species both 

with a bare air-water interface and with a 70 Å2/molecule DPPC film. The change in surface pressure 

from a pure DPPC film is shown as well. The values are averaged over time periods where equilibrium 

appears to be established, i.e. surface pressure change over time is near zero. Times used were: hours 1-2 

of adsorption for PhGly and Tyr, hours 13-15 for Phe, and hours 8-10 for all mixed aromatic/DPPC 

systems. The surface pressure measured for DPPC on pure water was 6.9 ± 1.1 averaged over the same 

time period as the DPPC data presented. Listed uncertainties are standard deviations of the mean values. 

See Appendix 2 for raw data and discussion of uncertainties (Figures A2.2-A2.12 in Appendix 2). 
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 The equilibrium surface pressures reached for the entire series of molecules are shown in Table 

5.1. Equilibrium surface pressure here is described as the surface pressure once it has stopped varying 

with time. There are several features of these data that are worth noting. First, there are no significant 

differences between either the PhGly or Tyr solutions and pure water, even near the solubility limits of 

these compounds, 25-35 mM65 and 2.5 mM,66 respectively. Second, the alteration to surface tension by 

Phe with a DPPC film is even greater than the effect observed with PhAA, despite its similar equilibrium 

surface pressure at 2.5 mM. The adsorption isotherms with DPPC used to create the data in Table 5.1 are 

shown in Figure 5.5. 

Figure 5.5: Average adsorption isotherms of (from top to bottom at time 0): 2.5 mM PhAA (green), 2.4 

mM Tyr (red), and 20 mM PhGly (light blue), 2.5 mM Phe (blue) with 70 Å2/molecule DPPC film, and, 

finally, the unperturbed DPPC film (black). 

 Phe can be analyzed in a similar manner as PhAA, although with several additional difficulties 

that impede quantitative analysis. Namely, solutions of pure Phe take a very long time for surface 

pressure to equilibrate. For 7.5 mM Phe (with no DPPC) the equilibration time is approximately 10 hours. 
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This time increases to approximately 20 hours at 5 mM Phe and at 2.5 mM Phe the equilibration time is 

likely much longer. This makes measuring both the equilibration time and the surface pressure difficult 

due to competition from water evaporation and surface contamination. These slow equilibration times are 

associated with an activation barrier for moving surfactant from the bulk to the surface.67 This activation 

barrier appears to exist for all soluble surfactants,68 although the equilibration in the case of Phe is 

exceptionally slow. Additionally, equilibrium surface pressure no longer changes with bulk Phe 

concentrations above ~10 mM. In this region, commonly associated with micelle or soluble aggregate 

formation, use of the Gibbs adsorption equation becomes impossible. These two factors limit the 

concentration range that surface tension v. concentration measurement could be used for a Gibbs 

adsorption isotherm to approximately 2.5 to 10 mM. This concentration is not in the surface saturated 

region, so the Gibbs adsorption isotherm and more complicated penetration theories do not apply.  

 Despite these difficulties, the same analysis that was used for the PhAA and DPPC system can be 

employed for Phe and DPPC. The equilibrium surface pressure of Phe with DPPC is 22.6 ± 0.6 mN/m. 

This surface pressure corresponds to a 50.6 Å2/molecule pure DPPC film. While, for the reasons 

described above, the surface excess concentration of Phe cannot be exactly determined, this experimental 

surface pressure corresponds to a degree of surface partitioning that would be expected for a Phe bulk 

concentration above ~10 mM, even though the experimental concentration of Phe was 2.5 mM, implying 

a significant increase in partitioning of Phe to the surface in the presence of a DPPC film. In the same 

way as for the PhAA and DPPC system, this implies favorable energetic interactions between DPPC and 

Phe of at least ~5 kJ/(mol DPPC) to offset the energy cost of compressing the DPPC film. In this case, 

however, it is unknown if it is required that the Phe at the surface is compressed beyond the equilibrium 

mean molecular area normally obtained for a pure Phe/water system, in order to account for the observed 

surface pressure, although compression is not unlikely. Our previous theoretical and experimental studies 

of Phe and DPPC systems are consistent with these results, showing condensing effects on the DPPC as 

well as drastic surface morphology changes.15 
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 The remaining two molecules in our series, PhGly and Tyr, display no modification to surface 

pressure that is observable with our techniques, either in the presence or absence of DPPC. This indicates 

that neither of these species acts as a surfactant, and their concentration at the water surface is not in 

significant excess of their concentration in the bulk. Because there is no surface partitioning in either case, 

very little can be said about the interactions of PhGly and Tyr with DPPC. If the interactions are similar to 

those observed in Phe and PhAA, significant perturbations to the DPPC film would be expected by these 

molecules. This suggests that the interactions of DPPC with PhGly and Tyr are not strongly favorable, but 

range from either weakly favorable to strongly unfavorable. The results of the Langmuir trough data 

analysis are summarized in Figure 5.6. 

Figure 5.6: A summary of the target molecules of this study, with their approximate solubilities and the 

observed trends in surface activity and interactions with DPPC. Solubility data are for 25°C solutions 

and taken from references for Phe69,70, PhGly (D enantiomer, solubility is pH dependent)65 PhAA71, and 

Tyr.66  

 An interesting feature of these data is the lack of correlation between their surface activity and the 

solubility of the compounds in this series. Less soluble molecules are generally expected to be more 

surface active, but here, instead, we observed that the least soluble molecules are also the least surface 

active. Further, the calculated polar surface area places the molecules in the order Tyr (83.6 Å2) > Phe = 

PhGly (63.3 Å2) > PhAA (37.3 Å2),72 which does not correlate with either the solubility or surface activity 

orderings to a significant extent. In fact, the molecules with the highest polar surface areas are the least 

soluble by a large margin. PhAA and Phe arguably have the lowest polar surface area per total surface 
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area while also being the most surface active. However, the ordering between Phe and PhAA is incorrect, 

and some surface activity for PhGly would still be expected considering the relatively insignificant 

change from Phe. There is clearly something more complex at work, which defies simplistic polarity or 

solubility predictions. 

5.3.3 Molecular Dynamics Simulations 

 The extremely different behavior observed between Phe and PhGly, the two most similar 

molecules in the system, is particularly intriguing. In order to gain a better molecular level understanding 

of why the aromatic compounds under study behave in drastically different ways, classical molecular 

dynamics (MD) simulations were performed. There are several difficulties that arise when attempting to 

compare molecular dynamics simulations with experimental data of this type. Mainly, there is a mismatch 

between both the observable time and size scales (simulations: nanoseconds and nanometers; 

experiments: seconds to hours and centimeters) due to computational and experimental limitations. In 

simulations, restricted size scales can be problematic both for capturing DPPC phase behavior,73 as well 

as reducing the usable range of soluble surfactant concentrations. Low concentration simulations are 

additionally problematic due to larger simulation sizes requirements as well as longer time averaging. 

Moreover, in classical MD simulations, the protonation state of considered molecules has to be fixed 

because during simulations there is no possibility of covalent bonds breaking or forming.  Because of 

these constraints, full quantitative agreement is not expected between experiments and simulations, but 

qualitative agreement lends validity to the computational results and their molecular level description of 

phenomena observed in experiments.  

 Molecular dynamics simulations were performed for all four molecules under study, both in the 

presence of a DPPC film as well as with a bare water interface. The zwitterionic form of all surfactant 

molecules was assumed. To enhance sampling along the trajectories, concentration of Phe, PhAA and 

PhGly was set to 150 mM. In the case of Tyr, due to its relatively low solubility, concentration of 30 mM 

was considered. Simulations were performed for 150 mM Tyr as well, and density profiles are shown in 
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Figure A2.16 in Appendix 2. The qualitative behavior of Tyr was similar at both concentrations, although 

the magnitude of its surface partitioning decreased at lower concentrations as would be expected. Density 

profiles calculated for the case of bare air-water interfaces are presented in Figure 5.7. 

Figure 5.7: Density profiles of amino acids at the water-air interface: a) 150 mM Phe, b) 150 mM PhGly, 

c) 150 mM PhAA and d) 30 mM Tyr. Profiles of water (red), the carbon atom of the carboxylic group of 

the aromatic species (green), and the para carbon atom of the aromatic ring (purple) are depicted. The 

profiles are calculated along the interface normal. In each system, the whole simulation box containing 

two interfaces was used for analysis.   
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 Based on the information contained in the density profile data, the MD simulations appear to be 

in qualitative agreement with the experimental data for aromatic species in water with a bare surface. For 

the cases of Phe and PhAA, the density of amino acid is decreased in the bulk aqueous phase, and 

enriched near the interface. This suggests preferential surface partitioning of both PhAA and Phe, which 

corresponds with an increase in surface pressure. For PhGly, there is little depletion in the bulk phase, 

and, in turn, little enrichment at the interface. For all three of these species, however, moving through the 

para-carbon density profile from the center of the water slab outwards there is a decrease in density 

followed by an increase. The same shape is observed for the carboxylic acid carbon density, although the 

peak is closer to the center of the slab. This implies a preferential orientation of the molecule when it is 

near the air-water interface, with the aromatic group pointed away from the solution and the carboxylic 

acid toward it. This result is not surprising for these amphiphilic molecules, where the aromatic group is 

expected to be hydrophobic and partially excluded from the solvent while the hydrophilic groups remain 

solvated. However, In the case of Tyr the bulk density is enriched, while density is depleted near the air-

water interface. This interfacial depletion would correspond to a negative surface excess concentration, as 

well as a small negative surface pressure (an increase in surface tension). Tyr near the interface is still 

preferentially oriented with the aromatic moiety away from the bulk water, despite the surface depletion, 

although there may be more orientational flexibility.  

 Qualitative agreement with experiments is observed. The simulations predict high surface 

partitioning of Phe and PhAA, combined with the lower surface partitioning of PhGly and the surface 

depletion of Tyr. This matches with experimentally observed surface pressure increases by Phe and 

PhAA, and negligible surface pressure changes by PhGly and Tyr. 

 Molecular dynamics simulations were also performed to mimic the mixed film experiments, 

where DPPC film was present at a MMA of approximately 70 Å2/molecule initially, and the aromatic 

species begin in bulk solution. Density profiles are shown in Figure 5.8. 
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Figure 5.8: Density profiles of amino acids at the DPPC/air interface: a) 150 mM Phe, b) 150 mM 

PhGly, c) 150 mM PhAA, and d) 30 mM Tyr. Profiles of water (red), phosphorous atom of DPPC 

headgroup (blue), the carbon atom of the aromatic compound’s carboxylic group (green), and para 

carbon atom of the aromatic ring (purple) are depicted. The profiles are calculated along the interface 

normal. In each system, the whole simulation box containing two interfaces was used for analysis.   

 The density profiles indicate that each aromatic species undergoes a degree of preferential 

partitioning into the DPPC film. This contrasts the experimental results where partitioning was observed 

only for Phe and PhAA into a DPPC film. Note, however, that because there are various orientations of 

the aromatic molecules, the density profiles have a complicated structure, and careful interpretation is 
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required. For instance, note that Phe is the only amino acid in which the COO- moiety penetrates into the 

lipid monolayer further from the box center than the location of phosphate groups of DPPC. Also, when 

visually comparing Phe and Tyr trajectories, it is clear that while Phe predominantly orients its aromatic 

ring parallel to the non-polar lipid acyl chains of DPPC, the ring of Tyr has more flexible interfacial 

orientations. The latter is due to the presence of the hydroxyl group of Tyr, which can participate in 

hydrogen bonds with water. The differences in ring orientations between Phe and Tyr are also visible in 

the different shapes of the corresponding density profiles at the interface, where Phe has well-defined and 

separated peaks, but Tyr has wide and complicated peaks. 

 There is additional information about molecular orientation contained in the density profiles. For 

all the aromatic species, there are two peaks near the surface in both the para carbon and the carboxyl 

density profiles: one deeper into the DPPC film, and one closer to the water slab. For the case of the 

deeper peaks, there is a separation between the para carbon and the carboxyl peaks, corresponding to 

approximately the length of the aromatic molecule. This implies the same orientation that is observed 

without DPPC, where the molecules are perpendicular to the water surface with the aromatic groups 

pointing away from the water slab. The second peak, closer to the water slab, has overlap between the 

phenyl ring para carbon and carboxyl carbon, indicating an orientation parallel to the water surface for the 

population of molecules that is enriched near the DPPC headgroup region. To reiterate, two orientations 

are found: one deeper in the DPPC film perpendicular to the water surface, and one slightly below the 

DPPC film parallel to the water surface. 

The partitioning can be evaluated more quantitatively through calculation of surface excess 

concentrations. Here, surface excess is defined as: 

Γ =
𝑛𝑇 − 𝑉𝑏𝐶𝑏

𝐴
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Where nT is the total number of molecules, Vb is the volume of the bulk phase and Cb is the concentration 

of the bulk phase. In order to do this calculation, dividing surfaces between phases are chosen such that 

the surface excess concentration of water is zero. Surface excess concentrations in the presence and 

absence of DPPC are calculated and shown in Figure 5.9. Among the considered aromatic species, Phe is 

the most surface active at both interfaces. PhGly is less surface active than Phe. PhAA behaves similarly 

to PhGly with somewhat higher presence at the water-air interface. The behavior of Tyr is complex: while 

strongly surface inactive at the water-air interface (negative surface excess concentration), it is adsorbed 

to the DPPC monolayer. However, the analysis of molecular orientations show that while Phe penetrates 

relatively deep into the DPPC film, Tyr to a large extent remains in the well-hydrated region due to the 

presence of the polar hydroxyl group in the Tyr aromatic system.  

Figure 5.9: Surface excess 

concentrations of aromatic molecules 

adsorbed at water-air and water-

DPPC-air interfaces. In each case, the 

center of mass of solute molecule was 

used for calculation. The Gibbs 

dividing surface was chosen such that 

the surface excess concentration of 

water is zero. 

 

 

 

 

 

 

5.3.4 Clustering Analysis 

 Perhaps the most interesting observation from the simulations is evidence of cooperativity in the 

partitioning for several of the aromatic species to the surface. This was first noted through observation of 

simulation trajectories for Phe. Cases where one Phe molecule was already adsorbed allowed for 

somewhat easier penetration of another molecule into DPPC in its vicinity. To quantify the synergetic 
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effects, clustering of the considered aromatic molecules was analyzed along simulated trajectories (Figure 

5.10). Note that in the clustering analysis all molecules present the simulation box were taken into 

account.  In all cases, with the exception of Tyr in the water-air system, these populations are 

predominantly molecules adsorbed at the interface. The analysis clearly demonstrates that Phe is present 

in both systems mostly in the form of dimers (there were also ~5% of trimers and a negligible number of 

tetramers observed). Similar cluster distributions are observed for PhGly adsorbed at DPPC, while at the 

water-air interface PhGly forms dimers and monomers with almost equal probability. In the case of PhAA 

either with or without DPPC, some dimerization is observed. Tyr, however, exists mostly in the 

monomeric form regardless of DPPC coverage.  Note that the observed molecular aggregates were 

dynamic with lifetimes in the range of tens of nanoseconds. However, in the case of aromatic molecules 

incorporated deep into the DPPC monolayer, the lifetimes were on the order of the simulation timescale 

(hundreds of nanoseconds).  

Figure 5.10. Average cluster size 

(number of molecules forming a 

cluster) of aromatic molecules in the 

presence of water-air and water-

DPPC-air interfaces. The cutoff of 

0.6 nm between centers of geometry 

of aromatic rings was used for 

definition of a cluster. Cluster size of 

1 indicates monomers in solution. 

 In addition to these 

simulation results, there are several 

different pieces of experimental 

evidence that support the formation 

of clusters or aggregates of at least 

some of the aromatic molecules 

under study. First, the observed constant surface tension with increasing Phe concentration indicates 

soluble aggregate formation. Second, the kinetics of surface tension equilibration with Phe are slow, with 

higher order dependence on Phe concentration. Due to this, as well as previous reports of Phe clustering 
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or aggregation,6,74,75 we investigated the aggregation behavior of our aromatic series using several 

different techniques. 

 In previous studies of Phe, we used light microscopy to determine that there were no large, long-

lived Phe clusters present in solution at concentrations below the solubility limit of Phe, although 

molecular dynamics simulations suggested the presence of small transient clusters in solution.15 In order 

to investigate smaller solution phase clusters that would be invisible to a confocal microscope, diffusion 

measurements were carried out through the use of diffusion ordered spectroscopy (DOSY) NMR. 

Solutions of Phe at both 0.1 mM and 100 mM were analyzed (Figure A2.14 in Appendix 2), and each 

solution was found to have a single diffusion constant. In order to account for viscosity changes as a 

function of Phe concentration, the ratio of the diffusion constant of Phe to HOD was found for each 

solution, and in both cases it was 0.30 ± 0.01. The identical, viscosity-corrected diffusion constants 

indicate that if there is clustering in Phe, the cluster lifetime has to be less than the 25-30 millisecond 

timescale that is measured via DOSY-NMR. It is also possible Phe is diffusing only as dimers over the 

entire concentration range, although concentration independent clustering of this nature would be 

surprising. This technique would also be insensitive to very large clusters, but these have already been 

ruled out via light microscopy. 

 In order to investigate the potential for even shorter timescale clustering or aggregation in 

solution, fluorescence spectroscopy was used, taking advantage of the phenomenon of self-quenching that 

is observed in many molecules. The peak fluorescence intensity was measured for pure solutions of Phe 

and PhGly as a function of concentration. Comparison was made between these two molecules because of 

their structural similarities and their contrasting surface behavior. Data is shown in Figure 5.11, and it is 

important to note that the relative fluorescence per molecule is directly proportional to the quantum yield 

of fluorescence.  
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Figure 5.11: A) Peak fluorescence intensity, measured as an average of 282-283 nm fluorescence 

intensity, versus the concentration of Phe (blue circles) or PhGly (red crosses). B) Relative fluorescence 

intensity per molecule of Phe or PhGly versus concentration, directly proportional to the quantum yield 

of fluorescence. 

 The quantum yield of fluorescence appears to remain constant for both solutions below 1 mM, 

where, presumably, self-quenching does not occur. Above 1 mM, the fluorescence quantum yield steadily 

decreases with increasing concentration, as is characteristic of self-quenching. Both molecules display 

identical fluorescence yields and quenching characteristics. Although the mechanisms of self-quenching 

in these molecules are uncertain (and could be diverse), quenching mechanisms are generally strongly 

separation dependent.76 While there is some evidence in the literature that Phe fluorescence quenching 

may occur through collisions with acid moieties,77 no quenching was observed for solutions with low 

concentrations of Phe and a high concentration of the amino acid alanine. Because the characteristics of 

the acid groups with both amino acids are nearly identical, this suggests that the quenching is occurring 

through the aromatic group. Indeed, this is consistent with the fluorescence self-quenching observed in 

benzene, where the aromatic is clearly the only functional group.78 Because of the strongly separation 

dependent nature of quenching, dynamic molecular clusters would be expected to quench very efficiently. 

Because the aromatic groups appear to be responsible for the quenching interactions, it is the dynamic 

ring-ring separation that is important. Above 1 mM concentrations, transient clustering may occur 

through ring-ring interactions, although it appears to be identical for Phe and PhGly. This may be an 

indication that transient clustering is occurring in both species, or neither.  
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 If transient clustering in bulk solution is occurring the clustering lifetime in Phe is constrained to 

between 10-6 and 10-3 seconds, because the measured Phe fluorescent lifetime is 8 µs,77 and the DOSY-

NMR measurements take place on a millisecond timescale. Regardless of whether fluorescence data 

indicates transient clustering, Phe and PhGly behave identically, implying that solution phase clustering 

cannot be responsible for the differences in surface behavior that are observed. Because we have observed 

several effects in both the experimental studies and the molecular dynamics simulations that would be 

consistent with a clustering explanation but have strong evidence that bulk solution clustering for Phe and 

PhGly is identical and either transient or non-existent, we suggest that clustering at the air-water interface 

or within the DPPC film may be responsible for these effects. In this picture, Phe and PhGly would exist 

as free monomers (or potentially dimers) in solution, but once adsorbed to the interface Phe could form 

larger, more surface-active aggregates, while PhGly would not.    

 There have been several previous experimental investigations of Phe clustering in solution. 

Adler-Abromovich et al.6 investigate pure Phe aggregate formation, nominally in the bulk, through the 

use of stained confocal microscopy and electron microscopy. In the case of both these experiments, long 

fibril structures are observed. In an attempt to repeat confocal microscopy experiments, however, it was 

observed that fibril formation occurred only upon sample drying, indicating crystallization rather than 

aggregation.15 It should be noted, however, that the evidence of Phe aggregation in biological samples 

may not share the same experimental difficulty. Further, Phe aggregate formation in biological systems is 

not inconsistent with the results of our study, showing that aggregate formation may occur in interfacial 

regions. Singh et al.74 have also utilized light scattering and solution phase stained fluorescence to 

examine Phe aggregation. Using these techniques, they see evidence for aggregation at concentrations 

above approximately 30 mM. These results appear contradictory to ours, but they were not performed in a 

quantitative way and give no indication of the extent of aggregation in solution concentrations below the 

solubility limit of Phe (180 mM). It is possible that our results are consistent with this study if aggregation 

is occurring to a very small extent under concentrations below the solubility limit of Phe. 
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 Do et al.75 utilized ion mobility electrospray ionization mass spectrometry (IM-ESI-MS) to 

examine Phe clusters. They observe the formation of large Phe clusters and investigate their structures 

and pH dependence. In the past, the clustering of other amino acids has also been investigated by mass 

spectrometry. Electrospray ionization (ESI) is almost always used,79,80 as clustering is common in ESI,81 

although amino acid clusters have been reported using sonic spray ionization as well.82 It is likely that the 

clustering of small molecules that is observed in these studies occurs during ionization, and that the 

structures that are identified may not exist in solution. We investigated the clustering characteristics of 

Phe, PhGly, PhAA and Tyr through simple ESI-MS experiments, to try to at least gain insight into the 

relative clustering propensities of these species. This investigation was performed both under high and 

low voltage ionization conditions; however, there was no consistent trend in clustering tendency of each 

aromatic species that was observed between the two sets of conditions (Table A2.1 in Appendix 2). This 

is a strong indication that the observed clustering is, in fact, occurring during ionization, and that these 

experiments do not probe solution phase structures. The structural data obtained by Do et al.75 should not 

be discounted, however, as aggregates that are formed in phospholipid membranes or other water depleted 

environments may share structural characteristics. 

5.4 Broader Implications 

 The interfacial partitioning behavior of Phe, PhGly, PhAA, and Tyr has been experimentally 

observed via Langmuir trough techniques. Phe and PhAA both preferentially partition to air-water 

interfaces as well as into DPPC films. The favorable energetic interactions between the aromatics and 

DPPC is estimated at >3 kJ/mole DPPC for PhAA and >5 kJ/mole DPPC for Phe. Despite their very 

similar structures to Phe and PhAA, PhGly and Tyr do not partition to air-water interfaces or into DPPC 

films. Molecular dynamics simulations match experimental data qualitatively for the partitioning to air-

water interfaces for the series of molecules. They also add molecular level detail about the orientation of 

each molecule, with the aromatic group pointed out of the water surface. With DPPC present, a second 
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orientation is also observed, where a population of molecules lay parallel to the interface near the polar 

headgroup region of DPPC. 

 The molecular dynamics simulations also show evidence for a strong cooperative effect in the 

interfacial partitioning for Phe. PhGly and PhAA display a somewhat weaker cooperative effect, and 

virtually no cooperativity was observed in simulations of Tyr. Such cooperativity, in combination with 

the experimental measurements of surface tension and equilibration times as a function of concentration, 

suggested the occurrence of clustering or aggregation, especially for Phe. Solution phase aggregation 

behavior was investigated, and the only evidence consistent with aggregation was for small, transient 

clusters with a sub-millisecond lifetime. All of this, taken together, strongly suggests that clustering is not 

happening in solution, but may be happening at the air-water interface or inside a DPPC film.  

 We propose that the relationship between molecular structure, clustering, and surface activity has 

to do with the conformational flexibility of each molecule. The ability of conformational flexibility to 

allow for the exploration of more favorable binding and aggregation interactions is often observed for 

biopolymers.83–91 This concept is perhaps less common for small molecules, although similar analysis has 

been performed for aromatic alcohols.92 In some sense, the relationship between conformational 

flexibility and stability is a simple one: being able to explore more possible configurations increases the 

likelihood that an energetically favorable conformation is found. For any given system, however, the 

details of specific interactions will be important for fully characterizing the behavior, and could be the 

subject of further study. 

 Comparing Phe to PhGly, the only structural difference is the loss of a linking methylene group 

between the aromatic and polar regions of the molecule. This methylene adds flexibility for the Phe 

molecule, allowing for more freedom in the orientations between the aromatic ring and the polar amino 

acid. This appears to be important for accessing energetically favorable cluster states in an interfacial 

environment. The clustering of Phe in its zwitterionic form has been investigated previously through 
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molecular dynamics simulations in aqueous solution.93 Stacked ring-like structures of Phe were observed 

with the zwitterionic headgroup regions at the core and aromatic moieties at the periphery.93 Under the 

simulation conditions these structures did not form until high concentrations above the solubility limit of 

Phe (200-300 mM). In our work, under 150 mM concentration, Phe was present mostly in a dimeric form 

with a negligible number of larger aggregates. This result is consistent with our experimental findings that 

solution phase clustering does not occur. Similar structures may form, however, in the water-depleted 

interfacial region.  

 PhAA, while containing the same number of carbons as PhGly, appears to behave more like Phe. 

This could be explained again by the linking methylene between the aromatic and polar regions of the 

molecule. Tyr, on the other hand, does not show any experimental evidence of interfacial partitioning or 

hydrophobic cluster formation. The para-hydroxylation of the aromatic group, in conjunction with the 

conformational flexibility of Phe, may allow for significantly more stable aggregates to form for Tyr. The 

additional stability of Tyr clusters and/or solid would explain the notable decrease in water solubility in 

comparison with Phe, in spite of an increase in polar surface area. Additionally, it could explain the 

surface partitioning trend – rather than forming small, hydrophobic clusters, any aggregates of Tyr may 

not be thermodynamically stable compared to the solid, resulting in only crystallization. The melting 

point of Tyr and Phe could be useful in confirming this, but decomposition occurs prior to melting for 

both species. It is also possible that the aggregates of Tyr would not be surface active, although the 

molecular dynamics simulations performed are not in support of this. 

 Our results stress an important idea when considering partitioning between different phases: 

General trends in the literature suggest that lower solubility compounds should be more surface active. 

This idea can be useful, but in light of results presented here, it is important to realize that solubility is a 

measure of the relative free energy of a molecule existing in solution versus as a phase-separated solid or 

liquid, as a function of concentration. Likewise, surface partitioning is a comparison of the energy of a 

molecule in solution versus at the interface. Because of this, the solubility of a molecule should be 
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expected to correlate with its surface activity to the extent that the energy of this molecule at the surface is 

similar (but more favorable) than the energy in its solid or liquid phase. In the case where the solid is 

more energetically favorable than the surface film, surface partitioning competes with crystallization, and 

surface partitioning is not expected. This is likely the case with Tyr.  

 Trends relating polarity and solubility have a similar issue. Polarity is generally a reasonable 

indicator of the interactions a molecule has with water, but it has little relevance to the energetics of a 

pure compound. The hydrophobic effect in simple terms shares the same flaw; it considers only the 

interactions with water. In all cases, the considerations should be the same: for partitioning out of 

solution, the energies of the new phases must always be considered in addition to the energy of the 

dissolved species. 

 For the series of molecules used in this study, the fact that none of these trends hold is a good 

indication that the interfacial and crystal structures are dissimilar. If aggregation is occurring, as we 

suggest for Phe and possibly PhAA, this may indicate that the aggregate structure is dissimilar from the 

crystal structures of these molecules. This would support the type of aggregate structure found by German 

et al., which deviates from Phe’s crystal structure.93 

5.5 Conclusions 

 For this series of aromatic molecules, a variety of interactions are at play in dictating the 

molecular behavior of a heterogeneous system. Perhaps counterintuitively, their behavior is not 

dominated by water-aromatic interactions or even aromatic-phospholipid interactions, but seems 

controlled through interactions of aromatic species with themselves. In fact, the general trend that would 

be expected if considering only the hydrophobic effect is completely inconsistent with experimental data. 

Even the interactions between the phospholipid and the aromatic species do not appear to be important in 

capturing the coarse partitioning of molecules to the interface, as the same trend is observed with a bare 

water interface. That is not to say that these other interactions are unimportant, only that they are not 
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responsible for the extreme differences in behavior that are observed within the series of aromatic 

molecules. 

Supporting Information Available in Appendix 2: Raw isotherm data, isotherm analysis, NMR DOSY 

data, ESI-MS data, and Tyr MD simulations at high and low concentration is available free of charge via 

the Internet at http://pubs.acs.org.   
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Chapter 6: Phenylalanine Increases Membrane Permeability 

6.1 Introduction: 

 The interactions between amino acids and biological membranes are important for many systems. 

Interactions between the aromatic amino acids, phenylalanine (Phe), tyrosine (Tyr), and tryptophan 

(TRP), are particularly important for membrane-interacting proteins, such as membrane channel 

proteins.1,2 The interactions between free aromatic amino acids and membranes can also be important in 

some biological cases. In the genetic disorder phenylketonuria (PKU), for example, phenylalanine cannot 

be processed correctly and human serum levels of Phe can exceed 1.2 mM if untreated.3 This elevated 

Phe concentration often results in brain damage, and, in many parts of the world, infants are tested for 

PKU at birth.3 Adler-Abramovich et al.4 observed the formation of amyloid-like fibrils of Phe under 

biologically relevant conditions, as well as cytotoxic effects of high Phe concentration. In our previous 

studies,5,6 interactions between Phe and air-water or model membrane systems were investigated. Our 

experiments indicated that Phe does not spontaneously aggregate in solution, as was previously claimed,4 

although we find indirect evidence that aggregation occurs at the interface.5,6 Large changes to the 

morphology of a monolayer model membrane were observed both theoretically and experimentally and 

such changes could, potentially, result in changes to the permeability of a bilayered system.5 In this work, 

we find that Phe does, in fact, increase the permeability of a bilayered vesicle model membrane. This has 

profound implications for PKU as well as the fundamental understanding of interactions between 

aromatic species and membrane systems. 

 Our previous experimental studies5,6 utilized very simple model cell membranes composed of a 

monolayer of 1,2-dipalmitoyl-sn-glycero-3-phosphatidylcholine (DPPC). This system was advantageous 

due to its simplicity, which allowed for ease of interpretation but was lacking in its direct biological 

relevance. The bilayered membrane studies reported here serve to supplement our previous results by 

supplying properties that are unavailable in monolayered systems (i.e. permeability) and also serve to 

compare our previous results to a system that is a better proxy for biology. It should be stressed, however, 
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that real biological membranes are not simple surfactant systems but are, rather, complex, asymmetric 

bilayers containing mixtures of many lipids and proteins, generally supported by protein scaffolds. 

Because of this, using model systems as mimics of biological membranes can be difficult. Because of this 

complexity, models are often chosen to match a specific property of the natural system (such as interfacial 

tension, area per lipid, deuterium order parameter, etc.), but this can result in a mismatch of other 

properties between the model and reality. While some model systems have gained acceptance in the 

literature, and their relevance to biological membranes is supported to some extent, it isn’t always clear 

that these are the best conditions to utilize for biological relevance in all cases. However, it is generally 

agreed that bilayered systems are advantageous in their biological relevance compared to monolayered 

membranes. 

 In vesicle systems, there are only a few parameters that can be experimentally controlled. 

Surfactant composition, vesicle size, temperature, pressure, and solution composition lend themselves to 

regulation. In this work, we again choose DPPC as the sole surfactant composing the vesicles in order to 

allow for comparison with previous monolayer studies.5,6 Vesicle size is an interesting property to 

consider in theory, due to changes to surface curvature, and in turn, membrane asymmetry. In practice, 

however, vesicle size is generally chosen due to experimental limitations. It is generally assumed vesicles 

under 200 nm diameter form unilamellar structures, so vesicles in this size range are chosen. For single 

vesicle studies larger vesicles are generally desirable, if not required. Syntheses of unilamellar vesicles 

are carried out through a variety of techniques.7–12 Temperature is perhaps the most important variable for 

a DPPC lipid system as there are several phase transitions for DPPC vesicles that occur near ambient 

temperature. The four DPPC vesicle phases are termed crystal, gel, ripple, and liquid crystal in order from 

lowest to highest temperature.13,14 DPPC vesicles exist in a gel phase at room temperature, and transition 

to the ripple phase at ~38 °C before transitioning to the liquid crystal phase very shortly after (~41 °C).13 

DPPC vesicles in the gel phase are very impermeable, while the ripple phase is highly permeable.15,16 The 
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liquid crystal phase is of an intermediate permeability, and is thought to be the most useful proxy for 

biological membranes.  

 In order to probe the permeability properties of DPPC vesicles, an indirect measurement using a 

fluorescent probe is employed. The basis of the measurement is using a membrane-impermeant, self-

quenching dye.  Perhaps the most commonly used dye for this purpose is the calcium binding dye, 

calcein. The dye is first encapsulated in the vesicles of interest, while residual dye is removed from the 

solution around the vesicles. When the vesicles are exposed to a change in osmotic pressure, water leaves 

the vesicle, effectively concentrating the encapsulated calcein. This in turn changes the fluorescence 

properties of the dye, which can be monitored and calibrated to vesicle size. At longer timescales, the 

added osmolyte may be able to diffuse inside the vesicle, returning water inside of the vesicle along with 

it. This change can again be monitored via a recovery in the fluorescence. This technique has been 

employed successfully for a number of different vesicle systems and osmolytes.17–19 

 

Figure 6.1: Schematic of changes to vesicle size and encapsulated concentrations after osmolyte is added. 

Yellow dots represent calcein dye, green dots represent added osmolyte. 

 In order to match previous experimental studies,6 a series of analogous aromatic molecules is 

used. This series consists of Phe, phenylglycine (PhGly), phenylacetic acid (PhAA), and tyrosine (Tyr). 

This series is shown in Figure 6.2. All these molecule are structurally similar and contain both an 

aromatic and polar moiety but have considerable differences in their surface behavior both at a bare air-

water interface and in the presence of a DPPC film.6 
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Figure 6.2: The series of aromatic molecules under study. 

6.2 Methods: 

 Stock buffer solution was prepared using phosphate buffered saline powder (Sigma, 10 mM 

phosphate, 138 mM NaCl, 2.7 mM KCl) and 1 mM ethylenediaminetetraacetic acid (EDTA, Sigma 

>98.5%) to scavenge trace calcium that could otherwise bind the calcein dye. Buffer solution was pH 

adjusted to 7.25 using concentrated NaOH or HCl. This will be referred to as PBS buffer or solution. 5 

mM calcein, 20 mM Phe, 2.5 mM Phe/PhGly/PhAA, 2.4 mM Tyr and 1 M ribose solutions were prepared 

by dissolving calcein dye (Sigma), L-phenylalanine (Alfa Aesar 99%), L-phenylglycine (Sigma 99%), 

phenylacetic acid (Sigma 99%), L-tyrosine (Sigma >99%), or ribose (Sigma >99%) in PBS buffer, then 

pH adjusted to 7.25 with 10 mg/mL and/or 1 mg/mL NaOH prepared in the buffer solution. 

 A schematic of the vesicle preparation method is shown in Figure 6.3. Vesicles were prepared by 

placing ~13 mg of DPPC powder in a smooth 50 mL round bottom flask. The DPPC powder was then 

dissolved in ~2 mL CHCl3 before being subjected to rotary evaporation at <1 Torr until the liquid was 

removed, followed by an additional 30 minutes to remove residual CHCl3. This produced a relatively thin 

film of DPPC on the bottom of the flask, which was then suspended in 1 mL of calcein solution via brief 

sonication at >42 °C. The suspension at this point consisted of a mix of aggregates and vesicles of 

disperse sizes. The suspension was then transformed to a more homogeneous solution of vesicles by 

extruding through a 80 nm track-etched membrane >20 times while the temperature of the mixture is held 

above 42 °C. Isolation of the dye-containing vesicles from the external dye was accomplished using size 

exclusion chromatography. A sepharose 4B column was stored in ethanol at 4 °C. Prior to use, the 
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column material was washed and equilibrated with PBS and was repacked in a 10 cm tall by 1 cm 

diameter tube. The vesicle solution was added to the column under constant flow of PBS buffer, being 

careful not to disturb the column packing. Separation was visible, with the faster moving fraction 

corresponding to the vesicle-encapsulated dye and the slower moving fraction corresponding to the free 

dye. There was generally ~1 mL of clear solution that eluted between the two colored fractions, so the 

entire vesicle fraction was collected and generally totaled ~1 mL. Vesicle solutions were diluted 1:20 with 

either PBS buffer or Phe solution for a final Phe concentration of 20 mM. Vesicles were stored at room 

temperature and used within 2 days of preparation.  

 
Figure 6.3: Representation of preparation process to generate DPPC vesicles with encapsulated calcein 

dye. 

 Fluorescence assays were performed on a Photon Technology International QM-6 steady state 

fluorimeter equipped with two emission channels and a sample holder with stirring and temperature 

control via a circulating water bath. The water bath temperature was set to 45 °C and at least 15 minutes 

was allowed for the sample holder to equilibrate once the water bath was up to temperature prior to any 

measurements. A 160 μL quartz fluorescence cuvette was used with a small stir bar. Fluorescence spectra 
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were taken using 1 nm entrance and exit slits, 75 W power supplied to the Xe arc lamp lightsource, 1000 

V supplied to the photomultiplier tube detector, a 490 nm excitation wavelength, and a 500 nm long pass 

filter. 

 Permeability assays were performed using an Applied Photophysics Chirascan CS/SF with a 

stopped-flow accessory. 1:1 mixing was performed of ribose and vesicle solutions, while the entire 

stopped flow assembly was heated using a 45 °C circulating water bath. At least 150 µL total shot volume 

was used each run to ensure solution replacement in the fluorescence cell. Excitation wavelength was 490 

nm, and emission wavelengths were controlled by the use of a band-pass filter with a center wavelength 

of 540 nm and absorbance values less than 5 in the range of 521-556 nm. The gain on the detector was 

held constant between runs. 

6.3 Results: 

 Calcein fluorescence properties were first measured at the experimental temperature of 45 °C as a 

function of concentration and a calibration curve was constructed. Reference calcein/PBS/EDTA 

solutions were prepared in the same manner as the solutions used in vesicle synthesis, and then 

fluorescence measurements were taken for a series of serial dilutions of these free calcein samples (Figure 

6.4). Scan parameters were held constant, but neutral density filters were used for highly fluorescent 

samples in order to avoid saturation of the detector. These filtered spectra were then scaled, using 

measured absorption spectra of the neutral density filters.  
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Figure 6.4: Calcein fluorescence intensity as a function of concentration and vesicles with encapsulated 

Calcein for reference (black). Step size was 1 nm and integration time was 1 second, with a 490 nm 

excitation wavelength. 

 A clear increase in fluorescence intensity is observed with increasing concentrations of calcein 

dye at low concentrations, followed by a sharp peak in intensity and subsequent decrease. While it is 

tempting to assume that the increasing region is before the onset of self-quenching, the behavior is, in 

fact, more complicated. In this case, the observed intensity increase is in the region where the addition of 

more chromophores by increasing concentration has a larger effect than the decrease of fluorescence 

quantum yield due to self-quenching. There are two convoluted effects, because both the number of 

fluorophores and the quantum yield of fluorescence are changing. In order to directly relate to the vesicle 

experiments, which have a fixed number of fluorophores but variable fluorescent yield, this calibration 

data needs to be further processed to account for both the emission range that is monitored and the 

number of dye molecules. The observed emission range is limited by a band-pass filter, so the emission 

intensity is weighed by the transmission of the filter and then integrated, before being normalized to 

produce the calibration curve shown in Figure 6.5. The normalization is not strictly a required step, but 

because different detectors were used for the two types of measurements (intensity v. wavelength and the 

fast-mixing of vesicles), it serves to simplify the analysis without loss of useful information.   
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 Figure 6.5: Filtered fluorescence intensity per mM of calcein dye, as a function of calcein concentration. 

The efficiency of self-quenching clearly changes across the entire concentration range that is probed. Red 

circles are experimental data, and the black line is the empirical fit to the data. 

 We are, for the most part, only concerned with the shape of the curve, not the exact value at any 

point. Because of this, the emissivity was normalized to the values from 0.013 mM concentration of free 

calcein in order to simplify the analysis. The normalized emissivity data can be fit to the empirical 

equation 

𝐸 =
1

1.53 +  𝑒−6.08𝑐
−  

1

1.53
 

where c is concentration in mM. This fit appears to hold well for dye concentrations between 10 and 300 

μM. This allows us to directly correlate emissivity with dye concentration, an important step toward 

examining volume changes due to osmotic pressure on a vesicle and the rates of diffusion of water and 

solutes through the bilayer membrane. In order to proceed further, however, it is important to quantify the 

initial concentration of calcein inside the vesicles. Fortunately, the shift in peak absorption wavelength 

can be used to estimate the interior calcein concentration (Figure 6.6). 
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Figure 6.6: Calcein peak emission vs. concentration. This can be used to calibrate the initial 

concentration of calcein in the interior of the vesicles. 

 As seen in Figure 6.6, the shape of the vesicle emission spectrum most closely matches the 0.019 

mM calcein dye solution. There is perhaps a slight blue shift, indicating a concentration less than 0.019 

mM but greater than 0.013 mM. While it is, in principle, possible to fit the shape of the curve of the 

vesicle solution to extract a more precise calcein concentration, such a fit would rely on many variable 

parameters, making it unlikely that the resultant concentration would be more reliable than a simple 

estimate due to uncertainty in calcein concentration arising from the fit. Because of this, we simply 

estimate the internal calcein concentration of our vesicles at 0.018 ± 0.001 mM.  

 A noteworthy side point is the stark difference in calcein concentration between the inside and 

outside of the DPPC vesicles that is generated as the vesicles are formed. The solution in which vesicles 

are formed is 5 mM calcein, while the apparent interior calcein concentration is approximately 0.018 mM. 

This selective exclusion of solute during vesicle formation is surprising, but has been reported previously 

for relatively low concentration solutes,20,21 and can be particularly low for fluorescein dies like calcein,22 

and smaller vesicles.23 In order to verify the initial dye concentration, we can check several parameters 

using simple estimations. We can first estimate the total amount of fluorescence in the system. The 

approximate emissivity is known for a 0.018 mM solution, from our previous experiments. The total 
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emission, then, should be the emissivity times the volume fraction of the solution that is encapsulated in 

vesicles. This, in turn, depends on the radius and number of vesicles in solution. These quantities can be 

estimated based on the total amount of DPPC that has been added to the system. Letting vesicle size and 

number vary freely, the difference between the predicted and experimental solution fluorescence and 

DPPC concentration can be computationally minimized. Assuming spherical, bilayered vesicles with 

DPPC at 63 Å2/molecule,24 the estimated a vesicle radius is ~57 nm with a vesicle concentration of 

~1.4*1016 vesicles/liter. The estimated radius is reasonable because, experimentally, the vesicles were 

extruded through an 80 nm pore diameter membrane. These estimates assume no loss of DPPC during 

vesicle creation and the purification process. If any DPPC was lost, this estimation shifts to larger sizes 

and lower concentrations. Our assumptions, in effect, make the estimates a lower bound for the vesicle 

radius, and an upper bound on the vesicle concentration. For example, if 20% of the initial DPPC is lost, 

the estimated radius becomes 73 nm with a concentration of 6.5*1015 vesicles/L. The measurement of 

vesicle radius is important because it is an input in the fit equation for the permeability coefficient. 

Because of the details of the calculations, discussed below and in Appendix 3, errors in vesicle radius will 

not alter the relative permeability coefficients between measurements on identical vesicle solutions. This 

makes exact quantification less important for the purposes of this work. This calculation does show, 

however, that the encapsulated calcein concentration determined by fluorescence intensity is reasonable, 

given the observed fluorescence intensity and peak wavelength, the amount of DPPC used, and the 

calculated vesicle radius. 

 With reasonable certainty that vesicle-encapsulated dye concentration is ~0.018 mM, vesicle 

permeability assays were then performed. Fluorescence was recorded, filtered by a 540 nm band pass 

filter, following ribose addition to 500 mM final concentration to vesicle solution. Vesicle solutions were 

prepared with the addition of an aromatic species (Phe, PhAA, PhGly, and Tyr) and allowed to equilibrate 

overnight. In order to avoid changing the concentration of the aromatic species upon ribose addition, 

equimolar amounts were also added to the ribose solution to be mixed with these vesicles. Individual runs 
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were analyzed and fit separately. The fitting procedure is described in Appendix 3. Overlaid runs for each 

of the different aromatic species are shown in Figure 6.7. 

 

Figure 6.7: Normalized fluorescence data for all vesicle solutions spiked with aromatic species. Seven to 

eleven traces are overlaid for each aromatic species. 

 Even without the assistance of fitting procedures, it is apparent that Phe causes an increase in 

vesicle permeability relative to the other aromatic molecules. This change is visible even at the relatively 

low concentration of 2.5 mM. The permeability coefficients obtained by fitting this data generally 

reinforces this result. The most reliable permeability coefficients obtained are listed in Table 6.1. 

No Aromatic 

(x10-9 m/s) 
20 mM Phe 

(x10-9 m/s) 
2.5 mM Phe 

(x10-9 m/s) 
2.5 mM PhAA 

(x10-9 m/s) 
2.5 mM PhGly 

(x10-9 m/s) 
2.4 mM Tyr 

(x10-9 m/s) 

5.2 ± 0.7 33 ± 5 7.4 ± 0.4 5.2 ± 0.1 4.9 ± 0.1 5.0 ± 0.1 

Table 6.1: Ribose permeability coefficients of DPPC vesicles in the presence of various aromatic species, 

with experimental uncertainties based on averaging the results of individual runs. 

 The measured permeability coefficient, Ps, for ribose is in the same range as previous 

measurements for ribose permeation of 20:15:2 DPPC:Cholesterol:1,2-dipalmitoyl-glycero-3-phosphate, 

with a Ps value of 0.9x10-9 m/s.19 Again, our reported values may be high given the assumed vesicle 

radius of 80 nm, but Ps values scale linearly with vesicle diameter, so 40 nm radius vesicles would 

produce Ps values (and uncertainties) that are half of those that are reported in Table 6.1. It should be 
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noted, however, that this change in Ps values is due to the radius used in our calculations. In order to 

determine the rate that material moves through the vesicle surface, the permeability coefficient, surface 

area, and concentration difference must be know. Because the concentration change depends on the rate 

solute enters, but also the volume of the vesicle, the amount of time to reach equilibrium, which is 

measured experimentally, scales with the surface area to volume ratio. This is the root of the size 

dependence in the calculations. However, once Ps values are calculated appropriately, Ps is invariant with 

respect to vesicle size. 

 Interestingly, Phe appears to be able to modify membrane permeability, even at low 

concentrations, while the other aromatic molecules under study do not. This is consistent with our 

previous work,6 where Phe was shown to be the most surface active molecule in the same series. While 

PhAA was also shown to be surface active in that study, it did not appear to undergo interfacial clustering 

to the same degree as Phe. This lack of clustering can be inferred from the absence of several behaviors 

indicative of interfacial clustering that were present for Phe, such as slow equilibration with high order 

concentration dependence and a leveling off of surface tension with increasing concentration. Cooperative 

effects were observed in molecular dynamics simulations for Phe, PhAA, and PhGly, although Phe 

displayed the highest magnitude of cooperativity. So while PhAA’s ability to alter surface tension is 

similar to Phe’s, it does not seem to have the ability to alter membrane permeability. This suggests that 

the change to permeability observed here is due to the aggregation of Phe, rather than simply the 

partitioning of aromatic material into the membrane. 

 In our previous studies, large changes were observed in the DPPC film morphology over large 

size scales.5 In MD simulations, small clusters of Phe caused small pores to form in the DPPC film.5 We 

have also reported indirect evidence that formation of larger Phe clusters occurs at the water-DPPC or 

water-air interface.6 In the work of Adler-Abramovich et al.,4 there is evidence of large Phe aggregate 

formation in neat solution as well as several membrane-containing solutions. We have published 

experimental evidence concluding that Phe does not aggregate in bulk solution, however the aggregation 
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of Phe in a membrane is supported by our work.5,6 It is likely that the change in permeability is due to 

either a large-scale change in the morphology of the membrane and/or due to a small scale change 

immediately around a Phe cluster or aggregate. These two morphological changes are related, but the 

mechanism of increasing permeability could be distinct. Longer range morphological changes could result 

in permeability at sites where there is little or no Phe present, while this is not possible for more local 

changes. 

 There have been several studies of what molecular level structures Phe aggregates may adopt.25–28 

However, none of these investigations were performed or simulated under similar conditions to ours, that 

is, at low bulk concentration in an aqueous-DPPC interfacial region. However, they still may give hints as 

to the structure of Phe aggregates in this system. It seems likely that Phe would adopt a high aspect ratio, 

needle-like structure, as those have been found under a variety of theoretical aggregation conditions and 

contrast the crystal structure of solid Phe.26 Phe-Phe dimers, 26,29 and larger peptides,30 appear to adopt 

similar needle-like structures, with larger hollow cores. This may suggest that the mechanism altering 

permeability is more local around a Phe “needle” embedded in the membrane. This mechanism could be 

similar to the mechanism of modern membrane proteins, where a protein channel penetrates the bilayer. 

 Regardless of the exact details of aggregation and assembly, the ability of Phe to alter membrane 

permeability is a likely cause of the damage associated with untreated PKU. This is consistent with 

previous studies exposing cytotoxic effects of low concentration Phe,4 as well as the detection of 

aggregates both immunologically and microscopically in cells cultured with Phe.4 It also seems consistent 

with the symptoms of untreated PKU, such as intellectual impairment and seizures,3 due to the stringent 

permeability requirements of nerve cells for proper function.31 In particular, permeability changes 

observed here are consistent with the observation that brain abnormalities in adults32 are reversed by 

decreasing Phe serum levels.33,34 
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 The findings that relatively small concentrations of amino acid are capable of altering membrane 

permeability, while important to the study of PKU, also has applications in other areas. Research in the 

origins of life has many different approaches and has focused on many difficulties in transforming a non-

living system into a living one, as well as the transformation of a very primitive “living” system into 

something more reminiscent of modern life. One key transformation is generation of proteins from amino 

acids. In modern biology, this is carried out by protein enzymes and mediated by RNA templates. Clearly 

the synthesis of proteins from enzymes that are themselves made of protein is not an acceptable source for 

the first proteins. Some RNA sequences have been shown to possess catalytic activity,35 leading to a 

common theory that the first generation of protein was catalyzed by RNA.36–40 While this view certainly 

has merits, it is not obvious why the generation of random sequences of polypeptide would be 

advantageous to any organism. Without some advantage to the system, there is an apparent lack of 

selective pressure that would lead to the synthesis of the first proteins. 

 In this work, however, we have shown that Phe is able to alter membrane permeability, likely 

because it is able aggregate within the membrane. Phe-Phe dimers have been shown to aggregate very 

efficiently into tubular structures, although they adopt additional structures depending on the 

conditions.26,29,41,42 Larger phenylalanine peptides also appear to function as efficient membrane 

channels.30 Given this behavior, it is not unreasonable to assume that useful interactions with membranes 

could set a direct path from amino acid monomers to functional proteins without the need for genetic 

encoding. Additionally, the water-restricted environment of the interfacial region has been shown to 

promote a variety of chemical reactions,43–45 including peptide bond formation.46 Although Phe is not 

thought to be a particularly primitive amino acid, based on its genomic coding,47–50 these experiments 

provide a proof-of-concept that aggregates of amino acids can fill at least some of the same roles as 

proteins, in an environment that favors peptide bond formation without enzymatic assistance.  
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6.4 Conclusions: 

 In this work, we have shown that phenylalanine, unlike structurally similar aromatic molecules, 

has the ability to alter the permeability of bilayered vesicles, serving as model membranes. This ability 

appears to be unique to Phe due to its ability to assemble into aggregates within the interfacial region.6 

We propose that this permeability change drives the deleterious symptoms associated with elevated Phe 

serum levels in PKU. It is consistent both with the symptoms that are observed, as well as their reversible 

nature.3 

 The alteration of membrane permeability by Phe further relates to the origin of life. Membrane 

proteins are an essential component of modern biology, and the ability of a simple amino acid to perform 

some functions of a membrane protein helps bridge the gap between living and non-living systems. This 

system is particularly advantageous in that regard, due to the ability of the water limited interfacial region 

to promote non-enzymatic peptide bond formation. Intermediate systems even appear to be beneficial, 

due to the aggregation-prone nature of Phe dimers and small polymers.  
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Chapter 7: UV-Visible and Infrared Reflection-Absorption 

Spectroscopies 

7.1 Introduction 

 Previous work, discussed in chapters three through six, and their associated publications,1,2 has 

examined the interactions of phenylalanine (Phe) as well as analogous aromatic compounds, with water-

air and water-phospholipid interfaces. This work was largely motivated by the disease phenylketonuria 

(PKU), which can cause Phe concentrations in human serum to exceed 1.2 mM,3 and work suggesting 

that Phe aggregates may be responsible for the damage caused by PKU.4 In our work, experimental 

evidence suggested that Phe does not aggregate in solution, but may aggregate in interfacial regions.1,2 In 

order to compliment the indirect evidence of interfacial aggregate formation in our previous work, I set 

out to find direct, spectroscopic evidence. 

 Spectroscopy has remained a powerful tool for physical chemistry since its inception. A wide 

variety of spectroscopic tools now exist, and can probe electronic, vibrational, and rotational states of 

molecules, and often obtain information about their surroundings in the process. Among the plethora of 

spectroscopic techniques, there are several that allow for the collection of spectra from interfacial regions. 

Two similar techniques, Sum Frequency Generation (SFG) and Second Harmonic Generation (SHG) have 

attracted increasing attention in recent years. Both of these techniques rely on non-linear optical processes 

(they require interaction of a molecule with two photons). This produces the constraint that SFG/SHG 

signals will not be significant unless the illuminated molecules are anisotropic, and illumination 

intensities are very high.5–8 Because bulk phase material is generally isotropic, these techniques will only 

be sensitive to material at interfaces. The trade-off for this selectivity, however, is that these systems are 

generally expensive and the resulting spectra can be difficult to interpret.9–11   

 An alternative surface sensitive technique is reflection absorption spectroscopy (RAS). These 

techniques are linear spectroscopies, the same as standard absorption experiments. Light is reflected off 

an interfacial region before being detected. The interfacial selectivity comes from the fact that light is 
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only reflected from the region where the refractive index is changing. The most common application for 

RAS spectroscopies is Infrared Reflection Absorption Spectroscopy (IRRAS, RAIRS). It is often 

performed with the addition of a photoelastic modulator (PM-IRRAS, PM-RAIRS), which adds the 

selection condition that the absorbing molecules are anisotropic. The most advantageous aspect of this 

increase in selectivity is the removal of gas-phase water signatures, which are unavoidable when 

examining aqueous interfaces. In exchange for this increase in selectivity, the sensitivity is generally 

decreased, due largely to a loss of photons upon polarization.  

 Because of the different criteria for interfacial selectively, RAS techniques may probe different 

surface regions than SFG or SHG techniques. Additionally, because the thermodynamic definition of 

interfacial species is based on surface excess concentrations, the interfacial region defined 

thermodynamically may differ from the region probed by RAS, SFG, and SHG. Several cases are 

presented in Figure 7.1 representing a soluble surfactant, a surface depleted solute, and a soluble 

surfactant (A, B, and C, respectively). The assumption that the refractive index changes as a function of 

density near the interface, while not exact, is expected to hold reasonably well for two component 

systems. For more complex systems, it may break down. 
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Figure 7.1: Density profiles near a water interface for three different cases. The curve in blue represents 

the density versus depth of water, while the curve in green represents the density versus depth for a 

surfactant or solute. Case A is representative of a classical insoluble surfactant. Case B is representative 

of a soluble, surface depleted molecule. Case C is representative of a soluble, surface partitioning 

molecule. The Gibbs dividing surface is defined such that the surface excess concentration of water is 

zero. The region of refractive index change is estimated based on the total density as a function of depth. 

Anisotropic regions are only loosely related to regions where density is changing. 

 In case A, the region of changing refractive index overlaps well with the region where excess 

concentration of the second component exists. Insoluble surfactants also tend to be anisotropic at an 

interface, so for this case A, SFG/SHG, RAS, and thermodynamic interfacial definitions overlap well. 



122 

 

The region of refractive index change is also similar with and without surfactant present. In case B, the 

refractive index changes over a larger region due to a change in solute density further from the Gibbs 

dividing surface. This change will result in greater depth of water probed, and ultimately a change in 

water signal, for RAS techniques. The solute will also be probed to some extent, determined by the 

refractive index changes where the solute concentration is changing. For SFG/SHG, in this situation it is 

likely that the depleted solute remains mostly isotropic, resulting in weak or absent solute signals. The 

region of anisotropic water may also remain the same as a clean water surface, resulting in little-to-no 

change in SFG/SHG spectra compared to pure water. The depletion of solute near the surface is 

thermodynamically relevant, and would result in an increase in surface tension. In case C, the region of 

refractive index change is larger than the region where excess concentration of the soluble surfactant 

exists. This leads to probing of molecules via RAS that do not contribute thermodynamically to the 

decreased surface tension. For SFG/SHG, it is difficult to predict which molecules will be anisotropic in 

this situation, and produce spectral signals. Some of the solute molecules, appear above the water, will 

almost certainly possess some degree of anisotropy. The water could be more isotropic in this situation, 

resulting in less signal, although it depends strongly on the interactions between the water and the solute. 

It is possible in this case that the region of changing water density would be nearly completely isotropic, 

resulting in little-to-no water signal. While these differences appear relatively minor, they can be 

particularly important for interpreting changes in signal, and comparing results obtained with different 

spectroscopic techniques, and thermodynamic properties.  

 IRRAS and vibrational-SFG (V-SFG) utilize IR frequency light to examine vibrational states of 

molecules. The selection rules are slightly different for vibrational transitions that are observable. For 

IRRAS, the same selection rules apply as for normal IR spectroscopy; the vibration in question must 

result in a change in the diploe moment of the molecule. For V-SFG, transitions must have a change in 

dipole moment as well as a change in polarizability in order to be observable.11 In other words, vibrations 

must be both observable to linear IR spectroscopy and Raman scattering. More complex polarized 
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experiments are possible with SFG, dubbed chiral SFG, that can be performed for V-SFG as well. These 

experiments produce interesting results, although clear interpretations are often difficult.12 

 An analogous technique to IRRAS, which has received less attention, is Ultra Violet-Visible 

Reflection Absorption Spectroscopy (UVRAS).13–22 It operates on the same principle as unpolarized 

IRRAS, where the selectivity comes from the fact that light will only reflect where the refractive index is 

changing, i.e. in the interfacial region. There are several advantages for UVRAS compared to IRRAS.13 

First, absorptions of gas phase water are less problematic, although they do limit the useful range of the 

technique in the deep UV (absorbing <185 nm).23 This also means that PM-UVRAS is less advantageous 

than PM-IRRAS. Second, brighter broad-band light sources are available in the UV and visible spectral 

regions than in the IR. Third, the absorption cross sections, for a given molecule, which are allowed 

transitions are generally several orders of magnitude higher in the UV and visible compared to the IR. 

Considering only these facts, it is difficult to see why UVRAS is not a more popular technique. 

 Considering the techniques that are available to examine the aggregation state and partitioning of 

material at the water-air or water-phospholipid interface, I have chosen to pursue a combination of 

IRRAS and UVRAS to gather complementary data. As aggregates of aromatic compounds are formed, 

changes to vibrational modes are expected, although they could be relatively small. Electronic states, 

responsible for the absorption in the UV and visible regions of the spectrum, are also expected to change 

with many types of aggregation. For conjugated π systems, such as aromatic rings, aggregation often 

occurs through stacking of π orbitals. Depending on the geometry, this generally results in either a blue-

shift or a red-shift of the absorption spectrum, known as H aggregation or J aggregation, respectively. 

These considerations underline the RAS approach developed in this work. 

7.2 Methods, Results, and Discussion 

 IRRAS data was collected using a home-built system, and is illustrated in Figure 7.2. Illumination 

from the external port on a Bruker Tensor 27 FTIR was focused into a purge box using a calcium fluoride 

lens. The purge box contained a small Langmuir trough for sample deposition and control, and a liquid 
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nitrogen cooled MCT detector for light collection. Two gold flat mirrors were used, one to deflect the IR 

beam into the water surface at ~60° from surface normal, and another to deflect the reflected beam into 

the detector at a matching angle. A gold 90° off axis parabolic mirror was used to focus incident light into 

the sensitive area of the detector. The purge box is fed by a constant flow of dry, CO2 scrubbed air.  

Figure 7.2: Schematic of the home built IRRAS systems, with IR light beam shown in pink. 

 In order to collect high quality spectra, several aspects of the procedure were found to be critical. 

Because this is not a PM-IRRAS, vapor phase water lines tend to make a strong appearance in the 

spectrum. In order to remove these lines, background spectra needed to be collected under similar 

conditions to sample spectra. Because changing the aqueous sample necessitates the removal of the purge 

box lid, there is some time dependence to the relative humidity inside the purge box. In order to account 

for this, blanks are taken sequentially immediately following lid closure, averaging scans continuously for 

10 minute intervals. Sample scans are taken using the same procedure, and are compared against the 

corresponding blank spectrum in order to generate a reflected-absorption spectrum. Because of small 

deviations in relative humidity, there is still some residual water signal in these spectra, however. This is 

further reduced using the built-in atmospheric compensation function in OPUS, the software running the 

FTIR instrument. This requires an experimental spectrum of gas phase water, with similar scan 

parameters, as an input.  

 Interpretation of actual spectra, while in some ways is simpler than for non-linear techniques, is 

not straight forward due to the combination of absorption and reflection processes. Several works have 

explored the relationships between absorption intensities, changes in refractive index as a function of 
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depth, polarization, and orientations of interfacial molecules.24–26 The quantity that is generally probed in 

these systems is reflected absorption (RA), which is defined as 

𝑅𝐴 =  −𝑙𝑜𝑔 (
𝑅

𝑅0
) 

Where R is the sample reflected intensity and R0 is the background reflected intensity. It is not uncommon 

for peaks associated with a new layer of material on top of the interface to appear as negative reflected 

absorption, depending on the angle of incidence, the polarization, and the molecular orientation. That is, 

the addition of absorbing species at the interface can result in enhanced reflection of light near absorptive 

transitions. While this is counterintuitive, it is well supported by both theory and experiment,24,26–30 and 

arises from the fact that the entire complex refractive index is probed at the interface. For the unpolarized 

IRRAS used in these experiments the angle of incidence is ~80°, the behavior is dominated by S polarized 

light (due to higher interfacial reflectivity), and results in negative reflected absorption from interfacial 

species.  

 IRRAS spectra were collected using this scan procedure to obtain spectra for solutions of water 

and 2.5 or 100 mM Phe, with or without the addition of a 70 Å2/molecule film of 

dipalmitoylphosphatidylcholine (DPPC). Spectra for DPPC and DPPC with 2.5 mM Phe are shown in 

Figure 7.3 below. Assignments of spectral features of DPPC were based on known FTIR features in solid 

DPPC, or similar compounds. There is an additional peak present for the 2.5 mM Phe subphase, which 

grows in over time. This peak is tentatively assigned to Phe, as it also appears with 2.5 mM Phe in the 

absence of DPPC (Figure 7.4), although there are some complicating factors.  
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Figure 7.3: IRRAS spectrum of DPPC on clean water as well as 2.5 mM Phe subphases. Tentative peak 

assignments are indicated.  

 One issue with the assignment of the ~1200 cm-1 peak to Phe is that it also sometimes appears in 

experiments with pure aqueous subphases. The magnitude of the changes is significantly less, which leads 

to the possibility that it is due to contamination. In this case it seems likely that it is self-contamination 

with Phe that is not easily removed from the trough surface. If this were true, then the assignment as Phe 

would still be correct. It is difficult to say conclusively, however, without performing more experiments. 

The second problem shown in Figure 7.4 is the differences in Phe spectra between 2.5 and 100 mM. The 

feature at ~1200 cm-1 is perhaps present in the 100 mM sample, although is seems to be particularly low 

intensity compared with the other, more characteristic peaks that are shared by solid Phe. It is possible 

that this peak is characteristic of Phe aggregates, however, and may not appear strongly in solid Phe 

samples. Because of these issues, the results of the IRRAS studies could not be interpreted 

unambiguously. This is at least partly due to the difficulty in assigning vibrational peaks, especially in the 

region where the Phe signal appears, which is often the result of collective motions.31  
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Figure 7.4: IRRAS spectra of 0, 2.5, and 100 mM Phe at identical time points after deposition. The 

residual peak from water is potentially due to Phe contamination. 

 In order to provide complementary information to the IRRAS spectra, the construction of a 

UVRAS was undertaken. Previous attempts at recording UVRAS data are reported in the literature, and 

changes in reflectance between bare water and dye covered surfaces are on the order of 0.5% 

reflectance.14,15  Because of the low differences in intensities that are expected, a successful UVRAS 

would need a sensitivity greater than 0.1% reflectance. This did not initially seem like a difficult 

requirement, although several issues were uncovered during the construction of the instrument.   

 The initial construction utilized a Horiba iHR550 UV-visible spectrometer with a UV-sensitized 

Synapse CCD detector. The lightsource was an EnergetIQ EQ-99 laser driven Xe plasma lamp. It uses an 

IR laser to sustain a Xe plasma, rather than a conventional electric current. This allows for a very small 

spot size ~100 µm across, and a hotter plasma, which extends the emission further into the UV spectral 

region. The small source size is optically advantageous, and allows for almost all of the emitted light to be 

captured and re-focused down to a microscopic size. The initial setup for the UVRAS was similar to the 

existing IRRAS, with a few important differences. The purge box was initially not deemed necessary, 
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because the relative humidity was not expected to alter the spectrum over the range investigated. An 

aluminum 90° off-axis parabolic mirror was used to collimate the light coming from the EQ-99. The CCD 

used was very sensitive but, as a trade-off, it is relatively slow. Consequently, integration times needed to 

be at least ~100 ms, so high intensity light saturates the detector even at the shortest integration time 

possible. This, unfortunately, doesn’t allow for taking advantage of the high light intensity from the EQ-

99 light source. It also requires the addition of an iris into the system and the removal of the focusing lens 

in order to decrease the light intensity. 

 Using this setup spectra could be collected, although the sensitivity was too low to observe 

absorbing molecules at the water surface. Visible vibration at the water surface was apparent, and resulted 

in movement of the incident beam on the spectrometer entrance. This resulted in considerable noise in the 

collected spectrum, and ultimately reduced the sensitivity of the UVRAS. In order to vibrationally isolate 

the sample, several steps were attempted. First, sorbothane feet were attached to the bottom of the 

breadboard supporting the sample and optics. This did not result in a noticeable change in the vibration of 

the water surface. This is at least some indication that the vibration is due to low frequency modes in the 

table that are not easily isolated. Further isolation was attempted using a suspension system. A steel disc 

about 6” diameter and 0.5” thick was suspended from lab scaffolding bars about 1.5’ high arranged in a 

square about 9” from the center of the platform. Initially thin, plastic coated wire was used to suspend the 

disc. The disc was then used as a sample platform. This setup is depicted in Figure 7.5, and provided 

excellent isolation of horizontal vibrations, and results in a noticeable decrease in the ripples at the water 

sample surface.  
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Figure 7.5: Attempted UVRAS setup, including the suspension system for vibration isolation of the liquid 

sample. 

 With this system it became apparent, however, that there was too much drift over time in the 

intensity of collected spectra. This could be due to several factors which were investigated, with steps 

taken to correct them. First, it could be due to the evaporation of water, and subsequent change in water 

level, over time. This would change the position of the incident beam on the spectrometer, and could be 

responsible for the change in intensity. To test for this, the aqueous solution was replaced with a flat 

mirror, and the drift was still significant. Second, it could be due to stretching of the suspension system 

during operation. The suspension cables were replaced with braided steel cables, and no difference was 

observed. This does not rule out stretching completely, although some change would be expected. Third, 

it could be due to internal changes in the CCD. This would be an inherent issue with the spectrometer, 

and is difficult to diagnose. 
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Figure 7.6: Drift in CCD signal over time when the suspension system was in use. Spectra were taken 

with a mirror in place of the sample, using the Horiba UVRAS setup and a suspension vibration isolating 

sample platform. 

 Because of the potential issues with the CCD reliability, as well as the mismatch between CCD 

sensitivity and lightsource intensity, I chose to adapt this system to a different spectrometer. The 

spectrometer I used was a refurbished Jobin Yvon (JY) spectrometer with a grating blazed at 210 nm, for 

efficient use in the UV and VUV regions of the spectrum. For a detector, a Hamamatsu H1146-09 

photomultiplier tube (PMT) detector was used. This detector was solar-blind, i.e. insensitive to visible 

light, which simplified its construction. PMTs are high sensitivity detectors that are advantageous due to 

their variable gain settings, making them useful across a wide range of incident light intensities. The setup 

for this instrument was similar to the setup for the UVRAS with the Horiba spectrometer, and is depicted 

in Figure 7.6. The main difference was that the new setup allowed for utilization of the high intensity light 

from the EQ-99, due to the high variable gain of the PMT as well as the low bandwidth of light hitting the 

PMT (compared to the broadband detection of a CCD). This setup was sensitive further into the UV, with 

the spectrum limited by the absorption of oxygen and ozone. In order to examine deeper UV features, a 

plastic purgable enclosure was constructed, and was flushed with pure nitrogen originating inside the 

lamp housing and the spectrometer casing. This allowed for spectral collection in slightly lower 
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wavelength regions, although the absorption due to water vapor is not much lower, and is impossible to 

eliminate when using aqueous samples. 

 This new setup lowered the detection limit considerably, although some of the same issues 

remained. The experiment was first attempted without the suspension isolating platform, but this system 

ultimately proved too noisy to accurately record spectra of surface materials. The JY UVRAS setup was 

then tested with the suspension isolations system. It seemed to encounter the same problem as the 

UVRAS setup with the Horiba spectrometer; spectral drift over time dominates the uncertainty in 

measured spectra (Figure 7.7). 

Figure 7.7: UVRAS intensity spectra of water and water with a stearic acid film. The variation in spectra 

over time is large compared to the differences that are observed with surface-active species. 

 Because of the drift that appears to be induced by the suspension system, alternative equipment 

for isolating from vibrations was sought. The type of system that appeared the most promising is active 

vibrational isolation. In these types of systems, vibrations are monitored in the supported platform, and 

piezoelectric actuators are utilized to produce identical vibrations of opposite phase. This works well for 

removing low and medium frequency vibrations, and is generally combined with a passive isolator system 

for removal of high frequency vibrations. These combined systems have very low resonant frequencies, 

and only small amplifications in vibrations at resonance. They are also advantageous in that they have 
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very good special stability, which could make isolating only the sample and not the surrounding optics 

viable. For the UVRAS instrumentation however, an isolation system was purchased from Herzan that 

should be capable of isolating the entire UVRAS instrument. This system had not arrived at the time of 

writing, however. 

Although there were difficulties in building the UVRAS, nothing was uncovered that was 

fundamentally problematic. Vibrational isolation and positional stability become much more important 

for UVRAS instrumentation than IRRAS. This is likely perhaps due to the lower wavelength IR light 

being less sensitive to surface roughness. 

7.3 Conclusions 

 The IRRAS studies of Phe and DPPC gave promising results. A peak grows in over time that is 

nearly identical for 2.5 mM Phe as well as 2.5 mM Phe with 70 Å2/molecule DPPC. Unfortunately, this 

peak can also be seen weakly with pure water, although this is likely due to contamination from Phe iteslf. 

More problematic is that this peak, around 1200 cm-1 cannot readily be assigned to any peak from the 

bulk state Phe spectrum. This is potentially due to some sort of aggregate structure, although the surface 

reflection spectrum alone is not conclusive. 

 UVRAS studies were attempted to compliment the IRRAS studies, although they proved 

challenging due to the high sensitivity to environmental conditions. In particular, vibrations caused 

ripples at the water surface and reduced signal-to-noise ratios in reflected-absorption spectra. Attempts to 

vibrationally isolate the sample using a suspension system reduced the water surface vibrations, however 

they appeared to induce signal drift in the system that was not easily corrected. An active vibration 

isolation system was chosen to address these issues, and will hopefully result in a working UVRAS in the 

near future. 

 Once a functioning instrument is constructed, many intriguing problems can readily be examined 

with this technique, including Phe and related aromatic groups. This technique is not limited to those 
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cases, and the combination of VUV sensitivity and surface sensitivity expand the possible systems to 

many molecules containing double bonded functional groups, including acids, ketones, and unsaturated 

carbons. 

7.4 Materials 

 Phenylalanine (99%, Alfa Aesar), stearic acid (99% Sigma Aldrich), and Chloroform (≥99.8%, 

Sigma Aldrich) were used without further purification. 
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Chapter 8: Chemical Equilibria and Kinetics in Aqueous Solutions 

of Zymonic Acid 

 Adapted with permission from Perkins, R. J.; Shoemaker, R. K.; Carpenter, B. K.; Vaida, V. 

Chemical Equilibria and Kinetics in Aqueous Solutions of Zymonic Acid. J. Phys. Chem. A 2016, 120 

(51), 10096–10107. Copyright 2016 American Chemical Society. The original article can be accessed at 

http://pubs.acs.org/doi/abs/10.1021/acs.jpca.6b10526.  

8.1 Introduction 

 Pyruvic acid is a ubiquitous molecule in biology, where it takes an essential place at the core of 

metabolism for all life. It intersects anabolic and catabolic pathways that occur both aerobically and 

anaerobically, earning it a special place as a metabolite in both modern1 and ancient life.2,3 Additionally, it 

is an important molecule in the environment, particularly in the Earth’s atmosphere,4–13 and has even been 

found in carbonaceous meteorites.14 In the atmosphere, formation of pyruvic acid oligomers or other high 

molecular weight compounds can be important for aerosol formation and processing.15–17 The reactivity of 

pyruvic acid is important in these systems, and many studies have been carried out in an attempt to 

characterize reactive pathways involving pyruvic acid.18–35 In many recent studies, however, the 

spontaneous dimerization of pyruvic acid is overlooked. It results in the formation of parapyruvic acid (γ-

methyl-γ-hydroxy-α-ketoglutarate) along with its lactone, zymonic acid (α-keto-γ-valerolactone-γ-

carboxylic acid). This “decomposition” was observed along with the first isolations of pyruvic acid by 

Berzelius in 1835,36,37 according to Wolff who, building on previous work,38–41 produced the first correct 

structures and reasonable formation mechanisms around 1900.42–44 Further investigations analyze the 

mechanism of formation as well as the structure of larger pyruvic acid polymers.45–48  

 Later studies are split between work examining metal catalysis,49–52 and biological processes.53–74 

Zymonic acid was identified as a metabolite in yeast,53 only to be shown to be a contaminant from 

pyruvic acid used and an incorrect structure was first reported.54,55 A number of other papers have 

discussed the detection or role of parapyruvic and zymonic acid in various biological contexts, including 

http://pubs.acs.org/doi/abs/10.1021/acs.jpca.6b10526
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detections from living tissues and interactions with enzymes.56–74 Interestingly, parapyruvic acid has been 

observed in meteorites alongside pyruvic acid,14 and discussed in the context of the origin of life.75  There 

are several papers discussing the spontaneous formation of zymonic and parapyruvic acids from pyruvic 

acid under different conditions, and suggest that these molecules exist as contaminants in other 

experiments.55,76–79 Because these dimerization products* are formed relatively easily, it is somewhat 

unclear whether previous detections of zymonic and parapyruvic acids are artifacts of the analytical 

techniques that are used.  

 The interconversion between the different forms of zymonic, parapyruvic, and pyruvic acids are 

especially interesting in aqueous solution, and are necessary to elucidate for a full understanding of the 

aqueous phase chemistry of pyruvic acid. In this work, structural identification of different tautomers and 

hydrates of zymonic acid is performed using several different NMR techniques. At equilibrium under low 

pH conditions, we detect and assign five different forms of pyruvic acid dimers in solution, and 

investigate the mechanisms of their interconversion. Our higher resolution NMR work across a broader 

pH range allows for the differentiation of quickly exchanging species that were assigned to single 

components in most previous works.49–79 We report identification and characterization of the pyruvic acid 

chemical dimerization products, followed by a study of the kinetics of interconversion. Finally, potential 

mechanisms are discussed for the novel interconversions that are observed. 

8.2 Experimental Section 

8.2.1 Purification: Crude zymonic acid was isolated from ~25 mL of pyruvic acid (Sigma-Aldrich, 98%) 

that had been stored at 4°C for several months by distillation. Distillation was carried out at 70°C and 400 

mTorr for several hours, until the bulk of the pyruvic acid was removed. Upon completion of distillation, 

several grams of a viscous yellow liquid remained that smelled strongly of caramel. Upon cooling, this 

yellow substance became extremely viscous, and was a sticky, glassy solid at 4°C. This substance was 

                                                           
* For convenience, in this work we will refer to all the six carbon molecules we observe as pyruvic acid dimerization 
products, even though they appear to be produced through a variety of hydration and isomerization reactions. 
Included in this category are zymonic acid and parapyruvic acid. 
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identified as mainly zymonic acid via NMR and will be referred to as “crude zymonic acid”, with 

approximately 10-20% pyruvic acid remaining and several unidentified impurities. 125 mg of crude 

zymonic acid was dissolved in approximately 1 mL ethyl acetate (Mallinckrodt ≥99.5%), and then 

exposed to 0.5 mmHg vacuum for several hours. About 450 mg ethyl acetate remained and the sample 

became very viscous. The ethyl acetate was then extracted with excess hexanes (Sigma-Aldrich, ≥99%) 

facilitated by water bath sonication. Hexane supernatant was discarded, and vacuum was applied to 

remove residual solvent. This process was repeated several times in order to obtain an off-white sticky 

powder. 

8.2.2 NMR: 

Proton, COSY, HMBC, and HSQC spectra were obtained at 23°C using a Varian INOVA-500 NMR 

spectrometer operating at 499.60 MHz for 1H observation. To perform NMR with 1H detection in 

aqueous solution, WET solvent suppression was used to eliminate >99% of the H2O signal.111 In all cases 

(1D and 2D), 1H detection experiments were performed using an optimized WET water suppression as 

the initial preparation step of the NMR pulse sequence. The two-dimensional gradient-selected 

heteronuclear single-bond correlation spectrum using matched adiabatic pulses (2D-gHSQCad) 

experiments were performed with matched adiabatic sweeps for coherence transfer, corresponding to a 

central 13C-1H J-value of 146 Hz.112 Gradient-selected heteronuclear multiple bond correlation using 

adiabatic pulses (gHMBCad) experiments were optimized for a long-range 13C-1H coupling constant of 

8.0 Hz. Gradient-selected homonuclear correlation spectroscopy (gCOSY) was performed with two 90° 

pulses and variable evolution time between them. 

Temperature dependent spectra were acquired using a Varian/Agilent VNMRS/DD2 800 MHz NMR 

operating at 798.6 mHz for 1H detection. 

Solid-state 13C CPMAS NMR experiments were performed using a Varian INOVA-400 NMR 

spectrometer operating at 400.16 MHz for 1H observation. The probe used in these experiments is a 

Varian 2-channel 4 mm CPMAS probe, modified with a new spinning module and coil designed and 
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constructed by Revolution NMR, LLC in Fort Collins, CO. This probe utilizes Zirconia “pencil” style 

rotors and is capable of spinning 4 mm rotors stably at spinning frequencies up to 18 kHz. 13C CPMAS 

experiments were performed using a 3.3 μs 1H 90° pulse, employing ramped cross-polarization with a 

spin-lock field centered at a magnitude 67 kHz. The contact time used was 4.0 ms, optimized for 

maximum polarization transfer with minimal signal loss due to T1ρ relaxation. A delay of 3.0 s was 

employed to allow for 1H relaxation between scans. Broadband TPPM (time-proportional phase 

modulation) 1H decoupling was applied during signal acquisition, utilizing a CW decoupling power of 75 

kHz. MAS (magic angle spinning) was performed at 13.1 kHz. 

8.2.3 FTIR: Fourier transform infrared spectroscopy was performed using a Bruker Tensor 27 

spectrometer for crude samples, and a Thermo-Nicolet Avatar 360 spectrometer for powder samples. 

Crude samples were prepared by spreading crude zymonic acid on NaCl windows, and were scanned with 

1 cm-1 resolution averaged over 100 scans. Powder samples were mixed with KBr (>99% Sigma-Aldrich) 

and pressed into transparent discs using a pellet press. These samples were scanned with 1 cm-1 resolution 

and averaged over 64 scans. 

8.2.4 UV-VIS: Purified zymonic acid was mixed with 18.2 MΩ water and immediately scanned using a 

Varian (Agilent) Cary 5000 spectrometer with a 0.1 s average time, 1 nm data interval, and a 0.5 nm 

spectral band width. Scans were taken periodically and tracked by the time elapsed since zymonic 

dissolution. 

8.2.5 Kinetic Fit: NMR kinetic data was first analyzed in MestReNova v10.0.2-15465 by fitting assigned 

peaks to generalized Lorentzian line shapes, and extracting relative peak areas from the fit areas for each 

timestep. The kinetic data was modeled in MATLAB R2016a (9.0.0.341360) using a full set of 

differential equations for all reaction pathways described. Rate constants were simultaneously optimized 

by minimizing uncertainty-weighted deviation of the fit from the experimental data using the built-in 

constrained optimization function fmincon. Error estimates for rate constants were generated by 
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randomizing input kinetic data as a Gaussian distribution within experimental uncertainty, and refitting, 

generating a statistical pool of rate constants. Average values are not reported because the statistical pools 

are, for many rate constants, highly non-Gaussian.  

8.3 Results and Discussion: 

8.3.1 Purification and Identification: 

 Pyruvic acid is the simplest alpha keto acid and, like most ketones, can convert between the 

ketone, enol, and geminal diol forms in aqueous solution.49,80 For pyruvic acid the ketone and geminal 

diol forms are thermodynamically favored in water, and constitute the bulk of pyruvic acid with the ratio 

between them depending on solution conditions (pH, concentration, salt, temperature). Parapyruvic acid, 

likewise, is a keto acid, and exists dominantly as either a ketone or geminal diol. Unlike pyruvic acid, it 

can undergo an intramolecular esterification reaction, resulting in the formation of a lactone. The lactone 

additionally has a ketone functionality, and can exist in solution as a mixture of the ketone, geminal diol, 

and enol forms. The lactone enol of parapyruvic acid has been referred to as zymonic acid. 

 Zymonic acid appears to form spontaneously in pure liquid pyruvic acid samples or in aqueous 

solutions, likely through an aldol addition reaction.78 This means that even very well purified pyruvic acid 

will spontaneously convert to zymonic acid over time under normal storage conditions. In fact, several 

grams of crude zymonic acid were isolated via distillation from approximately 25 mL of pyruvic acid that 

had been stored at 4°C for several months (see Methods for details). Further purification of zymonic acid 

was carried out in dry, aprotic solvents in order to preserve the purity and prevent the formation of 

hydrates, and ultimately resulted in a sticky, off-white powder which will be referred to as “purified 

zymonic acid”. Zymonic acid, both in crude and purified forms, smells strongly of caramel and is 

hygroscopic as well as solvoscopic. 

 NMR spectra of purified compounds were first taken in deuterated dimethyl sulfoxide (DMSO-

d6). The proton spectrum is shown in Figure 8.1. 
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Figure 8.1: 400 MHz Proton NMR spectrum of purified zymonic acid in DMSO-d6 (bottom), with 

expanded spectral regions (top). Peaks numbered in red correlate with H atoms in the zymonic acid 

structure shown. * indicates ethyl acetate impurity and # indicates un-deuterated DMSO. In box B the 

broad peak at 3.35 ppm is water impurity due to the DMSO-d6. 

 While the singlet peak at 6.25 ppm is strongly indicative of the enol form of this molecule and 

great care has been taken to avoid water contamination during purification, further evidence is required in 

order to rule out the corresponding molecule that has been hydrolyzed to create the open chain form. The 

open form would have an additional alcohol group as well as another acid group that should be visible in 

this spectrum. The broadness from peak 12 is likely due to exchange of the acid proton with water 

contamination in the DMSO, where peak 6, the enol proton, is not exchanging as quickly. This makes it 

unlikely that both peaks 12 and 6 are associated with carboxylic acids. It could be possible, although 

unlikely, for two carboxylic acid peaks to overlap, and perhaps for the alcohol peak to overlap with the 

peak from water contamination. The ratios of the peaks H12 : H6 : H9 : H7 are 1.17 : 1.06 : 1.00 : 2.92, 

which are in much better agreement for the closed form than the open one, however. Carbon 13 NMR 

spectra were taken for both the sample in DMSO-d6 as well as the solid. Both spectra agree well with the 

structure of the closed enol form (Figure A4.12 in Appendix 4). 
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 NMR spectra were also taken in 10% deuterated water solutions, and are shown in Figure 8.2. 

Assignments were made through the use of a combination of NMR spectroscopies (COSY, HMBC, and 

HSQC see Figures A4.1-A4.11 in Appendix 4). To a lesser extent trends in chemical shift were used to 

differentiate between very similar molecules. For example, differentiating between the set of peaks 

assigned to the ketone and diol molecules was done by referencing the region in the carbon spectrum 

where geminal diols are generally found. Five different species zymonic species are detected in 

equilibrium with each other in water, and will be referred to as zymonic closed enol (ZCE), zymonic 

closed ketone (ZCK), zymonic open ketone (ZOK, aka parapyruvic acid), zymonic closed diol (ZCD) and 

zymonic open diol (ZOD). The nomenclature closed and open here refers to the cyclic and acyclic forms, 

respectively. 
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Figure 8.2: 500 MHz Proton (top) and carbon (bottom) NMR of zymonic acid in 10% deuterated water 

using WET water suppression, with their corresponding structures. Peaks are labeled with the color and 

number corresponding to a carbon or group of equivalent hydrogens in the corresponding structures. The 

carbon NMR spectrum has been zoomed in regions with overlapping peaks. Assignments of ZCK carbon 

3 and ZOK carbon 12 are tentative, as they are expected to be very broad but somewhere in the region 

depicted. 

 One compound that is expected from this chemistry, but not assigned in Figure 8.2, is the aldol 

condensation product of pyruvic acid. This product would be ZOK (parapyruvic acid) with, using the 

atom labels found in Figure 8.2, OH 6 and H 13 or 14 removed via dehydration, with a double bond 

appearing between carbons 2 and 8. The peaks at approximately 146 and 134 ppm in the carbon spectrum 

may be due to this aldol condensation product, but due to their relatively low abundance and lack of 

correlation in the 2D NMR spectra, a concrete assignment is not possible here. 

 There are several broad features in the spectra in Figure 8.2, which are associated with the two 

ketone forms of zymonic acid, ZOK and ZCK. These arise due to an exchange between the closed and 

open ring ketone forms, which appears to be in the intermediate exchange regime where chemical 
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exchange occurs on the NMR timescale. Broader peaks are associated with atoms that are closest to the 

oxygens involved in ring formation. Peak width due to chemical exchange falls into several regimes based 

on the ratio of the exchange rate to the difference in resonance frequency of the exchanging species. 

When the exchange is very slow relative to the frequency difference, very little broadening occurs. As the 

exchange rate increases, the peaks associated with the exchanging species become increasingly broad and 

averaged until the coalescence point is reached, and faster exchange results in sharper peaks. The 

coalescence point occurs when the exchange rate kc = π∆υ/√2 where ∆υ is the frequency difference 

between the exchanging species. The observation that the peaks are broader where the largest chemical 

changes are occurring suggests that all the observed peaks are at or above the coalescence point. This was 

investigated further as a function of temperature and pH (Figure 8.3). 

 

Figure 8.3: Comparison of CH2 ketone proton NMR peaks as a function of temperature at unadjusted pH 

of 2.1 (left) and as a function of pH at 23°C (right). The temperature dependent NMR spectra (left) were 

taken on an 800 MHz instrument, while the pH dependent spectra (right) were taken on a 500 MHz 

instrument. 

 The peaks in Figure 8.3 become sharper as temperature increases, clearly indicating that the CH2 

peak for ZOK/ZCK species are above coalescence, or close to the coalescence temperature at 5°C. This 

also results in broader peaks at 25°C in the 800 MHz spectra compared to the 500 MHz spectra. The fact 
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that the peaks become sharper with increasing pH indicates that the rate of exchange is increasing as a 

function of pH. This also indicates that the sharp peaks attributed to parapyruvic acid (ZOK here) in 

previous works are in fact due to two species in fast exchange, ZOK and ZCK. We approximate that this 

exchange rate is on the sub-second timescale in all cases as a very conservative estimate.  Unfortunately, 

it is difficult to quantify the exchange rate without knowing the frequency difference between the 

exchanging species. This is generally measured in the slow exchange limit, but is inaccessible for this 

system in water as it would require temperatures below the freezing point or the addition of large 

quantities of strong acid which become problematic both due to reactivity and for the measurement of 

comparable spectra. While problematic, it is also extremely interesting that relatively fast exchange 

between ZOK and ZCK occurs across all pH and temperature conditions for liquid water at ambient 

pressure. 

 With these forms of zymonic acid identified, infrared spectra were taken of the zymonic acid 

ZCE form both as the crude product and the purified powder (Figure 8.4). The crude product includes a 

significant amount of pyruvic acid, which may be acting as a solvent. The initial spectrum obtained, 

therefore, has a large pyruvic acid absorption. The pyruvic acid absorption is subtracted using the known 

spectrum for pyruvic acid.81 Because the quantity of pyruvic acid was not well characterized in the crude 

product (and changes over time), subtraction was carried out in order to eliminate the peak at 1350 cm-1 

that is due to pyruvic acid and in a reasonably clear region of the zymonic acid spectrum. This procedure 

is supported by the fact that the second spectrum, taken of purified powder in a KBr pellet, does not 

exhibit the peak at 1350 cm-1. The IR spectra are very similar between the subtracted crude product and 

the purified product, further suggesting that the crude product exists in the ZCE structure. The peak at 

1660 cm-1 is likely the C=C enol stretch, lending additonal support to this assignment. 
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Figure 8.4: Infrared spectra of: A) crude zymonic acid spread on a NaCl window (red), pyruvic acid82 

(black), and zymonic acid with the pyruvic acid contamination subtracted. B) comparison of zymonic 

closed enol (ZCE) spectra taken in A) and a spectrum of purified zymonic acid in a KBr pellet. The grey 

region highlights the area where the pyruvic acid peak is subtracted away.  

8.3.2 Aqueous Interconversions: 

 With the structures well identified, the interconversions between the different forms in aqueous 

solution were investigated. Because the solid form is almost entirely the closed enol initially, conversion 

to the other forms can be monitored using NMR after mixing with 90% water, 10% D2O (Figure 8.5). 

Immediately following mixing, there is a decrease in the enol form, and a corresponding increase in the 
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closed diol form. Quasi-equilibrium appears to be reached around 25 minutes after mixing, with about 

62% closed diol and 35% enol, with less than 5% total other forms. At longer times, the enol and closed 

diol forms decrease concurrently as the ketone and open diol forms grow in. The short time data suggest 

that a transformation from the enol directly to the closed diol form is occurring, which would correlate 

with the regioselective addition of water across the enol double bond. This is further evidenced by quickly 

decreasing UV absorption as a function of time immediately following mixing (Figure A4.13 in Appendix 

4).  

Figure 8.5: Changes in zymonic acid 

structures after mixing with 90% 

water 10% D2O measured in situ with 

NMR. 

 Additional information can be 

gained by monitoring mixing with 

100% D2O, because the carbons alpha 

to a ketone group can exchange upon 

reaction from a ketone to an enol. The 

methyl hydrogens, however, do not 

exchange. This allows simultaneous 

observation of the change in relative abundance of zymonic species, and the deuteration of each species 

(Figure 8.6).  
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Figure 8.6: change in zymonic acid structure (left) and deuteration (right) after mixing with 100% D2O. 

 The same trend is observed, with much slower rates of transformation. The slowing of rates is at 

least partially due to a kinetic isotope effect, as most of the transformations between zymonic species 

involve hydrogen or deuterium movement. The equilibrium ratios between species are shifted slightly in 

D2O as well, which is not unexpected given the drastic changes to the kinetics. The deuteration 

percentages calculated for low time points are clearly erroneous for species that have very low abundance, 

the ketone and the open diol. Because the deuteration kinetics will depend on both forward and 

backwards reaction rates, fitting this data should allow for their extraction. First, a full kinetic fit was 

performed using a relatively simple model allowing for exchange between most species, shown in 

Scheme 8.1. 
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Scheme 8.1: Schematic of the 

simple kinetic model for the 

observed conversion of zymonic 

acid structures in aqueous 

solution. Rate constants for the 

conversion in water are shown, 

with the closest arrow indicating 

the forward direction. 

Oxygens/OHs involved in ring 

formation are highlighted in blue. 

 Using this kinetic scheme 

to fit only the water data works 

well, but there is not enough 

information to successfully fit both 

forward and backwards rate 

constants with a high degree of 

certainty. When considering the 

deuteration experiment, however, 

there are a few observations that necessitate modification of this simple scheme. The peaks from the ZCD 

methylene protons (labeled as 9 and 10 in light blue in Figure 8.2) exhibit a geminal splitting due to the 

chiral center on the adjacent quaternary carbon (labeled as 4 in light blue in Figure 8.2). These peaks are 

associated with two different isomers, one with the acid group syn to the hydrogen, and one anti (10 and 9 

in light blue in Figure 8.2). While it is tempting to assign the downfield peaks as the syn conformation, 

this simple analysis is often misleading. When one of the methylene hydrogens is replaced with a 

deuterium, the geminal coupling becomes much weaker, resulting in a single resolvable peak associated 

with the syn or anti conformations of ZCD. For the D2O mixing experiment, the only methylene peaks 

that are observed for the ZCD and ZOD appear as singlets, indicating a minimum of 50% deuteration for 

these species (see Figure A4.14 in Appendix 4). This is expected given the initial ZCE form requires the 

addition of a water molecule in order to transition into any of the other forms. The more interesting 

observation, however, is that the syn and anti ZCD peaks do not grow in at the same rate. Although the 
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peaks have not been assigned to a one conformer or the other, there is certainly a stereoselective 

mechanism at work. This may be due to intramolecular acid catalysis, which has previously been 

described for different molecular systems.83–85  

 The D2O mixing data can be fit simultaneously with the water mixing data to the following 

scheme: 

Scheme 8.2: Interconversion between zymonic acid forms and resulting deuteration for experiments 

mixing with 100% D2O. Reaction rate constants are associated with the arrow closest to them being the 

forward direction. Identically numbered rate constants that are differentiated by priming (i.e. k1 and k1’) 

are for reaction rates of different stereoisomers. Rate constant k-2H is the rate constant for ZCK to ZCE 

observed in the water mixing experiment, and effectively couples the systems together. Steps k6, k6’, k7, 

and k-2H are all expected to be effectively irreversible due to the very low abundance of H2O in solution. 

Arrows in green indicate the dominant pathways. 

 It should be noted, that the rate constants in Scheme 8.2, labeled k1-k7, all involve the movement 

of deuterium instead of hydrogen. Because of this, these rate constants are not expected to be the same as 

the corresponding rate constants in water, that involve movement of hydrogens. k-2H is the exception to 
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this, because it involves the loss of a hydrogen to the solvent, and should be identical to the k-2 in Scheme 

8.2. The fits agree very well with the experimental data. Fits and rate constants are shown in Figure 8.7.  

 

 

lower bound 

(min-1) 

upper bound 

(min-1) 

kw1 6.98x 10-02 7.19 x 10-02 

kw-1 2.69 x 10-02 2.83 x 10-02 

kw2 5.47 x 10-11 1.57 x 10-06 

kw-2 1.68 x 10-09 9.44 x 10-04 

kw3 2.38 x 10-03 3.22 x 10-03 

kw-3 4.36 x 10-05 3.41 x 10-04 

kw4 5.02 x 10-09 3.97 x 10-04 

kw-4 8.94 x 10-05 3.45 x 10-03 

kw5 9.58 x 10-02 1.53 x 10-01 

kw-5 3.20 x 10-01 4.99 x 10-01 

kd1 6.42 x 10-04 8.27 x 10-04 

kd-1 1.13 x 10-10 7.26 x 10-04 

kd1’ 2.85 x 10-03 3.09 x 10-03 

kd-1’ 2.97 x 10-03 3.56 x 10-03 

kd2 5.90 x 10-12 2.50 x 10-04 

kd-2 1.20 x 10-13 7.07 x 10-09 

kd3 3.49 x 10-04 1.96 x 10-03 

kd-3 2.62 x 10-10 9.30 x 10-04 

kd3’ 8.97 x 10-14 6.09 x 10-09 

kd-3’ 7.62 x 10-13 1.32 x 10-05 

kd4 3.44 x 10-04 7.87 x 10-04 

kd-4 5.10 x 10-12 3.37 x 10-03 

kd4’ 2.26 x 10-13 1.61 x 10-08 

kd-4’ 4.17 x 10-04 1.83 x 10-03 

kd5 4.24 x 10-11 1.20 x 10-03 

kd-5 1.30 x 10-05 1.28 x 10-03 

kd6 6.64 x 10-04 1.83 x 10-03 

kd6’ 1.33 x 10-02 1.46 x 10-02 

kd7 1.53 x 10-13 1.03 x 10-08 
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Figure 8.7: Left: experimental data (markers) and calculated fits (lines) for relative abundance of 

different zymonic acid forms over time for ~0.1 mM solutions in water and D2O, as well as the 

deuteration of each species over time in D2O. Right: Calculated forward and backwards rate constants 

for each reaction shown in Scheme 8.2, with kw’s and kd’s indicating reaction rates in water and D2O, 

respectively. The range of each value is the 95% confidence interval calculated through bootstrap 

resampling. Shading in red indicates values that had not converged well after 2145 resamples, with 

bound changes greater than 5% with the addition of 100 resample values to the statistical pool. The cell 

shaded in blue is at the upper bound for the fit, and may be even larger.  

 While many of these reaction rates are likely to depend on the solution pH, and therefore 

concentration of zymonic acid, there is interesting mechanistic information present from this data under 

one set of conditions. Rather than the conventional ketone-enol tautomerism, the enol reacts relatively 

quickly with water to form the geminal diol (as ZCD). The reverse reaction from ZCD to ZCE happens 

readily as well. The “conventional” reaction mechanism for an enol under acidic conditions that could 

lead to the formation of diol is shown in Scheme 8.3. This mechanism takes advantage of intramolecular 

acid catalysis to activate the enol.83–85  

 

Scheme 8.3: “Conventional” reaction mechanism based on acid catalyzed enol chemistry that would 

result in the formation of ZCD from ZCE, and the required relative rates of reaction at the branch point 

in order to match experimental data. 

 At the branch point shown in Scheme 8.3, in order to match the experimental observation that the 

diol is formed preferentially over the ketone, it is required in this mechanism that the nucleophilic attack 

by water occurs much more quickly than the deprotonation of the ketone. This is something that is very 

difficult to justify, as it requires either an energetic barrier to deprotonation or for water to be an 
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exceptionally strong nucleophile in this situation. Neither of these requirements seem likely, so the 

mechanism shown in Scheme 8.3 is unlikely to occur, but why? There does not seem to be an obvious 

reason why the conventional chemistry should be forbidden. 

 There is a stark contrast between the reaction rates for the ring forming/opening reactions of the 

ketones and diols. The conversion between the closed and open ketone forms is by far the fastest reaction 

observed, with a rate constant in the sub-second range, rather than minutes or hours. The rate constant for 

the opening on the cyclic geminal diol (ZCD to ZOD) directly is at least 6 orders of magnitude slower. 

The formation of the lactone ring is expected to proceed via an esterification reaction, which involves the 

protonation of the carboxylic carbonyl oxygen, followed by nucleophilic attack on the carbonyl carbon by 

a hydroxyl group. In contrast to this conventional reaction mechanism, however, this reaction proceeds 

faster for the zymonic ketones under increasingly basic conditions, as evidenced by the movement further 

from coalescence and into the fast exchange regime for the CH2 resonances in Figure 8.3 discussed 

earlier. This is extremely unusual, as it constitutes a base catalyzed esterification reaction, which is 

commonly accepted not to occur. While it is unclear what mechanisms explain the interesting chemistry 

that is occurring, they certainly are not the standard, expected mechanisms. There is, however, compelling 

evidence that these transitions between ZCE and ZCD as well as ZCK and ZOK are occurring, and the 

later rate increases with increasing pH. 

8.4 Conclusions 

 In this work, zymonic acid was isolated, purified, and identified as a single component system as 

a solid or dissolved in DMSO. In aqueous solution, however, it is a complex, interconverting, multi-

component system. One and two dimensional NMR measurements were carried out and supplemented by 

pH, field, and temperature dependent NMR studies. These measurements were used to assign all the 

major components observed in aqueous solution, as well as gather kinetic data for their interconversion in 

water and D2O. The fastest interconversion appears to be between the cyclic and acyclic ketone forms of 

zymonic acid (ZCK and ZOK) on the sub-second timescale. This rate of interconversion increases with 
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increasing pH, which has caused the mixture of these two substances to be misidentified as a single 

substance in previous literature.49–79 The slower kinetic interconversions in water indicate the direct 

transition from an enol to a geminal diol (ZCE to ZCD), without a ketone intermediate. A kinetic fit was 

performed that reinforces the validity of this observation. Two reaction paths are observed that contrast 

established mechanistic literature. To our knowledge this is the first time that either a base catalyzed 

esterification or a direct enol to geminal diol hydration has been observed. We have not proposed 

mechanisms for this unconventional chemistry. 

 The existence of these compounds may be important to current or past biology as contaminants, 

or possibly metabolites. There is evidence that in modern biology there are enzymes that catalyze the 

conversion of zymonic acid (likely an open chain form) to pyruvic acid.64,65,67,70 This may arise due to 

structural similarities to native substrates, although there have been reports of inhibition of the 

tricarboxylic acid (TCA) cycle,60,61 as well as anti-malarial effects of zymonic acid.59 Other detections of 

zymonic acid, usually in the ZOK form or the transaminated amino acid derivative, have been made in 

various biological systems.57,58,71,72 It is unclear exactly what role zymonic acid plays in these systems, but 

the coexistence between different structural forms in aqueous solutions that we clarify will be vital to 

understanding its behavior. 

 In atmospheric chemistry, these pyruvic dimers may also play a role in aerosol processing or 

formation, especially given their observed extreme hygroscopicity. Aerosol particles having an important 

impact on human health as well as climate, where they impact radiative forcing and act as condensation 

nuclei. Secondary organic aerosols (SOA) are formed in the atmosphere through gas or condensed phase 

reactions that often produce low volatility oligomers.9,17,86–93 Aqueous phases provide effective and 

interesting reaction environments for organic oligomer formation, and contribute to the SOA budget.93–100 

The aqueous phase reactions that are most studied are oxidation by ozone10 or hydroxyl radical,101–105 as 

well as photochemical reactions.35,98,106–110 The ability of pyruvic acid to dimerize may be a particularly 

relevant dark reaction for SOA formation, due to the properties of the dimers examined here.  
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Chapter 9: Mechanistic Description of Photochemical Oligomer 

Formation from Aqueous Pyruvic Acid 

 Adapted with permission from: Rapf, R. J.; Perkins, R. J.; Carpenter, B. K.; Vaida, V. 

Mechanistic Description of Photochemical Oligomer Formation from Aqueous Pyruvic Acid. J. Phys. 

Chem. A 2017, 121 (22), 4272–4282. Copyright 2017 American Chemical Society. The original article 

can be accessed at http://pubs.acs.org/doi/abs/10.1021/acs.jpca.7b03310.  

9.1 Introduction 

Atmospheric aerosols are known to contribute to pollution-related smog and haze, affecting visibility 

and human health;1, 2 in addition, they have considerable influence over the global radiative budget.3-10 

The impact of atmospheric aerosols on radiative forcing is currently the largest source of uncertainty in 

climate models, with significant contributions to the accumulated error occurring from the effort to 

quantify secondary organic aerosol (SOA).11 SOA, particles generated in the atmosphere through the 

oxidation of volatile organic compounds (VOCs), are the major contributor to aerosol mass in remote 

areas.8, 12, 13 Recent work suggests that oligomers formed from aqueous phase photochemistry of small 

organics may contribute significantly to the formation and development of SOA.8, 9, 14-22 Therefore, the 

generation of such molecular complexity via multiphase chemistry is critical in the understanding of the 

formation of SOA.  

The chemistry governing the formation of SOA from small organics is inherently complex, involving 

interwoven networks of reactions between many species. As we show, even a single, simple three-carbon 

molecule can yield surprisingly rich chemistry. Here we examine the aqueous phase photochemistry of a 

model species, pyruvic acid, under acidic, anaerobic conditions, suggesting a new identification and 

mechanistic pathway for observed oligomeric species. By developing mechanistically the potential 

reactive pathways for aqueous pyruvic acid, we may add to the understanding of its possible 

photochemical fates in the natural environment. 

Pyruvic acid, a key oxidation product of isoprene in the environment,23-25 is found in both the gas and 

aqueous phases in the atmosphere.23, 26-34 The simplest of the α-keto acids, pyruvic acid has also been used 

http://pubs.acs.org/doi/abs/10.1021/acs.jpca.7b03310
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as a proxy for atmospheric α-dicarbonyls.24, 25, 28, 35 Pyruvic acid absorbs light in the near-UV from the 

solar photon flux reaching the surface of the Earth and is oxidized relatively slowly by H2O2 and the 

hydroxyl radical (OH).36-40 Consequently, the main atmospheric sink for pyruvic acid is direct photolysis; 

in the aqueous phase, this photochemistry has been linked to oligomer formation and the production of 

SOA.21, 37, 41-45  

While a seemingly simple, three-carbon molecule, pyruvic acid’s reactivity is extremely diverse and 

dependent on reaction conditions. Its chemistry spans a wide variety of processes and environmental 

conditions, including gas and aqueous photochemistry,37, 42-60 multiphase photochemistry,61 oxidation by 

H2O2 and hydroxyl radicals,25, 36, 38-40 thermal decomposition,62-64 and multiphoton pyrolysis.65 Pyruvic 

acid is also known to spontaneously oligomerize in aqueous solution or as a pure liquid, even in the dark, 

forming a variety dimer species that include zymonic acid and parapyruvic acid.66 

The photochemical pathways available to pyruvic acid are strongly phase dependent. In the gas phase, 

absorption of a UV photon (λmax ~350 nm) promotes ground state pyruvic acid to the first excited singlet 

state (S1, 1(n, π*)), whereupon it decomposes, forming CO2 and acetaldehyde, with additional minor 

products.36, 48, 54, 55, 57-59, 67, 68 However, the species produced by this gas phase photochemistry can be 

affected by changing the buffer gas, total pressure, and composition.58 Different photochemical pathways 

become accessible in the aqueous phase than in gas phase41, 43-45, 56, 60 because interactions with water 

affect pyruvic acid’s electronic structure, changing its photophysical and photochemical mechanisms. The 

λmax of the S1, 1(n, π*), state shifts to the blue (λmax ~320 nm) such that, following excitation, intersystem 

crossing and internal conversion to the T1, 3(n, π*) state occurs, subsequently generating organic radicals. 

These radicals then react further, often recombining to generate oligomeric species.  

Recent work on the aqueous photochemistry of pyruvic acid has exposed its extreme sensitivity to the 

environment: the rate of decomposition and resulting products are dependent on both the concentration of 

pyruvic acid and on the atmospheric composition.37, 61 This sensitivity to reaction conditions likely 

explains some of the discrepancies in the literature about some minor photoproducts;37, 41-45, 69, 70 however, 

there is broad agreement that the major aqueous photochemical pathways generate more complex 
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oligomeric species,37, 42, 43 including covalently bonded dimers and trimers71 of pyruvic acid. In this work, 

we structurally characterize oligomeric species and propose a new mechanistic pathway by which these 

oligomers are photochemically formed through reactions with reactive intermediate species. 

9.2 Experimental 

Pyruvic acid (98%, Sigma-Aldrich) was distilled twice under reduced pressure (< 1 Torr) while 

heating gently (< 55 °C) and diluted with 18.2 MΩ water (3 ppb TOC) to make solutions of 10, 1, and 0.5 

mM concentration. For each 100 mL volume solution, 10 mL of the solution was saved as a pre-

irradiation control, and the remaining 90 mL of solution were illuminated for 5 hours in a temperature-

stabilized water bath at 4 °C with a 450 W Xe arc lamp (Newport). The lower concentration solutions (1 

mM and 0.5 mM) were also irradiated with the water bath held at 20 °C. There was no difference in 

observed products based on water bath temperature. Unless otherwise specified, all solutions were purged 

with N2 to displace dissolved O2, beginning one hour prior to the start of irradiation and continuing for the 

duration of the experiment. Oxygen-depleted conditions are known to favor formation of the oligomeric 

species under study here,37 allowing for easier analysis and identification of products at relatively low 

reaction concentrations. The irradiated solutions were allowed to come to room temperature before any 

further analysis was conducted. 

The solutions were used without adjustment from their natural pH, meaning all photochemical 

experiments were conducted under acidic conditions. There is a slight variance in the pH of the solutions 

as a function of the concentration of pyruvic acid, increasing with decreasing concentration. The pH of 

the 10 mM pyruvic acid solutions was ~2.4 and rises to approximately 3.5 for the 0.5 mM pre-irradiation 

solutions. 

The Xe arc lamp used was not filtered, meaning that its output extends into the UV to about 220 nm 

as shown in Figure A5.1 in Appendix 5. Because of the extended light in the UV, under our experimental 

conditions, it is likely some excitation to the S2, 1(π, π*), state in addition to the S1 state also occurs. 

However, as is common with excitation to higher excited states,72 73 it is likely that the system in the S2 

rapidly undergoes internal conversion to the lower S1 state before following the same photochemical 



166 

 

  

pathway of intersystem crossing and internal conversion to the reactive T1 state. The photochemical 

products observed here using with the unfiltered Xe arc lamp are in good agreement with the previous 

results generated with a filtered Xe arc lamp with wavelengths λ < 300 nm removed from the spectrum.37 

In the latter case, the radiation provided can excite the S1 but not the S2 state, suggesting the same reactive 

photochemical pathway is preserved. The rate of photochemistry is, however, increased when the light is 

not filtered, as would be expected when more photons are present. These observations are consistent with 

those in the literature, which have shown, for example, that the photochemistry of nonanoic acid in 

aqueous solution using a filtered Xe arc lamp is observed to slow but not result in significantly different 

products than when not filtered.74 

9.2.1 Electronic Structure Calculations: Calculations with the composite CBS-QB3 model75 and using 

the Gaussian 09 suite of programs76 were conducted on the relative barriers to H-atom abstraction from 

the methyl and carboxyl groups of pyruvic acid S0 by pyruvic acid T1, 3(n,π*).  The calculations suggested 

that the activation enthalpy for the former is only 1.47 kcal/mol greater than that for the latter.  Details are 

provided in the Appendix 5. 

9.2.2 UV-Vis Spectroscopy: Pre- and post-irradiation solutions of the oxoacids were scanned using a 

Varian (Agilent) Cary 5000 spectrometer with a 0.1 s average time, 0.5 nm data interval, and a 0.5 nm 

spectral bandwidth.  

9.2.3 NMR Analysis: NMR experiments were obtained at 23 °C using a Varian INOVA-500 NMR 

spectrometer operating at 499.60 MHz for 1H detection. To perform experiments in aqueous solution, an 

optimized WET solvent suppression pulse sequence was used to eliminate >99% of the H2O signal.77  

9.2.4 Mass Spectrometry Analysis: High resolution mass spectrometry was performed on a Waters 

Synapt G2 HDMS mass spectrometer using electrospray ionization operated in negative mode. Instrument 

parameters remained constant, and were as follows: analyzer, resolution mode; capillary voltage, 1.5 kV; 

source temperature, 80 °C; sampling cone, 30 V; extraction cone, 5 V; source gas flow, 0.00 mL/min; 

desolvation temperature, 150 °C; cone gas flow, 0.0 L/h; desolvation gas flow, 500.0 L/h.  
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Instrument parameters were chosen to minimize the potential for in-source fragmentation and 

reactions due to ionization. Under the ionization conditions used here, we observe both [M-H]– and singly 

charged adduct ions for the analytes of interest. The adducts identified are formed from two or more 

deprotonated organic species coordinated to a metal ion, yielding a non-covalent adduct ion with a net 

charge of -1. In the pyruvic acid solutions, especially before irradiation, we observe adduct ions 

consisting of multiple deprotonated pyruvic acid molecules coordinated with a positive counterion, 

usually Na+ or Ca2+ at quite high intensities, as shown in Table A5.1 and Figure A5.2 in Appendix 5. To 

minimize the presence of adduct ions, all photochemical experiments were conducted in 18.2 MΩ water 

without the addition of salt and any such metal ions are assumed to be only present in trace quantities. 

The ESI– mass spectrometry analysis conducted here is not designed to be absolutely quantitative. As 

expected, we observe [M-H]– ions for a number of species with observed intensities varying considerably 

due to variations in ionization efficiency for these analyte mixtures. We applied a conservative intensity 

threshold of 104 counts for analyte identification to avoid incorrect ion assignments to noise peaks; the 

noise threshold is about 1000 counts. For comparative purposes, categories of signal intensity are defined 

as follows: “strong” ions display intensities greater than 106 counts, “medium” ions display intensities 

greater than 105 counts, and “weak” ions display intensities greater that 104 counts for the monoisotopic 

ion in all cases. It is important to note that these intensity categories do not necessarily correlate directly 

to absolute analyte concentrations and are used for relative comparisons only.  

 

9.3 Results and Discussion 

The aqueous chemistry of pyruvic acid is generally defined by the formation of oligomeric species, 

under both light and dark conditions. The aqueous phase photochemistry of pyruvic acid has been studied 

previously in the literature41, 43-45, 56, 60, 61 and is known to generate a surprisingly complex mixture of 

observed photoproducts, many of which have been assigned following the literature mechanism.37, 43 

Here, studying the aqueous phase photochemistry of pyruvic acid with high-resolution negative mode 

electrospray ionization mass spectrometry (ESI– MS), we are able to suggest a new structural 
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identification for oligomeric photoproducts. The new mechanistic pathway we suggest for these products 

is informed by a recent investigation of the dark oligomerization processes of pyruvic acid,66 as well as 

recent results examining the multiphase photochemistry of pyruvic acid in an environmental simulation 

chamber.61 

9.3.1 Pre-Irradiation Solutions and Dark Processes 

The generation of covalently-bonded dimers of pyruvic acid in the dark has been known since the 19th 

century;78-80 nevertheless, these dark processes have been largely ignored by the modern literature. 

Recently, however, it has been demonstrated that pyruvic acid, either pure or in aqueous solution, will 

spontaneously dimerize, likely through an aldol addition reaction.66 The dimerization products include 

parapyruvic acid and zymonic acid, the lactone enol form of parapyruvic acid (see Scheme 9.2 for 

structures). In aqueous solution, there is an equilibrium between pyruvic acid, parapyruvic acid, zymonic 

acid, and their tautomers and hydrates, which depends on the concentration and pH of the solution.66 

When studying the photochemical products generated by pyruvic acid, it is necessary to consider 

whether the oligomerization processes that take place in the dark may be contributing to the identified 

products. However, such dark oligomerization processes do not occur on a timescale that competes with 

the observed photochemistry. As observed in the MS spectra, the rate of formation of these dimerization 

products in pure, distilled pyruvic acid stored 4 °C occurs over the course of weeks. As shown by NMR 

analysis in Figure A5.3 in Appendix 5, there is very little contamination present in the 10 mM aqueous 

solutions before irradiation, with conservative estimates placing an upper limit on zymonic acid of < 

0.1%. As mentioned above, the equilibrium between pyruvic acid and the various forms of parapyruvic 

and zymonic acid shifts as a function of concentration. In the dilute aqueous solutions under which 

photochemistry was conducted here, the equilibrium favors the reformation of monomeric pyruvic acid 

from dimerization products that may have been formed in the pure pyruvic acid. The kinetics of this shift 

are slow, but they provide reassurance that further dark dimerization products are not formed fast enough 

to influence either the light-initiated chemistry or analysis in these experiments. 

Although the overall concentration of the pyruvic acid dimers formed by dark reactions is low in our 
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pre-irradiation samples, the presence of zymonic acid species is detectable by our ESI– MS analysis. 

There are six species derived from zymonic acid, including parapyruvic acid, that exist in aqueous 

solution.66 Because these are closely related tautomers and enols, the chemical formulas of these species 

overlap. For example, using ESI– MS we detect an ion with an average experimental m/z for [M-H]– of 

175.0239, which suggests the molecular formula C6H8O6. This likely represents both parapyruvic acid 

and the closed ring form of the zymonic acid diol. Of the equilibrium species of zymonic acid in aqueous 

solution, these structures are the favored species.66 In our analysis of the MS data (see Table 9.1 and 

Table A5.1 in Appendix 5), we applied a conservative intensity threshold of 104 counts for analyte 

identifications to avoid incorrect ion assignments to noise peaks (see Experimental Section for more 

detail). The ions that correspond to parapyruvic acid and the closed zymonic diol are consistently 

observed above this threshold for the 10 mM pyruvic acid solutions before irradiation. Ions corresponding 

to the other zymonic acid species were observed occasionally at the threshold of intensity, but were not 

consistently observed above the intensity cutoff we implemented. At the lower pyruvic acid solution 

concentrations (e.g. 1 mM and 0.5 mM), ions from zymonic acid are not generally observed in the mass 

spectra above the threshold. It is not surprising that the presence of zymonic acid is not observable at low 

concentrations of pyruvic acid; an already very low concentration of the contaminant is spread over 

multiple equilibrium structures, making it less likely that it would rise above our conservative threshold 

for detection. 

 Parapyruvic acid and other zymonic acid derivatives are not generally observed in the post-

irradiation solutions with intensities that rise above our threshold for detection. The lack of signal from 

parapyruvic acid in the ESI-MS of post-irradiation solutions suggests that most of it has been consumed 

during the photochemical experiments. This is not surprising because parapyruvic acid is itself an α-keto 

acid and therefore photoactive. Similarly, if any parapyruvic acid was generated photochemically during 

the course of irradiation, it may not be detected in the post-irradiation samples. This raises the possibility 

that these species might also be synthesized photochemically and act as reactive oligomeric intermediate 

species whose further chemistry contributes to the observed photoproducts in the light-initiated chemistry 
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of pyruvic acid, as is discussed in detail below. The recent observation of zymonic acid as a photoproduct 

generated from the irradiation of multiphase pyruvic acid under atmospherically-relevant conditions in 

environmental simulation chamber studies61 lends credence to the photochemical formation and 

subsequent photochemistry of parapyruvic acid that may take place in aqueous solution. 

Table 9.1. Select Compiled Pyruvic Acid Photochemistry ESI– MS Dataa 

Assigned 

Formula [M-H]– 

Assigned 

Structure 

Average 

Experimental 

m/zb 

Theoretical 

m/z 

Mass 

Diff. 

(ppm) 

Pre-

Irradiation 

Post-

Irradiation 

Pre-Irradiation Species 

C3H3O3 Pyruvic Acid 
87.0091 ± 

0.0005 
87.0082 10.8 Strong Strong 

C3H5O4 

2,2-Dihydroxy-

propanoic Acid 

(Pyruvic Diol) 

105.0190 ± 

0.0007 
105.0188 2.3 Weak 

Below 

Threshold 

C6H7O6 
Parapyruvic 

Acidc 

175.0243 ± 

0.0004 
175.0243 0.21 Weak 

Below 

Threshold 

Key Photochemical Products 

C4H7O2 Acetoin 
87.0454 ± 

0.0007 
87.0446 8.7 

Below 

Threshold 
Medium 

C3H5O3 Lactic Acid 
89.0239 ± 

0.0003 
89.0239 0.45 

Below 

Threshold 
Weak 

C5H7O4 Acetolactic Acid 
131.0354 ± 

0.001 
131.0345 6.6 

Below 

Threshold 
Medium 

C7H11O5 DMOHAd 175.0617 ± 

0.0006 
175.0607 5.5 

Below 

Threshold 
Strong 

C6H9O6 
Dimethyltartaric 

Acid 

177.0409 ± 

0.0005 
177.0400 5.0 

Below 

Threshold 
Strong 

C8H11O7 CDMOHAe 219.0512 ± 

0.0009 
219.0505 3.2 

Below 

Threshold 
Medium 

aChemical formulas are assigned as the ionized [M-H]– species, structures are assigned as the neutral 

species. bThe experimental m/z is the observed average across experiments, and the uncertainty given is 

the 95% confidence interval. cThe peak assigned to parapyruvic acid likely also has contributions from 

the closed ring form of zymonic acid diol as well.dDMOHA = 2,4-dihydroxy-2-methyl-5-oxohexanoic 

acid eCDMOHA = 4-carboxy-2,4-dihydroxy-2-methyl-5-oxohexanoic acid 

 

9.3.2 Photochemical Oligomerization Processes 

As mentioned above, photochemistry in aqueous solution begins upon absorption of a photon by the 

α-keto acid in the near UV. The absorption maximum of this transition occurs for pyruvic acid at a 
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wavelength of ~320 nm (Figure A5.1 in Appendix 5). In aqueous solution, the ketone group of pyruvic 

acid can be hydrated to form a geminal diol, 2,2,dihydroxypropanoic acid, (2,2-DHPA).81-84 Unlike the 

ketone form, the geminal diol conformer does not absorb light within the solar spectrum. Many α-

dicarbonyl species undergo almost complete hydration to the diol form in aqueous solution, where 

catalysis by water, acid, or base lowers the relatively high reaction barriers.85-87 Pyruvic acid retains 

significant amounts of the ketonic functionality. The extent of hydration is both pH- and temperature-

dependent,82, 88 but, at 298 K, aqueous pyruvic acid generally exists as ~40% in the keto and ~60% in the 

diol form.37, 42, 83, 84 However, this ratio is concentration dependent as well. For the 10 mM solutions of 

pyruvic acid investigated here, the ratio is closer to 50% keto and 50% diol (Figure A5.3 in Appendix 5). 

This ratio shifts during the photochemical experiments to slightly favor the keto form, which is likely due 

to the coupled effects of the depletion of pyruvic acid and subsequent slight decrease in acidity of the 

solution. All photochemical experiments were conducted without adjusting the solutions from their 

natural pH. The pH of the solution is increased slightly as the concentration of pyruvic acid is lowered. 

For the 0.5 mM pre-irradiation solutions, the pH is approximately 3.5, compared to ~2.4 for 10 mM 

solutions. At this lower concentration and higher pH, the amount of pyruvic acid in the keto conformer 

increases to about 75% (Figure A5.4 in Appendix 5).  

While all photochemical experiments were conducted under acidic conditions, the pH of the solutions 

are near the effective pKa for pyruvic acid solutions of 2.49,89 implying the protonation state of pyruvic 

acid is important to consider. This literature value is an effective pKa because the keto and diol 

conformers have different, individual pKa values, of 2.18 and 3.6, respectively.82 Under our reaction 

conditions, then, more than 50% of the keto form of pyruvic acid is in its anionic form, pyruvate for all 

concentrations, which reduces the number of photoactive protonated species in solution. 

Regardless of the exact ratio of keto and diol conformer and their respective protonation states, the 

presence of significant amounts of protonated keto conformer in aqueous solution means that 

photochemistry is still a major reactive pathway under such conditions. However, interactions with the 

solvent shift the accessible electronic states for aqueous pyruvic acid, which favors photochemical 
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mechanisms in the aqueous phase that follow different pathways than in the gas phase, as shown in 

Scheme 9.1. 

In the aqueous phase, chemistry occurs from the T1, 3(n, π*), state (Reaction 1 in Scheme 9.1). As has 

been shown previously in the literature, the excited T1 state can abstract a hydrogen from the carboxyl 

group of another pyruvic acid molecule and decarboxylates to form two radical species (Reaction 2 in 

Scheme 9.1), one with hydroxyl acid functionality, CH3Ċ(OH)CO2H, denoted as HA• and one with 

geminal diol functionality, CH3Ċ(OH)2, denoted as GD•.37, 43 The hydrogen abstraction from another 

pyruvic acid molecule can either occur from the keto form of the molecule or from its geminal diol form, 

2,2-DHPA, though abstraction from the diol is favored energetically.43 Because 10 mM pyruvic acid 

under our reaction conditions is approximately 50% in the diol form, it is likely that abstraction from the 

diol is the major pathway. It has also been suggested that proton-coupled electron transfer can also 

occur,42, 60 which would generate the same reactive radicals from the T1 excited state of pyruvic acid. 
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Scheme 9.1. Aqueous photochemical pathways for pyruvic acid.37, 43  

 

The HA• and GD• radicals that are formed following hydrogen abstraction from the carboxyl group 

of either pyruvic acid or 2,2-DHPA, then go on to react further following a number of pathways, which 

are summarized in Scheme 9.137, 43 with MS results given in Table 9.1. The branching ratio of the 

pathways, and therefore the yields of the generated species, is influenced by the environmental conditions 

under which the aqueous photochemistry is conducted. Under our reaction conditions, at 10 mM 

concentration under a nitrogen atmosphere, approximately 90% of the pyruvic acid is consumed during 

five hours of irradiation (Figure A5.3 in Appendix 5).  



174 

 

  

As is consistent with the previous literature, the main products observed from the aqueous phase 

photochemistry of pyruvic acid are oligomeric species, such as dimethyltartaric acid (DMTA), following 

Reaction 4 of Scheme 9.1. DMTA is formed by the recombination of two HA• radicals.42, 43 For this 

recombination to happen, the HA• radicals must be able to escape from the initial solvent cage 

surrounding the generated HA• and GD• radicals in order to encounter a second HA• radical. Because 

these radicals must both undergo cage escape and encounter one another in dilute solution to form 

dimethyltartaric acid, HA• radicals must be relatively long-lived species. This observation is consistent 

with the stabilization of HA• by the captodative effect, enabled by the presence of both electron-donating 

and electron-withdrawing groups.90 

DMTA is not the only observed oligomeric product species. Previous 1H NMR studies have observed 

a number of oligomeric photoproducts that remain unidentified.37, 43 Additionally, MS analyses 

consistently observe an oligomeric photoproduct ion that that is detected with similar intensity to DMTA 

and likely represents the chemical formula C7H12O5.37, 42 The formation of this product cannot be 

explained following the mechanisms described in Scheme 9.1. It has been suggested previously that this 

species may be one of two possible structures, 2-(hydroxyethanyloxy)-2-carboxy-3oxobutane or 2-(3-

oxobutan-2-yloxy)-2-hydroxypropanoic acid.42, 70 Here, we propose that this product may be produced by 

further photochemistry of reactive oligomeric intermediates generated during photolysis with pyruvic 

acid. 

The previously known mechanism for pyruvic acid aqueous photochemistry generates HA• and GD• 

following hydrogen abstraction from the carboxyl group of pyruvic acid or 2,2-DHPA.43 Using electronic 

structure calculations, we examined the possibility of hydrogen abstraction from the methyl group rather 

than the carboxyl group of a neutral pyruvic acid molecule, which, at the CBS-QB3 level, show that 

methyl hydrogen abstraction has a transition state that is 1.47 kcal/mol higher in enthalpy than that for 

abstraction from the carboxyl hydrogen. This is a small difference in energy that is close to the likely 

error in the method, suggesting that hydrogen abstraction from the methyl group is likely competitive 

with hydrogen abstraction from the carboxyl group of pyruvic acid. Abstraction from the methyl group 
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may be further favored because, for all pyruvic acid concentrations under our reaction conditions, more 

than 50% of the keto form of pyruvic acid (pKa = 2.18)82 is in its anionic form, pyruvate. Photochemistry 

under high pH conditions (pH = 6.1), where most of the pyruvic acid is deprotonated, has been observed 

to be considerably slower than under more acidic conditions,44 suggesting that hydrogen abstraction from 

the carboxyl group is indeed favored. However, for deprotonated pyruvate molecules only the methyl 

group is available for abstraction. While perhaps not the major location of abstraction, it is likely some 

abstraction from the methyl group of pyruvic acid occurs during the photochemical experiments 

(Reaction 1 of Scheme 9.2), yielding two radicals, HA• and one with oxoacid functionality, 

ĊH2C(O)CO2H, denoted as OA•. It is worth noting that it is unlikely that proton-coupled electron transfer 

could generate the OA• radical. 

The recombination of HA• and OA•  (Reaction 2 of Scheme 9.2) generates parapyruvic acid, 

suggesting that it is a dimer of pyruvic acid that can be generated photochemically, in addition to dark 

oligomerization processes.66 Each radical pair generated by hydrogen abstraction at the methyl group 

(Reaction 1 of Scheme 9.2) will have an overall net triplet characteristic, meaning that intra-cage 

geminate recombination to form parapyruvic acid will not occur. Instead, either intersystem crossing back 

to the singlet state or cage escape must take place before the radicals can react further, either of which is 

possible. The relative probability of these two possibilities, however, is difficult to predict. 
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Scheme 9.2. Photochemical generation of parapyruvic acid via hydrogen abstraction from the methyl 

group of pyruvic acid. 

If intersystem crossing back to the singlet state was the dominant pathway, one would expect only to 

see the recombination product between HA• and OA•, generating parapyruvic acid. In the case of the 

radicals undergoing cage escape, the recombination product of each radical with itself would also be 

observed, in addition to the cross product between radicals. As is discussed above, the recombination of 

two HA• radicals generates DMTA, which is shown in Reaction 4 of Scheme 9.1 and in Reaction 3 of 

Scheme 9.2. The recombination of two OA• radicals would generate the dioxoacid compound shown by 

Reaction 4 of Scheme 9.2. This dioxoacid, 2,5 dioxohexanedioic acid (DOHDA, C6H6O6), would likely 

exist in equilibrium with its enol form, though we do not observe such a peak in the MS data. However, 

the absence of detection does not mean that this species is not formed. OA•, unlike HA•, is not stabilized 

by the captodative effect, so its lifetime would be expected to be somewhat shorter. It is also less likely to 

encounter another OA• radical after undergoing cage escape because, while the energetics are not 

prohibitive, hydrogen abstraction from the methyl group of pyruvic acid is less likely than from the 

carboxyl group and thus OA• concentrations are expected to be small. Additionally, the keto form of 

DOHDA will be in equilibrium with the enol form of the acid in aqueous solution. Both the keto and enol 

forms of DOHDA are likely to be themselves photoactive: the keto form has two α-keto acid groups and 
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the enol form has a conjugated double bond system. This means that any DOHDA that might be 

generated during illumination may go on to react, further depleting its concentration in the post-

irradiation solution and limiting our ability to detect it. It is possible that such reactions can account for 

some of the minor photoproducts that we currently have not identified. 

Because we do not observe DOHDA in the MS data, we are unable to conclusively state whether 

intersystem crossing back to the singlet state or cage escape is the favored mechanistic pathway. We 

tentatively favor cage escape as the more likely path by which HA• and OA• may react with each other to 

form parapyruvic acid.  Our reasons are twofold. First, because it provides another mechanistic pathway 

by which DMTA, a product observed in high concentrations, can be formed, and, secondly, because cage 

escape has been demonstrated to occur for both HA• and GD•, as shown in Scheme 9.1.  

Regardless of the path by which recombination of HA• and OA• occurs, it seems likely that 

parapyruvic acid is formed photochemically during the course of the illumination of pyruvic acid. This 

reactivity will reduce its concentration in solution, and is likely the main reason it is not detected in the 

post-irradiation MS data with an intensity above the threshold we implement here. Parapyruvic acid, itself 

an α-keto acid, has the same reactive functionality as pyruvic acid, and is, therefore, capable of 

undergoing the same photochemistry as pyruvic acid, as shown in Scheme 9.3. Therefore, any trace 

parapyruvic acid in the initial pre-irradiation solution, as well as any generated photochemically, can also 

be excited by near-UV photons. An excited parapyruvic acid molecule may then abstract a hydrogen from 

either a pyruvic acid or 2,2-DHPA molecule, which would be followed by decarboxylation as in the 

pathway originally shown in Reaction 2 of Scheme 9.1. 

This generates both the familiar GD• and a parapyruvic radical, CO2HC(CH3)OHĊ(OH)CO2H 

denoted as PPA•, shown in Reaction 1 of Scheme 9.3. These two radical species can then combine, 

following Reaction 2 and 3 of Scheme 9.3, generating 4-carboxy-2,4-dihydroxy 2-methyl-5-oxohexanoic 

acid (CDMOHA) and, following decarboxylation (Reaction 4 of Scheme 9.3), 2,4-dihydroxy-2-methyl-5-

oxohexanoic acid (DMOHA). CDMOHA has a chemical formula of C8H12O7 and we observe, 

correspondingly, a species in the MS data with an average experimental m/z for [M-H]– of 219.0517. 
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DMOHA’s chemical formula is C7H12O5. . We posit that the oligomeric photoproduct that is detected in 

the MS data with a high intensity, both here and in the literature,37, 42 can be assigned to DMOHA and 

explained by the photochemical mechanism given in Scheme 9.3. 

These structures, CDMOHA and DMOHA, are consistent with the MS results presented here and the 

known chemistry of pyruvic acid and zymonic acid.37, 43, 66 The mechanistic pathway presented in Scheme 

9.3 is further supported because it directly parallels one of the accepted mechanistic pathways for aqueous 

pyruvic acid photochemistry in the literature.43, 45 As shown by Reaction 6 of Scheme 9.1, the 

recombination of the HA• and GD• radicals followed by the subsequent dehydration to form α-acetolactic 

acid, which then decarboxylates to form acetoin.43 Consistent with this mechanism, we observe a species 

with an accurate mass corresponding to the chemical formula C5H8O4, which is mostly likely acetolactic 

acid. Acetolactic acid, as a β-keto acid, will thermally decarboxylate into acetoin under ambient 

temperature conditions in aqueous solution. The rate of this decomposition is both pH and temperature 

dependent, increasing as temperature is raised and pH is lowered.91 The time required for complete 

decarboxylation of aqueous acetolactic acid at 20 °C ranges from a few hours at a pH of 1.042 to two 

weeks at a pH of 4.65.92 For our reaction conditions that are not buffered or pH adjusted (dependent on 

pyruvic acid concentration, pH ~2.4 for 10 mM pre-irradiation solutions), it is reasonable to expect that 

acetolactic acid generated photochemically would be partially decarboxylated, allowing us to observe 

both acetolactic acid and acetoin during post-irradiation analysis.  
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Scheme 9.3. Photochemistry of parapyruvic acid to generate trimer species. 

 

Acetoin has been widely reported in the literature as a known product of the aqueous photochemistry 

of pyruvic acid.37, 41, 43-45 It is readily apparent that the pathway presented in Scheme 9.3 is wholly 

analogous to the pathway presented by Reaction 6 of Scheme 9.1, where the intermediate species, 

CDMOHA, corresponds to acetolactic acid and DMOHA corresponds to acetoin. Griffith et al. (2013) 

unambiguously identified acetoin as a minor product by COSY NMR.43 Here we identify acetoin as a 

photoproduct using ESI– MS as well (Table 9.1).  

The observation of acetoin as a product of the aqueous photochemistry of pyruvic acid has been a 

point of contention in the literature.42, 43, 69, 70 This discrepancy likely stems in part from the fact that 

acetoin is not a primary photoproduct, but, is instead formed from the thermal decarboxylation from a 

larger oligomer generated by radical-radical recombination. Indeed, several of the observed 

photoproducts of the light-initiated chemistry of pyruvic acid are not directly formed from the simple 

recombination of pyruvic acid-derived radicals. Rather, species that are generated by these initial 

recombination processes, such as 2-methyl-2,3,3-trihydroxybutanoic acid, go on to further react, forming 
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species such as acetolactic acid and acetoin, as shown in Reaction 6 of Scheme 9.1. Such species can 

decompose into smaller product species, as is observed in the dehydration reactions that form acetolactic 

acid and CDMOHA and the decarboxylation reactions that form acetoin and DMOHA. But oligomeric 

intermediates can also react to generate larger oligomeric species, as is observed when parapyruvic acid, a 

dimer of pyruvic acid, is photochemically excited and reacts with another pyruvic acid molecule, 

ultimately generating DMOHA, a trimer of pyruvic acid. The generation and subsequent reactions of 

intermediate species, especially oligomeric intermediates, is not always appreciated. Because of this 

reactivity, both an increase in molecular complexity by the generation of oligomeric species and the 

generation of a complex mixture of molecules within the solution are observed. These interconnected 

reactions mean that even the three-carbon pyruvic acid generates a diverse library of products upon 

irradiation in aqueous solution. The combination of the reaction pathways outlined in Schemes 9.1 

through 9.3, can explain the majority of the photochemical products observed in the MS data. This 

includes both acetic acid and lactic acid as shown in Reaction 5 of Scheme 9.1. Acetic acid has been 

observed by NMR previously43 and is readily seen in the NMR of the experiments conducted here 

(Figures A5.3 and A5.4 in Appendix 5). Lactic acid was conclusively identified as a photoproduct by 

COSY and DOSY NMR.43 Here, for the first time here we have observed the formation of lactic acid in 

the MS data as well (Table 9.1). However, there remain a number of minor photoproducts, we observe 

several of which have not been previously reported in the literature and that have not yet been identified. 

For completeness, we report the detailed MS data in Table A5.1 in Appendix 5. 

That the observed chemistry is so rich, even at very low pyruvic acid concentrations (from 0.5 mM to 

10 mM), is perhaps surprising. We are able to detect more minor photoproducts in the 10 mM post-

irradiation solutions in the MS, which is likely due to the lower concentration of products formed in 

solutions with lower initial pyruvic acid concentrations, as we used the same ionization parameters for all 

MS analyses. The main oligomeric products, including DMTA and DMOHA, are observed in the 0.5 mM 

post-irradiation solutions. The formation of these products requires that two radicals escape their initial 

solvent cage, encounter each other, and recombine before they are quenched. Even the initial generation 
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of these radicals requires that a photoexcited species encounter another molecule in solution before 

quenching. Under more dilute conditions, the chance of such encounters occurring decreases. A kinetics 

analysis of the aqueous pyruvic acid photochemistry under anaerobic conditions found that the rates of 

depletion of pyruvic acid were roughly equivalent between 100 mM and 20 mM solutions,37 suggesting 

both these concentrations are above this dilute limit. While a formal investigation of the kinetics of 

photolysis as a function of concentration was outside the scope of this study, the observed consumption of 

pyruvic acid in the NMR after five hours of photolysis is lower for the low concentration solutions, as 

would be expected for radical-driven chemistry. For the solutions of 0.5 mM, the depletion of pyruvic 

acid was observed by NMR to be closer to 50% (Figure A5.4 in Appendix 5), compared to the roughly 

90% depletion observed for the 10 mM solutions. This observed decrease in reactivity is likely due to a 

combination of factors, all stemming from the low concentrations of pyruvic acid used. As mentioned 

above, in the 0.5 mM solutions, pyruvic acid exists primarily as the keto conformer and the higher pH of 

the solution (~3.5) means that more exists as pyruvate, both of which likely slow reaction compared to the 

10 mM solutions. In the low concentration limit, it would also be expected that the probability of two 

species encountering each other before quenching decreases to essentially zero and only unimolecular 

homolysis products would be observed. It has previously been suggested that the transition from 

bimolecular to unimolecular processes would occur for solutions around 10 mM pyruvic acid.42, 60 Here, 

however, we demonstrate that under our reaction conditions bimolecular processes still readily occur even 

in very dilute solutions.  

It is important to consider the implications of the reaction conditions used here, as the aqueous 

photochemistry of pyruvic acid is extremely sensitive to its environmental surroundings. This sensitivity 

helps explain differences between reported products in the literature.37, 41-45, 69, 70 As shown in Scheme 9.1, 

a number of pathways exist for the further reactions of HA• and GD• to give the observed photoproducts. 

The branching ratio of these pathways is influenced by the environmental conditions under which the 

aqueous photochemistry is conducted. For example, it has been shown that the composition of the 

atmosphere under which the photochemistry is conducted can strongly influence this branching ratio.37 
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Reactions 3A and 3B of Scheme 9.1 involve the reaction of the radical species with oxygen. Reaction 3A 

is a pathway by which pyruvic acid is regenerated, therefore slowing the kinetics of pyruvic photolysis.37 

Reaction 3B forms acetic acid. In the high oxygen concentration limit, obtained by bubbling pure O2 

through the photolysis reactor, the branching ratio is such that only acetic acid is observed as a 

photoproduct using NMR (Figure A5.5 in Appendix 5). Here, we are reliant on our combined, 

complementary NMR and ESI– MS analyses: while acetic acid is formed and readily observed by NMR, 

it is not seen in the MS. Acetic acid is difficult to observe by the ESI– MS used here, likely because, as a 

small molecule, it is toward the low mass range of our instrument, and the signal and mass accuracy of 

the instrument decrease as ion m/z is decreased. Even at 100 mM concentration, acetic acid is observed 

only weakly in the ESI– MS, as shown in Figure A5.6 in Appendix 5. It is not surprising that we do not 

observe it as a photoproduct in the MS when the concentration is much lower.  

The effect to the branching ratio of the photochemical pathways under a pure O2 atmosphere is 

extreme, but it serves as an example highlighting the differences in observable products created by 

different reaction conditions. In environments that are not saturated with O2, the familiar oligomeric 

species discussed above are readily formed. In oxygen-limited conditions, these oligomers are the major 

observable products. Because we were interested primarily in these oligomeric species, we chose to 

conduct our photochemical experiments under a nitrogen atmosphere in order to maximize our ability to 

observe such species at low concentrations. Under conditions free of dissolved O2 Reaction 3 of Scheme 

9.1 is effectively removed, and lifetimes of excited state pyruvic acid are effectively increased by 

removing the quenching effects of O2. The oxygen-limited conditions may account for the persistence of 

biomolecular photochemical processes even at very dilute concentrations in the experiments reported 

here. 

While the branching ratio observed for reactions under oxygen-depleted conditions is not directly 

comparable to those that might occur in the natural environment, the products observed and the 

mechanistic insight behind their formation provide us with a better understanding of the complexity of 

reactions that occur in the natural environment. Biasing the branching ratio toward oligomeric species for 
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laboratory studies simply aids in the ability to analyze the resultant products at low concentrations, it does 

not change the nature of the species generated. Oxygen-limited conditions may additionally be relevant 

for certain systems found in the natural environment as well. Irradiation of pyruvic acid in the bulk 

aqueous phase open to air has been shown to deplete oxygen from the reaction vessel.37, 93 Atmospheric 

aerosols in the modern atmosphere are unlikely to be depleted in oxygen, but even under conditions 

where dissolved O2 is not depleted reactions to form oligomers are still active.37, 93  

The observation that the formation of more complex, oligomeric species is favored under anoxic 

conditions does raise intriguing possibilities for the relevance of this chemistry in the ancient, prebiotic 

environment. Unlike the modern atmosphere, the prebiotic atmosphere contained very little O2 and ozone, 

allowing more UV light to reach the troposphere and Earth’s surface.94, 95 Aqueous photochemistry of 

pyruvic acid has been shown to be competitive with hydroxyl radical reaction in the modern 

environment.37 The absence of oxygen in the prebiotic atmosphere suggests that the photochemistry of 

carbonyl-containing compounds is expected be an even more significant process on the ancient Earth than 

it is today, given that far less OH radical would have been available in prebiotic environments. The 

generation of oligomers under prebiotically-relevant conditions demonstrates that pyruvic acid can 

harness sunlight and convert it into usable chemical energy stored in complex, reactive molecules. In 

addition to being an important atmospheric species, pyruvic acid is also at the center of metabolism,96-100 

and it has been suggested that its photochemistry may have driven protometabolic cycles.95, 99-101 

9.4 Conclusions 

In this work, the aqueous phase photochemistry of pyruvic acid was investigated at low 

concentrations under an anaerobic, N2 atmosphere. Even in very dilute solutions with low concentrations 

of pyruvic acid, covalently-bonded dimers and trimers are formed from the recombination of 

photochemically-generated radical species. We have shown that it is energetically possible for an excited 

pyruvic acid molecule to abstract a hydrogen from the methyl hydrogen group of another pyruvic acid 

molecule in addition to hydrogen abstraction from the carboxyl group. This generates a new radical, OA•, 
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which can recombine with HA• to form parapyruvic acid, a dimer of pyruvic acid known to be generated 

via dark oligomerization processes.66  

Several of the observed species in the post-irradiation solutions are not primary photoproducts of 

pyruvic acid but are, rather, generated from the further reactions of oligomeric intermediates. Such 

intermediate species can decompose by dehydration or decarboxylation, but they can also undergo further 

photochemical reactions to generate larger molecules. We have proposed that parapyruvic acid, itself an 

α-keto acid, when photoexcited follows the same photochemical pathways as pyruvic acid, cross-reacting 

with pyruvic acid to form 2,4-dihydroxy-2-methyl-5-oxohexanoic acid, a trimer of pyruvic acid.  

Pyruvic acid’s photochemistry is known to be incredibly sensitive to environmental conditions, with 

completely different reaction pathways available in the aqueous phase than in the gas phase. Within the 

aqueous phase, the composition of dissolved gases in solution has a strong influence on the branching 

ratio of these pathways. This network of reactions yields a diverse library of photoproducts even when 

considering only a simple model system of a single species. This highlights that the formation of SOA 

from the aqueous chemistry of small organics under atmospheric conditions is reliant on a Gordian Knot 

of interwoven networks of reactions between many species. However, while a complex mixture of 

products is generated from the aqueous photochemistry of pyruvic acid, the mechanisms governing their 

formation are robust and self-consistent, suggesting that by understanding in detail the photochemistry of 

model species, mechanistic motifs may be found across classes of molecules that help untangle the 

reactive behavior of more complex mixtures of species.  
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Chapter 10: Zymonic Acid as a Prebiotic Sugar Analogue 

10.1 Introduction 

 Sugars, as a class of molecule, are an essential component of modern life. Due to their critical 

incorporation into the structures of DNA and RNA, the synthesis of sugars and their incorporation into 

nucleosides have attracted attention in prebiotic chemistry. In life, however, sugars play roles beyond 

information storage, including metabolism, energy storage, and physical structuring. In this work we 

examine the ability of a prebiotically relevant sugar-like molecule, zymonic acid, to fill the roles played 

by modern sugars in a prebiotic, enzyme-free setting. 

 In studies of prebiotic chemical evolution, it is common to examine chemical systems and their 

functions in modern life, in order to understand the necessary roles similar chemical systems must have 

played during the emergence of life. For the case of sugars, however, this is not so simple, because of the 

plethora of functions that sugars appear to serve in modern biology, including roles in energy storage, 

other metabolic processes, and maintaining structure. In some cases, this is further complicated because 

we still lack complete understanding of several of these roles.  

 Sugars are most commonly thought of as metabolites. Metabolism, broadly speaking, is the 

process by which life generates all of the molecules required for continued survival. Metabolic processes 

can be split into two classes, catabolic and anabolic processes. In catabolism, sugars (as well as other 

molecules) are converted to lower energy waste products to simultaneously create useful high energy 

molecules, such as adenosine triphosphate (ATP) from adenosine monophosphate (AMP). In anabolism, 

high energy molecules like ATP are consumed (or rather converted to AMP) in order to drive reactions 

up-hill in energy and create useful products. Sugars are modified anabolically to make useful small 

molecules, such as nucleosides like adenosine. A related cellular use of sugars is for energy storage, 

which often involves assembly into sugar polymers (polysaccharides) such as starch or glycogen, in order 

to regulate both resource usage and osmotic pressure. Different sugar polymers can have other functional 

roles in cells, although these have been far less studied than their amino acid polymer (protein) analogues. 
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Common examples are structural components made largely of polysaccharides, such as cellulose or 

chitin. Sugars also make up the structural backbones of the informational polymers DNA and RNA. A 

role of sugars that has begun receiving a great deal of attention in biology is the modification of proteins, 

to form amino acid sugar copolymers known as glycoproteins. Glycoproteins seem to occupy the same 

types of roles as unmodified proteins, and can range from structures consisting mostly of amino acids, to 

structures that are mainly polysaccharides. Sugar groups attached to lipids can be important membrane 

components and have a role in several types of signaling processes as well. In short, sugars appear to be 

used in nearly all, if not all, aspects of modern cellular life. 

 Despite the prevalence of sugars in so many areas of life, the prebiotic interest in sugars has 

largely focused on the synthesis of ribose and, subsequently, RNA. RNA has gained a great deal of 

attention due to its ability to act both as an informational polymer and a catalyst. Some RNA polymer 

sequences, known as ribozymes, possess autocatalytic activity, or ability to catalyze the formation of 

other RNA polymers.1,2 It is commonly hypothesized that RNA was an essential component of early life.3 

The sugar ribose is a critical component of RNA, and forms the polymer backbone along with phosphate 

linking groups. There has been work showing the formation of a mixture of sugars, including ribose, from 

the so-called formose reactions. Starting with glycolaldehyde, which can be formed prebiotically,4,5 the 

reaction proceeds with the addition of formaldehyde and calcium hydroxide to reach very high pH.6,7 This 

reaction proceeds further, quickly degrading the sugars, although this can be prevented by the addition of 

a borate mineral.8 There is some evidence that this reaction could occur under hydrothermal vent 

conditions at less extreme pH;8–10 however, formose reactions in prebiotic contexts have been subject to 

criticism due to low yields, the relative instability of ribose, and the scarcity of the required reaction 

conditions prebiotically.11–16 Some work has been done that partially addresses these issues, using 

additional catalysts17 or photochemical initiation,12 but many problems remain. 

 While auto-catalytic RNA is likely to be an important component of early life, and the synthesis 

of ribose is clearly a key step, limiting the study of prebiotic sugars solely to ribose is too narrow given 
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the variety of roles that sugars occupy in modern life. Another factor, which likely contributes to the 

relatively limited scope of investigations of sugars is their restrictive formal definition based on structure 

rather than function. In modern life, carbohydrates (sugars and sugar polymers) are defined as having 

approximately the chemical formula of CnH2nOn, where n≥3.18 This definition is problematic even for 

modern sugars like deoxyribose, a critical component of DNA, and sucrose which do not meet the 

chemical formula requirement, and exceptions are made for these molecules. The formulaic definition 

comes from the stoichiometry of photosynthetic sugar generation, and may not be particularly relevant for 

prebiotic or early biotic sugar analogues, which are expected to be generated through different processes. 

In order to broaden the breadth of our studies, we will turn away from the formal definition of sugars and 

investigate sugar analogues that are able to fill the functional roles of sugars in modern life. 

 Perhaps the most essential roles of sugars in life are as metabolites and energy reservoirs, 

although there are not obvious reasons to discard their role as a structural building block across the many 

materials and subsystems used in modern life. The roles in metabolism and energy storage lead to further 

questions, of course, about what kind of metabolism might exist in prebiotic or early biotic systems. The 

core function of metabolism is to make molecules that are useful to the survival or replication of an 

organism or prebiotic chemical assembly. This is often accomplished through coupled processes that 

consume energy, and those that release energy. In modern life, these processes are viewed as being 

coupled, but distinct. Catabolic processes degrade complex molecules in order to produce high energy 

driver molecules (like ATP), and these can separately be used to drive anabolic processes that produce 

useful, complex molecules. Several prebiotic reactions have been proposed for various steps required to 

make ATP.19–23 Because ribose is incorporated into the structure of ATP, synthesis of ATP face the same 

criticisms of prebiotic ribose generation in addition to criticisms of further reactions and conditions.15,24,25 

As a result, ATP is unlikely to be a viable high energy molecule to drive prebiotic or early biotic 

metabolism. Instead, alternative molecules that are essentially capable of filling the role of ATP could be 

used. These types of molecules have been referred to as driver molecules. Driver molecule schemes have 
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been discussed in detail elsewhere,26–28 and essentially allow for chemical energy transduction as 

demonstrated in Figure 10.1. The role of the driver molecule is essentially the same role as that of ATP in 

modern life and serves to utilize an external source of energy to make a wide variety of products.  

Figure 10.1: A schematic of driver molecules 

harnessing external energy sources and 

subsequently driving useful reactions. 

 One particularly promising candidate 

as a metabolic driver molecule is pyruvic 

acid. Pyruvic acid has advantages in this role due to its central location in the metabolism of all modern 

life, its prebiotic relevance,29–33 and its ability to harness solar radiation to undergo photochemical 

reactions and consequently generate complex organic molecules, an important piece of metabolism.30,32,34 

With this view of metabolism, a key requirement of a sugar analogue would be its ability to be formed 

from a driver molecule, like pyruvic acid, as well as break down into the same driver molecule. It is also 

important that this cyclic conversion is possible under relatively mild conditions or with simple and 

abundant catalysts, due to the absence of enzymes in prebiotic scenarios.  

 Another primary role of sugars in modern life is energy storage. In order to survive in times of 

low energy intake, previously acquired energy must be stored in a form that can be converted back to the 

driver molecule relatively easily. In the longer term, modern sugars are stored as polymers, such as starch 

or glycogen, which helps reduce osmotic pressure inside cells compared to monomer sugar storage. It 

would clearly be advantageous for our sugar analogue to be able to polymerize for this reason. Many of 

the other roles of sugars involve polymerization reactions as well, both to form structural components, or 

informational polymers. 
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 To summarize, we are interested in identifying prebiotic sugar analogues, with the requirement 

that they can both be produced from, and converted to, a metabolic driver molecule, such as pyruvic acid. 

It would also be advantageous for these sugar analogues to be able to fill other roles of sugars in modern 

life, namely reacting to form other useful molecules, particularly useful polymers. There are likely a 

variety of candidates for prebiotic 

sugars, largely depending on which 

driver molecule is used, but in this 

work we present one interesting 

candidate for a pyruvic acid driver 

system: zymonic acid.  

Scheme 10.1: Acid and Base 

Catalyzed reaction mechanisms for 

the formation of the open ketone form 

of zymonic acid (parapyruvic acid) 

from pyruvic acid.  

 Zymonic acid is a six carbon molecule that forms spontaneously from pyruvic acid, both as a pure 

liquid or an aqueous solution. The rate of formation of zymonic acid from pyruvic acid appears to 

increase with increasing pH, or in the presence of several divalent cations.35–41 There is also some 

evidence that the rate of formation increases at very low pH as well, which is consistent with the proposed 

aldol addition mechanism shown in Scheme 10.1.35–39 The ability of zymonic acid, or the readily 

interconvertible parapyruvic acid, to form spontaneously from pyruvic acid gives it a clear prebiotic 

relevance.  It has even been found in meteorites alongside pyruvic acid,32 and under simulated 

hydrothermal vent conditions.42 Because zymonic acid is so closely related to pyruvic acid, a modern and 

potential prebiotic metabolite, it has a direct link to metabolism in either case. In fact, zymonic acid 

appears to bind analogously to α-ketoglutarate in several enzymes.43–45 Zymonic acid can be degraded in 

water in order to regenerate pyruvic acid,46 allowing for simple, prebiotically relevant conversions both 

ways between pyruvic and zymonic acids.  
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10.2 Results 

 Our recent work46 has shown several interesting properties of this molecule that are relevant to 

the story at hand. In aqueous solution it exists in equilibrium between at least five different forms (Figure 

10.2), as well as pyruvic acid. Among these five forms, three are closed-ring and two are open-chain. 

There is some resemblance to the closed-ring and open-chain coexistence that is observed in modern 

sugars, although in zymonic acid the ringed forms are lactones rather than hemiacetals or hemiketals. The 

chemical polymorphism* both current sugars and zymonic acid exhibit (Figure 10.2) may contribute to 

the ability to fill some of the many roles associated with sugars in modern biology. This polymorphism in 

solution is also entropically favorable and, along with the high O:C ratio of all the forms, contributes to 

the favorable interactions with water that is a hallmark of sugars. The ratios between the different forms 

of ribose or zymonic acid in solution will vary depending on the solution conditions (concentration, pH, 

temperature, etc.). The variety of chemical forms in solution cause different reactive pathways to be 

accessible. This allows for both more ways to create these sugar-like molecules, as well as more ways for 

them to react anabolically and catabolically. 

                                                           
* For the purposes of this paper, we define chemical polymorphism to mean the ability of a compound to exist as a 
mixture of different chemical structures at equilibrium (especially in aqueous solution). It is simplest to refer to the 
mixture of chemicals as a single compound due to the inseparable nature of the mixture. 
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Figure 10.2: Structures that zymonic acid and 

ribose adopt in solution, illustrating the 

polymorphic nature of these compounds. 

Zymonic acid forms, from top to bottom are 

named as: open ketone (parapyruvic acid), 

open diol, closed ketone, closed enol, closed 

diol.  Red dots indicate chiral centers with 

either handedness being possible for these 

sites. Ribose has additional chiral centers that 

are not marked in this manner, because 

differing chirality changes the common name 

for the sugar (e.g. D- or L- arabinose, lyxose, 

and xylose). 

 It is worth noting the chirality of the 

structures shown in Figure 10.2. Life today is 

generally homochiral in its use of sugars and 

amino acids, and the evolution of 

homochirality is a matter of considerable 

interest. While an in depth discussion of chirality is beyond the scope of this work, the similarities 

between zymonic acid and modern chiral sugars are intriguing. Sugars are often distinguished by their 

chirality in several ways. For example, stereoisomers of sugars are often given different common names, 

such as aldopentose, whose epimers are ribose, lyxose, arabanose, and xylose, all differing only by the 

relative positions of the chiral centers. Each epimer can be further distinguished by their handedness, into 

D- and L- enantiomers. Zymonic acid contains a single chiral center, and, therefore, also exists as a pair 

of enantiomers. While zymonic acid as synthesized under our reaction conditions will be produced as a 

racemic mixture, it has been shown that under certain reaction conditions the selective formation of one 

enantiomer over another can be favored for similar sugars.10,47–50  

 Zymonic acid clearly is structurally similar to sugars, such as ribose. However, the efficacy of 

zymonic acid as a sugar analogue within a protometabolic setting is dependent on the nature of its 

conversion from pyruvic acid. To a large extent its usefulness depends on the ratio of pyruvic acid to 
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zymonic acid at equilibrium. Using aqueous NMR techniques over time, we examine the ratios of 

zymonic and pyruvic acid over time. In order to increase the transferability of these studies, equilibrium 

thermodynamic relationships are used. In this case two pyruvic acid molecules are used to make one 

zymonic acid molecule, which results in an equilibrium ratio that is dependent on the concentration of 

pyruvic acid in the system, with higher concentrations of pyruvic acid favoring zymonic acid formation, 

as illustrated in equation 1.  

(Equation 1)                               𝐾𝑒𝑞 =
[𝑝𝑦𝑟𝑢𝑣𝑖𝑐]2

[𝑧𝑦𝑚𝑜𝑛𝑖𝑐]
                        

[𝑝𝑦𝑟𝑢𝑣𝑖𝑐]

[𝑧𝑦𝑚𝑜𝑛𝑖𝑐]
=

𝐾𝑒𝑞

[𝑝𝑦𝑟𝑢𝑣𝑖𝑐]
 

Equilibrium constants do not change directly as a function of pyruvic acid concentration, however they 

will depend on the solution pH (which can change with pyruvic acid concentration) and generally other 

factors such as solution salt content and temperature. Measuring equilibrium constants for this system 

unfortunately becomes complicated for several reasons. First, equilibrium is achieved very slowly, on the 

order of several months. Second, the different zymonic species have different pKa values and even 

different numbers of acid groups than the initial pyruvic acid. This leads to a change in pH over time, 

often resulting in a drastically different equilibrium pH than the starting pH. For example, when adding ¾ 

equivalence of NaOH to 100 mM pyruvic acid, the pH begins at approximately 3.5 and ends up at 12.5 

after ~40 days (see Figures A6.1-A6.3 and Table A6.1 in Appendix 6). Third, near equilibrium, especially 

under basic conditions, a plethora of unidentified species are observed both by nuclear magnetic 

resonance (NMR) and negative ion electrospray ionization mass spectrometry (ESI- MS) measurements 

(see Figures A6.4 and A6.5 and Table A6.1 in Appendix 6).  

 While exact quantification of equilibrium constants is extremely difficult for the reasons listed 

above, more approximate approaches can still be useful. For 100 mM samples of pure, doubly distilled 

pyruvic acid, the ratio of pyruvic acid to zymonic acid is approximately 200:1 under unadjusted, acidic 

conditions. For basic conditions however, the ratio shifts in favor of zymonic acid at approximately 1:4 if 

not more (Figures A6.1, A6.2 and Table A6.1 in Appendix 6). Under high pH conditions, it can be 
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difficult to quantify the amount of pyruvic acid in the NMR because of the high density of peaks. We 

have conservatively estimated the concentration of zymonic acid, using the upper limit for pyruvic acid; 

therefore, it is likely that the formation of zymonic acid may be even more favored. 100 mM pyruvic acid 

is a quite high concentration for most prebiotic scenarios, however. In order to estimate the ratio of 

pyruvic acid to zymonic acid at lower concentrations, we can use the same idea shown in equation 1. If 

the concentration of pyruvic acid is decreased from 100 to 10 mM, the equilibrium ratio of pyruvic acid to 

zymonic acid should increase by a factor of 10, yielding an estimated 2000:1 ratio of pyruvic to zymonic 

at low pH, and a 5:2 ratio at high pH. Decreasing the concentration further to 1 mM, we expect 

approximately a 20000:1 ratio at low pH and a 25:1 ratio at high pH. Even with these conservative 

estimates for zymonic acid availabilities, there is reason to believe that zymonic acid is a prebiotically 

relevant species across a wide range of pyruvic acid concentrations under basic conditions, while free 

pyruvic acid is much more favored under acidic conditions. 

 The aldol addition reaction that creates parapyruvic acid (which quickly equilibrates with other 

zymonic species in aqueous solution) is known to proceed further, creating larger pyruvic acid polymers 

as well.39 These products can be observed in polymerized pyruvic acid that was isolated from pure 

pyruvic acid. Peaks associated with larger pyruvic polymers are observed using ESI- MS and shown in 

Figure 10.3. Several zymonic acid species can be identified in 100 mM aqueous pyruvic acid under acidic 

conditions after 90 days via ESI- MS (Figure A6.4 in Appendix 6). Larger polymer species are not 

observed, however, due to the nature of ESI- MS measurements this does not preclude their formation. 

ESI- MS measurements are not inherently quantitative, due to the dependence of ionization processes on 

not only a given analyte, but also the composition of the solution and the ESI parameters.51  
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Figure 10.3: ESI – MS data for polymerized pyruvic acid, with peaks indicating the existence of larger 

polymers, along with a general reaction scheme for the formation of zymonic acid and larger pyruvic 

acid polymers. 

 Under basic conditions, however, a wide variety of unidentified polymers are formed from 100 

mM pyruvic acid solutions. The conclusive identification of these polymers has proven difficult, due to 

the large variety of species that are observed. Some of the species observed in the mass spectrum may be 

Na+ ion adducts as well because of the addition of NaOH, further complicates the identification of 

detected species. After 90 days of room temperature equilibration, polymers with masses of 800 daltons 

or larger are observed for pyruvic acid neutralized with 1 equivalent of NaOH (Figure A6.5 in Appendix 

6). These masses correspond to polymeric species composed of >9 pyruvic acid monomers. It is unclear, 

however, what the structures of these polymers are, and what chemical mechanisms lead to their 

formation. The chemistry under basic conditions may proceed through the identified zymonic acid 

species, but may also differ significantly from the acidic chemistry, even for low molecular weights. The 

diversity observed in the polymeric species, is however consistent with the polymorphic nature of 

zymonic acid: polymerization of a mixture of 5 species has many more accessible reactive pathways than 

a single species might. 
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 An important aspect of biological polymers is their ability to degrade back into their monomeric 

units. For proteins, this allows for recycling and modification after synthesis. For informational polymers, 

this allows for repair and recycling. For sugar polymers this allows for regeneration of sugar monomers, 

which is crucial for their role of energy storage. Zymonic acid and the larger polymers that we observe 

appear to spontaneously reconvert to pyruvic acid under acidic conditions. High pH polymerized sample 

was re-acidified using concentrated hydrochloric acid to pH 2.6, the approximate pH of the original 

pyruvic acid solution, and after 26 days NMR spectra were recorded. The original solution had less than 

2% of the organic H incorporated into pyruvic acid, while the acidified solution contained between 16 and 

34% (Figure A6.6 in Appendix 6). The higher end of this range is more plausible for reasons discussed in 

the Appendix 6. The observed increase in signal is large enough that the direct conversion of zymonic 

acid back to pyruvic acid cannot account for the full amount of pyruvic acid recovered alone, implying 

that the other polymeric species are likely being converted back into pyruvic acid under acidic conditions. 

10.3 Discussion 

 Zymonic acid clearly fulfills our simple requirements for a prebiotic sugar analogue. First, it can 

be directly formed from pyruvic acid, our example driver molecule. This occurs in aqueous solution at a 

reasonable rate for relatively concentrated pyruvic acid (100 mM) under both basic and acidic conditions. 

This concentration may be too high to be reasonably found in an environment like an ocean, it is perhaps 

not entirely unreasonable for an atmospheric aerosol. While, it is observed that pyruvic acid is favored 

over zymonic acid under more dilute conditions, the equilibrium is such that relatively large quantities of 

zymonic acid will still be present under dilute, basic conditions. Second, zymonic acid can also be 

converted back to pyruvic acid in solution, especially under acidic conditions. Acidification of aqueous 

samples containing zymonic acid resulted in the regeneration of pyruvic acid. These properties allow 

zymonic acid to form reactive pathways between pyruvic acid and other species, in a manner that mimics 

simple catabolic and anabolic pathways. 
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 While these basic requirements are not particularly stringent, there are a number of additional 

features to the zymonic acid system that make it an appealing candidate for a prebiotic or early biotic 

sugar analogue. The most obvious property is its ability to polymerize under simple basic conditions. 

Many of the key functions of sugars in modern life require polymeric forms, such as information storage 

(RNA and DNA), cell structural components (cellulose and chitin), or energy storage reservoirs (starches 

and glycogen). Large sugar polymers are also present in some glycoproteins. Prebiotic chemical 

assemblies or even early life might not require sugars to fill these roles, but modern life clearly does. If 

the observed polymers are capable of playing the part of sugar polymers, it is advantageous not only due 

to the desirability of defined structure, information, and energy storage in maintaining a robust chemical 

assembly or early lifeform, but also because it provides a direct evolutionary link between early life and 

modern life. While it remains to be seen how well the observed polymers would be able to fill these roles, 

the diversity in spontaneously generated polymers increases the likelihood that functional polymers could 

be generated. 

 Another potentially advantageous property of this pyruvic acid and zymonic acid polymer system 

is its dependence on environmental conditions. High pH conditions favor the formation of zymonic acid 

and polymeric species, while low pH conditions favor free pyruvic acid. This allows for a range of 

different ratios of these species under various environmental conditions, allowing for room for 

optimization. Along with proper material transport, it also allows for establishment of a steady state, out 

of equilibrium system, a hallmark of life. This is possible, in principle, because of the shift in energetics 

as a function of pH. Molecules that were at equilibrium at high pH, when transported to an area of lower 

pH, become relatively higher in energy, and no longer in equilibrium. Areas where pH gradients exist are 

not uncommon in the environment and include hydrothermal vents and ocean/aerosol systems, which 

have been proposed to be of great importance in prebiotic chemistry.29,52–56  

 For the generation of out of equilibrium systems, perhaps an even more useful property of 

zymonic and pyruvic acids, is their ability to absorb light. Pyruvic acid and zymonic acid have UV 
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absorption features (λmax, pyruvic ~320 nm,57 λmax, zymonic ~240 nm46) that would be capable of absorbing 

wavelengths of light that are accessible on the prebiotic Earth.29,30,58 This allows for photochemical 

reactions to take place, potentially including reactions that result in higher energy products. Previous 

investigations of the photochemistry of pyruvic acid have shown the formation of complex reaction 

products,30,59–62 including some products that are metabolic intermediates in modern life.30 Very recent 

work also suggests that pyruvic acid can react photochemically to form zymonic acid. In bulk aqueous 

phase, photochemically generated parapyruvic acid serves as a reactive intermediate, leading to larger 

oligomeric products.63 Under atmospherically relevant conditions, gas phase zymonic acid has been 

observed from the multiphase photochemistry of pyruvic acid.62 Alkyl α-keto acids with longer carbon 

chains appear to react similarly to pyruvic acid, with an intermediate reminiscent of zymonic acid.64 In a 

broader sense, the absorption of light allows for direct addition of energy to a chemical system. This 

additional energy allows for the creation of higher energy, useful compounds and, potentially, the 

maintenance or propagation of a non-equilibrium system. The absorption of light is the major driving 

force behind most of modern life, through photosynthetic organisms and their subsequent consumption by 

other organisms. 

 In addition to energy capture, an important element in maintaining an out of equilibrium system is 

catalytic control. The ability of chemical pathways to be activated or deactivated based on environmental 

conditions has the potential to create more robust chemical systems. For example, when a pathway 

becomes very thermodynamically favorably, it could be advantageous to slow the kinetics to prevent a 

loss of energy through that path. Zymonic acid formation has been shown to be catalyzed by metal ions, 

like Zn(II) and Ni(II).40 As discussed previously, basic conditions seem to favor polymer formation, while 

acidic conditions favor zymonic acid monomers and pyruvic acid itself. Changing pH conditions from 

basic to acidic could result in kinetically trapped zymonic acid and polymers, but the addition of Zn(II) to 

the system would lower the kinetic barrier and allow for conversion back to free pyruvic acid. This is 

essentially a very basic regulatory response, where a signal (in this case Zn(II)) results in a chemical 
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change (generation of pyruvic acid). The use of Zn(II) in particular is appealing due both to its abundance 

in modern biology, as well as its plausible prebiotic relevance.65 Interestingly, zymonic acid metal 

catalyzed systems have been shown to display oscillating, out of equilibrium chemical changes under 

certain conditions.66 

 Thermodynamically, the reactions that compose life are a balancing act between stability and 

reactivity. In modern life, this balance is shifted toward more stable chemical systems. In order to 

compensate for the added molecular stability, catalytic enzymes are utilized, which lower reaction 

barriers. This allows reactions to proceed that would otherwise not occur on reasonable timescales. This 

scheme has additional advantages due to the directed nature of enzymatic catalysis, promoting only a 

narrow range of substrates and reactions. While some degree of catalytic control may be available to 

prebiotic or early biotic systems, it will necessarily be less specific than the enzymatic control in modern 

life. Therefore, prebiotically the balance would be shifted such that more reactive chemical components 

are favored. Zymonic acid is more reactive than a modern sugar, as evidenced by its observed reactions in 

simple aqueous solutions. Because of this enhanced reactivity, zymonic acid is an intriguing sugar 

analogue for prebiotic chemical systems.  

10.4 Conclusions 

 While the prebiotic chemistry of sugars has often focused on the generation of modern, strictly-

defined sugars like ribose, we instead have examined more broadly the roles that sugar analogues would 

need to fill in prebiotic or early biotic systems. Perhaps the most important functions of sugars in life are 

as metabolites and energy storage reservoirs. In order to maintain this function prebiotically, it is essential 

that a prebiotic sugar analogue is capable of both generating, and being generated from, a prebiotically-

plausible high-energy driver molecule. Further roles of sugars often involve the covalent bonding of sugar 

molecules to: proteins in the case of glycoproteins; lipids in the case of glycolipids; nucleosides in the 

case of informational polymers; and other sugars in the case of polysaccharides. While these complex 
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structures may not be essential to prebiotic or early living systems, it appears that the adaptability and 

reactivity of sugars are important to their function. 

 We proposed that zymonic acid is a promising candidate for a prebiotic sugar analogue, using a 

pyruvic acid driver molecule system. We have demonstrated its prebiotic plausibility, as well as its robust 

connection to pyruvic acid. It can spontaneously convert to and from pyruvic acid with relatively slow 

uncatalyzed rates, and the equilibrium constant between pyruvic acid and zymonic acid depends on 

concentration and pH. Zymonic acid displays favorable water interactions and chemical polymorphism in 

solution, similar to modern sugars. This likely contributes to its reactivity and its ability to polymerize. 

Demonstration of these reactions is a necessary first step towards harnessing them in a prebiotic or early 

biotic system. Furthermore, the capture of additional energy by zymonic acid is made possible via 

photochemistry. The ability of zymonic acid to take part in simple regulatory schemes was also discussed, 

relying on a combination of divalent metal catalysis and conditional dependence. This is exemplified with 

the establishment of out of equilibrium, oscillating chemical systems.66 While zymonic acid is almost 

certainly not the only molecule capable of filling the roles of sugars in prebiotic or early biotic scenarios, 

it is an interesting and promising example molecule worthy of further investigation.   

10.5 Materials and Methods 

Pyruvic acid was purchased from Sigma-Aldrich (98%) and was distilled prior to use to remove zymonic 

acid and polymer products. Distillation was carried out at temperatures under 55 °C and pressures under 1 

Torr. Distilled pyruvic acid was stored at 4 °C and used within one month of distillation. Zymonic acid 

was isolated and purified as previously described.46 Briefly: crude zymonic acid was isolated from 

pyruvic acid (Sigma-Aldrich, 98%), that had been stored at 4 °C for several months, via distillation. It 

was further purified by washing with dry ethyl acetate (Mallinckrodt, ≥99.5%) and hexanes (Sigma-

Aldrich, ≥99%). Where water was used it was deionized water with 18.2 MΩ/cm resistivity and 3 ppb 

total oxidizable carbon (TOC). 
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NMR: 1H spectra were collected with a Varian INOVA-500 NMR spectrometer operating at 499.60 

MHz. Samples were prepared in water, held at 23 °C, and an optimized WET solvent suppression 

sequence was used to remove >99% of the water signal.67 

MS: Negative ion electrospray mass spectra were collected on a Waters Synapt G2 HDMS mass 

spectrometer. Instrument parameters were the following: analyzer, resolution mode; capillary voltage, 1.5 

kV; source temperature, 80 °C; sampling cone, 30 V; extraction cone, 5 V; source gas flow, 0.00 mL/min; 

desolvation temperature, 150 °C; cone gas flow, 0.0 L/h; desolvation gas flow, 500.0 L/h. 
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Chapter 11: Concluding Remarks 

 Throughout this manuscript there has been a focus on the partitioning of material to aqueous 

interfacial regions. The driving forces behind partitioning and the consequences of such partitioning were 

investigated. The consequences of surface partitioning were shown to be particularly important in 

Chapters 3, 5, and 6, which discussed the genetic disorder phenylketonuria (PKU). These studies 

conclude that the partitioning of phenylalanine (Phe) into interfacial regions changes the morphology and 

interfacial tension of a model cell membrane (Chapter 3 and 5), and leads to an increase in the 

permeability of the membrane (Chapter 6). This provides a plausible molecular-level mechanism for the 

cellular damage associated with untreated PKU.  

 In these systems, surface partitioning was driven by a complex mixture of forces. An 

investigation of a series of molecules structurally similar to Phe was undertaken in chapter 5 to elucidate 

these. Despite the structural similarities of the molecules in the series, contrasting solution and surface 

behavior were observed. The solution and interfacial properties also diverged from what would be 

predicted by a simple hydrophobic framework. It was ultimately concluded that interactions between 

aromatic species were the dominant factors controlling the observed behavior, due largely to interfacial 

clustering. This illustrated an important point about surface partitioning: as with any consideration of 

phase partitioning, the energetics of all available phases must be considered. Theories of hydrophobicity 

can be used to predict the interactions between dissolved species and water with reasonable success. 

However, they fail to adequately predict the energetics of material in the interfacial phase and do not 

attempt to predict the energy of material in a pure or very solute rich phase (in the case of precipitate 

formation, liquid-liquid phase separation, etc.). Because of this, hydrophobic theories can only be 

predictive of surface partitioning to the extent that pure and interfacial phase energetics are not changing 

within a series, or the changes are insignificant compared to the aqueous energetics.  

 Theories of hydrophobicity are often further confounded by the term “hydrophobicity” being used 

in very different ways. It could be said that a material is hydrophobic due to its preferential partitioning 
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into octanol out of water. Or it could be hydrophobic because it has low solubility in water. Or it could be 

hydrophobic because it disrupts the hydrogen bonding network of water. Or it partitions to an interfacial 

region. In some cases these properties are related, but the underlying thermodynamic quantities that 

govern them are generally not the same. So while a molecule may be “hydrophobic” based on one 

property that does not guarantee that it will act “hydrophobically” when considering other properties. 

 Beyond developing a more nuanced understanding of the factors that can drive surface 

partitioning, I have also shown that partitioned material can affect the properties of the interface.  By 

examining the interfacial aggregation of Phe, I was able to not only explain its partitioning behavior, but 

also to explain the effect Phe has on other interfacial species, such as model membrane systems. While it 

is commonly accepted that the interfacial structure dictates the behavior of insoluble surfactants, this idea 

has not often been applied to soluble ones. The interfacial aggregation of Phe appears to explain the 

changes in membrane permeability discussed in Chapter 6, while phenylacetic acid, which was shown to 

partition to the surface in Chapter 5 but did not alter membrane permeability. 

 Water plays important roles not only as a solvent, but also as a reactive species, as the studies in 

Chapter 4, 8, 9 and 10 document. In Chapter 4, hydrolysis reactions were examined and in Chapters 8-10 

aldol-addition reactions, lactone ring formations, and reactions transforming ketone, enol, and geminal 

diol functional groups were investigated. In all of these reactions water plays a critical role as a reactant, a 

product, and/or a catalyst. The pH of an aqueous solution, while often thought of as simply the amount of 

added acid or base, can also be considered a measure of the reactivity of water in a given solution. The 

unique reactivity of water is particularly important given its ubiquity in the natural environment and 

biology, governing in many cases the equilibria and kinetics of networks of reactions.  

 Aqueous interactions are inseparable from so many aspects of chemistry and life. Much progress 

has been made in understanding water, but there is much more work to do. Through this dissertation and 
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the associated works, I hope to have contributed to a deeper understanding of the complex, fascinating, 

and essential material that is water. 
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Appendix 1: Supporting Information for Chapter 3 
 

 This chapter is adapted with permission from: Griffith, E. C.; Perkins, R. J.; Telesford, 

D.-M.; Adams, E. M.; Cwiklik, L.; Allen, H. C.; Roeselová, M.; Vaida, V. Interaction of L-

Phenylalanine with a Phospholipid Monolayer at the Water–Air Interface. J. Phys. Chem. B 2015, 

119 (29), 9038–9048. Copyright 2015 American Chemical Society. 

 

Methods 

 

Brewster Angle Microscopy – BAM images shown in Figure A1.6 were collected on a BAM 

instrument similar to the one described in the main text with slight alterations: a 17 mW p-

polarized 633 nm illumination source (Research Electro-Optics), a Nikon 20x infinity corrected 

super long working distance objective, and a back illuminated anti-reflective CCD (Andor model 

DV412-BV) 

 

MD Simulation Insertion Procedure – The following procedure was used to create the initial 

configuration for the simulations of aqueous solution of L-phenylalanine (Phe) between two 

monolayers of DPPC.  A pre-equilibrated system consisting of a water slab (6876 water 

molecules) with a DPPC monolayer (64 DPPC molecules) on either air-water interface was 

visualized in VMD and used as the starting configuration. The dimensions of the entire periodic 

box were 6.69 x 6.69 x 28 nm. The middle portion of the water slab, i.e., a 2 nm-thick slice 

containing only water molecules, was removed, leaving the two solvated DPPC monolayers and a 

void between them (System A, Figure A1.1). 



247 

 

 

 
 

Figure A1.1:  Snapshots during insertion procedure. 

 

 Using GROMACS, a 6 x 6 x 1.75 nm box (i.e., of slightly smaller size than the void in 

System A) was generated, containing the desired number of  Phe molecules. The molecules were 

positioned randomly within the box in such a way as to avoid overlap between them, and 

subsequently solvated with water (System B, Figure A1.1).   Both systems were then combined 

by inserting the box of solvated Phe molecules between the two hydrated monolayers of DPPC 

and centering it within the void.  The resulting configuration is shown in Figure A1.1.  Finally, a 

short energy minimization was performed with GROMACS to prevent close contacts between 

atoms, followed by a 10ns equilibration NVT run at T=310 K. Any void space remaining in the 

system after the insertion of the box of Phe solution between the two DPPC monolayers was 

quickly eliminated within the first few tens of picoseconds of the simulation run. 
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Figure A1.2:  Snapshot after 20 ns of simulation of (a) zwitterionic Phe and (b) neutral Phe, 

DPPC system.  DPPC molecules are shown in gray and water molecules are removed for clarity. 

 

 
Figure A1.3:  Snapshot from zwitterionic (a) and neutral (b) Phe within the DPPC film (only C2 

atom from DPPC molecules are shown for clarity) illustrating occasional dehydration of neutral 

Phe molecules within film (indicated by white circle) but consistent solvation of headgroups of 

zwitterionic Phe throughout the simulations. 
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Figure A1.4:  Confocal microscope images over time during drying out of 120 mM Phe solution 

forming fibrils.   The images are taken at the following times after deposition: (a) 1 minute, (b) 7 

minutes, (c) 8 minutes, (d) 8.5 minutes, (e) 9 minutes, (f) 9.5 minutes, (g) 10 minutes, (h) 10.5 

minutes, (i) 11 minutes.  Scale bars represent 15 μm. 
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Figure A1.5:  Confocal microscope images of 2.5 mM Phe solution (a) immediately after 

deposition on slide, (b) fibrils forming in solution as the drop dries and shrinks and (c) dried 

fibrils in better focus.  Scale bar represents 20 μm. 

 

 

 

 
 

Figure A1.6: BAM images of 2.5, 10 and 20 mM Phe only aggregates at the bare water surface 

(a) and (b) 2.5mM Phe at 0 and 16500 s, (c) and (d) 10 mM Phe at 0 and 16500 s, (e) and (f) 20 

mM Phe at 0 and 16500s.  Scale bar represents 50μm. 
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Figure A1.7:  Isotherm of DPPC deposited on water with corresponding BAM images in different 

phases throughout its isotherm as indicated. 
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Figure A1.8. Atom names for zwitterionic Phe 

 

Table A1.1: Atomic types and charges for zwitterionic Phe. Atom names correspond to Figure 

A1.8. 

Atom name Amber ff03 atom type Charge 

N N3 -0.335478 

H1 H 0.266212 

H2 H 0.266212 

H3 H 0.266212 

CA CT 0.003747 

HA HP 0.098054 

CB CT -0.369740 

HB1 HC 0.127679 

HB2 HC 0.169801 

CG CA 0.237468 

CD1 CA -0.209531 

HD1 HA 0.129611 

CE1 CA -0.122457 

HE1 HA 0.131357 

CZ CA -0.129696 

HZ HA 0.128047 

CE2 CA -0.122457 

HE2 HA 0.131357 

CD2 CA -0.209531 

HD2 HA 0.129611 

C C 0.678048 

OC1 O2 -0.632264 

OC2 O2 -0.632264 
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Figure A1.9. Atom names for neutral Phe 

 

 

Table A1.2:  Atomic types and charges for neutral Phe. Atom names correspond to Figure A1.9. 

Atom name Amber ff03 atom type Charge 

N N3 -0.841199 

H1 H 0.326533 

H2 H 0.326533 

CA CT 0.238852 

HA HP 0.025766 

CB CT -0.257047 

HB1 HC 0.083838 

HB2 HC 0.057174 

CG CA 0.171940 

CD1 CA -0.169748 

HD1 HA 0.108205 

CE1 CA -0.117582 

HE1 HA 0.121796 

CZ CA -0.122945 

HZ HA 0.119201 

CE2 CA -0.117582 

HE2 HA 0.121796 

CD2 CA -0.169748 

HD2 HA 0.108205 

C C 0.550381 

OC1 OH -0.484507 

OC2 O -0.431490 

H HO 0.351627 
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Appendix 2: Supporting Information for Chapter 5 

 Adapted with permission from Perkins, R. J.; Kukharchuk, A.; Delcroix, P.; Shoemaker, R. K.; 

Roeselová, M.; Cwiklik, L.; Vaida, V. The Partitioning of Small Aromatic Molecules to Air–Water and 

Phospholipid Interfaces Mediated by Non-Hydrophobic Interactions. J. Phys. Chem. B 2016, 120 (30), 

7408–7422. Copyright 2016 American Chemical Society. 

A2.1 Adsorption Isotherms to Bare Water 

 

Figure A2.1: Adsorption of PhAA to water as a function of concentration. 

 Raw data is shown in red, and was collected as described in the experimental section of the main 

paper. Average traces are shown in black and were obtained by averaging the shown raw data in Igor Pro 

using the Average Waves function. Point by point standard deviations were generated using the same 

tool, and used to calculate uncertanties averaged over a given time period.

25

20

15

10

5

0

S
u
rf

a
c
e
 P

re
s
s
u
re

 (
m

N
/m

)

10008006004002000

Time (s)

Adsorption of PhAA to water  105.7 mM PhAA
 20 mM PhAA
 2.5 mM PhAA



255 

 

 
 

Figure A2.2: Change in surface pressure over time for a pure water (18.2 mΩ, 3 ppb total oxadizable 

carbon). 

 

Figure A2.3: Adsorption isotherm for 20 mM PhGly solution over time. 
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Figure A2.4: Adsorption isotherm of 2.5 mM Phe over time. 

Figure A2.5: Adsorption isotherms for 2.4 mM Tyr over time. 

 Average isotherm data was corrected for water evaporation by subtracting the average water 

adsorption isotherm from the average adsorption isotherm for each soluble surfactant. 
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Figure A2.6: Water corrected average adsorption isotherms for Phe, PhGly, and Tyr. 

 

 DPPC adsorption isotherms were averaged in the same way. Mean molecular area was estimated 

for each film immediately following the acquisition of the adsorption isotherm by compressing the film 

and assuming a characteristic condensed phase was pressent at the surface pressure of 40 mN/m. This 

approach is assumed to be valid based on the observation that most film contaminants are removed at 

high surface pressures, including Phe and PhAA. This process is outlined for one DPPC run below, but 

was identical for all runs. Calibrations are shown on individual traces. 
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Figure A2.7: Example DPPC area calibration after an adsorption experiment was performed. The black 

trace is a standard DPPC compression isotherm, and the red trace is a compression isotherm after 

adsorption data was collected. 

 

Figure A2.8: DPPC surface pressure over time. 
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Figure A2.9: 2.5 mM Phe adsorbption isotherms in the pressence of a DPPC film. Individual traces are 

labeled with the calculated mean molecular area of DPPC after adsorption. 

 

Figure A2.10: 2.4 mM Tyr adsorbption isotherms in the pressence of a DPPC film. Individual traces are 

labeled with the calculated mean molecular area of DPPC after adsorption. 
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Figure A2.11: 2.5 mM PhAA adsorbption isotherms in the pressence of a DPPC film. Individual traces 

are labeled with the calculated mean molecular area of DPPC after adsorption. 

 

Figure A2.12: 20 mM PhGly adsorbption isotherms in the pressence of a DPPC film. Individual traces 

are labeled with the calculated mean molecular area of DPPC after adsorption. 

 Phe equilibrations times were estimated using evaporation corrected isotherms shown below in 

supplimental figure 12. 
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Figure A2.13: Adsorption isotherms of Phe as a function of concentration, corrected for water 

evaporation.  
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A2.2 NMR Diffusion (DOSY) Results 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure A2.14: Projections of the Diffusion Dimension of DOSY NMR experiments from 100 mM (top) and 

100 M (bottom) Phe samples.  The peak near 5 is the diffusion constant calculated for Phe and the peak 

near 17 is the calculated diffusion constant for HOD (singly deuterated water). The ratio of D(HOD):D(Phe) 

is 3.4 0.1  for both, indicating that the small change in D(Phe) is due to the change in solution viscosity 

with increasing Phe concentration.  The larger error in D(Phe) at 100 M is due to lower Signal:Noise 

after 18 hours of acquisition time. 

 

100 mMolar Phenylalanine: 

HOD, D = 16.8 x10-10 m2/Sec 

Phe, D = 5.0x10-10 m2/Sec 

100 Molar Phenylalanine: 

HOD, D = 17.2 x10-10 m2/Sec 

Phe, D = 5.2x10-10 m2/Sec 



263 

 

 
 

A2.3 Electrospray Ionization Mass Spec. Results 

5 V Electrospray Data - % of Monomer 

AA/cluster size 1 2 3 4 5 

Phe 100.000 10.000 0.644 

 

  

PhGly 100.000 6.204 1.491 

 

  

PhAA 100.000 6.148 0.131 

 

  

Tyr 100.000 80.405 42.793 16.441 4.572 

50 V Electrospray Data - % of Monomer 

AA/cluster size 1 2 3 4 5 

Phe 100.000 11.908 0.540 

 

  

PhGly 100.000 50.776 4.346 

 

  

PhAA 100.000 48.537 32.846 

 

  

Tyr 100.000 34.217 11.826 4.609 2.048 

Table A2.1: Electrospray Ionization Clustering Data for 1 mM solutions of each amino acid in a 1:1 

mixture of water and methanol, Ionized at 5 volts and 50 volts. PhAA displays the least clustering under 5 

V ionization conditions, but the most clustering at 50 V. 
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A2.4 Simulation Details 

Figure A2.15: Schematic representation of the simulation 

box. A side view in the direction parallel to the water-air 

interface is shown. A slab of water (red) is placed in the 

middle of the periodic box (blue) hence forming two 

water-air interfaces. In DPPC-containing systems both 

interfaces are covered by DPPC molecules (black for 

acyl chains and green for phosphorus atoms of 

headgroups). 
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Figure A2.16. Density profiles for 150 

mM Tyrosine at air-water (a) and air-

DPPC-water (b) interfaces.  
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Appendix 3: Supporting Information for Chapter 6 

Permeability Coefficient Fitting Procedure 

 Fitting procedures were carried out as described elsewhere,1 although some details were not 

clear in the literature explanations. For the sake of clarity and completeness, the entire fitting procedure 

will be described here. The raw fluorescence data for each ribose addition was first normalized and 

corrected by the normalized buffer addition data. Normalization occurred so that the average value of 

the last 10 seconds of fluorescence data was one. This was then scaled to fit with the empirical 

emissivity equation discussed in Chapter 6, such that the calcein concentration could be determined 

from the fluorescence data. This was constrained so that the last 10 seconds of data produced 

approximately a 0.018 mM calcein concentration. This calcein concentration was then used to calculate 

a volume fraction as a function of time, such that during the last 10 seconds of data the volume fraction 

averaged to one. This volume fraction was the experimental data that the fit was compared to. 

 The fitting of the experimental data was performed in a stepwise fashion. It is assumed for these 

calculations that the movement of water across the membrane is much faster than the movement of 

solute. This manifests itself in the assumptions that no solute has crossed the membrane at time 0, and 

that the vesicles are assumed to be at osmotic equilibrium. The volume fraction at each timestep was 

calculated as the fraction of the internal concentration of osmolyte divided by the external 

concentration of osmolyte. The concentrations used took into account all ions in the case of dissociative 

species. External osmolyte concentrations were assumed to be constant, as the encapsulated volume of 

the vesicles was less than 1.5% of the solution volume. For the initial timestep there was assumed to be 

no ribose inside the vesicle. For each timestep the movement of osmolyte across the membrane was 

calculated using the equation 

𝑑𝑁𝑠
𝑑𝑡

= 𝑃𝑠 ∗ 𝐴 ∗ (𝑐𝑠
𝑖𝑛 − 𝑐𝑠

𝑜𝑢𝑡) 
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where Ns is the number of moles of ribose inside the vesicle, Ps is the permeability coefficient of the 

membrane to ribose, A is the exposed surface area of a single vesicle, and cs is the concentration of 

ribose either inside or outside the vesicle, as indicated by the superscript. In order for the units on 

dNs/dt to be in moles/s, surface area was expressed in dm2, permeability coefficient was expressed in 

dm/s, and concentrations were given in moles/L. For subsequent timesteps, dNs/dt was added to the 

number of moles of ribose encapsulated by the vesicle, and cs
in was adjusted accordingly. This fitting 

technique left a single free parameter for evaluation, Ps, which was then fit using a least square 

minimization comparing the experimental and theoretical volume fractions at each time point. 

Individual traces were all fit using this method, and average values and standard deviations of the mean 

were then calculated. 

Bibliography 
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Appendix 4: Supporting Information for Chapter 8 

 Adapted with permission from Perkins, R. J.; Shoemaker, R. K.; Carpenter, B. K.; Vaida, V. 

Chemical Equilibria and Kinetics in Aqueous Solutions of Zymonic Acid. J. Phys. Chem. A 2016, 120 

(51), 10096–10107. Copyright 2016 American Chemical Society. 

 

Figure A4.1: HMBC with overlapped HSQC spectra. F1 axis shows carbon chemical shifts and f2 axis 

shows proton chemical shifts. Water peak has been removed for clarity. HSQC peaks appear blue for CH2 

group and red for CH or CH3 groups. Peaks associated with the closed diol form of zymonic acid (ZCD) 

are shown with green lines. 
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Figure A4.2: HMBC with overlapped HSQC spectra. F1 axis shows carbon chemical shifts and f2 axis 

shows proton chemical shifts. Water peak has been removed for clarity. HSQC peaks appear blue for CH2 

group and red for CH or CH3 groups. Peaks associated with the closed enol form of zymonic acid (ZCE) 

are shown with green lines. 



270 

 

 

 
Figure A4.3: HMBC with overlapped HSQC spectra. F1 axis shows carbon chemical shifts and f2 axis 

shows proton chemical shifts. Water peak has been removed for clarity. HSQC peaks appear blue for CH2 

group and red for CH or CH3 groups. Peaks associated with the ketone forms of zymonic acid (ZCK and 

ZOK) are shown with green lines. They are indistinguishable due to relatively quick exchange between 

the two species in solution. This also leads to broad peaks from nuclei close to the exchange site, which 

are difficult to observe.  
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Figure A4.4: HMBC with overlapped HSQC spectra. F1 axis shows carbon chemical shifts and f2 axis 

shows proton chemical shifts. Water peak has been removed for clarity. HSQC peaks appear blue for CH2 

group and red for CH or CH3 groups. Peaks associated with the open diol form of zymonic acid (ZOD) 

are shown with green lines. 
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Figure A4.5: HMBC with overlapped HSQC spectra. F1 axis shows carbon chemical shifts and f2 axis 

shows proton chemical shifts. Water peak has been removed for clarity. HSQC peaks appear blue for CH2 

group and red for CH or CH3 groups. Peaks associated with the diol form of pyruvic acid are shown with 

green lines. 
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Figure A4.6: HMBC with overlapped HSQC spectra. F1 axis shows carbon chemical shifts and f2 axis 

shows proton chemical shifts. Water peak has been removed for clarity. HSQC peaks appear blue for CH2 

group and red for CH or CH3 groups. Peaks associated with the ketone form of pyruvic acid are shown 

with green lines. 
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Figure A4.7: Zoomed in view of HMBC with overlapped HSQC spectra. F1 axis shows carbon chemical 

shifts and f2 axis shows proton chemical shifts. Water peak has been removed for clarity. HSQC peaks 

appear blue for CH2 group and red for CH or CH3 groups. Peaks associated with the closed enol form of 

zymonic acid (ZCE) are shown with green lines. 
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Figure A4.8: Zoomed in view of HMBC with overlapped HSQC spectra. F1 axis shows carbon chemical 

shifts and f2 axis shows proton chemical shifts. Water peak has been removed for clarity. HSQC peaks 

appear blue for CH2 group and red for CH or CH3 groups. Peaks associated with the ketone forms of 

zymonic acid (ZCK and ZOK) are shown with green lines. They are indistinguishable due to relatively 

quick exchange between the two species in solution. This also leads to broad peaks from nuclei close to 

the exchange site, which are difficult to observe. 
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Figure A4.9: Zoomed in view of HMBC with overlapped HSQC spectra. F1 axis shows carbon chemical 

shifts and f2 axis shows proton chemical shifts. Water peak has been removed for clarity. HSQC peaks 

appear blue for CH2 group and red for CH or CH3 groups. Peaks associated with the open diol form of 

zymonic acid (ZOD) are shown with green lines. 
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Figure A4.10: Zoomed in view of HMBC with overlapped HSQC spectra. F1 axis shows carbon chemical 

shifts and f2 axis shows proton chemical shifts. Water peak has been removed for clarity. HSQC peaks 

appear blue for CH2 group and red for CH or CH3 groups. Peaks associated with the closed diol form of 

zymonic acid (ZCD) are shown with green lines.  
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Figure A4.11: COSY spectra showing correlation between the sets of zymonic closed diol (ZCD) peaks, 

and the sets of zymonic open diol (ZOD) peaks. Both axes are proton chemical shift. 
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Figure A4.12: 13C NMR of crude zymonic acid in d6-DMSO and purified zymonic acid powder using 

optimized CPMAS. 

 

 

 

Figure A4.13: The UV absorption of 5 mM zymonic acid upon mixing with water. Intensity decreases with 

time, traces are approximately 10 minutes apart. 
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Figure A4.14: NMR spectra of ZCD CH2 peaks in both water (top) and D2O (bottom). In D2O the geminal 

splitting is much weaker in D2O, where the methylene is partially deuterated, and is observed as a slight 

broadening rather than a splitting. 
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Appendix 5: Supporting Information for Chapter 9 

 Adapted with permission from: Rapf, R. J.; Perkins, R. J.; Carpenter, B. K.; Vaida, V. 

Mechanistic Description of Photochemical Oligomer Formation from Aqueous Pyruvic Acid. J. Phys. 

Chem. A 2017, 121 (22), 4272–4282. Copyright 2017 American Chemical Society. 

 
Figure A5.1: Normalized aqueous absorption spectrum of pyruvic acid (black) overlaid with the spectral 

output of the unfiltered 450 W Xe arc lamp used for photolysis (dashed red). 
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Figure A5.2: Representative high resolution ESI- MS of 10 mM pyruvic acid before (black, counts 

multiplied by -1 for ease of presentation) and after (red) 5 hours of photolysis under N2. 

 

Table A5.1: Pyruvic Acid Photolysis Detailed ESI- MS Results 

Assigned 

Formula [M-

H]- 

Assigned 

Structure 

Avg Exp. 

m/z 
Theor. m/z 

Mass 

Diff. 

(ppm) 

Exp. 

Nat. 

Abun 

Avg. 

Nat. 

Abun 

Pre-

Photolysis 

Post-

Photolysis 

C3H3O3 Pyruvic Acid 
87.0091 ± 

0.0005 
87.0082 10.8   Strong Strong 

  
88.0124 ± 

0.0004 
88.0116 9.2 3.2% 3.8%   

C4H7O2 Acetoin 
87.0454 ± 

0.0007 
87.0446 8.7   

Below 

Threshold 
Medium 

  
88.0487 ± 

0.0009 
88.0480 7.8 4.3% 5.7%   

C3H5O3 Lactic Acid 
89.0239 ± 

0.0003 
89.0239 0.45   

Below 

Threshold 
Weak 

C3H5O4 2,2-DHPA 
105.0190 ± 

0.0007 
105.0188 2.3   Weak 

Below 

Threshold 

C5H7O3 Unassigned 
115.0404 ± 

0.0008 
115.0395 8.1   

Below 

Threshold 
Medium 

  
116.0434 ± 

0.0008 
116.0429 4.6 5.4% 6.1%   

C5H7O4 
Acetolactic 

Acid 

131.0354 ± 

0.001 
131.0345 6.6   

Below 

Threshold 
Medium 

  
132.0383 ± 

0.0008 
132.0378 3.7 5.4% 6.4%   

C6H7O5 Unassigned 
159.0300 ± 

0.001 
159.0294 3.5   

Below 

Threshold 
Medium 
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160.0335 ± 

0.0008 
160.0327 5.1 6.5% 7.8%   

C7H11O4 Unassigned 
159.0666 ± 

0.0007 
159.0658 5.0   

Below 

Threshold 
Medium 

  
160.0695 ± 

0.0007 
160.0691 2.3 7.6% 8.9%   

C6H9O6 Unassigned 
161.0457 ± 

0.001 
161.0450 4.3   

Below 

Threshold 
Medium 

  
162.0487 ± 

0.001 
162.0484 2.1 6.5% 8.0%   

C6H7O6 
Parapyruvic 

Acid* 

175.0243 ± 

0.0004 
175.0243 0.21   Weak 

Below 

Threshold 

C7H11O5 DMOHA 
175.0617 ± 

0.0006 
175.0607 5.5   

Below 

Threshold 
Strong 

  
176.0650 ± 

0.0006 
176.0640 5.5 7.6% 8.5%   

C6H9O6 
Dimethyl-

tartaric Acid 

177.0409 ± 

0.0005 
177.0400 5.0   

Below 

Threshold 
Strong 

  
178.0443 ± 

0.001 
178.0433 5.7 6.5% 7.6%   

C6H6O6Na 
Na Adduct of 

2 PA- 

197.0072 ± 

0.0004 
197.0062 5.2   Strong Weak 

  
198.0102 ± 

0.0005 
198.0096 2.8 6.5% 7.3%   

Unidentified  
217.0724 ± 

0.0006 
    

Below 

Threshold 
Medium 

  
218.0757 ± 

0.001 
   10.4%   

C8H11O7 CDMOHA 
219.0512 ± 

0.0009 
219.0505 3.2   

Below 

Threshold 
Medium 

  
220.0546 ± 

0.0006 
220.0539 3.3 8.7% 9.7%   

C10H13O6 Unassigned 
229.0717 ± 

0.001 
229.0713 1.7   

Below 

Threshold 
Medium 

  
230.0754 ± 

0.001 
230.0746 3.4 10.8% 11.7%   

C9H11O7 Unassigned 
231.0511 ± 

0.001 
231.0505 2.7   

Below 

Threshold 
Medium 

  
232.0544 ± 

0.0008 
232.0539 2.1 9.7% 11.5%   

C10H15O6 Unassigned 
231.0874 ± 

0.0007 
231.0869 2.3   

Below 

Threshold 
Medium 

  
232.0909 ± 

0.002 
232.0903 2.6 10.8% 11.5%   

Unidentified  
233.0474 ± 

0.0007 
    

Medium for 

10 mM PA, 

B.T. at low 

conc 

Below 

Threshold 
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234.0513 ± 

0.0008 
   8.6%   

Unidentified  
247.0635 ± 

0.0005 
    

Medium for 

10 mM PA, 

B.T. at low 

conc 

Below 

Threshold 

  
248.0684 ± 

0.0009 
   11.1%   

C10H14O8Na 

Na Adduct of 

2 

Acetolactates 

285.0597 ± 

0.0007 
285.0587 3.6   

Below 

Threshold 
Medium 

  
286.0622 ± 

0.0009 
286.0620 0.82 10.8% 11.8%   

C9H12O9Na 

Na Adduct of 

PA- and 

DMTA- 

287.0391 ± 

0.0006 
287.0380 3.8   

Below 

Threshold 
Weak 

C9H9O9Ca 
Ca Adduct of 

3 PA- 

300.9883 ± 

0.0005 
300.9873 3.3   Strong 

Below 

Threshold 

  
301.9918 ± 

0.0005 
301.9907 3.7 9.7% 10.7%   

Unidentified  
303.0899 ± 

0.003 
    

Below 

Threshold 
Medium 

  
304.0821 ± 

0.002 
   25.0%   

C9H9O9Na2 
Na Adduct of 

3 PA- 

307.0052 ± 

0.0006 
307.0043 3.1   Medium 

Below 

Threshold 

  
308.0086 ± 

0.001 
308.0076 3.2 9.7% 10.8%   

Notes: Chemical formulas are assigned as the ionized [M-H]– species, structures are assigned as the 

neutral species. The experimental m/z is the observed average across experiments, and the uncertainty 

given is the 95% confidence interval 

2,2-DHPA = 2,2-Dihydroxypropanoic Acid, diol of pyruvic acid 

DMOHA = 2,4-dihydroxy-2-methyl-5-oxohexanoic acid 

CDMOHA = 4-carboxy-2,4-dihydroxy 2-methyl-5-oxohexanoic acid 

*The peak assigned to parapyruvic acid likely also has contributions from the closed ring form of the 

zymonic acid diol as well. 
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Figure A5.3: 1H NMR spectra of 10 mM pyruvic acid in aqueous solution before (A) and after (B) 5 hours 

of photolysis under N2. 
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Figure A5.4: 1H NMR spectra of 0.5 mM pyruvic acid in aqueous solution before (A) and after (B) 5 

hours of photolysis under N2. 

 

 
Figure A5.5: 1H NMR of 50 mM pyruvic acid bubbled O2 through pre (A) and post (B) photolysis for 5 

hours. 
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Figure A5.6: ESI- MS spectrum of 100 mM acetic acid in aqueous solution (black) compared to a 

methanol blank spectrum (purple, counts multiplied by -1 for ease of presentation). Labeled peaks are 

contributions from acetic acid species: m/z of 59.0130 corresponds to acetic acid with [M-H]- of C2H3O2, 

m/z of 141.0167 corresponds to an adduct of 2 AA- and Na with [M-H]- of C4H6O4Na, and m/z of 

217.0027 corresponds to an adduct of 3 AA- and Ca with [M-H]- of C6H9O6Ca. The intensity of the [M-

H]- of C2H3O2 is 8500 counts, below the threshold for detection of 104 counts 

 

Electronic Structure Calculations 

 Electronic structure calculations were carried out using the Gaussian 09 suite of programs.1  

Structures, harmonic vibrational frequencies and relative energies of key species are listed below.  In 

these data, pyruvic acid is abbreviated to PA. 

 

PA: 
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Cartesian coordinates (Å) 

C  0.034160   -0.819768    0.000000 

C  0.000000    0.732114    0.000000 

C -1.347214    1.382920    0.000000 

8  1.279980   -1.299496    0.000000 

8 -0.956240   -1.496486    0.000000 

8  1.060650    1.318808    0.000000 

H  1.874420   -0.525975    0.000000 

H -1.916469    1.052931    0.873522 

H -1.916469    1.052931   -0.873522 

H -1.238283    2.465917    0.000000 

 

Harmonic vibrational frequencies (cm–1) 

  83.8394               117.7387               254.8581 

 395.2006               395.4936               528.5184 

 609.5732               692.9043               744.1031 

 768.6280               978.4885              1032.9526 

1155.9124              1247.8606              1384.4770 

1404.4158              1455.4593              1455.8380 

1787.9132              1856.7344              3043.1418 

3097.8811              3154.2496              3635.3368 

 

CBS-QB3 Enthalpy =        -341.936157  

CBS-QB3 Free Energy =     -341.973527 

 

PA hydrate: 

 
Cartesian coordinates (Å) 

C  1.273168   -0.935158   -0.917408 

C  0.606774    0.059692    0.022598 

C -0.933379    0.095813   -0.091693 

O -1.483641   -1.133247   -0.007763 

O -1.576610    1.109590   -0.173325 

O  1.104389    1.320142   -0.244508 

O  0.881422   -0.247149    1.395513 

H  1.061921   -0.678324   -1.957233 

H  0.926011   -1.951547   -0.726400 

H  2.349959   -0.881180   -0.751046 

H -2.446333   -1.018910   -0.014645 

H  0.440144    1.961833    0.042736 
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H  0.584442   -1.148636    1.566269 

 

Harmonic vibrational frequencies (cm–1) 

  76.0546               215.3682               228.5325 

 247.0093               306.2063               348.6522 

 372.4174               439.1277               457.3947 

 553.9270               613.8161               622.5400 

 746.7703               785.3789               906.5089 

 981.1738              1104.6774              1130.7022 

1150.9057              1183.7499              1335.4466 

1372.7120              1408.6863              1441.5613 

1485.1754              1495.7887              1829.8608 

3048.2403              3122.6593              3131.4084 

3749.2229              3762.5423              3813.2324 

 

CBS-QB3 Enthalpy =      -418.280082  

CBS-QB3 Free Energy =   -418.320302 

 

PA 3(n,π*): 

 
Cartesian coordinates (Å) 

C -1.798715   -0.741322    0.004418 

C -0.654931    0.236256    0.002499 

C  0.721080   -0.233310   -0.002630 

O  1.614247    0.790849   -0.003678 

O  1.048941   -1.409516   -0.005760 

O -0.898972    1.493174    0.005299 

H -1.362585   -1.741604    0.000230 

H -2.428809   -0.604848   -0.879273 

H -2.421961   -0.609388    0.893655 

H  2.495018    0.390041   -0.007221 

 

Harmonic vibrational frequencies (cm–1) 

 121.2752               137.9882               237.3834 

 304.6244               349.4645               494.9044 

 510.4565               551.6879               672.1335 

 760.7918               997.8989              1023.5836 

1096.9460              1193.7874              1312.8923 

1366.9864              1404.5718              1456.4856 

1484.4932              1687.3367              3020.7945 

3080.0122              3122.4437              3779.1842 
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CBS-QB3 Enthalpy =      -341.826031  

CBS-QB3 Free Energy =   -341.864614 

 

 

TS for carboxyl H abstraction by PA 3(n,π*) from PA hydrate: 

 
 

Cartesian coordinates (Å) 

C  2.800327    1.406403   -0.720301 

C  2.836586    0.046753   -0.028523 

C  1.267592   -0.335194    0.368650 

O  0.638764   -0.631155   -0.713251 

O  0.922089   -0.298102    1.516805 

O  3.617452    0.134884    1.087400 

O  3.294251   -0.999635   -0.830331 

H  2.441600    2.166508   -0.025435 

H  2.149190    1.374987   -1.592650 

H  3.820181    1.648686   -1.025353 

H -0.435641   -0.873824   -0.546849 

H  3.749353   -0.752270    1.446169 

H  2.610364   -1.193065   -1.486392 

C -3.977811   -1.293947    0.128181 

C -2.678999   -0.578331   -0.101206 

C -2.645260    0.863278   -0.025238 

O -1.414346    1.403486   -0.287277 

O -1.641149   -1.306709   -0.372683 

O -3.608390    1.577150    0.240629 

H -4.263251   -1.866311   -0.760415 

H -4.749855   -0.557653    0.354280 

H -3.882979   -1.998735    0.960164 

H -1.522934    2.358553   -0.183230 

 

Harmonic vibrational frequencies (cm–1) 

1240.6198 i              16.5306                25.5419 

  30.3583                48.8855                81.6529 

 116.9839               135.7395               142.7778 

 189.7970               213.5987               248.4666 

 271.2628               287.9578               331.5223 

 333.1700               369.8086               392.9335 

 453.9141               482.5846               486.4255 
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 508.8635               537.3021               553.6180 

 611.9103               671.7600               684.2402 

 739.9204               772.8003               816.0652 

 891.4512               995.8263              1012.5864 

1024.0202              1062.5575              1074.3474 

1120.6430              1189.9916              1206.9051 

1251.6433              1304.4739              1340.8561 

1352.8995              1379.6657              1385.5570 

1408.7800              1420.9538              1441.3219 

1461.1230              1477.3299              1488.7723 

1492.9893              1650.7463              1811.7382 

3017.4158              3052.3906              3068.8851 

3123.4765              3130.8573              3148.6064 

3773.5144              3787.5544              3793.4924 

 

CBS-QB3 Enthalpy =      -760.099260 

CBS-QB3 Free Energy =   -760.162415 

 

TS for carboxyl H abstraction by PA 3(n,π*) from PA : 

 
Cartesian coordinates (Å) 

C  3.404311    1.396762   -0.200482 

C  3.128410   -0.076164   -0.042116 

C  1.599465   -0.405691    0.295560 

O  0.960302   -0.665563   -0.779677 

O  1.283052   -0.341258    1.455786 

O  3.921334   -0.963242   -0.100220 

H  3.115436    1.906110    0.722481 

H  2.781711    1.789484   -1.008462 

H  4.460349    1.555051   -0.414204 

H -0.107332   -0.889686   -0.603776 

C -3.662708   -1.266452    0.119349 

C -2.357124   -0.564469   -0.117525 

C -2.305892    0.876419   -0.036473 

O -1.069735    1.403761   -0.303658 

O -1.331482   -1.303686   -0.400552 

O -3.258699    1.600405    0.236841 

H -3.964240   -1.826942   -0.771317 

H -4.421655   -0.520809    0.359087 

H -3.567970   -1.979092    0.944385 

H -1.173241    2.360116   -0.206234 
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Harmonic vibrational frequencies (cm–1) 

1034.7831 i              15.4481                24.9043 

  32.5512                45.5231                86.7453 

 118.4899               130.6904               139.7377 

 143.9975               180.7595               251.6982 

 272.9477               323.2696               330.7457 

 386.8692               480.0062               500.4593 

 551.8803               568.1733               582.6234 

 671.4655               679.1343               747.5658 

 776.0841               836.4713               959.3660 

1016.0554              1023.8538              1040.8493 

1075.3872              1127.5872              1197.1736 

1242.4167              1322.4547              1348.5967 

1367.0532              1379.1259              1409.1716 

1446.0842              1458.6965              1460.0598 

1462.7280              1493.6329              1654.5224 

1807.0418              1852.3072              3018.6929 

3042.1999              3071.5721              3111.6069 

3123.4433              3151.9024              3786.5970 

 

CBS-QB3 Enthalpy =      -683.753641 

CBS-QB3 Free Energy =   -683.814877 

 

TS for methyl H abstraction by PA 3(n,π*) from PA : 

 
Cartesian coordinates (Å) 

C  0.825906   -1.173778   -0.290637 

C  2.108314   -0.501105   -0.548912 

C  2.791008    0.205522    0.650672 

C -2.058076    0.710656   -0.189550 

C -2.768344   -0.492354    0.172389 

C -2.794962    2.011807   -0.310778 

O  3.954091    0.765056    0.314900 

O  2.655793   -0.445788   -1.634980 

O  2.309674    0.239070    1.748231 

O -0.765892    0.810018   -0.446948 
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O -3.966795   -0.535167    0.401989 

O -1.981748   -1.611458    0.237820 

H  4.085859    0.594088   -0.635906 

H -0.018115   -0.220012   -0.339478 

H  0.682501   -1.540163    0.720860 

H -2.578095   -2.329441    0.491281 

H -2.696345    2.420981   -1.320944 

H -2.393831    2.749386    0.391046 

H -3.845968    1.826062   -0.089502 

H  0.499933   -1.839221   -1.084561 

 

Harmonic vibrational frequencies (cm–1) 

1690.0654 i              20.4813                27.4160 

  47.9518                64.1793               104.6072 

 118.0349               127.7731               140.1583 

 265.1953               267.9460               297.5273 

 323.9717               385.2770               420.2217 

 467.4828               502.9604               514.0147 

 542.8307               557.8030               618.1232 

 640.8311               689.6989               702.0478 

 768.6052               773.5904               791.3612 

 993.6530               996.1024              1027.6056 

1031.4541              1085.0669              1140.9796 

1156.5052              1217.9294              1239.0260 

1281.8132              1314.6072              1382.9747 

1390.5332              1430.8236              1439.8276 

1462.1088              1499.0927              1702.2079 

1721.5104              1854.1654              3021.3375 

3074.0896              3124.5329              3131.5366 

3223.4705              3645.0287              3785.0789 

 

CBS-QB3 Enthalpy =      -683.751297 

CBS-QB3 Free Energy =   -683.809982 
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Appendix 6: Supporting Information for Chapter 10 

 
Figure A6.1: NMR of 100 mM aqueous pyruvic acid samples after 41 days at room temperature in the 

dark. The majority of peaks are unassigned. The broad features that are observed are likely due to either 

diverse populations of similar species, or species undergoing chemical exchange on a timescale similar to 

that of the NMR measurement.  
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Figure A6.2: Zoomed in NMR of 100 mM aqueous pyruvic acid samples after 41 days at room 

temperature in the dark. The majority of peaks are unassigned. The broad features that are observed are 

likely due to either diverse populations of similar species, or species undergoing chemical exchange on a 

timescale similar to that of the NMR measurement. 

 The change in base content of the samples can alter the chemical shift values of the compounds 

under study. pH dependent NMR measurements of purified zymonic acid were used to help assign several 

peaks, and are shown in Figure A6.3. 
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Figure A6.3: pH dependent 1H NMR spectra of zymonic acid species. For details about specific 

assignments see Perkins et al 2016.1 

  

Compound\Base 

Equivalence 

0 3/4 1 5/4 2 

Pyruvic Acid (3H) 93.95 <2* <2* <2* <2* 

Zymonic Ketones (5H) 0.375 18.56 14.15 11.09 8.32 

Zymonic Closed Enol (4H) 0.28 3.4 2.56 2.56 2.76 

Unassigned 5.395 78.04 83.29 86.35 88.92 

Table A6.1: Assignments of chemical components based on NMR data for 100 mM pyruvic acid solutions 

after 41 days in the dark at room temperature. Quantities of each compound are given as a % of the total 

proton signal. Because the number of protons on each species is not the same, these are not relative 

concentrations. Relative concentrations could be easily calculated for known species, but not unassigned 

ones. The number of protons associated with each species is listed in parentheses. *Pyruvic acid is likely 

present in all samples, but cannot be definitively identified due to the high density of peaks in the spectral 

region that it appears. It is unlikely that it constitutes more than a few percent of the solution, however. 
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Figure A6.4: ESI- MS data for 100 mM pyruvic acid after 90 days. Sample was diluted 10x with water 

and then mixed 1:1 with methanol immediately prior to the acquisition of spectra. The top (red) trace is 

for the sample, and the bottom (black) trace is a blank using only 1:1 methanol. Qualitatively similar 

spectra were recorded after 41 days. Species appearing in the blank trace are likely contaminants.  

 Labeled species have been identified, from left to right as: 87.0085 - pyruvic acid; 113.024 - 

decarboxylated zymonic acid closed enol; 157.014 - zymonic acid closed enol; 175.124 - parapyruvic 

acid; 197.006 - the adduct of 2 pyruvic acids and one sodium; 267.011 – adduct of pyruvic acid, zymonic 

closed enol, and sodium; 285.022 adduct of pyruvic acid, parapyruvic acid, and sodium.  

 

 
Figure A6.5: ESI- MS data for 100 mM pyruvic acid with the addition of 1 equivalent of NaOH, after 

equilibrating at room temperature for 90 days.   



298 

 

 Several hours prior to acquisition, the sample was acidified by dropwise addition of HCl until pH 

was approximately 2. Sample was diluted 10x with water and then mixed 1:1 with methanol immediately 

prior to the acquisition of spectra. The top (red) trace is for the sample, and the bottom (black) trace is a 

blank using only 1:1 methanol. Qualitatively similar spectra were recorded after 41 days, but additional 

control experiments were collected at later times. The only assigned products are pyruvic acid, and minor 

peaks corresponding with adducts of pyruvic acid and sodium. 

 

Figure A6.6: 100 mM pyruvic acid sample neutralized with 1 equivalent NaOH that was allowed to sit at 

room temperature in the dark for 90 days before being acidified to pH 2.6 with HCl. This NMR spectrum 

was collected 26 days after acidification. Pyruvic acid was regenerated, and constitutes between 16 and 

34% of the total 1H signal, a significant increase from <2% under basic conditions.  

 The uncertainty in the pyruvic acid quantity is due to overlapping peaks in the 1.4 region where 

the signal from the pyruvic acid geminal diol appears at low pH. The ratio of pyruvic acid ketone and 
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geminal diol forms depends on many factors, but in this concentration and pH range, is often more diol 

than ketone.2 This suggests that the higher end of the range is more likely. 

Bibliography 

(1)  Perkins, R. J.; Shoemaker, R. K.; Carpenter, B. K.; Vaida, V. Chemical Equilibria and Kinetics in 

Aqueous Solutions of Zymonic Acid. J. Phys. Chem. A 2016, 120 (51), 10096–10107. 

(2)  Reed Harris, A. E.; Ervens, B.; Shoemaker, R. K.; Kroll, J. A.; Rapf, R. J.; Griffith, E. C.; Monod, 

A.; Vaida, V. Photochemical Kinetics of Pyruvic Acid in Aqueous Solution. J. Phys. Chem. A 2014, 

118 (37), 8505–8516. 

 


