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O’Gorman, Timothy J. (Ph.D., Linguistics)

Bringing Together Computational and Linguistic Models of Implicit Role Interpretation

Thesis directed by Prof. Martha Palmer and Prof. Laura Michaelis

This dissertation studies implicit semantic roles – instances where a participant is not explic-

itly stated in the text, such as the arguments in “∅you eat ∅food yet?”. It focuses upon the task of

resolution of these implicit roles – determining what these unstated arguments refer to.

This thesis proposes a typology of different kinds of these implicit roles, distinguished not by

their syntactic behavior (which is very language-specific), but by their referential behavior. Implicit

roles in some contexts act like pronouns, looking to recently mentioned referents; in other contexts,

implicit roles can refer generically to “people in general”, or to a speaker or addressee. The first

contribution of the thesis is to outline the range of these various interpretations seen for these

implicit roles across different languages so that we might make apples-to-apples comparisons from

language to language.

The second part of this thesis presents new corpora of English implicit semantic roles, and

presents computational models trained upon those corpora to do implicit role resolution. This

provides data to do the full task of resolving all unstated semantic roles in a document. On those

new corpora, a set of implicit role resolution models are trained, showing that while this data

is difficult, one can build wide-coverage systems which predict implicit semantic roles using the

PropBank semantic role inventory.

These implicit role resolution models are used to illuminate characteristics currently being

learned by implicit role resolution models, and to highlight issues that are still poorly represented.

It is hoped that this thesis lays the groundwork for future work in implicit role resolution, and for

addressing related linguistic questions which those models might enable.
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Preface

This dissertation studies implicit semantic roles, instances where a linguistically mentioned

event can be inferred to have a particular participant, but where there is no explicit syntactic

encoding expressing that relationship to the participant. Such implicit roles can refer to many

different kinds of missing participants – from vague and nonspecific referents, as in the missing

food or meal in “He already ate”, to anaphoric references to previous mentioned referents, as in

conversational statements such as “Told us to leave.”.

There are diverging, but related, goals for implicit roles in the linguistics community and

computational linguistics research community. We might broadly assert that both would benefit

from more fine-grained characterizations of how implicit roles are interpreted – the kinds of factors

which we use to determine the correct referent in context, and how the grammar of a particular

implicit role, as used in a particular context, shapes those factors. This thesis therefore explores

the consequences of a more fine-grained characterization of these roles, across both theoretical and

computational approaches. It is therefore in four core parts – characterizing a range of different

cross-linguistically valid types of implicit roles, discussing how we might define language-specific

constructions in relation to these types, presenting new annotated datasets in English using these

types, and finally, by training computational models for English to find and resolve the referents

of implicit roles.
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Motivation behind Fine-grained Implicit Role Representation

If someone in English exclaims “We won!”, most listeners will be able to identity what was

won – generally, it would be a pragmatically odd thing to say if one had no information about the

game that was won. Similarly, if one says “I’ve already eaten”, most would assume that some kind

of food was eaten. Such “implicit” participants1 are a pervasive phenomenon in language, and the

languages of the world show wide variation in what can be left implicit and what participants need

to be explicitly stated in context.

The starting point is the generally accepted idea that implicit roles have different interpreta-

tion types. If we assume that there are implicitly a set of “referential instructions” for figuring out

what the unstated arguments are, those instructions might refer to things identifiable because they

are unique within a situation or genre ( as in example 1), or because of general knowledge of other

known facts in the common ground (as in discerning what is secret in example 2), or because, as

with a pronoun use, the referent is recently mentioned, as in example 3.

(1) He shoots ∅the ball ∅at the goal and misses ∅the goal

(2) She found out ∅

(3)

this

Questa

morning

mattina,

Gianni

Gianni

has

ha

visit

visitato

the

la

exhibition.

mostra.

More

Più

late

tardi

∅

∅

has

ha

visited

visitato

the-university

l’università

“This morning, Gianni visited the exhibition. Later (he) visited the university (Samek-

Lodovici 1996)”

1 Implicit roles — or particular subtypes of implicit roles — are also referred to with a wide variety of other names,
such as zero anaphora, omission, null complement anaphora or “dropped” roles; this dizzying array of related terms
is reviewed in the next chapter.
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Other implicit roles do not have such clear-cut referents, but instead can refer generically to

all people (as in example 4) or refer to nonspecific, conventional referent that might normally fill

that role, as in example 5. Modeling such non-referential implicit roles have their own challenges,

as it can be unclear when to treat such nonspecific roles as a separate participant at all, or simply

as a characteristic of event understanding.

(4)

here

Täällä

not-3S

ei

may-PRS

saa

swim

uida

(One) must not swim here (Marati; Holmberg et al. 2008:5)

(5) I’ve already eaten ∅a meal

Chapter 1 will propose a cross-lingusitically robust inventory of these different types of in-

terpretation, which we propose can be a useful starting point in characterizing and modeling these

implicit role uses.

The Definition and Scope of Implicit Roles

Implicit roles have been approached in many ways, and definitions for what counts as an

implicit role can vary wildly. This thesis will assume the approach to implicit roles associated with

cognitive and construction-grammatical analyses (Fillmore 1986; Goldberg 2001; Ruppenhofer &

Michaelis 2014), in which these implicit roles are a semantic, pragmatic or psycholinguistic phe-

nomenon. Such construction-grammatical approaches focus upon arguments that are pragmatically

implied, regardless of whether they are syntactically missing — so that an eating event is probably

construed as involving an eater and a meal, or a selling event may imply the existence of a buyer,

a seller, and a thing being sold, even when the event itself is not a verb, such as with the nominal

predicate “the sale”. These approaches differ from the treatment of implicit roles in the generative

traditions, which focus upon absent arguments that are considered to be syntactically “required” –

treating those implicit roles as either phonologically deleted during production (Perlmutter 1971;
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Mittwoch 1971; Perez-Leroux et al. 2017) or as phonologically empty forms (Taraldsen 1978).

Those generative traditions therefore also only look at verbs, lacking rigid syntactic argument

expectations for nominal predicates.

In order to maintain a tractable scope, this thesis is constrained to “core” arguments of

explicitly mentioned events and situations, avoiding the complexities of looking at event locations

(one can generally presume an inferrable location of most events (Recanati 2007)), avoiding times

and tenses (which can be treated as implicit roles (Partee 1984)), and avoiding the issues posed

by very peripheral roles of events, such as their manners, purposes, or frequencies.

This thesis also avoids “distantly instantiated” implicit roles – situations in which the referent,

not mentioned in the same clause as the predicate, can be deterministically recovered from the

syntax, as in control constructions. While there is no explicit subject of “climb” within “He wanted

to attempt to climb the ladder.”, determining that the agent of climb refers to “he” is a simple

matter of control, thus out of the scope of the study, as are any other syntactically deterministic

distant instantiation phenomena such as left-dislocation or wh-movement (Fillmore & Kay 1995).

Implicit Role Interpretation in Contrast with Licensing

Most existing work on implicit roles in linguistics frames conclusions regarding the licensing

of those implicit roles – the grammatical rules which allow one to leave something implicit. This

might be framed, alternatively, as arguments about the factors leading to the referential choice of

using an implicit role rather than a pronoun or full noun phrase. We instead focus upon factors

that lead to a particular interpretation of an implicit role – information about what the implicit

role refers to.

There is a tension between discussing licensing and interpretation, because they are funda-

mentally related. Givon (2018) states this as the generalization that implicit role licensing (the

situations where implicit roles are appropriate) are some combination of predictability (it is easy to

find the right referent using the implicit role) and the importance of the mention (whether one is

using an explicit form to emphasize the participant, or omitting it to de-emphasize the participant).
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Many prior works on licensing of implicit roles have proposed “single-factor” approaches

to how implicit roles are licensed, and therefore ascribe implicit role usage to some version of

predictability or importance. Resnik(1993, 1996) showed that implicit object role constructions

are correlated with how predictable the implicit object’s type would be, while others have linked

licensing to ways of deprofiling (de-emphasizing the importance of) the object (Goldberg 2001)

or emphasizing the event itself (Rice 1988). Others have focused upon whether the argument is

necessary to an internal logical structure of an event (Rappaport Hovav & Levin 1998).

This thesis, in line with the more construction-grammatical approach to implicit roles (Fill-

more 1986; Goldberg 2001; Ruppenhofer & Michaelis 2014), assumes that there is no simple equation

that governs all implicit roles, but rather that each language has its own toolkit of constructions for

instantiating arguments of a predicate, including “implicit role constructions”, and each implicit

role construction defines the rules for what that role refers to and the pragmatic consequences of

expressing that referent implicitly. This approach means that each choice between implicit and

explicit roles may have referential consequences (what the referent is, and how hard it is to deter-

mine that) and over a range of other aspectual, information-structural, and discourse structural

features (Olsen & Resnik 1997; Iida 1996; Tao 1996). We assume, however, that we cannot truly

discuss these factors other than interpretation if we don’t first model the interpretive behavior of

implicit roles. This thesis focuses upon how we define these “interpretation” biases of implicit roles,

leaving the other factors which might effect implicit role licensing for future work; while we discuss

formal models of implicit role licensing briefly in Chapter 2, these do not focus upon any of the

non-referential constraints which one might expect to apply to implicit role usage.

Structure of This Thesis

The following work consists of six chapters. Chapter 1 overviews a range of approaches to

implicit roles, across linguistics and related fields. Chapter 2 proposes an inventory of different types

of implicit role interpretations, so that one could describe the landscape of implicit role constructions

in a language by using a simple set of labels which might enable crosslinguistic comparison. Chapter
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3 provides three studies of using that inventory in defining language-specific constructions and in

cross-linguistic comparison, by outlining a mapping of Spoken Arabic implicit roles into these

types, outlining formal models for implicit role construction licensing using these types, and by

presenting basic models for comparing implicit role constructions across languages using semantic

map approaches. Chapter 4 outlines the landscape of data annotated with implicit role types, and

presents new corpora which increase the amount of annotated data available for English implicit

roles. Chapter 5 then presents a general model of implicit role resolution (following a range of

existing work in English (Palmer et al. 1986; Gerber & Chai 2010; Tonelli & Delmonte 2011;

Wang et al. 2018). Finally, Chapter 6 will overview the conclusions of the current work and

attempt to define a roadmap of next steps to be made regarding implicit roles, both theoretically

and computationally.



Chapter 1

Related Work on Implicit Role Phenomena

Implicit roles have been approached in many ways – across psycholinguistics, pragmatics,

philosophy of language, and a range of different linguistic schools of thought. These approaches,

although unified in examining unstated content, vary both in their definition of implicit content,

and also in the questions that they ask.

This thesis focuses upon better characterizing interpretation behaviors of implicit roles – what

an implicit role refers to, and what biases are provided by the grammar about its interpretation.

However, this topic of interpretation has not been the primary topic of prior research regarding

implicit roles. Alongside interpretations, one might characterize many of these studies of implicit

roles as studying three kinds of questions – the question of licensing implicit roles (why use an

implicit role rather than an explicit form), the question of the extent of implicitness of an implicit

role (how strong is the implication of that implicit role), and finally what one call the mechanism of

implication – whether the implicit role is something emergent out of the syntactic system, semantic

inference, or pragmatic interpretation.

This thesis will largely follow the assumptions of construction-grammatical approaches men-

tioned below (Fillmore 1986; Goldberg 2001; Ruppenhofer & Michaelis 2014) when necessary, but

generally will attempt to remain neutral in such debates – instead positing inventories of inter-

pretation types which might make all such directions of research more precise and typologically

informed.
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1.1 Prior Analysis of Implicit Roles

1.1.1 Analyses of Implicit Roles as Missing or Deleted Syntactic Positions in

Formal Linguistics

Generative models of syntax view implicit roles as phonologically null (or deleted) positions

within a syntactic tree – treating them as a subset of the larger set of “empty categories” (Chomsky

1981), which includes the implicit roles discussed here as well as non-referential empty categories and

traces of “moved” or “displaced” constituents. As these represent null elements within a syntactic

tree, they are referred to through those grammatical roles, such as “null subjects”, “deleted subjects”

or “deleted objects” (or as a group, with “zero anaphora” or “zero pronouns” (Huang 1984)).

This formulation means that implicit roles in Chomksian approaches do not refer to all inferrable

semantic arguments, or to a mismatch between the predicator’s array of semantic roles and its

syntactic valence, but to the specific subset of inferrable content where the syntactic model can be

postulated to always have a constituent at a particular position – such as subjects and occasionally

objects of transitive verbs. In that manner, the null grammatical roles in Chomskian grammatical

traditions are firmly tied to grammar-wide assertions about whether those roles must exist, and

whether such an argument must be explicit (such as mechanisms such as Extended Projection

Principle or Null Subject Parameter for defining how a language expects subjects to be syntactically

instantiated). How “implicit roles” work in generative traditions is therefore often quite dependent

upon the syntactic position – such that languages with morphological agreement have been modeled

as being “null subject” phenomena influenced by a null subject parameter (Rizzi 1982; Taraldsen

1978), implicit subjects of languages without morphological subject agreement have been modeled

as a different phenomena entirely as a kind of “topic drop” (Huang 1984), and being sometimes a

separate phenomena of “argument ellipsis” (Oku 1998), with implicit complements being another

issue of “null complement anaphora” or “VP-ellipsis” (discussed below). This description of how

implicit roles work in generative models is necessarily an approximation, as well, as the relation may

differ in more recent analyses within Minimalist Program syntax (Barbosa 2011). However, both
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Minimalism and its generative forebears share the more general commitment to a syntactocentric

representation (Jackendoff 1999), wherein syntax makes no direct links to semantic categories, so

that if one is to model semantic roles as being implied in a grammar, they must be captured

through actual positions within syntactic structure. Other approaches (such as the construction-

grammatical approach assumed here) have no need for such elements, as the semantic roles may be

directly connected to the grammar (for example, as feature values within an AVM), and indexation

may be independent of the syntactic positions.

1.1.2 Literature on Complement Anaphora

A large set of studies have looked at a range of phenomena in which an unstated event in

complement position can be inferred from the prior text.

(6) I asked Bill to leave, but he refused ∅to leave

(7) Sue was attempting to kiss a gorilla, and Harry didn’t approve ∅of it (Kasher 1998)

The major question that is focused upon in this literature is whether these implicit roles are

a part of the syntax, or are implicit because of a pragmatic mechanism. Sag & Hankamer (1976)

introduced the notion of modeling some of these as syntactic phenomena (“surface anaphora”)

when there is a clear linguistic antecedent, as in example 8 below, and contrasted that with null

complements referring to “pragmatic” co-present events that are not linguistically anaphoric (first

noted by Shopen (1972)), as in example 9. This can be viewed as a testable distinction relevant

to the grammar of English, as one can use both NCA and VP-deletion constructions for surface

anaphora (examples 8a and 8b, respectively), but where the pragmatically controlled anaphora

disallows VP-deletion constructions, as in example 9b.

(8) Sag: Why don’t you stuff that ball through that hoop?
a. Hankamer: I’m trying.
b. Hankamer: I’m trying to. (Sag & Hankamer 1976)
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(9) (Observing Hankamer attempting to stuff a 2“ ball through 6“ hoop)
a. Sag: I don’t see why you even try.
b. *I don’t see why you even try to (Sag & Hankamer 1976)

Tests such as this – and related questions regarding the ability to use “sloppy anaphora”

constructions – are used in this literature primarily to test whether a given construction is syntactic

or pragmatic in nature.

This vein of literature often also looks at implicit predicates, but such topics (and related

issues in VP ellipsis) are outside the scope of the current work. While the current work considers

predicative mentions when they are the semantic arguments of other predicates (as in the examples

above), we do not address the interaction between unstated predicates and their arguments, as

in the study of gapping or stripping constructions in English, or ellipsis of duplicated predicates

during comparative constructions, such as seen in examples 10 and 11.

(10) Alan likes to play volleyball, but not Sally (Hankamer and Sag) (Sag & Hankamer 1976)

(11) Hankamer: Ivan is now going to peel an apple. Sag: And Jorge, an orange. (Sag &

Hankamer 1976)

1.1.3 Studies of Licensing of Implicit Roles

There are many studies which may treat implicit roles as omission of particular syntactic

positions, but which do not focus upon their status within a syntactic tree, instead looking at how

implicit roles are licensed – what factors determine whether one will leave an argument implicit.

One set of these studies looks at the influence of aspect or predictability upon implicit role

licensing. Mittwoch noted how some implicit object constructions such as “he ate” having aspectual

implications (Mittwoch 1971; Mittwoch 1982), and later works such as Resnik (1993) and Olsen

& Resnik (1997) have looked at “object omission” in order to discuss interactions between the
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likelihood of implicit objects and the predictability of the object role for those predicates, and how

that relates to issues like aspect.

Others have looked at interaction between the use of implicit roles and some expression of

whether the argument (or the event) should be given importance or unimportance. Rice (1988)

treated implicit object constructions as acting to give emphasis to the occurrence of the event.

Goldberg, Goldberg (2001, 2005) represented implicit object constructions as enacting the “de-

profiling” of the object. Similarly, Givón (2017) characterized implicit role licensing as generally

being an interaction between expression of the importance of an argument and expression of the

predictability of that argument.

Finally, a range of works in typology, discourse-functional syntax or pragmatics have viewed

the licensing of implicit roles in terms of the impact of implicit role use upon discourse structure

or discourse coherence. Tao (1993), following approaches connecting reference form to discourse

structure in Fox (1984), connected implicit role usage to the assertion of coherence with prior text.

Related work over the years on implicit causality and discourse relations (Ueno & Kehler 2010), or

upon implicit roles in Centering Theroy(Walker et al. 1994) have studied similar questions.

1.1.4 General Semantic and Pragmatic Treatments of Implicit Roles

More generally, a range of cognitive and construction-grammatical analyses (Fillmore 1986;

Goldberg 2001; Ruppenhofer & Michaelis 2014) have looked at implicit roles. Such construction-

grammatical approaches focus characterize implicit roles as semantically and pragmatically implied,

regardless of whether they are syntactically missing — so that an eating event is probably construed

as involving an eater and a meal, or a selling event may imply the existence of a buyer, a seller, and

a thing being sold, even when the event itself is not a verb, such as with the nominal predicate “the

sale”. These approaches refer to implicit roles as “null instantiation”, following the generalization

that these arguments differ from normal arguments only in the manner of how they are instantiated

– splitting up the ways that one might instantiate an argument into local instantiation (arguments

directly within the scope of a predicate), long-distance but syntactically deterministic relations
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(distant instantiation for things like filler-gap structures and coinstantiation for control) and then

implicit roles as null instantiation. These null instantiation characterizations actually do discuss the

interpretation of implicit roles – splitting up instantiation into definite, indefinite and constructional

null instantiations – as discussed in the next chapter.

Other approaches outside of construction-grammar have also focused upon semantic or prag-

matic characterizations of implicit roles, instead of syntactic representations. Ono & Thomp-

son (2000) also presented arguments against syntactically-defined implicit roles, noting that “refer-

ents, like much else in linguistic communication, would be inferred from the entire range of semantic

and pragmatic factors which are present in the actual interactions in which speakers engage in ev-

eryday life” (Ono & Thompson 2000:489). A number of approaches in computational linguistics

have also looked at implicit roles not as syntactic representations, but in terms of semantically

essential roles according to a particular lexical representation of a predicate. Palmer et al. (1986)

modeled implicit roles in reference to a set of “essential roles” expected for each predicate, using

that approach. Tetreault (2002) also focused upon implicit role interpretation using such a seman-

tic definition, stating that “Verbs have certain required roles, which refer to discourse entities, that

are necessary for comprehending the verb phrase”.

1.1.5 Implicit Roles as in Pragmatics and Philosophy of Language

There are also many studies in pragmatics and philosophy of language regarding “unartic-

ulated constituents”, which can be traced back to Sellars et al. (1956). These “unarticulated

constituents” have been a major source of examples in larger discussions regarding the boundary

between pragmatic implicature and more rigid representations of the direct semantic content of

a sentence. This topic therefore tends to encompass not only the kind of implicit roles discussed

in this thesis, but also a range of other unarticulated content, such as the implicit times and lo-

cations of physical events (Perry & Blackburn 1986; Partee 1984), the implicit referential matter

required to make definite referents uniquely identifiable (as in examples 17 and 18 below), and

implicit modifiers, manners, and domains of comparison. Many of these questions concern two
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related questions – one being what we referred to above as the extent of implicitness for these more

peripheral implicit arguments, and the related question regarding these are “implicit” because of a

syntactic mechanism, or through pragmatic implicature.

This first question regarding the extent of implicitness looks, in its simplest form, at dis-

tinguishing the implicit content which should be viewed as being part of the intended, expressed

content of an utterance – Grice’s notion of “what is said” – from the range of weaker implicatures

that might be derived from an utterance. Such distinctions can be made more nuanced, beyond

that, depending upon the granularity of one’s typology of different kinds of implied content. Ex-

amples 12 – 13 illustrate the kind of content which are often treated as being part of the logical,

expressed content:

(12) John is ready (for the interview)

(13) John hasn’t completed (his PhD thesis)

Much of the meat of discussions in this vein have focused upon examples such as examples

14 – 18, where one can argue about whether various examples pass various tests – such as whether

interpretation of a given argument is necessary for evaluating the truth-conditional content of the

utterance (Perry & Blackburn 1986; Bach 1994), with others appealing to more natural tests, such

as claiming that material is implicit if a layperson would find it inferrable (Recanati 2002).

(14) John is tall (for an average adult male)

(15) It is raining (outside / in Seattle)

(16) It’s summer (in Australia) (in springtime) (at nine o’clock)

(17) You should clean the table (that is in our kitchen)
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(18) Everyone (in the tour group) was sick (Huang 2018)

Others have discussed ways of characterizing the other end of this scale – with Searle (1980)

discussing “background assumptions” , or otherwise discussing meanings that are “meant but are

not conveyed” (Carston 2002). Such examples include weakly implied assumptions which might be

provided by world knowledge, such as guesses regarding the manner, duration and instruments of

an event. Sternau et al. (2015) present one appealing recent way of approaching such questions –

characterizing meaning with a scale of four levels, ranging from linguistic meaning, to explicature,

to strong implicature, and finally to weak implicature.

Such characterizations are hard to view as separate from the mechanistic question of how

“unarticulated constituents” are inferred. Some characterize these as being necessarily present and

deleted during the syntactic process (Stanley & Gendler Szabó 2000; Stanley 2002), in a manner

similar to generative linguistic models mentioned above (motivated by the “argument from bind-

ing” (Elbourne 2008) which suggests that co-instantiation between implicit arguments proves the

syntactic nature of these implicit roles). Many other approaches treat these unarticulated con-

stituents as being emergent out of pragmatic inference processes, either Relevance-theoretic (Sper-

ber & Wilson 1986), or Gricean/neo-Gricean inference (Huang 2018).

1.1.6 Experimental Study of Implicit Roles

Garrod & Terras (2000) discussed implicit roles (referred to as discourse roles) in situations

such as example 19, where one might view drive as introducing the car participant.

(19) Keith drove ∅i to London yesterday. The cari kept overheating.

This illustrates the kind of focus taken in psycholinguistics, of studying implicit roles often

in the context of studying the general timecourse of reference and lexical activation. The study

of Garrod & Terras (2000) studied that topic with eye-tracking measures – modulating situations

where a given lexical item alone might introduce implicit arguments (such as “write” introducing the

instrument of a “pen”) along with situations wherein those lexical assumptions might be modified
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(e.g. where “pen” may be replaced by “chalk” in a context such as “the teacher wrote the exercise

on the blackboard”). Such a study (and similar works such as Cook & Myers (2004)) can provide

insights into the time-course of activation of such an implicit referent, but it can be hard to separate

those conclusions from broader question regarding how words are primed and accessed. Such studies

often must use indefinite implicit roles (where a referent is introduced, rather than anaphoric) so

that one can measure the “implicit role” simply by measuring reactions to additional anaphoric

reference to that participant. For example, Mauner & Tanenhaus (1995) studied implicit agents

(followed by Mauner et al. (2002) with implicit instruments and locations) by showing that while

passive voice verbs tended to allow later reference to the agent (using purpose infinitives, such as

“this ship was sunk to hide the treasure”), middle voice with have tended to remove that implicit

agent (“this ship has sunk to hide the treasure”).

Tao & Healy (2005) looked at implicit roles (zero anaphora, in their terminology) with a dif-

ferent methodology, studying the comprehension of anaphoric implicit roles by having participants

read a passage in which arguments were artificially removed, and studying whether those partic-

ipants could answer comprehension questions about the implicit content. This study continued a

set of studies (Tao & Healy 1996; Tao & Healy 1998) regarding whether speakers of languages with

heavy use of implicit role constructions (Chinese and Japanese) could be claimed to transfer any

amount of those skills over to English, when contrasted with speakers of languages with fewer im-

plicit roles (such as English or Dutch) – studies finding that the Chinese and Japanese participants

were generally able to have better comprehension of even English sentences which were transformed

to have Chinese-like implicit core arguments.

All such studies have generally provided a small set of experimental conclusions regarding

implicit roles, but remain limited in their conclusions – serving primarily as clues to the larger

puzzles of lexical access and reference.
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1.1.7 Licensing Studies in Language Acquisition and Sociolinguistics

Finally, a number of studies characterizing implicit roles have focused upon modeling the

licensing question regarding implicit roles, not within particular linguistic theories, but by build-

ing more statistically oriented regression models using hand-annotation features such as referential

distance, givenness and grammatical role status. A number of language-specific studies of referen-

tial choice have been applied within sociolinguistics, particularly in the study of implicit subject

constructions in dialects of Spanish, finding variation in both the frequency of implicit subject

use and in the exact features which license implicit subjects (Alfaraz 2015; Flores-Ferrán 2004;

Otheguy et al. 2007; Erker & Guy 2012).

Other studies have sought to characterize implicit role usages in child language acquisition,

an ongoing topic due to the fact that children are known to use implicit roles (sometimes referred

to as “argument omission” in that literature) both more frequently and in different contexts than

adults of the same language(Allen et al. 2008; Allen et al. 2015). Notably, recent work in implicit

role usage (including studies of acquisition of Inuktitut) has found that what was once thought to

be the aberrant use of implicit roles in discourse-new contexts may instead reflect a tendency in

children to use implicit roles in contexts of joint attention – where referents may be lingusitically

new to the discourse, but are highly salient and cognitively activated (Skarabela & Allen 2010).

1.1.8 Overview

Such an overview illustrates the breadth of different approaches to this single topic of implicit

roles. One of the ongoing issues in looking at these different studies, however, is that many such

studies necessarily focus upon particular phenomena, rather than the full range of implicit content.

We suggest that having a richer understanding of the different kinds of implicit roles is necessary

in order to synthesize all of these research works into larger generalizations about how implicit

roles are used in language. Therefore, while the following chapter embraces the assumptions of

construction-grammatical approaches discussed above – treating implicit roles as emerging from
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complex interactions of syntax, semantics and pragmatics, and as being licensed by language-

specific constructions – the discussion will generally attempt to propose a set of interpretation

types which might be compatible with a wide range of different ways of studying implicit roles, so

that there might be greater syntehsis across these very different approaches to the topic.

1.2 Scope of the Current Thesis

In order to maintain a tractable scope, this thesis is constrained to “core” arguments of

explicitly mentioned events and situations, avoiding the complexities of looking at event locations

or times(Recanati 2007; Partee 1984)), and avoiding the issues posed by very peripheral roles of

events, such as their manners, purposes, or frequencies. This avoids many of the weak implicatures

discussed in some of the pragmatics literature.

This thesis also avoids “distantly instantiated” implicit roles – situations in which the referent,

not mentioned in the same clause as the predicate, can be deterministically recovered from the

syntax, as in control constructions. While there is no explicit subject of “climb” within “He wanted

to attempt to climb the ladder.”, determining that the agent of climb refers to “he” is a simple

matter of control, thus out of the scope of the study, as are any other syntactically deterministic

distant instantiation phenomena such as left-dislocation or wh-movement (Fillmore & Kay 1995).

Doing so allows one to avoid a focus upon describing well-studied phenomena which would be

more dependent upon a particulation theory of syntax, and allows a focus upon a more general

categorization of these interpretation types.



Chapter 2

Categorization of Implicit Role Interpretations

This chapter proposes a categorization of different kinds of these implicit roles – different

ways that something can be left implicit. This is not intended as a perfect inventory, but rather as

a set of useful comparative concepts for describing implicit role interpretations which might allow

one to outline the coarse-grained implicit role constructions of a language. This is an inventory

of interpretation behavior for implicit roles, also known as referent types (Becker 2018). These

characterize the kinds of referential situations that might be characterized by a particular implicit

role, or similarly, characterize the kinds of explicit referential forms which that implicit role might

characterize – such as the difference between reference to a cat using “it” or “the cat” or “a cat”

or “that cat”.

We characterize eleven interpretation types of implicit roles, but can generally present them

in three groups – those which are clearly definite (where the referent is known to the addressee),

those which are clearly indefinite (the referent is clearly not known), and a number of kinds of

implicit roles which are on the border between the two. While the inventory proposed here is a

contribution of this thesis itself, and not proposed in other works, most of the actual distinctions

between particular categories have been proposed prior work, such that the actual contribution is

the synthesis of different analytic claims into a single set of types.
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2.0.1 Prior typologies of implicit role interpretation and reference types

Most approaches in which implicit roles are categorized into different interpretation types have

focused upon making distinctions between “definite” and “indefinite” implicit roles (Fillmore 1986),

or making similar distinctions, such as between anaphoric and existential (Condoravdi & Gawron

1996), specific vs nonspecific (Allerton 1975), or between recoverable and non-recoverable (Moor

et al. 2013b). Fillmore’s test of this distinction for implicit roles was a profession of ignorance

test, wherein “indefinite” implicit roles generally allow a speaker to admit a lack of knowledge of

the implicit referent, as in “He ate already; I wonder what he ate”, but wherein one cannot say the

same for definite implicit roles, as in “He found out ∅! I wonder what he found out”. Additional

categories have been sometimes proposed – such as generic implicit roles (Lyngfelt 2012) and

“Free” null instantiation (Lambrecht & Lemoine 2005), or a set of four types from Zifoun (1997;

via Ruppenhofer 2005), who proposed four types: Situational (recoverable from speech context,

including deixis and genre); Empratical (“predicates that are missing can be inferred from joint

activity they are engaged in”); Phatic Ellipsis (ellipsis when a speaker gives up on production);

and Structural (omissions and ellipsis licensed in specific text types due to considerations of economy

and condensation).

Other typologies, while often defining distinctions used throughout this chapter, defined

implicit roles in language-specific inventories of implicit role construction types. Ruppenhofer

(2004:368) and Lambrecht and Lemoine (2005) also both proposed inventories of implicit role

licensing, providing inventories of implicit role constructions in English and French. These therefore

conflated comparable categorizations of implicit role interpretation with language-specific grounding

of those kinds of implicit role constructions in the language in question – as in the English “Diary

style omission” or “labelese” genre-based omissions in Ruppenhofer 2005, or the specific types for

of implicit roles in French noted in Lambrecht and Lemoine, such as “recipient of communication

event” or “experiencer”.

A more relevant comparison, however, may be to inventories of explicit referential markers
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Dryer (2014) anaphoric

definite
non-
anaphoric
definite

pragmatically
specific in-
definite

semantically
specific
indefinite

semantically
nonspecific
indefinite

Givon (1978) anaphoric
definite

non-
anaphoric
definite,

referential
indefinite

referential
nondefinite

nonreferential
object,

generic predicate
nominal

Becker (2018) anaphoric, specific, establishing, nonspecific
deictic generic, abs-unique,

bridging sit.unique
definite ← → indefinite

Table 2.1: Inventories of article types from Dryer (2014), Givon (1978) and referent types of Becker
(2018). All are roughly oriented from definite to indefinite, but strict hierarchies not maintained.

such as articles, demonstratives or pronouns – which, like implicit roles, are sometimes lumped

into “definite” and “indefinite”, but which also tend to have more cross-linguistic variation than

such a split might imply. The “reference hierarchy” of Dryer (2014) , shown in Table 2.1, provides

one inventory of such types, organized so that a given article in a language will generally be

used for a contiguous part of the hierarchy, and is partially based upon Givon’s earlier “wheel of

reference” (1978), whose types are also illustrated. A more recent inventory of types (Becker 2018)

presents a larger inventory of such types.

Other approaches have proposed single scales from maximally reduced to unreduced forms,

which also can be viewed as inventories of different “referent types” (and which will be discussed

further in this Chapter and the next), such as Ariel’s accessibility hiearchy (Ariel 2013; Ariel

1988; Ariel 2004), the Givenness hierarchy (Gundel et al. 1993), topic continuity (Givón 1983), or

assumed familiarity (Prince 1981). Over all of these ways of splitting up the space of “how to refer

to a referent”, most of the distinctions which are relevant to implicit roles have been proposed at

one time or another, but no single system seems to cleanly capture the entire space of implicit role

referent types.
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2.1 Distinctions of implicit role types – Definite Implicit Role Types

One might start with the difference between four kinds of definite – and often anaphoric –

implicit role constructions. The script-inferrable type of implicit role characterizes the kind

of definite implicit object constructions seen in English, as illustrated in examples 20 – 21. The

referent of such implicit roles is determined by general understanding of a scene and facts in the

common ground; such that the theme of “found out” involves looking to prior context for the fact

or thing being kept secret, or thing signed in example 21 requires consulting prior contexts for

things that were bid, offered or considered:

(20) She found out ∅ (Fillmore 1986)

(21) Elle

she

a

perf

signé

signed

“She signed ∅the contract/deal”

In this contrast, we can note languages where implicit object constructions are much more

constrained to refer to recently mentioned, prominent referents (what would be “highly accessible”

in the Ariel accessibility hierarchy or “in focus” in the Givenness Hierarchy (Gundel et al. 1993).

Such salient/recent antecedents are illustrated in examples 22–23 from Japanese and French,

and might often be replaced with a pronominal form:

(22) Avant,

before

j’

i

avais

have

mon

my

dossier

file

á

loc

Jester,

Jester

mais

but

j’

I

ai

perf

enlevá

take.away

∅the file.

∅the file

“Before I had my file at Jester but I took (it) away. (French; Lambrecht and Lemoine 2005)”

(23) mukasi

years.ago

Billj-o

Bill-acc

osieta

taught

sensei-mo

teacher-also

∅j

∅j

homete

is

iru

praising

/ “[The teacher who taught Billj years ago] too is praising (him).” (Japanese; Hoji 1998)
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Another kind of definite interpretation is when the referent is deictic, referring to a co-

present referent (often a speaker or addressee), as in example 24 from Japanese:

(24) ∅I

∅I

hon-wo

book-obj

yon-da

read-PAST

“(I) read a book” (Nakaiwa and Shirai 1996)

A final class of clearly definite implicit roles are remembered role implicit roles – instances

where the semantic role (as a link between the event and the participant) has already been asserted,

because the event has already been discussed. These therefore require neither the pragmatic rules

of script-inferrable implicit roles nor local syntactic context, but simply require one to link

the current predicate to a prior mention, as in the arguments of the second mention of “losses” in

example 25, which can be recovered by linking it to the prior event of “losses”:

(25) The network had been expected to have losses of as much as $20 million on baseball

this year. It isn’t clear how much those losses ∅of the network ∅of that amount ∅on baseball may

widen because of the short Series. (Laparra & Rigau 2013)

2.1.1 Details of Script-inferrable, pragmatic implicit roles

The script-inferrable roles mentioned above do not have any constraints, nor must they

even be linguistically anaphoric. For example, English implicit object constructions discussed in

Fillmore (1986) may refer to definite referents not linguistically mentioned in the recent context.

To illustrate, one might walk into a room and utter “we won!” or “Bill resigned!”, referring entirely

to facts in the common ground shared between the speaker and addressees. These may therefore be

best exemplified by definite implicit object constructions in English (Fillmore 1986; Ruppenhofer

& Michaelis 2014; Glass 2014), and most implicit object constructions in French (Lambrecht &

Lemoine 2005). Lambrecht and Lemoine (2005) call some of the cases they studied “frame-induced”

in French, noting that although one can leave an object implicit when it fits into a clear frame in
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context (as in example 26), leaving objects implicit is less viable when the event does not cleanly

link to a single scenario or frame, as in example 27.

(26) Elle

she

a

perf

signé

signed

“She signed ∅the contract/deal”

(27) ils

they

ont

perf

battu

beat

? They beat (them)

Such implicit role instances also dominate the implicit role interpretation of less “core” roles,

such as the arguments of eventive nouns or adjectives – a very common issue for computational

models of implicit role resolution.

2.1.2 Salient/recent implicit role referents

The class of pronoun-like salient/recent implicit role interpretations is most commonly

seen in prototypical “null subject” constructions, where a subject is left implicit (often combined

with morphological indexing of its gender or number) and refers to a recently mentioned referent.

Examples 28 – 29 illustrate examples of such implicit subject constructions; while they differ slightly

in the exact details from language to language (as discussed in Chapter 2), we suggest that all such

instances share the same rough behavior – one would want to put them into the same general

comparative class:
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(28) Questa

this

mattina,

morning

Gianni

Gianni

ha

has

visitato

visit

la

the

mostra.

exhibition.

Più

More

tardi

late

∅

∅

ha

has

visitato

visited

l’università

the-university

“This morning, Gianni visited the exhibition. Later he visited the university

(Samek-Lodovici 1996)”

(29) Juani

John

llegaba

arrive.3s.imperf

a

to

casa.

house.

∅i

∅i

Tenía

have-1/3sg.imperf

las

the

llaves.

keys

“John was arriving home. He had the keys (Cole 2010:280)”

As noted above, we can also see this for implicit object constructions in some languages, such

as Hebrew (example 30, Landau 2018), Latin (example 31; Luraghi (1997)), Finnish Sign Language

(example 32; Jantunen (2013)), Japanese (Kayama 2003), and Ancient Greek and Sanksrit (Key-

dana & Luraghi 2012). These do not pattern like the more script-inferrable mentions used in

English, but refer to very prominent and recently mentioned prior referents (sometimes limited to

previously mentioned objects):

(30) a. adayin

still

eyn

no

li

to.me

manxe

advisor

la-doktorat

to.the-doctorate

“A: I still don’t have a PhD advisor” ”

b. lifney

before

ŝe-ata

that-you

moce

find

∅,

∅

ata

you

carix

need

nose

a

‘ B: “Before you find (one), you need a topic (Landau 2018)”
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(31) quo cum Catilinai venisset, quis eumi senator appellavit? qui ∅i salutavit?

“although Catilina was there, who among senators called him? Who greeted (him)? (Luraghi

1997:4; Cic. Cat. 2.12)”

(32) MANi GO-IN / WOMAN LOOK-AT emptyseti’

The man goes in and the woman looks at (the man/him).’(Finnish Sign Language; Jantunen

2013:317)

One extreme subtype of these salient/recent instances are instances where the implicit

role is nearly deterministic in referring to a prior grammatical position, such as referring to the last

mentioned subject, last mentioned object, or last mentioned topic. These have recieved a variety

of analyses which actually formalize them into grammatical constructions (e.g. modeling implicit

objects as “left node raising” (Yatabe 2001) or otherwise as a grammatically defined (Luraghi

1997)), or led to discussions of the effect of lingering gramamtical roles across sentence bound-

aries(Auer 2014;534); this also can be relevant to long “null topic” chains seen in languages such

as Japanese (Yatabe 2001):

(33) a. “harii

Harry

pottaa”

Potter

no

of

eega-gai

movie-nom

ninki-da

popular-pres

The movie “Harry Potter” is popular

b. takusan

many

no

of

hito-ga

person-nom

∅i

∅i

mita

watched

soo

hear-say

da

“I heard many people watched (it) ”

c. tomodachi

friends

mo

too

∅i

∅i

omoshirokatta

interesting-past

to

comp

itte-ita

say-pst.prg

My friends also said that (it) was interesting.
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d. watashi

i

mo

also

raishuu

next.week

∅i

∅i

miru

watch

tsumori-da

intend-to

I am going to watch (it) next week too

We refer to such types with the general label of salient/recent in part to acknowledge the

ambiguities involving this type. Various approaches might view the exact dimension which is used

for these implicit roles as being the topicality of the referent, its familiarity, the cognitive “acti-

vation” or “accessibility” of the referent, or even whether the current sentence expresses discourse

continuity, or continuity of topic, with the preceding text (Givón 1983; Ariel 1988; Prince 1992;

Gundel et al. 1993; Ariel 2004). Kaiser & Trueswell (2008) note that “It is generally agreed that

there exists a correlation between the type of referential form used to refer to an entity and the

level of salience/prominence of the entity”. However, not only is it unclear which characterization

is correct, but it is very likely that languages vary in which of these factors is most important

in implicit role resolution – sometimes referred to as the “form-specific multiple constraints” idea

of Kaiser & Trueswell (2008). Because of this, we suggest that the best way to discuss implicit

roles with such salient/recent behavior is to first determine which implicit role constructions

have this kind of interpretation, and only later to compare different kinds of such constructions

for more precise details of their interpretation, such as the relative importance of grammatical

parallelism (Carminati 2002), topicality or discourse coherence.

2.1.3 Deictic Implicit Roles

Deictic implicit roles in general – and reference to the speaker and addressee in particular –

are another extremely common kind of definite implicit role. Although in many languages these are

commonly encoded by morphological person agreement or specific constructions (as in the English

imperative), there are many languages where reference to the speaker or addressee must be inferred

purely from context (as in examples 34 or example 35.
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(34) ∅I

∅I

hon-wo

book-obj

yon-da

read-PAST

“(I) read a book” (Nakaiwa & Shirai 1996)

(35) ∅we Took im fer a ride on that’n Bill said thet he wz et least goin eighty miles’n hour (Oh

2006:823)

This is commonly the case for arguments of predicative adjectives, or other situations in

which a deictic experiencer might be expressed (although, as noted below, it can be ambiguous

with generic interpretations):

(36) Most interesting ∅to me!

2.1.4 Remembered Roles of Event Reference

A final category for clearly knowable implicit roles occurs with remembered roles, where

the predicate has already been previously mentioned, and the relation to the current participant

has already been mentioned, so that the semantic role could be simply “remembered” rather than

directly inferred. This is common for English for mentions such as definite eventive nouns, where

one can clearly identify that the referent should be found in prior context (as in the theme of “sale”

in 37 (Gerber & Chai 2010)), or in conversation, as with question-answer sequences where an event

is under discussion, as in example 38 from Japanese.

(37) The real estate and mortgage banking concern had hoped to use proceeds from the sale

∅theme to reduce its debt .

(38) a. joshidaisee

college.girl

ni

like

wa

TOP

mieru?

look

”Do (I) look like a college girl, then?”
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b. hyottoshitara

maybe

mieru

look

tomo

TOP

ieru

can.say

kana=

FP

(one) may possibly say that (you) look (like a college girl).

As it is common to reframe events or refer to a slightly different facet of the same event or a

subevent of that event, this type of implicit role can have some ambiguities with the more general

script-inferrable implicit role type above, as many events are related not through strict identity

but a kind of bridging or quasi-identity relationships (Poesio et al. 1997; Hovy et al. 2013). Thus

while one might quibble in example 39 regarding whether “One morning he spent in town” and

“this one excursion” are exactly coreferential, they are clearly related as different parts of the same

roughly connected set of events for the sake of inferring who was travelling and where they went:

(39) “One morning hei spent in townj , and I learned from a casual reference that he had visited

the British Museum. “

“...Save for this one excursion ∅by him ∅into town , he spent his days in long and often solitary

walks”

2.2 Edge Cases: Interpretations Between Definite and Indefinite

There are a variety of ways in which an implicit role may be “known” – in the sense that

something about the referent’s type or identity is known – but where it does not link to an actual

previously mentioned referent. We focus on four types – sloppy anaphora/bridging instances (where

it refers to a prior antecedent, but introduces a new referent analogous to that antecedent) as in

example 40a; situationally unique genre-based defaults where a referent is unique in a context

(as in implicit balls in a sports context, as in example 41), and type-identifiable implicit role

interpretations, where the referent is nonspecific but its type is “known”, most prototypically with

very conventionalized referents as in example 42, and finally, implicit roles used in generalizations or

characterizing statements where the implicit role refers to all mentions of a type – most commonly

referring to people in general, as in example 43:
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(40) a. John-wa

John-TOP

zibun-no

self-gen

tegami-o

letter-ACC

suteta

discarded

“Johni threw out hisi own letters”

b. Mary-mo

Mary-also

∅

∅

suteta

discarded

“Mary also threw out John’s letters / Mary also threw out her letters (Takahashi 2011)”

(41) Juice Williams keeps ∅the ball. ((Ruppenhofer & Michaelis 2014), p58)

(42) Bill started drinking ∅alcoholic beverages again

(43) Gianni

John

é

is

sempre

always

pronto

ready

ad

to

accontentare

please

∅lagente

(people)

John is always ready to please people (Rizzi 1986:1)

2.2.0.1 Implicit “sloppy anaphora” and Bridging implicit roles

So-called “sloppy anaphora” implicit roles are instances where the predicate of a current

implicit role is not exactly coreferent with a prior predicate, but rather refers to a modified copy

of a prior event. This is commonly seen with “sloppy” verb phrase ellipsis situations, as shown in

example 44a for Japanese (also noted for Gurani (Tonhauser 2017), and for Bangala, Hindi and

Malayam (Simpson et al. 2013)):

(44) a. John-wa

John-TOP

zibun-no

self-gen

tegami-o

letter-ACC

suteta

discarded

“Johni threw out hisi own letters”
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b. Mary-mo

Mary-also

∅

∅

suteta

discarded

“Mary also threw out John’s letters / Mary also threw out her letters (Takahashi 2011)”

Example 45 shows an example from Bangala, in which the implicit role (the thing sent) in

the second sentence is a newly introduced referent, Arun’s servant:

(45) a. Abhik

Abhik

nijer

his

chakar-ke

servant-ACC

Dakghor-e

post.office-to

pathalo

send-PST.3

Abhiki sent hisi servant to the post office

b. Arun-o

Arun-also

∅

∅

Dakghor-e

post.office-to

pathalo

send-PST.3

Arunj also sent (hisj servant) to the post office (Bangla; Simpson, Choudhury and Menon

2013:111)

Hoji (1998) notes one extreme example in Japanese, in which a reading has multiple such

“sloppy” readings possible:

(46) a. John-ga

John-nom

John-no

John-gen

gakusei-o

student-acc

suisensita

recommended

“John recommended John’s student”

b. Mary-wa

Mary-nom

Bill-mo

Bill-also

suisensita

recommended

to

that

omotteita

thought

“Mary thought that Bill also recommender (John’s student / Bill’s student / Mary’s

student)”

This roughly matches a class of implicit roles that was proposed in Kay (2004) for elided

nominal heads, such as “I had three eggs and Bill had four ∅eggs” – referred to by Kay as Identity
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of Sense null instantiations (following Bresnan 1971). We might also group into this type other

kinds of “bridging” where the implicit role has a clear antecedent upon which the new referent is

based (Clark 1977; Poesio et al. 1997).

2.2.1 Genre-based Default Implicit Roles

There are other kinds of arguments which are often not “anaphoric”, but express a situa-

tionally unique “default” argument, made unique by the particular genre or context. For example,

reference to the ball in match reports (as in example 47), or the engineer in repair reports (as in

example 48) can be generally left implicit – not because all kicking events entail balls, but because

the context means that only one referent can fill that role, and defines what that referent is.

(47) Juice Williams keeps ∅the ball. (Ruppenhofer & Michaelis 2014:58), p58

(48) ∅the field engineer Thinks problem is in the head select area.(Dahl 1986)

Such instances have some similarity to “situationally unique” definite descriptions (Hawkins

1978; Becker 2018), such as “He went to the hospital” or “I talked to the principal”, which

similarly fail to point to a universally unique item, but define a referent that is unique within a

particular situation. However, lacking the semantic content such as “hospital” or “principal” seen in

nominal phrases, these “default” arguments only occur when the genre helps to define the referent

as a default.

These genre-based default implicit role interpretations tend to correspond with a number

of specific constructions unique to particular genres, well explored in Ruppenhofer & Michaelis (2010).

We suggest that these are different constructions than the more general implicit object constructions

seen in English. One piece of supporting evidence for the separate licensing of special “genre-based

default” constructions is that for some situations in English where a referent is not lexically li-

censed (such as the object of “vacate”), some examples have been found where implicit object use

can be observed if you find a context where that referent is also the clear default referent of the
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genre (Glass 2014). Example 49 illustrates that for “vacate”, wherein one cannot normally omit

the thing vacated, but in a discussion forum about owning real estate, the houses being rented are

the primary topic under discussion, and we see such implicit arguments:

(49) Divorce raised its (not so) ugly head and they vacated ∅the house at the end of the lease

(Glass 2014)

We can also note the observation from Ruppenhofer & Michaelis (2010), which notes that for

both English “labelese” and match report implicit roles – which one might characterize as this kind

of genre-based default argument – they “require predicates to denote actions or properties that

are canonical in the genre” (Ruppenhofer & Michaelis 2010:169). For example they note that one

could not omit the ball in non-match events such as superstitious gestures in example 50, nor can

the contents of a box of quinoa be referred to outside of the labelese genre of describing its uses

and properties (example 51):

(50) Before he took that free kick, he kissed (*∅/the ball) for luck. (Ruppenhofer et al. 2010b:169)

(51) * ∅ has flourished in cultivation for over 5,000 years.

One set of implicit role constructions which might fix into this category of genre-based

defaults is that of labelese and instructional imperative implicit role constructions in English.

These seem to be licensed by derivational constructions (Ruppenhofer & Michaelis 2010; Ruppen-

hofer & Michaelis 2014) rather than the more consistent lexicalized behavior noted for other kinds

of script-inferrable mentions in English (Fillmore 1986). The instructional imperative examples

illustrate that otherwise-required objects in English may be omitted within imperatives when they

are the discourse topic of an instructional context and in an imperative:

(52) Store ∅ away from direct sunlight. (Ruppenhofer & Michaelis 2014)
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(53) Fry ∅, stirring ∅ frequently, for five minutes, until the paste is soft, fragrant and reducedin

volume. (Ruda 2014:ex. B-35)

In English, we also see implicit subjects for such default arguments, seen either in labelese (ex-

amples 54 – 55) or in the omission of default arguments in repair reports in example 56.

(54) ∅ packaged in a facility that also processes nuts.

(55) ∅it Serves four as a side dish (B-81, recipe paper)

(56) ∅the field engineer Thinks problem is in the head select area. (Dahl 1986; Palmer et al. 1986)

The instructional imperatives and omissions in recipe contexts have been extensively stud-

ied (Ruda 2014; Ruppenhofer & Michaelis 2010; Haegeman 1997; Massam & Roberge 1989). While

these particular constructions likely possess unique details and constraints, they illustrate the pro-

posed class of genre-based default roles in terms of being situations where a particular role

in the scenario (in these cases, the object being used or created) can be consistently omitted in a

range of different contexts.

(57) Keep it on a nice low heat, whisk ∅ constantly.(www.youtube.com/watch?v=x6Qcurdgu5A)

(Ruda 2014)

(58) Check [motor protection filter]j every time you change the paper filter bag. Replace ∅j by a

new one if it is very dirty.(Ruppenhofer et al. 2010b:159)

(59) Chill dough, then roll ∅ to 1
4”-thick and spread ∅ with date filling and turn ∅ over on itself,

making a jelly roll. (Ruppenhofer & Michaelis 2010:167)

(60) Slice the mushrooms finely, and put ∅ in a large bowl with the oil [. . . ] (Ruda 2014:341)
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(61) Take a crepej . Cover one half with the jam. Fold ∅j over onto itself and sprinkle with

sugar.(Massam & Roberge 1989:137)

The last of these, example 61, illustrates that such implicit roles in these contexts can be

“controllers” in a variety of constructions. There are also noted exceptions, in which such labelese

constructions do not work, as in example 62–63.

(62) ?Lift [the chicken pieces]j out of the wine, preserving the mixture in which you have mari-

nated ∅j

(63) ?Boil eggs for the salad while you roast ∅.

2.2.2 Type-identifiable Implicit Roles

There are other kinds of implicit roles in which the referent does not anaphorically refer to

a prior mention, and is not necessarily known to the hearer or even the speaker, but where the

type of the referent is very predictable, such that it may sometimes be thought of as a “known”

referent – David (2016) makes a distinction between referentiality and type-specificity based upon

such referents. The most extreme versions of these are the “subtype” examples in English, wherein

the implicit role referent has an even more specific subtype than what is seen for the predicate in

general (Mittwoch 1971; Fillmore 1986), as in examples 64 and 65 from Fillmore (1986).

(64) Bill started drinking ∅alcoholic beverages again

(65) Bill is trying to stop smoking ∅cigarettes

Lambrecht et al. (2005) note the ability to omit “type-identifiable” referents for some pred-

icates as well. They contrast the examples in 66 with other predicates such as réparer(repair) or

brosser(brush) which have no clear conventionalized default and therefore cannot leave their objects

implicit.
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(66) Maman

Mom

est

is

occupeé;

busy;

elle

she

could

sew

/

/

repasse

iron

/

/

lit

read

/

/

peint

paint

“Mom is busy, she is sewing / ironing/ reading / painting” (Lambrecht and Lemoine 2005)

Similarly, Ruppenhofer & Michaelis (2014) note a number of FrameNet frames that all have

the same indefinite role, which can be left implicit; for example, the “Weapon” role of verbs in the

Bearing Arms frame can be left implicit, referring to a nonspecific, unstated gun or guns.

(67) Careful, that guy carries ∅a_gun. (Ruppenhofer et al. 2014:8)

(68) Watch out, I think he’s packing ∅a_gun.

The most extreme forms of such implicit roles can essentially encode a default referent, and

may be so type-identifiable as to make it very rare to have an explicit form . This could be seen

with denominals in English such as “to butter”, “to box”, or “to crate”, and for verbs in languages

with extremely specific verbal forms, such as Tzeltal “heavy” verbs boj “to cut (with a machete or

knife)”, jatz “to rip cloth or paper”, kók “break off or pluck [a fruit from a stem]”(Brown 2008).

As noted in Michaelis and Ruppenhoffer (2001) for German, many denominal or incorporation

instances do not actually bar the use of an explicit form, such as “butter the bread with apple

butter”, but merely provide a stereotypical assumption that one might use if no explicit form is

used. Nevertheless, it is sensible that many models view many of the most extreme examples of

type-identifiable implicit roles as not having a separate “participant” at all, but keeping such a

mention as part of the listener’s inherent understanding of the event itself.

2.2.3 Generic (“People in General”) implicit roles

Lambrecht et al. (2005) discuss a “folks in general” or “everyone” reading for French, in

which the person bothered in example 69, and the people invited to stay in example 70, can be

construed in a broad sense as “people in general”. This kind of role has been referred to as Generic
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Null Instantiation (Lyngfelt 2012), or emploi generique (Larjavaara 2000), and has been observed

for other languages, such as example 71 from Italian (Rizzi 1986).

(69) ça

that

gêne

bothers

∅

∅

That bothers (people) (Lambrecht and Lemoine 2005:21)

(70) Le

The

beau

nice

temps

weather

invitait

invite.imperf

∅

∅

á

to

rester

stay

The nice weather invited (us/them/people in general) to stay

(71) Gianni

John

é

is

sempre

always

pronto

ready

ad

to

accontentare

please

∅lagente

(people)

John is always ready to please people (Rizzi 1986:1)

For some languages, this generic construal is the only available construal for an implicit

subject as well. This is noted for the Finnish implicit subject construction (Hakulinen & Karttunen

1973; Holmberg et al. 2009), as shown in example 72, and Holmberg et al. (2009) noted this across

Finnish, Brazilian Portuguese, Finnish and Marathi.

(72) Shelliasemalla

Shell-station-ADE

voi

can-3SG

pestä

wash

autonsa.

car-POSS.RFL

“(You) can wash (your) car at the Shell Station (Holmberg 2005)”

The difference between such a generic implicit subject construction and a more common

salient/recent implicit role construction can be most clearly illustrated by the contrast be-

tween the Brazilian Portuguese and European Portuguese interpretations of the same sentence in
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example 73; in Brazilian Portuguese, the unstated subject of faz must be generic, and in European

Portuguese it must refer to a recently mentioned referent.

(73) é

is

assim

thus

que

that

faz

makes

o

the

doce

sweet

“This is how one makes the dessert (Brazilian Portuguese)”

“This is how he makes the dessert (European Portuguese)”

(Rodgrigues 2004:72)

We can refer to these implicit roles, when they refer to broad “people in general” readings

(similar to the English one or French on), as being Generic implicit roles. Han (2006) notes the

same issue and refers to them as “generic zero” pronouns. These have also been noted to be used

in certain implicit subject constructions in Korean and Russian, as in examples 74:

(74) ∅

∅one

holangi-lul

tiger-acc

cap-ulye-myen

catch-intend-if

∅

∅one

san-ey

mountain-Des

ka-ya-hanta

go-must-PresDec

“If one wishes to catch a tiger, (one/he) must go to the mountains” (Han 20006: 56).

(75) Na

On

galerke

gallery

∅

∅

zataili

held-3pl

dyhanie.

breath

“In the gallery, (they) held their breath. (Malamud 2004, via Han 2006)

Lambrecht & Lemoine (2005) also discuss “habitual” cases in French, wherein “the predicate

is understood as denoting a habitual activity or state of the subject, or the negation of such an

activity or state”, as in:

(76) Mon

my

chien

dog

ne

neg

mord

bite

pas

neg

“My dog doesn’t bite ∅”
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Generic or “People in general” readings also often emerge for the unstated agents of im-

personal passive constructions in various languages (Keenan & Dryer 1981); e.g. Nakipoğlu-

Demiralp (2001) notes general usage of the Turkish impersonal passive 78, as is also noted in

Icelandic impersonal passve (Sigurðsson & Egerland 2009):

(77) burada

here

iyi

well

kosĉ-ul-ur

jog-pass-aor-3per

“It is jogged well here ” (Nakipoğlu-Demiralp 2001:136)

(78) Bu

this

goẍl-de

lake-loc

bogûl-un-ur

drown-pass-aor-3per

“It is drowned in this lake (People drown in this lake / one might drown in this lake)

”(Nakipoğlu-Demiralp 2001:139)

(79) Fyrst

first

er

is.3sg

∅

∅one

beygttil

turned

haegri

to

“First, one turns to the right.” (Sigurðsson & Egerland 2009:160)

Such generic implicit roles also seem to consistently show ambiguities with deictic implicit

role interpretations. Lambrecht et al. (2005) note examples where the grammar does not disam-

biguate between the two, as in examples 80 and 81, where one might view the grammar as encoding

something generic, but where the referent could be construed as a specific person (noting that it

could even be “a third person whose point of view is being expressed by the sentence”(Lambrecht

et al. 2005:35)). Ono & Thompson(2000) noted similar ambiguities in Japanese where there was

an ambiguity between a “we” reading and a “one” or generic “you” reading, as in example 82, and

noting that it is not clear that a listener is even required to disambiguate between the two readings:
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(80) Attention,

watch

ça

demonst

va

fut

faire

do.inf

mal

bad

“Watch out, it’s gonna hurt ∅you!”

(81) Arrête

stop

d’

of

embêter!

bother.inf

“Stop bothering ∅me!”

(82) ana

uh

hayaku

quickly

i ano

uh

are

that

shi-na

do-not

-kya

if

ikenai

bad

n

NOM

desu

COP

ka?

Q

“is (it) bad if (we) don’t do that quickly?” / “Is not doing that quickly bad (Ono et al.

1997:8)”

Put broadly, many languages have ways of referring to events in generalizations wherein

the target of generalization is no more specific than “one” or “people”, and where the language

simply leaves that referent unsaid. In that sense, these would often not be separate “implicit role”

constructions, but rather they illustrate interpretations of implicit roles that would be enacted by

a generalization construction.

2.3 Clearly Indefinite Arguments – Cataphoric, Iterated/Slot-identifiable,
and Arbitrary

2.3.1 Cataphoric implicit roles

Within many typologies of reference marking such as Dyer (2014), Givon (1979) or Becker (2018),

there is a category for “cataphoric” (or “establishing”) referent types – which Dyer also calls “prag-

matically specific indefinite”. Some languages have a special treatment for noun phrases which are

not known to the addressee, but which refer to referents which are likely to be referred to again in

the discourse – as with the cataphoric usages of the English “this”.
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While most usages of implicit roles in a language such as English are generally either clearly

anaphoric or clearly nonspecific, in some languages it seems quite possible to have the kind of clearly

referential chains of normal mentions (the kind discussed as “Salient/Recent” definite implicit roles)

initiated not by a full noun phrase, but simply by an implicit role – used in this same kind cataphoric,

establishing usage. Such “cataphoric” reference was emphasized by Li (2004) for Chinese, claiming

that not only may an implicit role occur without prior mention, but that such an implicit role can

start a long chain of mentions – citing one story having 18 clauses in a chain before an actual explicit

mention of that referent occurs. Stoll & Bikel (2009), in discussing the extreme amount of implicit

role reference in seen in Belhare, provide an example of this as well, showing in example 83 how

even at the start of a narrative, the agent of syau phighe “pick apples” is not even mentioned, and

remains unmentioned when a new participant is introduced – the third-person agreement marking

alone is sufficient to establish the referent in context:

(83) a. 2bo

now

p2ila

first

syau

apple

phige

pick.3s.pst

“Now, first ∅ was picking apples.”

b. syau

apple

phighe

pick.3s.pst

kina

and

dhakie

basket.loc

andhe

fill.in.3s>3sPST

“∅ picked apples and filled them into a basket.”

c. 2ni

then

2ni

then

meri

goat

sassa

pull.CVB

tahe,

come.3spST

ibaN,

one.human

“Then someone came along pulling a goat.”

For a language such as English, this kind of cataphoric situation is rare, but can emerge

out of arguments of nominal mentions – such as example 84 – wherein events can be asserted

without otherwise-necessary roles, and which we might categorize as implying their quick resolution.

However, for English at least, this is not characterized by a particular construction type; nominal
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arguments may simply vary in the perceived level of importance, and may imply to the listener

that they would be rapidly resolved:

(84) It was suggested , but never proved , that the deceased gentleman may have had valuables

in the house , and that their abstractionTheft ∅perpetrator was the motive of the crime .

(85) Through the fogged glass I dimly saw a man spring up from a chair beside the fire , and

heard a sharp cry ∅sourceofsound from within the room .

These all might be judged as introducing a referent, in that mentions of “the thief” or “the

source” or “the crier” would all be clear-cut in the larger discourse. These might therefore be

“specific known” or “specific unknown” in Haspelmath’s map of indefinite pronouns – analogous to

“something” in English.

2.3.2 Low-information Arbitrary roles

The opposite end of the spectrum from cataphoric implicit roles are those in which there is no

real information provided to the referent, nor any real implication about the referent– even about

whether it is a prototypical version of the referent. These therefore do not contain the information

one might expect from explicitly indefinite referential forms, such as “someone”, in that it is unclear

whether a referent is a known, definite referent or something unknown:

(86) The books were delivered (by ∅) on time. (Lyngfelt 2012)

(87) He burglarized ∅, but she murdered ∅! (Goldberg 2001)

(88) Pat gave ∅ and gave ∅, but Chris just took ∅ and took ∅. (Goldberg 2001:507)
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(89) The lion has killed.

These implicit roles tend to be expressed in constructions which could be said to deprofile

their referent (Goldberg 2001). A range of studies have even questioned the sheer semantic existence

of some implicit roles (Koenig & Mauner 1999), or explored the contexts in which these might not

be mentally present (Mauner et al. 2002; Mauner & Tanenhaus 1995; Mauner & Koenig 2000).

For the purpose of this specific categorization into types of referents, one could view this is as a

kind of implicit role where there is no information about how to interpret the referent at all.

2.3.3 Iterated Events and Indefinite Slot-identifiable Implicit Roles

In contrast to genuinely arbitrary implicit roles, many indefinite implicit roles are simply non-

specific referents – lacking the clear implication of a specific type seen with type-identifiable

implicit roles, but nevertheless proposing vague referents which are interpretable in context. This

is most notable for the referents of iterated events, as discussed with Goldberg (2001, 2005); such

referents often define a heterogeneous set of entities. In these contexts, the referent is not simply

unstated, but refers to a “set” of referents only really defined by their role in that sentence. For

example, the referent of the patient of “kick” in example 90 is not necessarily a single variable or

even a known group of people, but simply the set of people that were kicked. These are therefore

not example nonspecific (the speaker, and even the hearer, may know the identity of the referents),

nor is it a reference to a natural kind, but the set described has no meaning beyond that event:

(90) Pat kicked his way out of the operating room.(Goldberg 2001)

(91) Le

The

bourgeois

bourgeois

ne

neg

produit

produce

pas:

neg:

il

3.msc

dirige,

direct

administre,

manage

répartit,

distribute

achéte

buy

et

and

vend

sell

“The bourgeois does not produce: he directs, manages, distributes, buys and sells”(Sarte;

via Lambrecht and Lemoine 2005:23)
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(92) She picked up her carving knife and began to chop.

As Goldberg notes, examples such as these generally do not introduce a referent into the

discourse, and cannot be easily referred to anaphorically in later context (as shown in example

93). This therefore differs from cataphoric implicit roles in which the unstated argument may be

referred to.

(93) The chef chopped and diced all day. *It was put into a large bowl (Goldberg 2005)

2.4 Ambiguities between Interpretation Types

Throughout these specific interpretations, contexts have been noted in which a particular

implicit role may receive multiple possible interpretations, which might be disambiguated by the

pragmatic realities of the context.

(94) However, it’s also easy ∅for_you / ∅for_one to get to Guangzhou by train or ferry(Lyngfelt

2012)

(95) arrête

stop

d’embêter

of-annoy.inf

∅

∅

“Stop annoying ∅everyone / ∅me (Lambrecht and Lemoine 2005:35)”

(96) hon

she

tog

took

pjas̈en

play-DEF

ur

from

bokhyllan

bookshelf-DEF

och

and

började

started

läsa

read

“She took the playi from the bookshelf and started reading ∅i”

We can note that there are many different ways of handling such ambiguities. Lambrecht

defines them as “Free Null Instantiation”, and for the distinction between people-in-general

readings and interlocutor readings, both the Lambrecht & Lemoine (2005) and Ono & Thomp-

son (2000) suggest that such ambiguity is often left ambiguous by the grammar. Ono et al. (1997)
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maintain that even the speakers themselves might not know which referent is exactly intended, and

note that “we may want our model of language to reflect the fact that there are many contexts in

which the ‘referent’ is intended to be left ‘open’.”

We emphasize that regardless of one’s theoretical conclusion about such ambiguities, they

are not random ambiguities between any implicit roles, but generally are only two specific kinds

of edge cases: distinctions where construction may be encoding a Generic reading but it can

be inferred to be an Interlocutor, and instances where the construction may be encoded as

a Type-identifiable reading and where it can be construed in context as salient/recent.

We generally assume that some kind of pragmatic inference or enrichment allows one to construe

such more referential readings from these contexts, but note that there simply is not enough data

about how these occur or their linguistic behavior to be more specific than that. Ruppenhofer &

Michaelis (2014) drew links from such ambiguities to the kind of “upward entailment” suggested

by Gundel et al. (1993), where listeners can construe a more anaphoric reading from indefinite

reference forms; we will loosely embrace this approach.

2.5 Summary

These implicit role interpretation types are not necessarily an exhaustive nor perfect inventory

for expressing implicit role interpretations, but we suggest that this set of relatively simple types

is a good starting point for characterizing implicit role constructions, allowing one to separate the

syntactic and grammatical effects of a particular construction from the pragmatic details of how

these implicit roles are interpreted. Table 2.2 illustrate a set of features which can help characterize

these implicit roles, to illustrate which properties are shared between these types.
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Salient/Recent yes yes yes
Definite Script-inferrable yes yes possible

Deictic yes yes possible
Remembered Events yes possible
Genre defaults yes yes yes

Marginally Generic yes yes
Definite Identity-of-Sense Anaphora yes yes yes

Type-identifiable yes
Cataphoric yes sometimes

Indefinite Repeated/Iterated Roles
Arbitrary/Nonspecific

Table 2.2: An approximate set of features generalizing over these types.



Chapter 3

Using Implicit Role Interpretation Types for Describing Constructions Within
and Across Languages

This chapter explores the use of this inventory of implicit role interpretation types for de-

scribing the implicit roles constructions within a language. The first such exploration is a case

study of the Spoken Arabic implicit role system; it provides an overview of Arabic implicit role

phenomena and maps these roles onto the current inventory. The second exploration outlines how

to incorporate these types into formal models of implicit role constructions, building on existing

work in SBCG (Ruppenhofer & Michaelis 2010; Ruppenhofer & Michaelis 2014). Finally, a third ex-

ploration discusses going beyond those interpretation types for the sake of typological comparison,

discussing how one might represent the more subtle distinctions that could differentiate particular

constructions within the same general type.

These explorations are not intended solely to evaluate the particular inventory of interpre-

tation types proposed here, but rather to use this inventory as a starting point for looking at

how we might model different interpretations of implicit roles. The chapter will procede as fol-

lows: overviewing the intepretation types proposed in Chapter 2, followed by a review of Spoken

Arabic implicit role constructions, followed by a section about formalizing these roles into SBCG,

and finishing with a section discussing the representation and comparision of how implicit role

constructions vary along continuous scales.
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3.1 A review of the proposed categories

To summarize, we present below a set of definitions for each of the implicit role types, with

a prototypical example for each.

Salient/Recent: Instances in which an implicit role referent is salient or recently men-

tioned, and might be realized as a pronoun if explicit.

(97) Juani
John

l legaba
arrive.3s.imperf

a
to

casa.
house.

∅i
∅i

Tenía
have-1/3sg.imperf

las
the

l laves.
keys

“John was arriving home. (He) had the keys (Spanish; Cole 2010:280)”

Frame-recoverable: Implicit roles which are pragmatically identifiable, not because of

local coherence or activation, but because of general pragmatic knowledge and inference.

(98) They accepted. (Fillmore 1986:99)

Remembered: A semantic role of an event that has already been mentioned in the discourse,

and where that prior event predication has already introduced this semantic role; it is implied only

in the sense of being remembered.

(99) The company was acquired by Google in 2009. The acquisition ∅of the company ∅by Google cost

a total of 500 million.

Identity-of-Sense: The implicit role introduces a new referent, which roughly copies a

recently mentioned implicit role in the discourse.

(100) a. John-wa
John-TOP

zibun-no
self-gen

tegami-o
letter-ACC

suteta
discarded

“Johni threw out hisi own letters”
b. Mary-mo

Mary-also
∅
∅
suteta
discarded

“Mary also threw out John’s letters / Mary also threw out her letters (Japanese; (Şener
& Takahashi 2010))”
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Genre-based default: Reference to a (potentially unstated) referent that is uniquely

identifiable in that situation or genre

(101) He smashed ∅the ball into the net when a close call went against him (Ruppenhofer &

Michaelis 2010:p.173)

Type-identifiable: An indefinite implicit role that is nonspecific and existentially qaunti-

fied, but where the type is discernable, being a prototypical filler of that particular role

(102) Watch out, I think he’s packing ∅a_gun.

People In General: reference to a generic, “people in general” class which could often be

rephrased with “one”

(103) Shelliasemalla
Shell-station-ADE

voi
can-3SG

pestä
wash

autonsa.
car-POSS.RFL

“(You) can wash (your) car at the Shell Station (Finnish; Holmberg(2005)”

Deictic: Deictic implicit role constructions could be locuphoric (first or second person)

implicit roles, or could generally refer to anything co-present with the interlocutors.

(104) ∅I
∅I

hon-wo
book-obj

yon-da
read-PAST

“(I) read a book” (Japanese; Nakaiwa & Shirai 1996)

Cataphoric: Mentions of a referent that may be tracked in the discourse, even though not

yet explicitly mentioned.

(105) It was suggested , but never proved , that the deceased gentleman may have had valuables in

the house , and that their abstractionTheft ∅perpetrator was the motive of the crime .
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Iterated/Set: These refer to implicit roles which identify a general set of unspecified

referents.

(106) Tigers only kill ∅ at night. (Goldberg 2001)

Arbitrary: Implicit roles genuinely underspecified as to the referent

(107) The books were delivered (by ∅) on time. (Lyngfelt 2012)

3.2 Arabic Case Study

This section overviews the inventory of implicit role constructions in Spoken Arabic1 . Al-

though it could be characterized as a “canonical pro-drop” language, we can see that there is a

wider range of phenomena to discuss, summarized in Table 3.1:

Construction Grammatical Slot Intepretation type
Third-person anaphoric subjects subject Salient/Recent
Nominal/adjectival predication subject Salient/Recent

Deictic
First/second person agreement subject Deictic

People-in-General
Impersonal passive subject People-in-General
Omissible essential arguments of APs object/oblique Script-inferrable
Lexicalized Object/Oblique omission object/oblique Script-inferrable

Type-identifiable

Table 3.1: Overview of Arabic implicit role types

3.2.1 Third-person Anaphoric Subjects

Spoken Arabic generally has an “implicit subject” construction, following the general behavior

of a salient/recent implicit role interpretation. Such implicit subjects are primarily constrained

to refer to very recently mentioned referents, prototypically referring to the last explicitly mentioned
1 This study covers a range of colloquial Arabic varieties, primarily using Egyptian Arabic, Tunisian Arabic and

Gulf Arabic. While it is likely that dialectal differences in implicit role behavior do exist between these varieties,
there is not yet clear-cut information regarding such differences. All examples were converted to coarse-grained IPA
by the author from a mix of orthographies and transliterations, so any mispronunciations are those of the author.
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subject. Example 108 shows one such example for Tunisian (Gundel et al. 2010), which was used

to illustrate “in-focus” status within the Givenness Hierarchy (Gundel et al. 1993). The prior

subject (l-druZ, “the stairs”), although not a prototypically agentive subject, is the most given and

syntactically prominent referent, and thus receives implicit-subject encoding.

(108) a. l-druZ

the-stairs
maPnaha

that.is
ma-j-ban-S

NEG-3ms-appear-neg
l-barra

the-outside

“That is, the stairs don’t show on the outside.”
b. ∅
∅

ma-jaPmil-l-ikS

neg-3m-do-to-2s-neg
muSkla

problem
mPa

with
Zarik

neighbor-poss-2s
aDaka

nonprex2.3ms

“They won’t cause you a problem with your neighbor”(Tunisian Arabic; (Gundel et al.
2010) (Gundel et al. 2010))

Specifically, there is a question of whether third-person implicit subjects in Arabic reflect

a specific subtype of saliient/recent interpretation – those of a same subject construction.

For many dialects, there has been the claim that pronouns tend to encode a salient reference to

the last mentioned subject (what could be a “continuation” in Centering Theory (Grosz et al.

1994)), and that pronominal subjects strongly imply referent to a recent, salient mention other

than the last-mentioned subject. This pattern has been noted across Arabic dialects, first for

Egyptian Arabic (Eid 1983), and later for Peninsular Arabic (Emirati, Kuwaiti and Hijazi; (Owens

et al. 2009)), and Tunisian (Gundel et al. 2010). It is also a pattern that Givón has linked to

implicit subject constructions in general (Givón 2017), noting the similarity to switch-reference

morphological systems.

Example 109 from Eid(1983) illustrates the most canonical example of this “same subject”

tendency. While gender agreement allows both referents to be referred to unambiguously, referring

to the prior subject (Ali) must use an implicit subject construction, and reference to the prior

object (Nadia) requires the use of an explicit pronoun hiyya (example 109c).



51

(109) a. Qali

Ali
Sa:f

see.3ms
Nadia?

Nadia

“Did Ali see Nadia?”
b. ah

yes
wi

and
∅
∅
kallim-ha
talk.to-ObjClit.3fs

kamaan
too

“Yes, and he talked to her too”
c. ah

yes
wi

and
hiyya/*∅
she

kallim-it-u
talk.to-3fs-ObjClit.3ms

kamaan
too

“Yes, and she talked to him too”

However, an examination of a corpus of Egyptian conversational data (Song et al. 2014)

reveals a number of examples in which one may use an implicit subject even when the antecedent

was not the last explicit subject. These may illustrate specific pragmatic edge cases, however.

Examples 110 and 111 illustrate one such class of examples, wherein the last subject is an implicit

first- or second-person reference and there is a distinct third-person reference in either subject or

object position, so that there are no other third-person referents in competition with the referent.

(110) a. kuntu
was-prfv

l@sha

just
bI-Pa-kl@m

prog-1sg-talk
maamj-i
mom-1sg

“I was just talking to mum”
b. ∅j
∅j

suPal-t@-ni

question.perf-3f-1sg
Ql@i-k

on-2sg

“She asked me about you”(BOLT SMS - CHT-ARZ-20130504.0001, lines 1104-5)

(111) wa
and

6
6
minu:tQ
minutes

latr
later

Pi-tsQal

1sg-call.imperf
∅
∅
maa
neg

∅
∅

ja-rad-S

3ms-reply.imperf-neg

“And 6 minutes later, I call (him), and (he) does not answer (BOLT SMS-CHT)”

Similarly, the use of causal connectives can lead to implicit causality effects which may reverse

the preference for last implicit subject as antecedent. Examples 112 and 112b(Eid 1983)( Najhi

2004:74) illustrate that while coordination with “wa” (and) leads to the expected interpretation,

coordination with the more causal “fa” (so/then) can lead to a different interpretation of the implicit
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subject, as the need for a plausible cause-and-effect sequence seems to overwhelm this same-subject

bias.2 .

(112) a. Qali

Ali
dQarab

hit.3ms
samiir
Samir

wi
and

∅
∅

Paam

got_up.3ms
Satam-u

insulted.3ms-him

“Ali hit Samir and he (Ali) got up and insulted him” (Eid 1983)
b. Qali

Ali
dQarab

hit.3ms
samiir
Samir

fa
and

∅
∅

Paam

got_up.3ms
Satam-u

insulted.3ms-him

“Ali hit Samir so he (Samir) got up and insulted him” (Najhi 2004)

3.2.1.1 Implicit First and Second Subjects – Deictic and Generic Readings

As expected from the taxonomy described in Chapter 2, first- and second-person implicit

subjects do not behave like the anaphoric implicit subject construction discussed above – there are

no constraints upon when the “antecedent” has been mentioned, since speaker and addressee are

always accessible. Indeed, implicit realization seems to be the default for such first and second-

person subjects; Parkinson (1987) finds that 65.4% of first person are implicit, as are 76.6% of

second person subjects. As seen with explicit you in English, the Arabic second person implicit

subject is also very commonly used to express a “generic” or “people in general” reading. This is

noted across a range of dialects, as in examples 113 and 114

(113)
bass,
but,

∅
∅one

itmill-iin
bore-2sg

arbaQa

four
wŋ-iSriin

and-twenty
saaQa

hour
gaaQda

sit
mÃaabl
near

kutub
book.pl

“but you get bored sitting in front of books for twenty- four hours (Peninsular Arabic; Owens
et al. 2009; 46)”

(114) Pin

if
ta-drus
2sg-study

ta-nÃaH

2sg-pass

“If you study you will pass (Classical Arabic; Suleiman 259)”

2 It should be noted that consultations with native speakers on this example finds wide variation in the default
interpretation
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3.2.1.2 Generic or Indefinite Agents of Impersonal Passive

The other implicit role construction for expressing generic arguments is the “impersonal”

usage of the passive morphological inflection (Fehri 2009). As with other impersonal passives,

this can be used to demote a subject even of an intransitive verb, causing the predication to the

read as a generalization, as in example 115 below. Consultation with native speakers suggests this

impersonal reading is largely constrained to intransitive verbs. This therefore results in the implicit

agent with a generic referent(people in general).

(115) ∅
∅one

y-u-sbaè-u

3-pass-swim
hunaa
here

bi-duuni
bi-duuni

muqaabil-in
counterpart-gen

“One swims here without paying (Fehri 2009: 8)”

3.2.1.3 Implicit Object Constructions – Lexicalized Implicit Objects

Arabic objects may also be left implicit in specific contexts and with specific predicates.

These objects seem to be lexically licensed in contexts similar to the English lexically licensed

implicit objects noted in Fillmore (Fillmore 1986). As in English, these are mostly examples of

either type-identifiable or script-inferrable implicit roles. Examples 116 and 117 from the

Egyptian text chat data illustrate such type-identifiable and script-inferrable examples,

respectively:

(116) Ha-na-ru:g

fut-1pl-go
bIPa:kl

with-eat.nmlz
∅
∅

“We ’re going to eat (something / a meal)”(BOLT CHT 20130805.0005 line 1624)”

(117) m@S

neg
fa:hm-a

understand.AP-fem
∅
∅

“I don’t understand (the question)”(BOLT CHT 20130504.0001 line 284)”
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Examples that illustrate anaphoric implicit objects, also have similar interpretations, akin

to those seen in English, showing no clear requirements for recency of mention, but purely being

inferred by one’s understanding of the events and scenarios in the discourse.

This similarity with English provides supporting evidence for the idea that such “lexicalized”

behavior may be emergent from general understanding of scenarios and frames(similar to the pro-

posal of Ruppenhofer & Michaelis (2014), in a manner independent of individual languages, rather

than purely being lexical idiosyncrasies.

3.2.1.4 Implicit “Objects” of Argument Nominalizations

Spoken Arabic also uses active-participle noun phrases, which can function both as nominal

arguments and as reports of ongoing activities (Mansouri 2016). These act like verbal predications,

and the agent or “subject” may generally be left implicit, following the noted salient/recent

implicit subject construction. However, these can also act like nominalizations, and as in English,

nominals generally lack the valence requirements seen in verbs. In such contexts, otherwise “es-

sential” arguments of predicates can still be implicit, as seen in example 118 below, where the

complement of wanting can be left unexpressed, because the predicate Qa:iza is a nominalization

(wanter).

(118) a. anta

2sg
sQAè@b-i?
boyfriend-1sgposs

“(Are) you my boyfriend??”
b. aiwa

yes
m@S

neg
Qa:iza

want.AP
∅
∅

j@-Q@ni?
3sg-mean

“Yes, don’t (you) want (that)? (BOLT CHT-ARZ-20121203.0002 lines 595-6)”

The same pattern can be seen in Example 119, wherein the proposition of fa:kIra, to know /

knower can be omitted. This refers to a recent topic of discussion (the secret under discussion).
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(119) a. kuntu

be.3sg.pref
∅
∅she

fa:kIra

think.AP-fem
∅
∅he

Qa:rIf

know.AP
∅
∅it

witQaliQa

and-follow
m@S

neg
∅
∅he

Qa:rIf

know.AP
∅?
∅it

“(she) thought (he) was aware (of it), but it turned out that (he) wasn’t ”(BOLT CHT-
ARZ-20121203.0002 lines 595-6)

3.2.1.5 Probing the possibility of Salient Implicit Object Constructions

Hebrew has been observed to have what we would categorize as a salient/recent implicit

object construction, as in example 120 (Landau 2018). These do not seem to have the same kind

of lexically licensed object omission behaviors seen for Arabic, but rather allow implicit realization

of objects in salient/recent contexts (also noted in French (Lambrecht & Lemoine 2005) ).

(120) a. adayin
still

eyn
no

li
to.me

manxe
advisor

la-doktorat
to.the-doktorat

“I still don’t have a PhD advisor”
b. lifney

before
še-ata
that-you

moce
find

∅,
∅,

ata
you

carix
need

nose
topic

“Before you find one, you need a topic”(Landau 2018:16)

We sought to test for the existence of such structures in Arabic. Not only were no examples

found in all data examined, but native speakers were prompted with contexts which would be

plausible contexts for such an implicit object construction to occur. Example 121 below illustrates

one situation where similar implicit object behavior might occur. However, native speakers reported

that the anaphoric reference to the money (the -ha object clitic) below cannot be left implicit,

supporting the idea that Spoken Arabic shows no such construction.

(121) ana
1sg

kunt
cop.perfv-1sg

nawi
intend.AP

lau
counterfact

tQalaba

request.prfctv.3ms
minii
from-1sg

flu:s
money

Pa-di:-ha:

1sg-give-3fem
l@hu

to-3ms

“I was intending, if he asked me for money, to give it to him”
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3.2.2 Conclusions from Arabic Case Study – Comparing Types

This review of Arabic implicit role behaviors follows the reviews done for French (Lambrecht

& Lemoine 2005) and English (Fillmore 1986; Ruppenhofer & Michaelis 2010; Ruppenhofer &

Michaelis 2014). It differs in that these interpretation types here provide a structure for comparison

against other kinds of implicit role constructions in other languages, so that constructions may be

more easily compared across different language varieties.

One way to compare constructions in different languages has been through the use of “classical

semantic maps” (Croft et al. 1987; Anderson 1982; Haspelmath 1997; Van Der Auwera & Plungian

1998). Such semantic maps3 are organized to express co-expression patterns between different

functions or meanings (in this case, the referential interpretation types). For discussing implicit

roles, pronouns and other referring expressions with classical semantic maps, each point in the

map would represent a referential interpretation – such as the interpretation types used here –

and constructions or lexical items defined as regions over those interpretations. This essentially

expressed reference forms as being polysemous, where the different senses are taken from a set of

shared comparative concepts.

Figure 3.1 presents a simple representation of these using the basic implicit role interpretation

types, and depicting the Arabic implicit role constructions. One can see from the figure how Spoken

Arabic has a variety of constructions for expressing Generic interpretations. One may also see how

nuanced distinctions – such as the simple difference expressed by the use of implicit subjects for

“same subject” situations and use of pronouns for “different subject” situations – are not expressed

in such a framework.

3.3 Formalization of Language-Specific Implicit Role Contructions

The second exploration of ways to model fine-grained representations of implicit roles is

through formal grammatical representations, with a focus upon representing these within Sign-
3 Semantic Maps are also referred to a construction-schema maps (Traugott 2016) or as a subtype of conceptual

spaces (Cristofaro 2010; Gärdenfors 2014; Zwarts 2015) in which similarity is defined by similarity of typological
co-instantiation.
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Salient/Recent

Deictic

Generic

Third-person Implicit Subject

Third-person Pronouns

First/Second Pronouns

Second-person Implicit Subject

Figure 3.1: Classical Semantic Map of Arabic implicit roles (top), augmented with explicit and
English(bottom) referential forms

based Construction Grammar (Boas & Sag 2012; Michaelis 2009). We follow the tradition of

construction-grammatical treatments of implicit roles, in which the goal is to present the lexical

and grammatical licensors of implicit roles and their interpretations. This section illustrates that

these more fine-grained interpretation types can be modeled through a series of analyses using

Sign-Based Construction Grammar (Boas & Sag 2012; Michaelis 2009), a formalism developed by

the HSPG and Construction Grammar communities. 4

3.3.1 Essential semantic roles, argument structure and valency

When dealing with implicit instantiation of grammatically core arguments, it is often possible

to model those implicit roles as part of a formal representation of a grammar, usually through a

representation of which roles are semantically “essential” even if they were left unsaid. One might

link this notion of “essential” roles to a range of prior ways of modeling this, from the simple
4 We omit a specific exploration of how these types map onto predicted sets of behavior in Mainstream Generative

Grammar, but it can generally be viewed as having a set of parametric syntactic parameters (parameters for ”null
subject”, for morphological agreement with subjects, or for whether subjects are syntactically necessary) and analytic
traditions for how those parameters resolve into classes of languages, such as “canonical pro-drop” languages (those
with an implicit subject construction with a salient/recent interpretation and morphological agreement), “radical
pro-drop” (those with a salient/recent implicit object construction and/or no morphological agreement), “partial
pro-drop” (those with a generic implicit subject construction) and “expletive NSL” (those which allow omission of
subjects due to impersonal passives but which lack a salient/recent implicit subject construction).
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assumption that objects of transitive verbs are expected, to prior computational ideas for essential

roles (such as the essential semantic roles of Palmer et al. 1986), or decompositional representations

of event meaning which define which arguments are logically necessary (Rappaport Hovav & Levin

1998).

Approaches in the HPSG and SBCG lineage (Pollard & Sag 1994; Sag 2012) follow the

conclusions of Manning & Sag (1999) regarding this issue, which handles this issue through the use

of two separate lists of “expected arguments”: a valence list (VAL) of the syntactically expected

arguments, and an argument structure list (ARG-ST), capturing grammatically relevant arguments

even when they are not explicitly realized.

This approach allows one to model implicit roles through the reduction of that “valence” list.

Doing so allows one to still treat these implicit roles as grammatically relevant, which is important

for modeling grammatical phenomena such as binding implicit roles to reflexives (example 122),

or implicit roles governing depictive secondary predication, as in example 123 (Haegeman 1997;

Ruppenhofer & Michaelis 2010):

(122) Yesterday finally ∅j managed to get myself back on the end of a paint brush.

(123) Avoid chewing ∅ or swallowing ∅j whole(Ruppenhofer & Michaelis 2010:172)

We follow the approach of Ruppenhofer and Michaelis (2010;2014) in using this approach to

model non-lexicalized implicit roles, but in using a different approach of optionally covert types (Kay

2004) for lexicalized implicit roles (discussed below). For both approaches, we suggest that the same

set of formal approaches in SBCG may be extended using the new fine-grained referential types

proposed herein, simply by adding more pragmatic constraints.

3.3.2 Basic Implicit Role Construction Representations

We utilize SBCG combinatory construction representations, as seen in Figure 3.2. Such typed

feature-structure representations have a single parent MTR node, and a list of one or more child
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DTR nodes, and can be thought of as descriptions of how the DTR nodes combine to form the

MTR node. However, these are not descriptions of a top-down or bottom-up procedural grammar,

but rather constraints regarding how different forms can be combined, and only need to describe

the feature-structures being constrained.

Figure 3.2 illustrates such an SBCG construction, in a possible model for the English im-

perative construction. This provides a simple illustration of this approach, wherein lexical rules

can introduce “implicit roles” through reduction of the VAL (valence) list. This can be viewed

as a derivational construction outlining the mapping between a lexical representation of the verb

(at bottom) to a verb representation with valence of a imperative construction (top). The single

constituent in DTR represents a normal verb in English, with the VAL and ARG-ST lists both

containing a link to the argument that would fill the “subject” position. The construction applies

a lexical transformation so that in the resulting MTR node, that argument (referred to with the

index i) is removed from the VAL list, but remains in the ARG-ST representation – and in this

case, that referent index is also added to the CONTEXT|C-INDS feature structure, which is the

SBCG way of representing a speaker or addressee. This is essentially just a formal way of removing

a verbal expectation that it will see a subject, and linking that subject to the addressee. Similar

constructions could be applied for other implicit role constructions – keeping the core approach

(reduction of the VAL requirements) but with different pragmatic constraints.

3.3.3 Implicit Role Constructions for Salient and Discourse Contexts

A similar approach has been proposed directly for some HSPG treatments of implicit sub-

jects. Melnik (2007) presented a model of Hebrew implicit subjects for HPSG which represented the

implicit subject construction by using the same method of Manning & Sag (1999) of reducing the

valence list. However, such an approach without any additional pragmatic constraints fails to cap-

ture the underlying meaning of such implicit subject constructions, not even requiring an anaphoric

referent at all, much less the salient/recent referents we could expect from an implicit Hebrew

subject. The SBCG formalism uses CONTEXT features (Green 1996) for capturing such pragmatic
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implicit-subject

MTR


Syn


VAL

⟨
...
⟩

ARG-ST
⟨

NP
[
inst i

]
,...

⟩
Mode imperative


Cntxt

[
C-INDS

⟨
ADDR i

⟩]



DTRS
⟨ Syn


VAL

⟨
NP

[
overt
inst i

]
, ...

⟩

Arg-st
⟨

NP
[
inst i

]
,...

⟩



⟩


Figure 3.2: Simple representation of English imperative

and information-structural content, and prior work exists in capturing such constraints (Song &

Bender 2012; Ruppenhofer & Michaelis 2014; Ruppenhofer & Michaelis 2010). Ruppenhofer and

Michaelis (2014) model English implicit object constructions in genre-based omission (default

referent, in the current inventory) using a CONTEXT constraint in which the referent is con-

strained to be a TOPIC in relation to a particular genre node. Song & Bender (2012), for HSPG,

also model information-structural phenomena, but do so in more local topic and focus constructions

– so that an antecedent is a topic in relation to a particular clause.

We follow these approaches in assuming that the antecedent has an information-structural

status defined in relation to a particular clause, but do not label that status as topic. Since

such an approach requires that one convert this general complex bundle of features into a series

of discrete types, we suggest that one could use the discrete categories proposed by the Givenness

Hierarchy (Gundel et al. 1993), where the referent with the highest activation would generally be

labeled as in-focus. We therefore use that in-focus label to model a possible SBCG implicit

subject construction in Figure 3.3. This argument must be in focus in relation to a particular

predicate, and the ltop label in SBCG models provides a semantic index for the event itself.
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implicit-salient-subject

MTR



ARG-ST
⟨

NP
[
inst i

]
,...

⟩
Syn|VAL

⟨
...
⟩

Context

Info-struct
[
in-focus i
Clause k

]
Sem|frames

⟨[
event-fr
ltop k

]⟩



DTRS
⟨



Arg-st
⟨

NP
[
inst i

]
,...

⟩

Syn|VAL
⟨

NP
[
overt
inst i

]
, ...

⟩

Context

Info-struct
[
in-focus i
Clause k

]
Sem|frames

⟨[
event-fr
ltop k

]⟩



⟩


Figure 3.3: Modeling Context and salience

3.3.4 Lexicalized Implicit Roles

Ruppenhofer & Michaelis(2014) proposed that the set of tricks used above – in which a

unary construction modifies the valence constraints of a predicate – are not sufficient to capture

lexically idiosyncratic implicit role constructions, as seen with the English and Arabic implicit

objects (Fillmore 1986). They instead model lexicalized implicit objects using the optionally covert

types approach of Kay (2004). That approach represents possible implicit roles, not through lexical

rules , but through a special kind of “optional” argument that is lexically stored in the VAL list of

verbs with lexically optional objects – the (ini) or (dni) instantiation types. Figure 3.4 illustrates

such a lexical entry for “eat”.

This is formally modeled through the type hierarchy of covert signs; “ini” inherits from

null-comp signs (which defines it as phonologically null), while adding an existential quantification

constraint. This essentially just defines “ini” as something which is phonologically null and which
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eat-trans-lxm
ARG-ST

⟨
NPi,NPj

⟩
Syn

[
VAL

⟨
NPi, NPj

[
inst (ini)

]⟩]


Figure 3.4: Lexical representations with (ini) instantiation type

introduces a new referent into the semantics:

(124) ini ⇒ null-comp &

sem|frames
⟨[

exist-fr

]⟩ (Ruppenhofer & Michaelis 2010; Kay 2004)

We can extend this approach further by adding the more fine-grained types of interpretation,

such as type-identifiable or script-inferrable, as subtypes inheriting from these “ini” and “dni” types.

One might, therefore, propose a subtype such as type-identifiable, in which a referent is not

simply encoded as existentially quantified, but capturing some pragmatic constraints (that it is

prototypical or type-identifiable).

(125) type-identifiable ⇒ ini &

sem|frames
⟨[

type–identifiable-fr

]⟩

However, we can admit that modeling such pragmatic constraints (especially with issues

such as these type-identifiable or script-inferrable interpretations) will be hard to model

using such general categories (such as whether something is “identifiable” or “expected”), and

may require formal work designed to handle quantitative values such as selectional preference or

association strength (Guzmán Naranjo 2015).

3.3.5 Pragmatic Enrichment of Generics

The discussion of generic and deictic readings of Chapter 2 noted a common issue in which

there is a range of ambiguous situations between generic interpretations and deictic implicit

role interpretations. This has commonly been noted as being an enrichment of generic readings –

a sentence such as “that is annoying” might be interpreted as “annoying (to me)” or “annoying
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(to people in general)”, as first noted by Lambrect and Lemoine (2005) for French. Following

Lyngfelt (2012), we suggest that this can be modeled as a kind of “pragmatic enrichment” of the

explicit generic reading. Such enrichment seems to also go in the other direction, as in the generic

interpretations of second-person pronouns or second-person implicit role constructions. Were one

to attempt to model that within the grammar, one might represent such enrichment as a simple

unary lexical rule, as proposed in Figure 3.5, wherein a sign with a generic semantic frame (assumed

to be people-in-general-fr) could be coerced into referring to a speaker or addressee.

pragmatic-enrichment

MTR
[
Context

[
C-INDS

[
Speaker i

]]]

DTRS
⟨Sem|frames

⟨[
people-in-general-fr
ltop i

]⟩⟩


Figure 3.5: Pragmatic

3.4 Comparison of Constructions

The problem with such formal models of implicit role constructions is that reference phe-

nomena in general, and implicit roles in particular, hinge upon features such as importance, pre-

dictability, expectation, topicality, coherence or cognitive activation. Even if these features were

easy to measure, they are continuous dimensions, and most representations of formal grammatical

models (such as HSPG or SBCG) do not have frameworks to handle such values.

The representation of implicit roles is therefore closely related to larger questions regarding

how to characterize syntactic constructions using latent, continuous representations. The remainder

of this chapter discusses the advantages of attempting to model such continuous scales (such as

“accessibility” ), illustrates the issues with squeezing these into one or two dimensions, and will

then discuss one possible alternative to those problems, that of exemplar-based semantic maps.
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3.4.1 Implicit Role Interpretation Types Reflect Different Scales

The most well-studied continuous dimension of referential behavior is the scale of “referential

reduction” applicable to salient implicit role constructions (such as implicit subjects), generally

framed as a gradient scale with implicit, reduced forms at one end, and full nominal forms (such

as indefinite noun phrases or proper names) at the other. However, as noted in Chapter 3, this

is not a single scale, but a complex bundle of highly correlated features. Different scholars have

linked this scale to different underlying pragmatic features or psycholinguistic dimensions, ascribing

roughly the same scale to accessibility (Ariel 1988; Ariel 2004), topic continuity (Givón 1983),

assumed familiarity (Prince 1981), or givenness5 (Gundel et al. 1993). Figure 3.6 illustrates the

high-accessibility end of the Accessibility scale (as formulated for Hebrew; Ariel 2013), which is

illustrative of such a referential scale. For those approaches that view this as a continuous scale,

that means that the pragmatic acceptability of a particular construction such as “Arabic implicit

subject” would be defined essentially as a threshold on that scale – so that Arabic would have some

parameter α for the implicit subject construction, and antecedents with accessibility beyond that

α could be referred to using an implicit subject, and those less than α could only use pronominal

mentions.

Figure 3.6: A depiction of (one end of) the accessibility hierarchy as implemented for Hebrew
(Ariel 2013)

This notion of a threshold upon accessibility is explored in the dataset of Cole (2010), which
5 This characterization of scales as “continuous” does not extend to the Givenness Hierarchy of Gundel

et al. (1993), which proposes an ordered list of discrete categories, each of which is “upward entailing” in allowing
all forms of reference that are more explicit than required by a particular point of givenness
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also illustrates the complexities of such an approach. Cole (2010) built a small elicitation corpus

of sentence pairs testing different givenness situations, translated those pairs into a set of six lan-

guages, and collected acceptability judgments from speakers of each language. This data illustrated

that across different languages with “implicit subject” constructions, one could find clearly different

criteria for how “salient” or “given” those implicit subject antecedents needed to be. For example,

both Italian and Greek speakers would consistently leave implicit the subject in prototypical exam-

ples (referring to the last mentioned subject), shown in examples 126a and 126b, but would differ

when the antecedent was the demoted agent of a passive (as in examples 127a and 127b), with

Greek speakers still using implicit subjects, but with Italian speakers tending towards pronominal

subjects.

(126) a. Stis
on

3
3

Iouliu,
July,

o
the

proedros
president

ipegrapse
sign-3sg.pst

to
the

simvoleo.
contract.

Tin
The

epomeni
next

merea,
day

aftos/∅
he/∅

ipegrapse
sign-3s.pst

ena
a

kenurgio
new

simovoleo
contract

“On the 3rd July the president signed the contract. The next day, ∅/he signed a new
contract. (Greek; Cole 2010:305)”

b. Ogni
each

mattine
morning

Gianni
Gianni

visita
visited

la
the

mostra.
museum.

Nel
In-the

pomeriggio
afternoon

∅
∅/he

visita
visit-3s.pres

la
the

universitá
university

“Every morning, Gianni visited the museum. In the afternoon he visited the university.
(Italian; Cole 2010:305)”

(127) a. Stis
on

3
3

Iouliu,
July,

to
the

simvoleo
contract

ipograftike
was-signed

apo
by

ton
the

proedro.
president.

Tin
The

epomeni
next

mera,
day

aftos/∅
he/∅

ipegrapse
sign-3s.pst

ena
a

kenurgio
new

simovoleo
contract

“On the 3rd July the contract was signed by the president. The next day, he signed a
new contract. (Greek; Cole 2010:309)”

b. Ogni
each

mattine
morning

la
the

mostra
museum

é
is

visitata
visited

da
by

Gianni.
Gianni

Nel
during-the

pomeriggio
afternoon

lui/*∅
he

visita
visit-3s.pres

la
the

universitá
university

“Every morning, the exhibition is visited by Gianni. In the afternoon he visits the
university (Italian; Cole 2010:308)”
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Although Greek speakers tend to express this as implicit and Italian speakers as pronominal,

this is not an all-or-nothing measure, but one of average preferences; 79% of Greek speakers pre-

ferred an implicit role for example 127a, but only 22% of Italian speakers preferred an implicit role

for the Italian equivalent (example 127b). In other words, we would want something with a softer

and more probabilistic version of a “threshold” than simply modeling a single hard cut-off point.

Figure 3.7 illustrates a modified version of the implicit role data collected from Cole (2010),

converting that survey data to a 1-5 scale (with 1 meaning that an implicit role is required, and

5 showing that a pronoun is required) so that average preference scores can be represented. This

depicts different preferences over the borderline cases in the data, starting with example E, the

demoted passive agent examples listed above as examples 127a and 127b above, and going to even

less accessible examples where the antecedent is very oblique, such as F (Mayumi1’s father2 is a

wonderful person. She1 loves him2) or after dislocation constructions such as example H ( Juan1s

mother2, he1 hates her2). This representation lets us characterize each kind of example with a

single score for its average acceptability, and allows one to more quantitatively depict how the

implicit subject behavior in each language changes as the accessibility of the antecedent decreases.

For example, one can see that Greek keeps implicit subject usage very high regardless of situation;

that Japanese generally disprefers implicit subjects across all of these borderline examples, and

that one can see the steep decline in Serbian implicit subjects across the same examples. In other

words, it lets us more clearly move from the oversimplistic notion that a given language “have

an implicit subject construction” to a specific notion of how a given implicit subject construction

might compare against others.

3.4.1.1 Other scales of reference

While that referential scale associated with salient/recent implicit roles is the most well-

studied, we could postulate a range of other such scales that might model the licensing of other

implicit role interpretation types.
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Figure 3.7: Scale from 5 (implicit role required) to 1 (pronoun required) for the edge cases of Cole
(2010)

One scale that is likely to show clean cross-linguistic differences in the manner seen above

would be a general scale associated with deictic references. Like the salient/recent implicit

roles above, one could postulate a gradient scale where one end would be a instances in which

almost every language leaves out the deictic implicit role – i.e. a backgrounded first-person or

second-person mention, where it’s very obvious that the speaker or addressee would be the referent

(as in the experiencer of mental verbs). At the other end of such a scale would be instances where the

implicit deictic referent would be either foregrounded, topicalized, or be an unlikely referent of that

particular role. This would, naturally, find languages like English as usually encoding the locuphoric

expressions explicitly (except in limited diary-style examples (Haegeman 1997; Ruppenhofer &

Michaelis 2010)), and find dramatic amounts of omission for languages such as Arabic.

One example of such a dimension would be the information-gain model of licensing proposed

by Resnik (1993, 1996) for implicit object constructions. While this is often connected to selectional

preference, the “scale” would be an amount of information gain that would be provided by the use

of an explicit mention – e.g. the extent to which “I was reading a book” contributes information

beyond what is expressed by “I was reading ∅”.
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Both of these illustrate the advantages and disadvantages of proposing such “scales” for

each interpretation type. Having such a scale could allow us to more accurately model how and

whether languages vary regarding a particular kind of implicit role. Moreover, such an “acces-

sibility” scale has also been discussed in terms of formal SBCG representations of constructions

in Guzmán Naranjo (2015), and one could postulate actually defining formal constructions which

could be defined in relation to these scales, or learning models which could predict such scales from

observed behavior (as explored further in Chapter 5).

3.4.1.2 Limitations of Modeling Implicit Role Thresholds

However, as discussed above, a single dimension of variation is often a collection of conflated

features, rather than giving us insight into a single dimension of variation. For example, while one

might postulate that the rough scale that we can see in the examples from Cole (2010) maps onto

some deep underlying feature like “accessibility”, one might gain more insight by learning such a

scale, and then learning how it would related to a range of underlying features such as discourse

coherence, topicality, or subject prominence. Indeed, for many of these interpretation types, we

can postulate that they map onto a range of different features, rather than a single objective score;

Table 3.2 illustrates the range of features which might be involved in the licensing of each implicit

role type.

3.4.2 Exemplar-based Semantic Maps

One alternative to these pre-defined features is that of semantic map approaches, in particular

exemplar-based semantic maps (also called “proximity maps”). While “classical” semantic maps –

as with the representation of the Arabic referring expression constructions in Figure 3.1 – provide

one way of illustrating how constructions or lexical items interact with meanings, they cannot

portray more gradient notions about when a particular construction is more appropriate or less

appropriate. The examples noted above from Cole (2010) regarding implicit subjects illustrate a

different approach: rather than defining a construction in terms of its compatibility with functions
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salient/Recent Coherence/discourse structure (Walker et al. 1994; Ueno & Kehler 2010;

Ueno & Kehler 2016)
Agreement (Jaeggli & Safir 1989; Taraldsen 1978)
Last focus in dialogue (Grosz et al. 1983; Dahl 1986; Rao et al. 2015)
Referential competition (Skarabela & Allen 2010)
Implicit causality bias (Ueno & Kehler 2016)
Physical co-presence (Allen et al. 2008)
Joint attention (Skarabela & Allen 2010; Allen et al. 2008)
Discourse topicality (Huang 1984; Kwon & Sturt 2013)
Accessibility (Ariel 1988; Ariel 2004)
Giveness of referent (Skarabela & Allen 2010; Gundel et al. 1993)
Grammatical role of antecedent (Carminati 2002; Arnold 1998)

Type-
identifiable

Selectional pref. and predictability of type (Resnik 1993)

Script-
inferrable

Schema-based likelihood (Chambers & Jurafsky 2009)

Information-
structural
factors linked to
both

Deprofiling (Goldberg 2001; Goldberg 2006)
Aspect/telicity (Olsen & Resnik 1997; Rappaport Hovav & Levin 1998)
Intent to emphasize event (Rice 1988)

genre-based
default

Default argument within genre (Ruppenhofer & Michaelis 2010)

generic (obviousness of non-episodic predicate status)
predicate non-episodic (Govindarajan et al. 2019)

arbitrary/
deprofiled

Deprofiling (Goldberg 2001; Goldberg 2006)

cataphoric
deictic Physical co-presence (Allen et al. 2008)

Frame-semantic tendency to be deictic

Table 3.2: Factors proposed to be connected to implicit roles which may apply to specific inter-
pretation types

or senses (such as the “interpretation types” used here), one can define a construction in terms of

how appropriate it is in individual contexts. The Cole data presented in the line chart of Figure

3.7 illustrated a very simplistic form of this, defining terms by their compatibility with a small

set of hand-crafted elicitation pairs, but one would not need to be limited to such a small set of

hand-crafted examples.

“Proximity” or “exemplar” semantic maps take this form of scalar representation to its natural

conclusion, by means of a scatter plot in which each point corresponds to an exemplar, often a
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sentence with the phenomena in question which was translated into many languages. The ability

of the semantic map to express cross-linguistic generalizations comes from how those points are

arranged: two points in such a map should be close together if they tend to be expressed using

the same linguistic form or construction, and should be far apart if languages tend to distinguish

between them – roughly that “Meanings are closer if speakers use the same lexical item for them

more often across languages.” (Zwarts 2010).6 While this has often used a set of elicitation

sentences to learn the underlying similarity space (Hartmann et al. 2014), one could use as many

points as desired, or might even use all the instances within a parallel corpus, as long as one

could get alignments between the phenomena of interest (Wälchli & Cysouw 2012; Cysouw 2007;

Wälchli 2010).

One example of such representations can be seen in Figure 3.8 from Wälchli (2010), which

illustrates two different views of the same “semantic map” representing spatial adpositions. Each

point is an instance (in a corpus of sentences with multi-lingual translations) in which a spatial

relationship is asserted. The clusters define situations where most languages all use the same

adposition or case marker to express that spatial semantic role. However, the colors and legend

within each view of this map illustrate how a particular language realizes these contexts. In this

case, the map on the left shows how these points are expressed in French, and the map on the right

illustrates how those same contexts are realized in Tok Pisin. Thus one can see that where French

roughly makes a distinction between the clusters that roughly correspond to source(using de)

and companion (using avec), Tok Pisin expresses meanings using the same grammatical encoding.

It also illustrates the appeal of such approaches as exploratory approaches to the data – so that

instead of defining a priori what the types or categories are that we see in the data, the clusters can

be emergent out of a bottom-up exploration of the data, with labels such as “companion” applied

after the fact.
6 This similarity is often calculated with Torgerson Multi-dimensional Scaling (Torgerson 1952), which maximizes

the rank correlation between the Euclidean distance between any two points, and their cosine similarity in a larger
multidimensional matrix – usually a sparse matrix where each column is a possible realization in a possible language,
such as “English proximal demonstrative”. However, the MDS representation is only one way of capturing the more
general idea of representing linguistic meanings through their translation equivalents in various languages.
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Figure 3.8: Maps of spatial adpositions over the same examples from French and Tok Pisin, from
Wälchli (2010)

We explored the possibility of such an exploratory approach to implicit role resolution, both

as a more bottom-up alternative to the interpretation types proposed herein, and as a way of

looking into more nuanced, non-discrete issues that determine the acceptability of different implicit

role constructions. Doing so would, by necessity, mean defining implicit role resolution situations in

contrast with explicit instantiation – so that a particular salient/recent implicit role is defined,

not be a label, but by how it cross-linguistically alternates with pronouns, and a type-identifiable

implicit role instance might be studied in terms of how it alternates with indefinite noun phrases

and indefinite pronouns such as something.

In order to establish a simple baseline system for this, we built a small dataset of examples

from parallel corpora. The primary resource used was aligned data from the LORELEI language

packs (Strassel & Tracey 2016), augmented with some data from biblical translation (Christodouloupou-

los & Steedman 2015), using ten languages in LORELEI. A set of instances of semantic roles –

where a particular referent is being referred to – were selected, and then for each language, that

semantic role was annotated for how the semantic role was being expressed in that language – e.g.

pronominally, with a demonstrative, with an implicit role and agreement marking, or implicitly
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Figure 3.9: Basic MDS analysis of English (top left), Arabic (top right), Italian (bottom left) and
Chinese (bottom right) implicit roles

without marking – using translations, dictionaries and grammars. This set of aligned realizations

was converted into a two-dimensional semantic map via multi-dimensional scaling, presented in

Figure 3.9. A large cluster at the bottom left of salient/recent implicit roles is expressed as

pronouns in English (turquoise dots in the English map) and as a mixture of implicit and pronominal

forms in Arabic. One can also see a region of generic and deictics in the top left (as generalizations

in the data were commonly expressed with second person), and a third rough cloud of instances in

the top left (labeled “frame-inferrable/ arbitrary”), which encompass both nonspecific, arbitrary

implicit roles, and script-inferrable implicit roles, as instances in both cases were almost never

in alternation with any other referential forms.

It is hard to view a particular semantic map color-coded with the realizations of a particular

language as actual hypotheses about the use of that language – one must simply spot patterns in
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the map. One can resolve that by also learning models which characterize each actual referential

construction within a given language (by predicting which referential form will be used, based upon

this reduced point). Hartmann et al. (2014) introduced an approach of adding constructional

boundaries to such maps using such a function, via geostatistical Kriging, we use predictions from

the similar Gaussian Process Classification (Neal 1998) .

We illustrate such an attempt to directly mark the boundaries of particular constructions,

by looking only at a set of instances annotated as salient/recent from that larger dataset; these

are presented in Figure 3.10 below. One can see that points in this data form a number of rough

clusters (which are the same across all languages), and then that the colored regions define the

region of the use of a particular construction or referential form in a particular language. While

English obviously illustrates a simple distinction between pronominal reference (the green region

encompassing most instances) and a small set of salient/recent coordinated constructions, in

Arabic and Spanish one can see the distinctions between pronoun use (the leftmost instances) and

implicit subject constructions with agreement marking (the colored regions on the center right in

both language).

For these, the instances on the right (labeled “high accessibility”) correspond to prototypically

given, salient main-clause subjects. Another cluster on the left shows a mixture of less accessible

instances, such as non-volitional and inanimate subjects (as in example 128) or with semantic roles

of embedded predicates – often in infinitival or nominal form – as in example 129.

(128) Residents say they received food and other assistance after the cyclone but that it/∅

stopped coming months ago and they desperately need more.

(129) ...where he stayed for seven years until he was permitted to ∅he return under the terms of

the Oslo Accords

The region at the top of the map, in constrast, mostly consisted of constructions in which

the implicit role was not a subject at all, and were instances where the salient/recent label was

somewhat marginal while still referring to a very recently mentioned referent, as in 130 – 131:
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Figure 3.10: Arabic (top left), English (top right), Spanish (bottom left) and Chinese (bottom
right) implicit role constructions for Salient/Recent contexts

(130) ... they set bread before him, and he did eat ∅thebread (New Testament data)

(131) he was arrested by Israel and deported ∅byIsrael to Jordan (LORELEI data; (Strassel &

Tracey 2016)

These allow us to clearly see the kinds of underlying implicit role phenomena in the data,

and to have different subtypes of these phenomena emerge without a priori assumptions about

how they should be divided up. But they also illustrate the difficulties inherent to any endeavor to

learn rich underlying representations of implicit role interpretation by looking at patterns of cross-

linguistic variation. One might note that the most clear-cut patterns noted above do not illustrate
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underlying kinds of variation we might expect – such as topicality or coherence – but rather capture

more grammar-internal questions, such as whether a given representation is being represented as a

main or embedded clause, or whether it gets agreement morphology in that language. Therefore,

while we still expect that such exploratory approaches may be a useful tool for visualizing how

licensing interacts with subtle pragmatic factors unique to each construction, it may be hard to do

so without controlling for all of the other parts of grammar that reference interacts with.



Chapter 4

Implicit Role Corpora

This chapter pivots towards implicit role corpora – going beyond language-level description

of constructions and rules, and focusing on datasets of annotated implicit role phenomena. Such

datasets are important for building computational models of implicit role interpretation, as explored

in the next chapter. However, as discussed in prior chapters, implicit roles are not a homogenous

phenomenon, as there are many reasons why an argument might be left implicit. Moreover, there

are many decisions to be made in designing and constructing a corpus of annotated implicit roles,

and these decisions can different corpora to annotate different kinds of implicit roles, even if dealing

with the same language.

This chapter will overview the landscape of these corpora. It begins by introducing the land-

scape of implicit role corpora across all languages, and attempting to overview the fundamental

differences in how the different corpora are annotated. Then it overviews the major corpora anno-

tated for English outside of the current thesis. This is followed by a discussion of four implicit role

resources developed connected with this thesis, which dramatically increase the data available for

implicit role resolution systems. Finally, over this landscape of annotations, we then present some

analysis of these interpretation types, and attempt to illustrate the true differences in implicit role

behavior that we see in different implicit role corpora.
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4.1 Implicit Role Corpora Across Languages

Table 4.1 outlines most of the major corpora annotated with implicit roles. There is a wide

variety of corpora which have been annotated with non-local implicit roles, which vary widely both

in their structure and in size – with Chinese, Japanese and Korean (Han 2004) having large corpora,

but with English and other languages being less well-resourced. Certain annotation decisions are

made in the development of each corpus, and those decisions shape what kinds of implicit roles

are actually annotated. Even within the same language and the same domain, there will be a

huge difference between a corpus which uses a very narrow definition of implicit role (such as only

looking at anaphoric implicit subject constructions) and a corpus using a very wide definition of

implicit roles (e.g. capturing all semantically inferrable roles, even of nominal predicates).

The most dramatic kind of difference between corpora is in the definition of roles – between

those which focus only upon syntactically missing grammatical roles, and annotations which look at

any semantic role which would be viewed as inferrable. Some annotate either only implicit subjects,

or implicit subjects and some implicit objects, either whenever an annotator labels the role as being

syntactically missing (such as the Chinese or Arabic implicit role corpora (Pradhan et al. 2011;

Weischedel et al. 2011)), which rely upon syntactic empty category annotations), or when defined

by agreement morphology (as in the Hungarian implicit role corpus, which labels implicit subjects,

objects and possessors, as they are all indexed by agreement morphology (Vincze et al. 2018)).

The other extreme is to annotate all inferrable implicit roles, including nominal predicates (Peris

et al. 2013; Gerber & Chai 2010). This is connected to another set of constraints – whether one

is limited to only annotating the arguments of verbs, or also annotating semantic roles of nominal

and adjectival predicates.

The second set of major differences in how corpora are built and defined in regard to the

nature of how recoverable referents are labeled: whether they are labeled at all, and whether non-

recoverable implicit roles are annotated. Non-recoverable roles (both “indefinite” implicit roles and

definite implicit roles without an anaphoric referent) are annotated in a few corpora, such as Czech
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PCEDT corpus (Hajičová & Ceplová 2000), which captured nonspecific and generic mentions; the

NAIST Japanese corpus (Iida et al. 2007a), which captures exophoric, generic and nonspecific; and

corpora in Spanish (Peris & Taulé 2012; Peris et al. 2012; Rello & Ilisei 2009), Portuguese (Pereira

2009), Romainan (Mihaila et al. 2010) and Italian (Rodrıguez et al. 2010), as well as a few smaller

English corpora (Moor et al. 2013a; Baker et al. 1998; Ruppenhofer et al. 2010a), all of which

captured some indefinite null instantiations.

Finally, corpora may also differ in the procedure used for their annotation. Some corpora are

annotated in during the process of coreference annotation – adding empty categories which represent

particular implicit roles into a text, and then during the process of clustering coreferent mentions

(such as labeling the antecedents of pronouns) the annotators also cluster empty categories. Other

corpora are annotated by prompting annotators with a particular instance of an implicit role, and

asking annotators to label all spans which might fill that implicit role. Unlike the other differences,

these differences are not guaranteed to entail differences in the nature of a corpus, but can lead to

different biases regarding which kinds of implicit roles are identified.

4.2 Detailed Discussion of English Implicit Role Corpora

As English has few implicit role constructions (such as null subjects or pronoun-like implicit

objects), there have been no annotations which focus upon such syntactically absent implicit roles.

However, this means that English implicit role corpora provide the challenging frontier of annotat-

ing more pragmatically entailed implicit roles – such as the arguments of nominal and adjectival

predicates, and core oblique arguments. This means that annotation of Engish implicit roles is

challenging to annotate, but also means that they provide an excellent proving ground for whether

one can computationally handle complex pragmatic phenomena.

4.2.1 FrameNet and Semeval-2010/10

The first major datasets for implicit role resolution in English come from the FrameNet

lineage of work on implicit roles. FrameNet annotation of implicit roles formalizes the “null in-
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Language/Corpus instances
(+non-
recov.)

role definition referent annot.
method

Chinese (Weischedel et al.
2011)

18,431 syn. roles of verbs anaphoric Coref.

Japanese (NAIST; Iida et al.
2007)

18371
(41974)

case roles of
verbs+nouns

any Coref.

Korean (Han 2004) 12522
(12633)

syn. roles of verbs anaphoric Coref.

Czech (Hajičová and Ceplova
2000)

syn. roles any any Coref.

English (Banarescu et al. 2012) 3302 (con-
verted)

sem. roles same-
sentence

Coref.

English (O’Gorman et al. 2018) 2824 sem. roles anaphoric Coref.
English (Ger-
ber and Chai 2010)

1172 sem. roles of nouns anaphoric Prompt

English (Semeval-2010-10) 245 (580) sem. roles all Prompt
English (This chapter) (860) sem. roles not re-

solved
n/a

English (Baker et al. 1998) sem. roles any sem. not re-
solved

n/a

Spanish (Rello and Ilisei 2009) 1202 syn. roles of verbs anaphoric Prompt
Spanish (Perin et al. 2012) 469 sem. roles of nouns anaphoric Prompt
Romanian (Mihaila et al. 2010) 997 syn. roles of verbs anaphoric Coref.
Hungarian (Vincze et al. 2018) 1243 syn. roles of verbs anaphoric Coref.
Arabic (Weischedel et al. 2011) 2633 syn. roles of verbs anaphoric Coref.
Italian (Rodriguez et al. 2010) 1885 syn. roles of verbs anaphoric Prompt
Portuguese (Pereira et al. 2009) 1076 (1477) syn. roles of verbs any prompt

Table 4.1: Different Implicit Role Corpora

stantiations” of Fillmore (1986) into three types – lexicalized definite null instantiations (DNI),

lexicalized indefinite null instantiations (INI), and constructional null instantiations (CNI) such

as demoted agents of passives. The FrameNet corpus annotated these DNI, CNI, and INI types

upon examples and full-text annotations across the corpus (Baker et al. 1998), but did not resolve

the actual referents of those implicit roles, when they can be resolved in the text. This made it a

resource for detection of DNI and INI instances, but not viable for learning systems that would do

implicit role resolution. We can see some examples below:
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(132) Seventh : Provide labor force . (frame = Supply, supplier=DNI, recipient=DNI)

(133) The comment could be interpreted as a warning that Russia would oppose, for example,

an attack on Iraq. (frame=Warning, Addressee=INI, Speaker=INI)

For the Semeval 2010 shared task #10 (hereafter simply “SemEval-2010-10”) (Ruppenhofer

et al. 2010a), this FrameNet approach to implicit roles was augmented with annotations which

labeled the identity of the referents, so that one might actually build and evaluate systems which

would find these implicit role referents. Two “Sherlock Holmes” texts by Arthur Conan Doyle – a

short story used as training data (“the Tigre of San Pedro”(Doyle 1917)) and two chapters from

“The Hound of the Baskervilles”(Doyle 1884) – were annotated with this additional information.

These were annotated first with the original DNI, INI and CNI FrameNet labels, and then instances

of DNI frame elements were linked to their referents in the text when possible. This resulted in a

quite small set of examples – for recoverable mentions, being only 250 training examples and 250

test examples. One can see the sizes of the FrameNet and SemEval data in Table 4.2; while there

is ample data annotated for the “DNI” and “INI” types, the actual referent annotations provided

by SemEval-2010-10 are quite limited.

INI DNI recoverable DNI
FrameNet 1.7 19716 18499 N/A
SemEval-2010 train 277 303 245
SemEval-2010 test 361 349 259

Table 4.2: FrameNet-labeled Data

These SemEval-2010-10 annotations exhibit some peculiarities of the fiction genre. For ex-

ample, we see large amounts of narrated conversation, and those direct-speech mentions have

conversational phenomena, such as implicit roles which refer to a recently mentioned proposition,

as one might see in conversational English:

(134) “You ’re rightproposition , Mr . Holmes .”
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(135) “ Oh , very goodtheme” said Holmes .

(136) “But WE knowabout the crime ”

Another common and unique characteristic of this data are implicit arguments that might

be said to rely on “speaker tracking”; implicit addressees and sources of communication verbs, so

that one needs to remember who is talking to whom:

(137) “ Henderson , ” the inspector answered ∅addressee, “ is Don Murillo , once call the Tiger

of San Pedro . ”

(138) “But how come you into this matter , [Miss Burnet]j ?” asked ∅addressee Holmes .

4.2.2 “Beyond NomBank” and ONV5 Corpora

A separate approach to implicit role annotation looks at small sets of hand-selected predicate

types, but annotated meaningful numbers of instances of each predicate, so that there was sufficient

training data for each predicate (at the expense of only covering a small number of different implicit

roles). This approaches was introduced in an annotation over nominal predicates (Gerber & Chai

2010) using the NomBank inventory (Meyers et al. 2004) and followed by a similar approach over

verbal predicates (Moor et al. 2013a) using the FrameNet inventory. The nominal data (called

the “Beyond NomBank” corpus or BNB), as it is larger than the wide-ranging SemEval-2010-10

data, has therefore become the de facto evaluation standard for more recent implicit semantic role

labeling models.

The “Beyond NomBank” corpus (Gerber & Chai 2010; Gerber & Chai 2012a) selected ten

predicates with the same goal of “high implicit role frequency”, ranking nominal predicates by both

their frequency and by the difference between the average number of explicit arguments of each

noun vs its verbal equivalent. A separate corpus Moor et al. – sometimes referred to as “ONV5”, as

it was annotated over the Ontonotes 5.0 verbs – was annotated using a similar approach, but using
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verbal implicit roles from the FrameNet inventory, also attempting to maximize the recoverability

of the implicit roles. Moor et al. (2013a) utilized a study of FrameNet data as a starting point,

focusing upon detecting which arguments were most likely to have a recoverable argument, and

settling upon five frames (Departing, Bringing, Commerce_Pay, Giving and Placing) which should

have high recoverability rates, annotating one low-polysemy predicate from each frame. Feizabadi

& Padó (2014) also attempted targeted annotation of a small set of predicates.

As one might expect, these corpora which are optimized to have high rates of recoverable

implicit roles show higher rates of recoverability than full-text annotations, as will be discussed

below. The size of these corpora can be seen in Table 4.3; one can see that they are all somewhat

limited in size.

predicates non-recoverable recoverable
Gerber and Chai (2010) – train 10 0 1172
Moor et al. (2013) 5 388 242
Feizabadi and Pado (2014) 10 0 250

Table 4.3: Predicate-specific annotations

One defining characteristic of the BeyondNomBank data in particular is that a large per-

centage of implicit roles are what we are calling remembered-event implicit roles: instances

where the actual semantic role has been uttered previously, and one needs only to resolve the event

coreference link to the prior verbal instance. We can see an example of this (intervening text in

ellipses) below.

(139) ... it will ask a U.S. bankruptcy court to allow it to hire Lazard Freres & Co. to help it sell

its leasing unitj ....

The real estate and mortgage banking concern had hoped to use proceeds from the sale

(theme = ∅j) to reduce its debt .

Another characteristic of the Beyond NomBank data is a range of implicit role instances

in which the process of prompting annotators for implicit roles either encouraged annotation of
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non-eventive instances, or led to annotation of local arguments which were simply not annotated in

the original NomBank data. This often led to marginal interpretations of the arguments of generic

mentions – such as finding the payer of “costs” in “health-care costs” (as in example 140 ) or the

commodity being sold in “sales positions” (as in example 141).

(140) In the 12 months ended in September , wages and salaries of [private-sector]j workers rose

4.4 % , while health insurance costs spurted by 13.7 The consumer price index climbed 4.3

% in the same period . Despite the big increases in health-care costs ∅cost to whom = j ,

wages still account for a far greater share of overall labor costs .

(141) The acquisition combined the country ’s second-largest [ security ]j company , Pinkerton

’s , with 1987 sales of $ 410 million ... eliminating about 31 % of the company ’s 2,500-person

administrative staff , including more than 100 sales ∅thing sold = j positions .

This also leads to issues such as the agent of “investors” as in example 142. The term

“investors” is a predicate in the NomBank annotations (mapped to invest-01 in PropBank), but

this leads to an annotation issue in which NomBank annotators did not annotate the arg0 (as it was

incorporated in the predicate), and thus it was a “unstated” argument for the annotators to resolve.

While these examples are supposed to be omitted from evaluation – as per instructions upon the

website for the data, http://lair.cse.msu.edu/projects/implicit_annotations.html – it is

often unclear whether all systems removed them from the training and evaluation data:

(142) Big Board officials have been under siege from both investors and the exchange ’s own

floor traders since the Dow Jones Industrial Average ’s 190-point tumble on Oct. 13 .

These illustrate a number of challenges which remain a hazard for all annotation of implicit

role resolution corpora, and of nominal predicates in particular.
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4.2.3 Limitations of the Current Landscape of Implicit Role Corpora

The resources outlined above constitute the data available before the current thesis for models

which hope to learn how to detect implicit roles in English. However, not only are they limited

in size, they are particularly limited in terms of “full text” annotations, in which all implicit roles

in a document are annotated. Only the approximately 250 instances of implicit role annotations

available in the SemEval-2010-10 data currently behave as such full-text data, as most of the other

datasets only provide resources for a limited set of predicates. This paucity of data makes it

extremely difficult to build any systems oriented around this task, and difficult for the current

annotations to act as anything more than a test set.

4.3 New Implicit Role Corpora

To resolve these ongoing issues regarding implicit role data, we outline four new (or adapted)

corpora. The first two are adaptations of existing corpora – extracting implicit role annotations

from the Abstract Meaning Representation corpus (Banarescu et al. 2013), and converting the

NomBank, ONV5 and FrameNet data into the modern PropBank inventory. The third new corpus

is the Multi-sentence AMR corpus, which enabled annotation of implicit roles at scale on top of

existing AMR data, and which provides a new wide-coverage resource for implicit role resolution

and detection. The final corpus is a set of annotations which provide the Chapter 2 interpretation

types annotated upon all unstated arguments, providing some insight into the landscape of different

implicit role types. These annotations dramatically increase the size of the annotated data available

for implicit role resolution, particularly for the purpose of full-text annotation.

4.3.1 Abstract Meaning Representation Within-Sentence Links

One potential source of implicit role annotation data is the Abstract Meaning Representa-

tion(AMR) corpus (Banarescu et al. 2013). AMR annotation is a formalism for representing the

meaning of a sentence in a simple readable graph, designed to be understandable enough for hu-
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man annotation. Figure 4.1 shows a very simple version of such an AMR for the sentence “The

dog whined at the owner for a walk”; AMR captures and sense-disambiguates all predicates, links

co-referent pronouns to their antecedents within the sentence, and provides semantic roles between

all of those predicates, even when the referent is only pragmatically inferrable, as with implicit

roles. Each of the numbered arguments (such as ”arg0” or ”arg1”) are uniquely defined by their

predicate (as in the “individual thematic roles” notion mentioned in Dowty (Dowty 1991) – so that

in this case, the arg0 of ”whine-01” is “whiner” and the arg3 is “subject matter of the whining”.

This example illustrates two possible “implicit role” instances – the annotation disambiguates

the possessee of “the owner”, and identifies both the agent and patient of “a walk”. But as one

can see from that example, these are not specifically labeled as implicit – they are simpled encoded

as semantic roles. Moreover, the AMR annotation does not provide a layer of derivational syntax;

there is no representation of how the string is converted into this graph.

(w / whine-01
:arg0 (d / dog)
:arg2 (p / person

:arg0-of (o / own-01
:arg1 d))

:arg3 (w / walk-01
:arg0 p
:arg1 d))

Figure 4.1: Simple AMR for “The dog whined at the owner for a walk”

These two facts – that a large amount of implicit role information is annotated within AMR

representations, and that those implicit roles were not marked as such – motivated the creation of

a derived resource in which those implicit role were identified and then converted to a non-AMR

format that might be used alongside other implicit role corpora. This required linking all semantic

roles in AMR back into the original text, and then using other resources to differentiate between

explicit and implicit semantic roles.

Converting AMR concepts back into predicates and spans in the text was done using au-
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tomatic statistical alignments (Pourdamghani et al. 2014) over the upcoming AMR 2019 public

release. For quality control, predicates were double-checked against lexical representations of all

their possible aliases. This resulted in the set of all semantic roles (including implicit roles). Then

explicit semantic roles were detected using two methods; a hand-crafted set of argument identifi-

cation rules designed for this task over dependency trees, and the predictions of a full SRL system

SRL system (AllenNLP version of Lee et al. (2017)), trained upon the PropBank Unified cor-

pus (O’Gorman et al. 2018a) so that nominal and adjectival predicates (and informal text similar

to the AMR genre) would be represented in the training data. Arguments which were not catego-

rized as being a local, explicit mention according to either metric were categorized as implicit.

The output of this provides a relatively high-precision collection of implicit roles, and one

where the “errors” would still be valid semantic role arguments, but simply explicit roles. Examples

143 – 144 illustrate examples of the generated within-sentence roles:

(143) Analysts worry that Indonesia ’s military is now so degraded it can no longer control the
borders of [the far-flung archipelago]k , allowing for easy infiltration ∅place infiltrated=k

by extremists .

(144) It took 6 months of twice weekly physiotherapy ( very painful ) as well as bi - weekly visits
∅agent=k to a chiropractor and exercises at home twice daily before myk arm was back to ”
near ” normal .

To evaluate the quality of this output, we manually assessed 57 examples of implicit roles

produced by this process. Over that sample, we find that 57% of the converted AMRs are valid

implicit role instances, with 20% actual errors (either locally instantiated mentions or alignment

errors), with another 23% being either correct implicit roles with partially correct spans, or being

complex, long-distance coreference which might still be viewed as implicit. This results in a large

corpus of somewhat viable implicit roles, totally 3302 recoverable implicit role examples in total.

4.3.2 Conversion Methodology for NomBank and FrameNet data

As noted above, the BNB data (Gerber & Chai 2010), ONV5 (Moor et al. 2013a) data,

and Semeval 2010-10 FrameNet (Ruppenhofer et al. 2010a) data all utilize different inventories
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of semantic roles, and are not compatible with the PropBank inventory used in the new corpora

presented below. In order to treat these as a compatible set of annotations, one must therefore

either provide discrete mappings from one resource to the other, or must utilize more complicated

models (such as multi-task learning) to fit them into the same conceptual space, as done for SRL

in Fitzgerald et al. (2015). We focus upon the simpler task of building direct mappings, as it

can result in clean datasets which might be used without additional work. Prior work in using

domain adaptation between SemEval and NomBank has taken this approach (Feizabadi & Padó

2015), using the original FrameNet-PropBank mappings provided within the SemEval task (those

of Palmer 2009).

There is prior work (Ruppenhofer et al. 2010a) in mapping these datasets to each other.

Ruppenhofer et al.(2010a) utilized SemLink (Palmer 2009) in order to establish mappings from

some FrameNet frames and arguments into PropBank annotations. However, there exist a number

of predicates within FrameNet which are not treated as predicates within PropBank. There are also

a number of arguments in FrameNet corpora which would be modeled as adjuncts in the PropBank

representations, so that there is some loss of arguments. To exemplify what is omitted from

FrameNet, we randomly sampled 10 implicit roles where the predicates have no clean PropBank

conversion, illustrated in Table 4.4.

waiting at the station all the weekcalendric_unit

I don ’t want you to commit yourself tooSufficiency far unless you are sure .
the rise of to-morrowCalendric_unit ’s sun
the singular and formidable inhabitants , the unknown dangersRisky_situation of the approach
what is the nextRelative_time step ?
But another will come , and yet anotherIncrement , until some day ...
The dictatorLeadership , his two children , his secretary , and his wealth had all escaped them
and the avengerRevenge might find him .
we had discovered in the transformed Henderson the fallen despotLeadership ,
all three fired with the same reasons for revengeRevenge

Table 4.4: FrameNet-labeled Data

A second task is the conversion of FrameNet implicit roles into a PropBank inventory is the
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conversion of the FrameNet “Frame Elements” (characterizations of semantic roles in the FrameNet

inventory) into the PropBank arguments, which is viable because FrameNet tends to be more

fine-grained than PropBank. For example, FrameNet distinguishes often between agents and non-

agentive causes, or distinguishes between plural reciprocal arguments (as in “the two brothers

fought”) and simple plurals (“the two brothers fought the oil company”). Such arguments being

conflated in PropBank, it can be problematic to convert from PropBank arguments to FrameNet

arguments without manual intervention. However, there is usually a single correct PropBank

argument for each FrameNet Frame Element, allowing that one-directional mapping to be easily

provided. However, some subset of implicit roles are omitted due to mismatches, primarily in

cases wherein the Frame Elements do not correspond to any core numbered arguments in the

equivalent PropBank sense. For example, adjectives such as “kind” or “horrible” in FrameNet

have a possible “Judge” role (kind/horrible according to whom), but the corresponding adjectival

rolesets in PropBank have no such role. Table 4.5 shows the total statistics for this conversion,

along with that of NomBank and ONV5.

original re-
coverable

pred. mis-
match

role mis-
match

converted total candidates

SemEval-train 245 24 72 149 728
SemEval-test 259 84 26 149 863
NomBank-train+val 718 0 0 718 1969
NomBank-test 310 0 0 310 1045

Table 4.5: FrameNet-labeled Data with conversion to PropBank labels

These new converted corpora are also converted into a consistent representation format in

which the implicit roles are represented in stand-off annotation, used in the same format as the

other two corpora discussed here, so that one might use the three converted corpora alongside the

MS-AMR and within-sentence AMR datasets presented here.
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4.3.3 The Multi-sentence AMR Corpus

As noted above, AMR representations capture implicit roles and other coreference relations

while capturing the general propositional content of a sentence (Banarescu et al. 2013), but do

not represent any implicit roles across sentence boundaries. The Multi-sentence AMR (MS-AMR)

corpus (O’Gorman et al. 2018b) is an annotation on top of AMR, which adds coreference and

implicit role annotations between individual AMR sentence representations, to provide coreference

over an entire document. This is therefore a useful new resource for implicit role annotations,

and constitutes a dramatic increase of “full text” implicit role annotations (annotating all implicit

roles in a document), which previously were only annotated in the SemEval-2010-10 annotations

discussed above.

4.3.3.1 Annotation Methodology

The MS-AMR annotation used gold, human-annotated AMR graphs (as described in section

4.3.1 above) as a starting point for this coreference annotation. On top of those annotations (using

the upcoming AMR public release), annotators added a separate layer of coreference relations and

implicit role relations. Figure 4.2 illustrates a basic example of coreference in MS-AMR, where

the variables highlighted in red would be linked together into one “coreference cluster” (a list of

mentions referring to the same referent or event), and those highlighted in blue would be linked

together into another such cluster.

Implicit roles were annotated by first augmenting graphs with candidate implicit roles from

the PropBank lexicon, and then linking to those candidates during coreference annotation. Because

within-sentence AMR annotates all predicates using the PropBank sense lexicon (Palmer et al.

2005), we may consult that lexicon for the list of all arguments which we might expect for that

predicate, and present predicate-specific definitions for each role. For example, in the example

in Figure 4.2, the predicate “arrive-01” has three arguments that were not filled (arg2: extend,

arg3: start point and arg4: destination), and these were therefore added as “’implicit-role” nodes
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for the sake of coreference. This allows annotators to naturally consider these during the task of

annotation, rather than individually prompting annotators for each such implicit role.

Bill left for Paris
(l / leave-11

:arg0 (p / person :wiki - :name (n / name :op1 “Bill”))
:arg1 (i / implicit-role :val “starting point”)
:arg2 (c / city :wiki “Paris” :name (n / name :op1 “Paris”)

He arrived at noon
(a / arrive-01

:arg1 (h / he)
:arg2 (i / implicit-role :val “extent”)
:arg3 (i2 / implicit-role :val “start point”)
:arg4 (i3 / implicit-role :val “destination”)
:time (d / date-entity :dayperiod (n3 / noon)))

Figure 4.2: Example of MS-AMR annotation; annotators link coreferent variables (such as marking
a relation between between p and h (in red)) and implicit roles, here linking the destination (arg4)
in the second sentence to the previous variable c (in blue)

In the context of different annotation decisions discussed at the start of this chapter, this

can be viewed as a combination of approaches. This approach to annotation can be viewed as a

combination of the coreference-focused annotations (which traditionally propose syntactic empty

categories and link to them during coreference) and the more semantically defined implicit role

annotations such as Ruppenhofer et al. (2010a) or Gerber & Chai (2010), which utilized semantic

criteria for what roles would be implicit, but individually prompted annotators with each semantic

role, so that they would re-read and re-annotate a document for each instance of each implicit role.

This MS-AMR methodology uses predicate-specific semantic role definitions, but still clusters them

during a coreference pass.

An example of the actual annotation interface can be seen in Figure 4.3, using the Anafora

toolkit (Chen & Styler 2013). The annotation guidelines used for this annotation are publicly

available at https://github.com/timjogorman/Multisentence-AMR-guidelines/. By annotat-

ing on top of static AMRs, this annotation tool can allow annotators to add an implicit role to a

coreference chain with a single click, allowing for relatively rapid annotations.

In order to make this data compatible with those other annotations, we therefore provided
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Figure 4.3: Annotation interface, illustrating implicit role links. Annotators click on boxes within
the AMR (left) to add them to coreference chains (full chains shown on the right), as with the link
between the implicit topic (“i2”) and the earlier “l / lie” mention.

conversion of this dataset into a span-based annotation framework, following the same format

as the conversion of other datasets discussed above. To do so, we utilized alignments to the

string (Pourdamghani et al. 2014) to map predicates and referents into the text, and utilized

automatic parsing (Gardner et al. 2018) in order to convert the referent heads to full syntactically-

defined spans. This produces a set of 2,142 implicit roles for training, and a small set of test

documents, within the AMR test split. It also provides a large set of 29095 semantic roles which

were presented as options to annotators, but which were not added to coreference chains, providing

negative examples (this high rate of non-recoverable implicit roles will be discussed further below).

original re-
coverable

pred. mis-
match

role mis-
match

converted total candidates

MSAMR-train 2446 2142 29095
MSAMR-test 67 64 281

Table 4.6: MS-AMR conversion

A set of 43 documents within this annotation were also double-annotated, in order to measure

inter-annotator agreement and check for persistent errors (although they were both annotated over



92

the same gold AMR). The current annotations, following the same evaluation assumptions, found a

Cohen’s kappa of κ=0.59, which is a testament to the difficulty of the task. The most comparable

annotations are those of Gerber and Chai (2010), which found a slightly higher but comparable

Cohen’s kappa (Cohen 1960) of κ=0.64. As found in Gerber and Chai (2010), the bulk of this

type of error is in the task of discerning whether a given referent is implicit at all. When both

annotators agreed that a given implicit role was present, κ=0.85.

Examples 145–149 illustrate randomly sampled recoverable implicit roles in the data, to

illustrate the range of phenomena seen in the data. One can see that these rely upon a wide variety

of pragmatic knowledge:

(145) [I]j enjoy a good political rhubarb as the next person , but this is getting out of hand .
( And some of you thought Claus was bad ! ) To put ∅agent=j it bluntly , this kind of
behavior is precisely the kind of thing the Koch Brothers or Bill Maher get accused of :
belittle the opponent , degrade their humanity , malign the intent of their opponents , and
on and on .

(146) There ’s a lot to learn ∅agent=j in this path , and [I]j ’m still trying to feel my way through
.

(147) He just texted me to ask ∅personasked=j if any of [you]j French hipforumers are in the area
and would be kind enough to give him a lift southwards ?

(148) OP trying to [win]j brownie points from other clueless students who hate the Conservative
party just because .
And failing ∅failing at what=j .

(149) [Why]j won’t the people of this country wake up and stop allowing Cameron to brainwash
them ?
You need not to tell us why , as we already know ∅theme=j .

4.3.4 FiGref: Fine-grained annotations of referential interpretation types

A final dataset proposed here is a set of annotations labeling these “interpretation types”

proposed in Chapter 2 of this thesis. This moves beyond simple annotation of only recoverable
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implicit roles, to characterizing different kinds of non-recoverable roles. The proposed distinctions

presented in Chapter 2 were formalized into a hierarchy with examples from English and with tests

to distinguish difficult cases; these guidelines are included in Appendix B. This is the first such

fine-grained annotation of implicit role interpretation types, but it is comparable to the FrameNet

annotations of DNI/INI labels (Baker et al. 1998; Ruppenhofer et al. 2006), as well as annotations

of definiteness or information-structure (Nissim et al. 2003; Bhatia et al. 2014)

While this largely follows the types proposed in Chapter 2, one major shift is the addition of

many types of genuinely invalid implicit roles, as we suspect that this may be useful for character-

izing various kinds of non-recoverable roles. One common instance of such non-implicit arguments

are instances in which the PropBank sense has an argument which is not valid in that particular

context, as with causative-inchoative alternations; a PropBank event such as “open” or “grow” has

a role arg0 for the agent of a given event, but inchoative instances such as “the flower opened” or

“the son grew to be tall” don’t have such causative agents. Another class of non-implicit arguments

are “explicit-only” roles, where a predicate-specific semantic role is unique to that predicate, but

is so low-prominence and low-frequency that one would not ever infer it without explicit linguistic

material – such as the “coworker” argument of “work”, or the “start state” argument for “reform”.

A set of 856 instances of implicit roles – 126 recoverable implicit roles and 730 non-recoverable

roles – were annotated with this inventory, over documents annotated from the MS-AMR training

data, the SemEval-2010-10 training document, and Beyond NomBank (Gerber and Chai 2010).

More detailed discussion of the distributions seen with this data is discussed below.

To get some measure of whether this can be consistently annotated, 100 instances of these

implicit roles were annotated by a second annotator trained upon the task using a defined set of

guidelines. Annotators had a Cohen’s κ(Cohen 1960) of 55.2 at the fine-grained classification into

the 14-way classification (ten interpretation types and four kinds of invalid roles). Converting these

into more coarse-grained four-way representations (definite, indefinite, invalid, or the “partially

definite” edge cases) provides κ=58.1, which belies the inherent ambiguity of the implicit role data.

As these were scores with minimal annotation and no iteration or adjudication, future annotations
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could be expected to achieve higher agreement (both in better training and in adding details to

the guidelines). The most common disagreements were between repeated-event and script-

inferrable – annotator disagreements about when a particular role is previously mentioned in a

prior event or simply inferrable from that prior event.

4.3.5 Updating the English Implicit Role Landscape

Table 4.7 illustrates the state of all data available for training an implicit role resolution

system, after the contribution of the current annotations. We suggest that while this is still a

small amount of data for training many systems, it should be enough to transfer actual systems

for full-text annotation of implicit roles. Moreover, all of the corpora presented below have been

converted to a simple standard stand-off format, rather than the current complex formats linked

to the syntactic spans within Framenet or Penn Treebank, and the act of conversion to PropBank

provides a slightly more consistent treatment of what constitutes an actual predicative event. Data

for these corpora (or systems to convert existing data into these modified forms) will be made pub-

lically available at https://github.com/timjogorman/isrl-data-and-conversions, alongside

specifications for the format.

training re-
cov.

training
non-recov

test recov. test non-
recov

SemEval-2010-10 149 579 149 714
BeyondNomBank 718 1251 310 735
ONV5 (Moor et al. 2013b) 197 340 16 50
MSAMR 2142 26953 64 217
Within-sentence AMR 3302 9417 - -
Total 6508 36795 573 1716

Table 4.7: All English data with conversions to PropBank lexicon
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4.4 Analysis of Implicit Role Data

There are a number of ongoing empirical questions about the implicit role phenomena seen

in English, and we suggest that the interpretation types corpus mentioned above allows one way

for us to explore what is going on with this data. This section therefore dives into three more

complicated questions regarding implicit roles – the nature of differences in recoverability between

different corpora, the nature of differences in referential distance across different corpora, and the

relationship between these implicit roles and actual grammatical role phenomena.

4.4.1 Rates of Recoverable Implicit Roles

This first question of the rate of recoverable implicit roles relies upon the “candidates” for

implicit roles. We treat a “candidate” implicit role as any semantic role that is core (predicate-

specific “numbered” arguments, in PropBank) and has no explicit realization within the text. We

can then view the recoverability rate as simply being the percentage of those candidates which can

be linked to an actual prior linguistic unit in the text.

Table 4.8 illustrates that recoverability rate for the core English corpora. One can see that

Beyond NomBank and ONV5 (Moor et al. 2013) have dramatically higher rates of recoverability

than what is seen for either full-text corpus, and that the MS-AMR corpus has an extremely low

rate of recoverability even when compared to the SemEval dataset.

Corpus Candidates Recoverable rate of recoverability
MSAMR 30211 2206 6.8%
Nombank 3014 1028 34.11%
Semeval 1591 298 18.7%
ONV5 (Moor et al. 2013) 390 213 35.3%

Table 4.8: Rates of recoverability for different corpora. Bottom rows show subsets of MS-AMR
chosen to reflect predicate-selection rules from NomBank

There are a number of alternative hypotheses regarding what could lead to this dramatic

difference in recoverability rate, although they are likely all partial culpable:
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(1) Predicate Bias: The specific predicates selected within NomBank and ONV5 have inher-

ently higher rates of recoverability than the wide range of predicates used in MS-AMR.

(2) Domain Bias: The newswire domain used in NomBank and ONV5 has a much higher rate

of recoverability than fiction or discussion forum discussions.

(3) Annotation Method Bias: The differences in annotation methodology (in which MS-AMR

is coreference-focused, and the others specifically prompt annotators for each implicit role)

lead to more annotations in the prompt-oriented annotations.

While we suspect that the predicate-selection methods of Gerber & Chai (2010) and Moor

et al. (2013b) lead to a high rate of recoverability, looking at those same predicates within the

MS-AMR corpus does not reveal pursuantly high rates of recoverability – if looking at nominal

instances of the predicates used in NomBank (e.g. sale, fund, investement), we see a recoverability

rate of 6.1%; and see a 9.9% recoverability rate when looking in the MS-AMR corpus for the

ONV5 (Moor et al. 2013b) data. Thus, variation in predicate recoverability from predicate to

predicate is not likely to be the only driving factor in this difference between the MS-AMR corpus

and other corpora.

The other measure that we could test was to consider whether the NomBank annotation

methodology was leading to annotation of implicit roles which would not be captured by MS-AMR

annotators. As an initial, exploratory consideration of this, we did a quick assessment annotation

of 10 documents of annotation from NomBank (52 implicit roles total), with one annotator expe-

rienced with the multi-sentence AMR annotation, and labeled each implicit role for whether that

particular implicit role would be labeled as explicit using the MS-AMR approach. Of these, 34

instances (66.7%) were labeled as acceptable annotations within the multi-sentence AMR frame-

work. Therefore, we can suggest that one part of this discrepancy is emergent from differences in

annotation methodology itself. Examples 150–151 below illustrate a number of examples which

would not get implicit role status in MS-AMR, which illustrate a mixture of instances where the

annotation is simply a far reach (as in the planner in example 150), or examples in which the
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Within-sentence Cross-sentence Anaphoric Cataphoric Within-sentence rate

MS-AMR 701 1154 354 31.7%
NomBank 570 444 14 55.4%
Semeval 86 164 - 34.4%
ONV5 88 125 - 41.3%

Table 4.9: Cross-sentence rates for different corpora

referent is mentioned within the local scope of annotation (as in example 151, where “its” was not

annotated, but would have been in the normal scope of NomBank or PropBank annotations).

(150) [The Democratic Leadership Council]j , a centrist group sponsoring the plan ∅planner=j

surely thought it might help ...

(151) If the market wo n’t pay for [it]j , they argue , [it]j ca n’t be worth its cost ∅theme=j

4.4.2 Differences in same-sentence vs anaphoric implicit roles

A second major difference in datasets is the quantity of within-sentence implicit roles vs cross-

sentence anaphoric implicit roles. Table 4.9 shows the size of these datasets when distinguishing

between cross-sentence and same-sentence implicit role annotations. One can see that the MS-AMR

data shows a low rate of same-sentence implicit role labels, and that the NomBank data sits at the

other extreme, being dominated by within-sentence links.

4.4.3 Qualitive Analysis – How English Implicit Roles are Expressed

One final way of looking at these questions is to examine the annotated data provided by

the interpretation type annotations. Figure 4.4 illustrates the frequency of different interpretation

types over non-recoverable implicit roles for the three corpora. This gives us a different kind of

characterization of the differences between the datasets – while the MS-AMR data has far more

non-recoverable roles, this is less due to a dramatic number of indefinite implicit roles, but far more

examples of possible but non-implicit roles, such as these “subsenses” where the role is not valid
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in context (e.g. the agent of freeze in “my computer is frozen”), or “low importance” roles (such

as the secondary predication role for “my computer is frozen”). In contrast, we can see that much

of the Beyond NomBank (Gerber & Chai 2010) implicit role instances are nonspecific or type-

inferrable mentions – which, since these are financial domains, often refer to unstated amounts of

assets used to purchase things, or unstated amounts of money invested into things.
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Figure 4.4: Distribution of interpretation types over non-recoverable roles. Other encompasses the
long tail of cataphoric/“establishing”, ISNA, and Remembered Event (exophoric) non-recoverables

We can look at a similar distribution over interpretation types for the actual recoverable

interpretation types, shown in Figure 4.5. One can see from this that while all three corpora

have large amounts of “script-inferrable” implicit roles, the NomBank data is dominated by the

remembered event interpretation type, as well as by certain types of annotation errors (mentions

which are within the explicit SRL scope of the predicate). This illustrates how systems trained or

developed with the NomBank can be targeting a different task than what is seen with other two

corpora.
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Figure 4.5: Distribution of interpretation types annotated on data with recoverable referents, pri-
marily showing the prominence of “remembered event” mentions in the Beyond NomBank corpus.
Invalid-local refers to implicit roles that would be annotated in traditional SRL labeling.

4.4.4 Qualitative Examination – Implicit Role Types and Constructions

The final underlying question with this data is whether these particular kinds of implicit

role interpretations can be linked to specific grammatical constructions. One starting point was

to analyze all instances labeled as salient/recent within this annotation. We do find a small

amount of conversational, diary-style implicit subjects, both first person and third person, although

they often also have explicit mentions in other parts of the sentence:

(152) ∅i just looking for some more advice ∅i on myi situation .

(153) ∅j ’Sold his soul to the devil in exchange for money , ’ says Warner , ’and ∅j expects hisj
creditor to come up and claim his own . ’

However, the majority of salient implicit roles categorized in the data could be referred to

as “last proposition” examples – implicit complements of a verb referring to the last mentioned
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proposition. These occur primarily within the SemEval corpus, which is fiction and therefore

abounding with direct-speech quotation:

(154) “To you they are like crimes committed in some other planet. But WE know ∅aboutthecrimes.”

(155) “I know ∅thingknown, sir, I know; but it shook me, sir, and there ’s no use to deny it .”

(156) “You ’re right∅accurateproposition, Mr. Holmes .”

There are some mentions that aren’t such propositional content mentions, but which are on

the border of being “explicit” mentions, as they refer to a very recently mentioned referent in a

manner that would be described as pragmatic control (as in example 157), or might be viewed as

being part of a multi-word expression (as in example 158).

(157) I was recently made redundant a week after ∅agent announcing my pregnancy .

(158) Inspector Baynes ’s small eyes twinkled with ∅experiencer pleasure .

We can similarly review kinds of deictic arguments. Many of these metalinguistic commu-

nication events – communication verbs that refer to the current discussion, and which therefore

automatically map to the current speaker and the current addressee:

(159) and needless ∅forme to say , there was no open casket .

(160) When I saw your longest entry , I guessed what your choice was without you explaining
it ∅to me.

(161) As I said ∅to you: ..
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4.4.5 AMR Re-entrancies as Implicit Roles

As these AMR re-entrancies can refer to implicit roles, it is possible that AMR parsers

automatically learn to predict these implicit roles. However, AMR re-entrancies do not only express

implicit roles, but are used for any situation where a participant is referred to more than once in

a sentence. Therefore, we provide a small exploration of how these implicit roles are distributed,

both in gold AMRs and in predicted AMRs, to make clear how common implicit roles are within

the AMR data.

For determining whether implicit roles are being captured by AMR parsing models, we anno-

tated the AMR development set with the Zhang et al. (2019b) parser, the parser with the highest

reported performance upon reentrancy prediction at the time of writing. Using that parser (trained

upon the AMR 2019 release), all sentences in the development set were parsed, and for those where

a predicted re-entrancy matched a semantic role in the original AMR, we examined those instances

manually regarding whether it actually referred to the correct referent, and was an instance of an

implicit role. From a set of 750 initial predicted re-entrancies used, we found 50 correct implicit

role instances – approximately 6.6% of all postulated re-entrancies being actually reflective of an

implicit role.

Another way of viewing the same question is to examine the correct re-entrancies found in an

AMR, and to study which phenomena phenomena are being captured. We established 100 instances

of re-entrancies from the manual annotations of the AMR development set, and 100 correctly

predicted re-entrancies from the Zhang et al. (2019b) AMR parser. Of these, we categorized each

re-entrancy into one of seven types. Of those correct re-entrancy predictions, the predictions of

the Zhang et al. (2019b) parser were implicit roles approximately 20% of the time, as seen in

Figure 4.6. Examples of the kind of implicit roles captured by AMR parsing are shown in examples

162–164 below, with the predicate in red and referent in blue:

(162) However, over the last month or two [I] ’ve found myself becoming really anxious about
things, and I ’m not talking about a mere out of the blue feeling of nervousness.
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(163) After strategically ’ excising ’ bits of Australia in order to thwart people smugglers ( you
can’t land in Australia if we pass a law to say it IS N’T Australia this week ), [our pint-sized
PM] has decided to think big .

(164) Retain 30 strategic [nuclear submarines] with the ability to inflict (ARG0) three devastating
nuclear strikes against enemies.

Beside those true implicit roles, three of the other types of reentrancies seen would be generally

categorized as local instantiation, such as pronoun use, coordination of subjects, and referring

expressions, where a participant is mentioned nominally multiple times in the same sentence. One

can see in Figure 4.6 that such very local mentions constitute a large portion of all re-entrancies,

particularly for gold AMRs.

(165) Coordination: [It] invests heavily in dollar - denominated securities overseas and is
currently waiving management fees , which boosts its yield .

(166) Ref. Expression: Removing rules doesn’t help [business] be more competitive, it means
that [businesses] must race to the bottom to counter new businesses that start there.

(167) Pronoun: [My husband] is a veteran. He said if a war takes place, he would stand in the
very frontline of the war - rather die on the war field than live on in degradation

Finally, there are many instances of control phenomena, and non-deterministic control phe-

nomena, which are also captured by AMR parsing. Alongside these, another kind of re-entrancy

captured is a bundle of phenomena associated with comparative constructions. In the most recent

models for AMR comparative constuctions (Bonial et al. 2018), the entity being modified by an

adjective is modified twice – so that the AMR for “Blair is taller than Sam” would refer to Blair

twice, both to assert the comparison itself (“Blair has more <tallness> than Sam”) and also to

assert the attribute (“Blair is tall”).

(168) Control: [The House] has voted to raise the ceiling to $ 3.1 trillion , but the Senate is n’t
expected to act until next week at the earliest .



103

(169) Pragmatic Control: [It] can compete with articles from the Cultural Revolution, mag-
nifying a problem to become a question of principle or of ideological line, buttoning the
hat.

These results show that AMR parsing models do learn to make some implicit role predictions.

Perhaps more surprising, this shows that the AMR parsing models learn the full range of different

kinds of re-entrancies seen in the data, rather than simply learning the most predictable systems

such as coordination or control. However, the limited number of implicit roles seen, and the variety

of kinds of re-entrancies seen in the data, support the postulate of the within-sentence implicit role

AMR corpus, that only a tiny fraction of AMR re-entrancies should be treated as implicit roles.
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Figure 4.6: Distribution of types of (correct) reentrancies, from both predicted and manual AMRs.
This illustrates both that models trained on AMR do capture implicit roles, but that the majority
of re-entrancies are more explicit or syntactically defined re-entrancies

4.5 Conclusions

This chapter provides a strong starting point for new models of implicit role resolution, but

it also hopefully illustrated the complexity of this task, even with the addition of new datasets.
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Because implicit role resolution phenomena are quite heterogeneous, it is unclear how to get a

model to handle this wide range of phenomena. Moreover, the type annotations illustrate that

some datasets can end up having dramatically different characteristics – such as the very low rates

of recoverability seen with the MS-AMR dataset, or the very high rates of remembered event

implicit roles that seem to exist in the Beyond NomBank corpus.



Chapter 5

Computational Models of Implicit Role Resolution

This chapter presents models of implicit role resolution for the English datasets discussed in

Chapter 4. This chapter explores the development of iSRL systems aimed at running upon all of

these implicit role corpora, even with all of them together. In doing so, we also explore attempts to

transfer knowledge from larger related coreference and SRL datasets while maintaining some extent

of interpretability, by building separated approximations of the major latent features postulated

to be relevant to the task. We present a set of individual models for these components underlying

implicit role resolution – such as selectional preference, salience and the recoverability of the implicit

role – and a set of actual implicit role models which use these to train upon all the iSRL corpora.

The rest of this chapter will break down as follows. The underlying model relies upon a

series of separate feature-specific models trained on larger corpora – selectional preference, narrative

schema predictions, salience, mention referentiality, and a deixis score. The first section will outline

each of these feature models, attempting to establish the use of competitive models for each of these

components. The second section will outline an architecture for implicit role resolution and analyze

its performance. A third section presents ablations and analyses of these models, attempting to

illustrate what is missing from the current approaches and the relative contribution of different

components. While the results of the models presented in this chapter are limited, they present a

new frontier in training upon the full implicit SRL task and illustrate some characteristics of the

implicit role resolution task.
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5.1 Details of the Task

There are many ways to model implicit role behavior. For example, one might build models

for when implicit roles are licensed, or build models to predict what indefinite implicit roles refer

to. However, we focus upon one subset of this task: the prediction of recoverable implicit roles,

where an implicit role is not only definite, but the participant it refers to is explicitly mentioned

within the text.

The following models will also assume a specific form to this task of recoverable implicit role

labeling, in which a list of “candidate” implicit roles are given, and the task is to provide a single

span which corresponds to the referent, when recoverable. This follows the formulation of this task

in prior implicit role resolution tasks (Ruppenhofer et al. 2010a), but makes more explicit the

notion of starting with a pre-defined list of candidate implicit roles.

Specifically, the input to a model is then a raw text, the location of a predicate, and the label

for a semantic role, providing a full PropBank numbered argument and roleset. For each provided

predicate-role pair, the system would then provide either “None” or would provide a particular

span which is the model prediction for a single span which it postulates to refer to the antecedent.

The annotated data for each recoverable implicit role contains a list of each spans which refers to

that referent, and we therefore aim to measure the model in terms of whether the single span it

predicted is within the correct coreference chain.

The particular methods of scoring this prediction uses the SemEval-2010 task 10 (Ruppen-

hofer et al. 2010a) scoring metric for evaluating each implicit role1 . Each implicit role instance r

has a span for the predicted referent (the list of unique characters Predictedr) and a list of correct

spans Cr. The score is then the highest Dice score (Dice 1945) from the set of correct spans.

score(Sr, pr) =
Cr
max

t
(
2 | Predictedr ∩ t |
| Predictedr | + | t |

)

The final precision is then the sum of this score over the number of predicted spans, and the
1 This is simplified form if this metric, as some implementations add the additional constraint that the score for

a given (predicted, true) pair will be 0 if the predicted span does not contain the headword of the true span.
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final recall is the sum of this score over all implicit roles with at least one correct span.

precision =

∑R
r score(Sr, pr)∑R
r 1if | pr |> 0

recall =

∑R
r score(Sr, pr)∑R
r 1if | Sr |> 0

A baseline implementation of this scoring function is provided at https://github.com/

timjogorman/isrl-data-and-conversions to encourage replicability, and details of the assumed

format will be included therein.

5.2 Feature Models

The first section looks at ways of learning models for particular latent features, using larger

available resources such as SRL corpora or coreference corpora. We focus on building separate

machine learning models for each of these features, so that one might treat them as separate

components within a larger model, using a total of five features: selectional preference, narrative

schema effects, deictic tendencies, salience, mention importance (referentiality). Because end-to-

end models which are trained on the task in a more general manner can learn all of these tasks,

it can be unclear what recent deep learning models (such as Do et al. (2017) or (Cheng & Erk

2018a)) are learning. This approach, therefore, attempts to separate these different components,

while still attempting to train individual components upon larger, separate resources using SRL

and coreference corpora. Additional details and parameters used for each model are included in

Appendix A.1.

5.2.1 Linguistic Interpretability and Feature-based Models

There are some possible uses of implicit roles for downstream tasks, such as during translation

to and from languages with high levels of implicit role usage (Chung & Gildea 2010; Xiang et al.

2013)), or capturing long-distance links needed in information extraction tasks such as ERE (Song

et al. 2015). However, the best-performing systems for implicit role labeling in English cannot
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exceed 50 f1 without gold parse and SRL information, and performance upon this “full text” task

(as with SemEval iSRL, or the newly presented MS-AMR data) remains below 20 f1. The low

performance of implicit role resolution models in English motivates focusing not upon maximizing

performance on the task, but instead upon exploration of the task: to be able to provide some

measure of interpretability regarding how these implicit role tasks work, what current models are

learning, and what elements of a model need the most improvement.

There are many ways to attempt to get insight into model behavior. Due to the limits

of the data landscape for implicit roles, we focus upon updating a traditional, feature-oriented

approach to interpretability – attempting to use simpler and more additive models wherein one can

examine the contribution of particular features. In doing so, we follow the approach of Generalized

Additive Models (Hastie & Tibshirani 1987), in which features are combined additively (as in

logistic regression), but are transformed by a nonlinear function, such as smoothing functions (the

original model), tree boosting (Lou et al. 2012; Caruana et al. 2015), or small single-input MLPs

(De Waal & Du Toit 2011). This gives a measure of the kind of predictive power seen in logistic

regression over small sets of features while adding some additional predictive power.

While it is hoped that the current feature-driven approach provides some level of insight, we

will also hope to keep in mind the more recent advances, in which feature-based approaches have

been largely replaced by diagnostic classification or probing (Tenney et al. 2019b; Tenney et al.

2019a; Ettinger et al. 2016; Adi et al. 2016) tasks. In such tasks, one builds deep learning models

to do a particular task (potentially even a general task such as language modeling) and then studies

the representations learned by those deep models by using those representations as inputs to small,

models applied to auxilliary tasks each corresponding to a single phenomena, so that performance

upon such a task illustrates whether that representation has inherently learned the information

involved in that task. This chapter will end with exploration of how to pivot from treatment of

this task as a traditional supervised task, to establishing the necessary data for a future probing

task of this phenomenon, using the interpretation types presented in prior chapters to help define

the task.
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5.2.2 Representation of Selectional Preference

Broadly, selectional preference of an argument gives some measure of whether a particular

entity would be likely to fill a particular role within an event. This is a complicated issue to measure,

however. Early models of selectional restriction or plausibility would measure the plausibility of

a referent fitting into a particular event role – whether it is theoretically capable of filling that

role (Katz & Fodor 1963). While such plausibility-focused work was common with rule-based

systems (Wu & Palmer 1994) and continues to this day in more advanced forms (Wang et al. 2018;

Pustejovsky et al. 2017), most research on selectional preferences have found it hard to cleanly

separate the grammatical plausibility restrictions from more pragmatic constraints provided by

probability and world knowledge (Wilks 1978; Johnson-Laird 1983; Fodor 1975; Resnik 1993),

and therefore the bulk of modern computational research on selectional preference has focused

on measures that roughly express whether a particular (predicate, role, mention) is likely to be

mentioned.

We operationalize selectional preferences as the compatibility of a particular semantic role

of a predicate with a particular mention (for our purposes, a headword). For a particular pairing

of (predicate, role, mention), a selectional preference model would give a score for how often that

pairing might occur. While one could measure the likelihood that “lasagne” will be the object of

“devour” by counting the number of times it occurs in a large corpus (Chambers & Jurafsky 2010)

note such direct count models are still a surprisingly good baseline), such a count would fail to

provide generalization about foods generally being the object of eating events. Different algorithms

for selectional preference largely differ in introducing different ways of adding this generalization.

These can loosely be broken up into three kinds of approach: a first generation of approaches that

provided clustering over discrete sets of words or concepts – usually referencing WordNet (Fell-

baum 1998), which provides a good starting point for such generalization, a second generation of

approaches in which mentions were modeled distributionally and compared using vector similar-

ity measures such as cosine similarity, and a third generation of approaches in which both the



110

“mentions” and the “roles” could be modeled with neural methods.

Models of learning clusters or distributions over WordNet concepts developed a range of

techniques for doing so, such as simple clusterings of words and concepts, partitions of the WordNet

tree (finding a correct parent node), determining paths from WordNet roots, or learning latent

topics that provide distributions over those paths or partitions (Abney & Light 1999; Abe & Li

1993; Clark & Weir 2002; Chen 2006; Van Durme et al. 2009; Ritter et al. 2010; Séaghdha &

Korhonen 2012; Wu & Palmer 2015). Some also developed generalizations over words (instead

of WordNet concepts) (Rooth et al. 1999; Séaghdha 2010), or postulated latent classes over the

roles as well (Pereira et al. 1993; Séaghdha & Korhonen 2012). Indeed, one might also consider

hand-crafted or semi-supervised approaches to generalizing over words, such as VerbNet (Kipper

et al. 2000) or lexical sets (Hanks & Jezek 2008; Jezek & Hanks 2010; Hanks 2006), as a related

way of generalizing over individual words.

The issue of generalization can be modeled using distributional semantics instead, by repre-

senting a mention using vectors learned from large corpora. While this has been discussed specu-

latively since the earliest computational models (Resnik 1993 proposed SVD vectors for this), the

first prominent model was that of Erk (2007). This approach learned vector representations for

mentions, and then represented the selectional preferences of each actual predicate+role pair by a

bag of mentions seen filling that predicate+role pair. Thus, if one were to consider “devour” and

“lasagna”, one could have a bag of prior words that occurred as the object of “devour”, compare the

similarity of each of these exemplars with a vector for lasagna using a measure such as cosine simi-

larity, and then aggregate those scores (i.e. with a weighted average). Extensions of this model have

been proposed, such as doing some aggregation over these seen exemplars (Schenk & Chiarcos 2016;

Baroni & Lenci 2010), or using such approaches as a backoff in combination with simple count-based

models (Chambers & Jurafsky 2010).

The natural extension of vector-based models is to directly learn both vector representa-

tions and the functions for comparing those representations, using neural nets instead of a simple

similarity function. Van de Cruys (2014) presented models that would concatenate a vector for
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a predicate and an object (for a “two-way” model) or subject and object (“three-way” model),

by training the model to perform the so-called “pseudodisambiguation” task – taking observed

predicate-role-mention triples from a corpus (e.g. “devour+lasagna”) and scoring them higher

than randomly generated ones (“devour+kayak”). Do and Bethard (2017) also trained a neural

network to do a selectional preference task, although instead of a negative sampling task, they

directly trained a model to predict mentions given a verb (and its prior context), treating the task

as something like a language modeling task.

5.2.2.1 Selectional Preference Feature Model

To develop a selectional preference model to use for iSRL, we start with a re-implementation

of Van de Cruys (2014) and make a series of modifications to match the constraints of the current

iSRL task. The original model assumes a single grammatical role (object), learns a vector for each

predicate and each mention, and learns a scoring function which concatenates and compares the

two. This is a simple feedforward neural network:

score(p, r,m) = FFNN([Embedding(m);Embedding(p)])

Specifically, this uses a 100-dimension hidden layer, 50-dimensional embeddings, tanh non-

linearity, and is trained with pseudodisambiguation using a hinge loss where:

loss = max(0,margin+ Score(p, r,mnegative)− Score(p, r,mcorrect))

We follow Van Der Cruys(2014) in training and evaluating using “pseudodisambiguation”,

comparing positive examples with randomly selected negative samples, re-implemented using the

syntactic annotations of APW section of the Annotated Gigaword (Napoles et al. 2012). We

compare the re-implementation (just trained on direct objects) with the same scores from the Van

Der Cruys, using what appears to be the sampling method from Van Der Cruys (2014) uniformly

sampling from the vocabulary. Table 5.1 illustrates the performance on that task, showing approx-

imately the same performance.
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model role representation sampling acc.
Reported in Van Der Cruys (2014) objects uniform 0.88
Re-implementation objects uniform 0.906

Table 5.1: Comparison to Van Der Cruys (2014), to illustrate general replication of the model

The first of two modifications to make this compatible with the implicit SRL task was to

extend the model from only working with direct objects to working with all grammatical roles.

We modify the Van Der Cruys(2014) model slightly, replacing the embedding representing each

predicate (e.g. “eat”) with an embedding representing each (predicate, role) combination (e.g.

“object of eat” or “instrument of eat”). In other words – the original Van Der Cruys two-way

model would start with a predicate-object pair such as “eat” and “sandwich”, randomly sample a

word such as “truck”, and would be trained so that the score S(eat, sandwich) should be higher

than the score S(eat, truck). Doing so simply entails changing that task to one in which the

model is comparing S(“object of eat”, “sandwich”) to S(“object of eat”, “truck”). We can compare

this against the “surprisingly effective baseline” of Chambers and Jurafsky (Chambers & Jurafsky

2010), and we achieve slightly better performance with the current model, although there are small

differences in the corpora used which make them not perfectly comparable. Nevertheless, we suggest

that getting roughly similar scores supports the general approach.

Model sampling acc.
This Re-implementation + role-predicate embeddings bucket 93.7
Chambers and Jurafsky(2010) count baseline bucket 91.7
Chambers and Jurafsky(2010) count + Erk smoothing bucket 92.6
Chambers and Jurafsky(2010) count + Google smoothing bucket 91.9

Table 5.2: Pseudodisambiguation over all core and prepositional dependencies (subject, dobj, prepo-
sitions) using bucket sampling. Comparison not exactly equal (evaluation on Gigaword vs NYT)

Finally, we then modified this model to also handle PropBank semantic roles and senses (Palmer

et al. 2005), specifically the PropBank 3 inventory (O’Gorman et al. 2018a). This involves a pivot

from ambiguous pairs of dependency relations and predicate lemmas such as “subject of break” into
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Model Role dataset PB validation PB test
Current model Gold PB 90.47 86.5
Current model + dep Gold PB + Gigaword 89.4 85.15
Current model +similarity constraints Gold PB + Gigaword 92.1 86.63

Table 5.3: Pseudo-disambiguation against gold Propbank arguments

more specific characterizations such as “arg0 of break.01” (the agent of breaking). However, the

amount of data with gold PropBank labels is relatively small. While many different approaches

were attempted, our final model used the same simple approach taken with dependency labels –

simply replacing dependency and lemma pairs such as “object of eat” with PropBank senses and

numbered arguments such as “arg1 of eat.01”. We then trained using the data annotated with gold

PropBank labels from OntoNotes (Hovy et al. 2006).

We also attempted a variety of methods to leverage automatically labeled data to augment

that limited set of gold PropBank data. One method that was attempted was a multi-task learning

approach (Caruana 1997): training a model to do both PropBank selectional preference and de-

pendency selectional preference, using the larger amount of automatic dependency data from the

Annotated Gigaword. This approach by itself did not improve performance, but did help the selec-

tional preference performance when combined with a constraint that those PropBank arguments

(such as “arg1 of break.01”) should be similar (via cosine similarity) to dependency arguments that

express them (such as “direct object of break”). This allows a model to learn tendencies from the

much larger corpus, as illustrated in Table 5.3.

This model is therefore used as the approximation for selectional preference in the final

implicit SRL models, and might be judged based upon its performance in that downstream task.

We can also measure the correlation in other ways, such as against the human plausibility scores

of Padó et al.(2007) – where this model has a Spearman correlation of r=0.290 with the human

judgements. The kinds of patterns learned by such a model are illustrated in Table 5.4 below;

this illustrates that these models learn both general world-knowledge biases as well as specific

high-frequency combinations (such as “come to a close” or “deal with it”):
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arg1|offer.01 arg0|outline.01 arg2|wait.01 arg2|deal.01 arg4|come.01
thing offered outliner waiting for what what it dealt with destination/goal
comment leader help violence close
money lawyer work strike place
approval statement return it point
apology she call arrest time
help analyst vote problem end

Table 5.4: Examples (selected from top 20 of high-frequency args)

5.2.2.2 Selectional Preference Factors Omitted here

No current model of selectional preference handles all issues that might be considered impor-

tant for selectional preference and implicit roles. We suggest a few issues that are worth mentioning

even though they were not used in the current model:

• This model trained systems using the head-word of a mention alone – ideal models might

consider larger representations such as representations of the rest of a mention span, rep-

resentations of named entity type (Schenk & Chiarcos 2016), or modern representations of

word meaning in context such as ELMO or BERT (Peters et al. 2018; Devlin et al. 2018).

• Wang et al. 2018 notes that models of selectional preference do not capture plausibility

effects, one might want a separate system for modeling implausible, rather than simply

uncommon, referents.

• This scores single event-role-mention triples out of context, without considering information

from the larger context, such as considering multiple arguments at once (Le & Fokkens

2018; Do et al. 2017; Van de Cruys 2014). This is especially important when selectional

preferences are essentially encoding world knowledge; one might expect a model to give very

low scores to “eat houses”, but might hope to give high scores to particular combinations

such as “termites eat houses”.

• Finally, as will be mentioned later, this also omits interactions between selectional pref-

erence and script information. We omit such interactions in order to cleanly separate
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the effect of selectional preference from the expectations provided by narrative schema,

but many models could be said to capture some selectional preference information within

those models of scripts and frames (Ferraro & Van Durme 2016; Cheng & Erk 2018a;

Chambers & Jurafsky 2009; Chambers & Jurafsky 2011; Do et al. 2017).

5.2.3 Narrative Schema Features

Narrative schema models look at how a particular event role fits into a larger script or

storyline – reflecting human world knowledge about how various events lead to other, related

events and scenarios. There are a range of details here in the long lineage of work on “schemas” or

“scripts”(Schank & Abelson 1977; Johnson-Laird 1980; Rumelhart 1975), but we focus on the subset

of this literature which can characterize a participant, and their likely future actions, based upon

previous events. While the original works on narrative schemas postulated hand-crafted lists of

scripts, many modern approaches have focused upon learning these models from data (Chambers

& Jurafsky 2009; Ferraro & Van Durme 2016; Jans et al. 2012). Figure 5.1 shows a famous

illustration from Chambers and Jurafksy which illustrates the kind of learned templates developed

by these models – which would predict, e.g., that if one is the direct object of “raid”, then they

will also be predicted to be the direct object of “arrest” and “charge”.

Figure 5.1: Figure from Chambers and Jurafsky (2010) illustrating generated narrative schemas

Chambers and Jurafsky (2009) proposed to evaluate these models with the narrative cloze

task – in which we take a referent in a document participating in a series of events, and then need
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to predict the next (event, role) pair. While the details of this task have been modified over time

2 , this “cloze task” has become the common method of evaluating these models.

5.2.3.1 Narrative Schema Model Background: The Pivot towards Event Language

Models

Rudinger et al. (2015) noted that this narrative cloze task could be reframed as a simple

language modeling task – in which one does not need to build discrete clusters for schemas, but one

can instead simply take a series of events (event-role pairs), and predict the next occurrence in that

sequence. They were able to adapt traditional neural sequence-prediction approaches, using a log-

bilinear model developed for predicting the next word in a language model (Mnih & Hinton 2009).

This line of research – viewing such “script” effects as a simple prediction task over sequences

– was expanded with the addition of more complex, LSTM-based representations of sequences.

Examples of such more complicated approaches included adding more rich representations of the

events and arguments, (Pichotta & Mooney 2016; Pichotta 2017) , making predictions of entity-

argument pairs rather than just events (Do et al. 2017), or using multi-head attention over events

and arguments (Cheng & Erk 2018a).

5.2.3.2 From Narrative Cloze to Argument Cloze

The prediction of the next predicate+role “event” given a sequence of prior predicate-role

pairs, is easily affected by the frequency of the predicate-role pair being predicted, so that it is

often hard to beat a simple model that ranks events by their frequency (Reisinger et al. 2015;

Jans et al. 2012; Chambers 2017). Yet in tasks such as coreference or implicit SRL, the “next”

event is given. In that sense, tasks such as coreference can be more directly modeled with a slight

reformulation of the same measurement: instead of assuming a particular referent history and

predicting the next event-role pair, one can start with that next event, and predict which sequence
2 The main change in how people evaluate narrative cloze is that while original evaluation studies how often the

model exactly predicts the next event, Jans et al.(2012) evaluates how often the correct event occurs within the top
k arguments
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of prior events (which referent) that event came from. This is proposed by Cheng and Erk (Cheng

& Erk 2018b) and framed as the “argument cloze” task. We adopt this reformulation of the task:

although it has natural parallels to the main “narrative cloze” task, it also is naturally closer to

the coreference task that we focus on here.

5.2.3.3 Narrative Schema Model and Evaluation

We follow this “argument cloze” approach of (Cheng & Erk 2018a). As with models for

selectional preference, this model also shifts to the use of Propbank semantic roles, rather than the

more common grammatical roles used in prior work.

We use an LSTM (Hochreiter & Schmidhuber 1997) to traverse a series of prior event-role

pairs. Each event instance is characterized by an embedding for the role, and an embedding for the

roleset. This is therefore similar to the general RNN approach (applying an LSTM to a sequence

of event-role pairs) used in some prior models (Pichotta & Mooney 2016). The model is trained

with cross-entropy loss, to maximize the likelihood that an event-role pair would be assigned to the

correct coreference chain. However, we train and test upon sets of 9 randomly sampled distractor

coreference chains, instead of over a full set of possible antecedents from the original documents.

Table 5.5 reports the argument cloze evaluations for this task. As with the selectional preference

feature model, this approach also utilized Propbank data, and therefore focused upon the limited

amount of data annotated with SRL and coreference labels. Models used primarily relied upon

data annotated with Propbank semantic roles and human-annotated coreference chains, using the

coreference data released with the CoNLL shared task (Pradhan et al. 2011). 2 million words of

additional automatically labeled coreference and propbank were added to that training set, but no

improvement was found with that data augmentation. Similarly, a series of attempts were made to

transfer knowledge from larger automatically annotated coreference annotations with dependencies

(the AFP section of the Annotated Gigaword (Napoles et al. 2012)), but experiments showed

negative results.
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model val test
LSTM (PB-GOLD) 0.272 0.268
LSTM (PB-GOLD + (PB-AUTO) 0.272 0.268
random chance 0.10 0.10

Table 5.5: Score on argument cloze vs random negative chains

5.2.3.4 Narrative Schema Future Work – Details Omitted from the Model

We omit the interaction between narrative schema effects and discourse structure. If you had

an event such as “X was arrested”, then true human script knowledge would provide one set of

expectations if the next event was marked as a continuation “and then” (e.g. “ and then X went to

trial”), a different set of expectations if the next event was marked as contrastive with “but” (e.g.

“but they had to let X free”), and other different expectations for an explanation relation with

“because” (e.g. “because X had robbed Z”). Storylines models and the EventStory dataset (Caselli

& Vossen 2017) or the “story cloze” task of Mostafazadeh et al. (2016) (a variant of narrative

cloze designed to have more prototypical, script-oriented event sequences) are oriented towards

models that can handle such discourse or narrative structure. Peng 2018 showed one approach to

such issues, directly adding discourse relations alongside events within the sequence of events being

modeled.

5.2.4 Deictic Tendency of Arguments

An additional feature we explore (based upon the discussion on Chapters 2 and 3) concerns

the use of implicit arguments to refer to deictically present referents, particularly the speaker or

addressee. The motivation for such a feature is to have a feature which would remain at 0 for

non-deictic antecedents, but which would provide a score for speakers and addressees, proportional

to how biased the semantic role is towards referring to deictic referents. A model for a “deictic

tendency” would therefore simply be a model wherein high scores are given for semantic roles which

are likely to refer to a speaker or addressee (such as the cognizer role of mental state verbs, or the
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adjudicator role of evaluation roles).

We measure this score as zero for non-deictic antecedents, and as a simple combination of

the total selectional preference assigned by that role to all locuphoric pronouns (e.g. “I”, “you”,

“me”, etc.) when an antecedent has any such locuphoric pronouns in their coreference chain.

There are theoretically other ways of approaching this – such as measuring the likelihood of a verb

participating in first-person narratives (e.g., Pavlick & Nenkova(2015)) or by also factoring in modal

modifiers. The consideration of modal situations which might entail deictic implicit roles has been

noted to be very important for this measurement for other languages, particularly those without

any person agreement upon verbs: Nakaiwa and Shirai (1996) attempted to predict deictic implicit

roles in Japanese using co-located deontic modal verbs and the membership of the predicate in

certain verb classes. Han (2006) also looked at similar issues for Korean and found deictic implicit

roles to be correlated with Korean grammatical moods (imperative/ exhortative) – both in general

and for resolving distinctions between 1st and 2nd person.

5.2.5 Mention Referentiality Models

One common feature used in coreference systems is to approximate a measure of referentiality

– whether a mention is capable of participating in coreference chains and being anaphorically

referred to.

As with selectional preferences and restrictions, there are many clear-cut examples of things

in the literature that are categorically non-referential, such as expletive pronouns and certain kinds

of mentions with only local referential scope (Karttunen 1968), but in practice we conflate that

categorically non-referential material with a more general measure of reference likelihood than

encompasses questions of importance and topicality – e.g. “the hat” in “the man in the hat” is not

categorically non-referential, but it relatively unlikely in to be mentioned again.

Modern models, therefore, learn to predict whether a particular phrase or span of text should

be treated as “a mention”, by predicting the more concrete measure of whether that span will

occur in a coreference chain at all (Bengtson and Roth, 2008; Rahman and Ng, 2009; Recasens, de
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Marneffe, and Potts 2013, Wiseman et al. 2016). Such measures naturally only correlate with any

true measure of referentiality, since not all referential mentions are actually anaphoric, but this is

commonly viewed as a useful correlation.

In building the actual feature model for iSRL, we model this as a prediction for whether

a mention will be coreferential, using the coreference chains in the OntoNotes coreference data

(Pradhan et al. 2011). For this, we start with a simple set of features largely following Recasens

et al.(2013) – the part of speech of the headword, its dependency relation, the lemma, and a

sequence of the headwords and dependency relations of each dependent of this mention, and the

lemma of the mention’s head. This captures many features used in prior models, such as negation

or the presence of definite and indefinite determiners. All of these features were embedded (d=20,

with Dropout of 0.2, (Srivastava et al. 2014)) and then simply summed, with a final hidden layer

making a scalar prediction. A variety of more powerful architectures were attempted (e.g., LSTMs),

but this approach performed the best. Table 5.6 reports how well this model did upon predicting

anaphoric mentions in the OntoNotes validation test, and compares it to the reported scores from

Recasens et al.(2013); while our model does not beat their well-engineered system, it approaches

that general performance.

Model val. precision val. recall val F1
Feed-forward Simple 79.53 65.4 71.8
Recasens et al. (2013) 76.4 76.6 76.5

Table 5.6: Models for predicting importance of mentions

5.2.5.1 Models of Salience

One might contrast the idea of a general measure of an entity’s importance to a much more

context-specific measure of how salient or prominent that mention is within a particular point in the

discourse. As discussed in prior theoretical chapters, this has been traditionally split into two kinds

of approaches – coherence-oriented approaches and activation-oriented approaches. Coherence-
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type models generally can be treated as hypothesizing that we maintain ongoing lists of discourse

referents, particularly in terms of how they have related to the ongoing discourse, and that discourse

structure and pronoun use act jointly – so that pronominal mentions can technically be defined

not simply as something that is most active at a given point, but also as something which helps

to best aid in the coherent understanding of a discourse. Computational implementations of such

models were the first representations of salience to be used in implicit role resolution, as the

PUNDIT system (Palmer et al. 1986; Dahl 1986; Dahl et al. 1987) deployed a version of the

“focus lists” of Sidner (1979) in their reference system. Later models using centering theory, or

using approaches such as the Hobbs algorithm, have also been attempted for early implicit role

resolution systems (Iida et al. 2006; Converse 2005).

“Activation”-oriented models estimate a score of a referent as an approximation of some

psychological characterization, such as activation in memory. A simple version of this kind of

approach is used in Laparra and Rigau 2013, which initialize each mention in terms of an initial

score (determined by grammatical role, etc.) and then decrease that score by a small increment

after each sentence, using a damping factor α. This score was calculated as :

score = initialized− score− 100 + 100 ∗ (αsentence-distance)

More complex models for referring expression form have been used with rigid predictions

for referential activation, as in Vogelzang et al. (Vogelzang et al. 2015), which implementing the

referential status using the ACT-R model of activation (Van Rij et al. 2013; Anderson et al.

1997). However, these measures of activation are often somewhat ad-hoc. A measure that is

often more ideal is an approach in which one doesn’t simply guess regarding referential status,

but builds a model which predicts some latent status of the antecedent, where that status predicts

the referential choice – whether the mention will be pronominal or explicit. Data-oriented models

have been proposed(Grüning & Kibrik 2005; Khudyakova et al. 2011; Kibrik et al. 2016), as well

as the Bayesian model of Orita et al.(2014), and we follow those models in using data-oriented
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approaches.

Following these data-oriented approaches, we develop an actual model of the salience of an

antecedent by assuming that highly salient antecedents will be realized as pronouns, and that a

pronominal mention will refer to the most salient antecedent. Conveniently, that means that such

models can be trained upon any datasets in which there are coreference annotations, such as the

Ontonotes coreference corpus (Pradhan et al. 2011). For each instance of pronominal anaphora,

the last mentioned antecedent of that pronoun was used as a training example, and all prior

competitors were added as negative examples – essentially treating this as a simple version of a

coreference resolution task, in which only the salience information is available. We outline a simple

feed-forward model which learns embedded representations of the headword, the part of speech

of the headword, the dependency relation of the headword, the number of mentions within that

mention’s coreference chain, and whether that grammatical relation matches that of the current

pronominal mention. These were concatenated into a single feed-forward network with one hidden

layer and tanh nonlinearity. Table 5.7 illustrates the performance of this model on the simple task

of predicting the correct prior mention using nothing but salience, with ablations for each of these

features.

Model Validation F1 Test F1

All features 47.9 48.7
All features except POS 43.2 44.6
All features except ref. distance 39.2 42.1
All features except coref. chain size 36.7 37.1
All features except dependency role 36.9 35.4
All features except gram. parallelism 40.8 39.1
Only distance and chain length 29.1 28.2

Table 5.7: Simple Models for Predicting Salience, with removal of various features; prediction
is most impacted by the referential distance, dependency role of the antecedent, and size of the
coreference chain it is in (1 for singletons)

The interesting outcome of these ablations is that no one characteristic is the single deter-

mining factor of the salience of a prior mention. This is in contrast with single-factor arguments,
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such as those that focus on the importance of grammatical parallelism (Carminati 2002) or those

that focus upon a preference toward prior subjects (Crawley et al. 1990). This variable set of

factors also supports arguments that many different factors are involved in the referential status of

antecedents, rather than any one component.

5.2.6 A Model for Referential Status of Implicit Roles

The other important feature is the estimation of whether a particular implicit role is likely

to be recoverable in context. This can be viewed in terms of the direct prediction of whether an

implicit role is recoverable, or may be aimed at indirectly by training to predict FrameNet inter-

pretation types (Definite Null Instantiation, Indefinite Null Instantiation, or Constructional Null

Instantiation (Baker et al. 1998)), or even predicting the fine-grained implicit role interpretation

types proposed for this thesis.

A major issue involved in these tasks is the extent to which one can learn to predict recover-

ability (or the interpretation type) of a possible implicit role by looking at the semantic role itself,

or whether that interpretation is construed by particular syntactic constructions. Discussions of

implicit role constructions of linguistics – as provided in Chapter 3 – illustrate that one might gen-

erally expect that both lexical (or frame-semantic) information will be expected to help in general,

and that for verbs, one might expect syntactic constructions to also be very relevant, as syntactic

representations can modify expectations of arguments and valency. In particular, Ruppenhofer &

Michaelis (2014) suggest that lexical and frame-semantic generalizations over the semantic roles

themselves will provide an important factor in determining the interpretation type of referents, and

suggest that tendencies provided by definiteness tendencies over those frames may be a signal to

such biases.

Various models have approached these tasks with a variety of syntactic and semantic features.

Cheng & Erk (2018b) and Gerber & Chai (2012b) presented recoverability modles (sometimes called

“fill or no fill” models) to determine whether to use an implicit role was recoverable for the Beyond

NomBank data. Tonelli & Delmonte (2011) predicted the FrameNet DNI and INI types instead,
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using FrameNet specific information such as the FrameNet core/periphery distinction, and the

likelihood of a given argument being definite in data (having some similarity to the proposal in

Ruppenhofer & Michaelis (2014) regarding a link between DNI/INI tendency of a semantic role

and the definiteness of explicit arguments that fill that role).

For learning these types, we used a combination of the features proposed in prior work

on FrameNet DNI/INI detection (Tonelli & Delmonte 2011), with a simple neural network de-

signed to characterize each implicit role in context, using the three different tasks (recoverability,

DNI/INI/CNI detection, and implicit role type detection) in multi-task learning. There are four

ways of characterizing the implicit role itself – either as a simple numbered argument such as “arg0”

(NARG), with the addition of a predicate-specific argument such as “arg0 of lose.02” (PB), with

the addition of lexical resources such as VerbNet and FrameNet (LEX), with the addition of infor-

mation regarding how often the semantic role is explicitly realizied (EXPL), and with the addition

of a bias about how often the semantic role is definite, when explicitly realized (DEF). Table 5.8

illustrates models with various amounts of this semantic informaton about the role, and one can

see a meaningful improvement in recoverability when using richer resources.

There are also many ways of looking at the syntactic context determining the implicit role. We

can consider no context at all (NO-SYN), can consider only the part of speech and dependency role

of the predicate (PRED), can consider the constructional situation of the predicate, as defined by

a sequence of the dependency roles and parts of speech of its dependents (DEP). Finally, becuase

abstract syntax may omit information which can be aquired from a representation of words in

context, we also utilize a richer representation based upon an LSTM applied to the whole sentence

context (ALL), in which a vector representation of each semantic role was learned as a query and

then used to key-value attention over an LSTM representation of the sentence. One can see in Table

5.8 that the addition of more syntactic information does improve the prediction of recoverability.

In partciular, one can see a larger impact of syntax when predicting the recoverability of verbal

arguments, as one might expect from the stronger valency restrictions provided by verbs.

For all of these, the result was passed through a shared feed-forward layer, and then different
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prediction weights used for each different type in the last layer. All results assume multi-task

training, alternating between instances of each task. For FrameNet type detection, all FrameNet

data was used; for recoverability, 10% of the AMR training data was used. “Recoverable” mentions

were upsampled to be one third of the recoverability data.

The score produced by such a model was then used by the models presented below, in order

to determine whether a particular mention is recoverable. However, it should be noted that full

implicit role models have access to a third piece of information important for this task, as these

models are independent of the referent of that implicit role. We assume that both for computational

purposes and also for linguistic analysis, the constructional information provides some preliminary

biases about whether an implicit role will be recoverable, and what its interpretation type will be,

but that a final decision is best made in context. We note that it is also extremely curious how

dependent the prediction of interpretation types and FrameNet information seems to be, in this

formulation, upon lexical and semantic information rather than syntactic cues, and more exploration

is required to understand whether that finding generalizes beyond the currently-presented models.

syntax semantics Ch. 2 types DNI/INI/CNI Recoverability
no syn. NARG 44.94 83.30 63.02
no syn. PB 56.2 90.19 65.8
no syn. PB+LEX 56.18 90.26 65.57
no syn. PB+LEX+EXPL 55.06 90.34 66.40
no syn. all (above +DEF) 53.93 90.26 65.36
pred. all 53.93 89.73 66.67
pred+DEP all 52.81 89.36 67.33
pred+DEP+LSTM all 53.93 87.86 70.91
No Multi-task: all all 47.19 88.68 72.69
Verbs Only
no syn. PB+LEX+EXPL 59.09 90.59 59.72
pred. PB+LEX+EXPL 61.36 90.29 60.17
pred.+DEP syntax PB+LEX+EXPL 56.82 89.67 63.67
pred.+DEP+LSTM PB+LEX+EXPL 56.8 89.88 61.89

Table 5.8: Multi-task learning models for predicting referential status, illustrating impact of both
constructional and lexico-semantic information about the implicit roles in context
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5.3 Implicit Role Labeling Models

The models outlined in the previous section each provide specific models for approximating

the kind of underlying information we assume to be required for implicit role resolution. However,

this leads to the natural question of how far we can get with such a set of separated features

for modeling this data, and whether there are kinds of information about implicit roles which go

beyond our current characterizations. The current section presents both a simple and somewhat in-

terpretable model using these proposed features, and larger models attempting to leverage anything

available from available surface features.

5.3.1 Background of Existing Implicit Role Labeling Systems

All models for handling implicit role resolution (or “iSRL”) could be viewed as applying some

kind of scoring function between an implicit role and a set of antecedents, sometimes poorly scoring

antecedents along the way.

Early rule-based models used combinations of rule-based ranking heuristics – such as lists of

grammatically salient recent mentions – and ruled out invalid candidates using hard constraints

such as selectional restrictions. The first of these, PUNDIT (Palmer et al. 1986; Dahl 1986),

maintained “focus lists” of recent mentions and used rich lexical information for filtering possible

referents. Other rule-based models used variants with Centering Theory (Walker et al. 1994),

used heuristic searches through the prior syntactic and discourses structure such as the Hobbs

algorithm (Converse 2005) or combined heuristics about semantic role matching with cognitive

estimates of referent activation (Laparra & Rigau 2013). However, as many of the implicit role

phenomena in general English are pragmatically defined implicit roles (such as arguments of nominal

predicates), it is unlikely that one could model such issues with rules alone.

These were followed by statistical models that were trained on implicit semantic role data,

primarily using the nominal annotations of Beyond Nombank (Gerber and Chai 2012) or Semeval

data (Ruppenhofer et al. 2010a), using large sets of feature for dense annotation (Iida et al.
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2007b; Tonelli & Delmonte 2011; Silberer & Frank 2012). Most define a wide range of features for

each possible antecedent and how those antecedents combine with expectations from the implicit

role, such as characteristics of the antecedent (NER tags, POS labels, headword, events that it

participates in, etc.), characteristics of the implicit role and its predicate, and interactions between

those two feature sets. These can learn evocative but extremely domains-specific; for example,

Gerber and Chai(2012) reported that the most important feature they found was (word, argn,

predicate) triples, such as “oil & arg1 & price”. A set of models trained upon the NomBank data

with such approaches (Gerber & Chai 2010; Gerber & Chai 2012a), with others taking similar

approaches to the FrameNet SemEval or ONV5 datasets (Tonelli & Delmonte 2011; Silberer &

Frank 2012; Moor et al. 2013a; Gorinski et al. 2013). However, especially when these models are

being developed for very restricted domains and small sets of predicates, it can be unclear how

much feature engineering for these corpora actually generalizes into better understanding of the

larger task.

The most recent approaches to implicit role resolution (Do et al. 2017; Cheng & Erk 2018b)

build end-to-end systems trained upon explicit language data trained on large corpora. The simplest

form of this is the simple learning of vector representations for the sake of selectional preferent for

iSRL (Schenk & Chiarcos 2016), but others focused upon rich neural networks that can learn to

do SRL or coreference-related tasks which can transfer into the implicit role labeling task. Do and

Bethard (2017) developed a model focused upon selectional preference – reading in a sequence of

explicit (or predicted implicit) arguments and making a language model prediction about the next

word-argument pair, so that the model would start an LSTM reading “sale:pred , a0:company ,

a1:units ” and predict the next word-role pair such as “a2:buyers” or “a2:investors”; it seems likely

that such a model essentially learns to do selectional preference in context, but with a focus upon

making this directly useful for the NomBank task. Cheng and Erk (Cheng & Erk 2018b; Cheng

& Erk 2018a) also built an end-to-end system (albeit with far more components) giving a score

to a mention using explicit data, but also used components which could leverage information from

other information in the document, providing the possibility of learning script-like information –
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either by using a single “context” event alongside the event under question (scoring event-argument

pairs using negative sampling) (Cheng & Erk 2018b), or by applying multi-hop attention over

the prior events of the document (Cheng & Erk 2018a). We assume that systems such as these

– learning a single task over large amounts of explicit SRL or dependency data – are likely to

be the actual future of implicit SRL models, but that it is hard to characterize what kinds of

knowledge are actually being learned by such systems. These approaches also resemble recent

deep approaches to iSRL in other languages such as Chinese (Chang et al. 2017; Yin et al. 2016;

Yang et al. 2019), where there is sufficient training data for models to be trained upon the implicit

role resolution information alone.

5.3.2 Implicit Role Resolution Models

In order to attempt to provide slightly more illuminating analyses of the impact of various

components, we present both a simple “interpretable” model aimed at keeping separate the con-

tribution of different implicit role features, as well as denser, deeper models which can give some

representation of the improvement gained by access to the full surface forms. Perhaps unsurpris-

ingly, we will find that simple approximation of the core features of implicit role behavior to be

not sufficient, in their current form, to exceed the performance of models that also have access to

raw text.

5.3.2.1 Model 1 – Interpretable Model

The “interpretable” model aims to make predictions which are decomposable into the con-

tribution of these individual models (selectional preference, narrative schema information, mention

importance, salience, and deixis), such that one can separately consider the contribution of each

part. We use a simplistic model that takes a (potentially weighted) average over each of these

scores, applying a minimal non-linear transform to each score first. For each implicit role linking

decision, we assume that score for each pairing of the antecedent and the implicit role (optionally

considering a set of additional features such as referential distance or the number of intervening
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entities, ϕ). If we view each feature like “selectional preference” as a function f from a list of M

different little models, we might initially represent the score for any antecedent as the sum of the

predictions from these models, i.e.:

s(ai, r, ϕ) =
M∑
k=1

fk(ai, r, ϕi)

Because the scores from those different models are not being optimized to be used for this

current task, their correlation to the actual desired scoring function is not necessarily linear. We

modify each with a tiny feed-forward neural network (with a single input, a layer of hidden units

(we use 7 in the reported models), and a single output), roughly following work on generalized

additive neural networks (De Waal & Du Toit 2011). This leads to the following model:

s(ai, rj , ϕ) =
M∑
k=1

FFNN(fk(ai, rj , ϕi,j))

The most direct way of adding different “implicit role interpretation types” to this model

is to re-weight these predictions based upon different implicit role constructions. For example, an

“implicit subject” construction may pay more attention to salience factors, whereas a nominal argu-

ment may have more of a bias towards factors such as selectional preference and script information.

We define a simple list of implicit role constructions (described later in section 5.5.0.2) and learn

an embedding of weights for each construction, in order to learn weights for these types.

s(ai, rj , ϕ) =
M∑
k=1

wconstruction(rj)FFNN(fk(ai, rj , ϕi,j))

The primary value of adding such weights is not simply predictive, but rather as a way of

studying how individual constructions and reference contexts – such as implicit subject construc-

tions – align with particular underlying features. The study of the individual weights learned by

each given grammatical structure, discussed in the analysis section later in this chapter, illustrates

the kind of biases that this model learns. This approach is somewhat similar to the recent work of

Zhang et al. (2019), who look at how to weight different information sources for pronoun resolution
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– using selectional preference, plurality agreement and gender and animacy agreement – but they

use a full feedforward network with mention context to determine the weights.

For that simple interpretable model, we then predict whether an implicit role actually oc-

curred using the predictions from the separate models for recoverability discussed above, along

with predictions for FrameNet DNI/INI detection, and interpretation type predictions, fed into

a single linear predictor. As one additional issue with implicit role detection concerned the low

rate of recoverability (particularly within the MS-AMR corpus wherein less than 10% of MS-AMR

possible implicit roles are actually recoverable), we deal with that data imbalance by proportionally

reweighting the importance of recoverable instances (Morik et al. 1999), so that the loss of missing

a recoverable instance is much greater than the cost of a false positive, weighted according to that

recoverability rate. More details for the model and its parameters are included in Appendix A.2.1

5.3.2.2 Model 2 – Simple Dense Features

We also implemented a system with more traditional syntactic and semantic features (Gerber

& Chai 2012a; Silberer & Frank 2012) – such as the part of speech of the antecedent, whether the

numbered argument of the implicit role matches any roles of the antecedent, and even sparse

features such as the headword of the antecedent. The results reported below refer to this version

as the dense model. These are hashed into a fixed-width array, combined with the outputs of the

individual feature models and features from the recoverability model, and then passed through two

layers of a feedforward network heavily regularized with dropout, producing a single score for each

possible antecedent – therefore having the ability to memorize specific patterns in the data, and to

gain from interactions between features.

In this dense model, also predict recoverability using both the outputs from our external

model (predicting recoverability, DNI/INI and fine-grained interpretation type predictions), but

also with simpler features which the model may learn from, such as the implicit role itself, its

syntactic context, the presence of quantifiers on the predicate, and more. Those features and the

recoverability model predictions are concatenated, and the result is then passed through a feed-
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forward neural network (regularized with Dropout) for a prediction regarding recoverability. More

details for the model and its parameters are included in Appendix A.2.2

5.3.2.3 Model 3 – ELMO model

We present a third model oriented towards directly learning representations, to evaluate

whether the existing implicit role data is sufficient to learn a relatively deep model. This model

evaluates mentions using a preliminary scoring metric, selects a top set of candidates, and then

goes beyond simple representations of heads out of context, modeling those top candidates us-

ing self-attention over the entire span and using pre-trained representations of word meaning in

context (Peters et al. 2018).

The preliminary scoring metric starts with a single vector gr(i) characterizing a given im-

plicit role j, and then for each candidate antecedent i, a vector representing that mention gm(j) ,

embedding characteristics such as NER label, POS and headword, and finally a vector of additional

features (such as distance, selectional preference, etc.) ϕ(i,j). We use a dot product comparison

between the vectors for the mention and implicit role, and combine that result with a learned score

using those other comparison scores, calculating the preliminary score as follows, where · represents

dot product and ffnn a feed-forward neural network:

spreliminary = FFNN(gm(i)) · FFNN(gr(j)) + FFNN(ϕ(i, j))

We then prune all but the K highest-scoring possible antecedents. Each of these more likely

candidates is then characterized using a more computationally expensive approach, in which a

representation of the sentence in context is generated (using the ELMO representation of the sen-

tence (Peters et al. 2018), followed by one layer of trainable LSTM weights) and then the mention

span is merged into a single vector, by generating a self-attention scalar for each token within the

mention span, and taking a weighted average of those tokens in the span, following the approach of

Lee et al. (2017) for coreference resolution. This self-attention mechanism is generally considered

to learn a soft version of syntactic headedness, so that the resultant characterization of the men-
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tion provides a robust representation of the mention in context. This follows the equations below,

wherein xi represents the sentence corresponding to a particular mention, x̂t the representation of

each sentence t in context, and ai,t the attention score corresponding to each mention:

xt = lstm(elmo(sentencet))

αt = wαffnnα(xt)

ai,t =
exp(αt)∑end(i)

k=start(i) exp(αk)

x̂i =

end(i)∑
t=start(i)

αt,i · xt

We use this process both to characterize both each mention span, and the implicit role span,

and then re-calculate compatibility between each candidate and the implicit role, with the addition

of these in-context representations:

sfinal = spreliminary + ffnn(SAm(i);gm(i)) · ffnn(SAr(j);gr(j))

The estimate of whether the implicit role was recoverable was also estimated using features

similar to those used in Model 2, along with the score and representation of the highest-scoring

referent. This model, although likely overly complicated for the quantity of annotated available,

was able to learn general representations of the iSRL task, trainable across all datasets, and might

be rich enough to pre-train using explicit SRL (as done with the multi-hop attention model of

Chang and Erk (2018b)). More details for the model and its parameters are included in Appendix

A.2.3

5.3.2.4 Preprocessing, Training, and Optimization

For each dataset – Nombank, MS-AMR, ONV5, and Semeval – we preprocess raw input text

(using no gold information except tokenization) using the AllenNLP toolkit implementations of

coreference, SRL and dependency parsing systems (Gardner et al. 2018; Lee et al. 2017; Dozat
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& Manning 2016; He et al. 2017). SRL was modified to include nominal and adjectival predicate

detection (following the deterministic rules used in PropBank annotation) and re-trained upon the

BOLT discussion forum text (Song et al. 2014) for AMR and Semeval data, and upon a mixture of

Ontonotes WSJ, the WSJ financial subcorpus, and NomBank, to achieve some approximation of the

ConLL 2009 data with modern PropBank annotation. All other Allennlp tools used the base models

from Allennlp v0.5.0. Mentions were selected using recall-focused heuristics (essentially capturing

all nouns, referential adjectives and verbs) and passed through the feature models outlined above.

Those outputs were provided to the second model making the implicit role resolution predictions.

This model (using gold implicit role detection) then examined all implicit roles with an-

tecedents, scoring every candidate antecedent, and was trained to maximize the likelihood of a

correct antecedent for each implicit role, using Adam (Kingma & Ba 2014) and the AllenNLP

toolkit (Gardner et al. 2018). The training process was always halted when accuracy on the

validation set failed to increase for a number of epochs, and the best-performing model on the

validation set was used.

5.4 Evaluation of iSRL systems

5.4.1 Full Implicit Role Resolution

Table 5.9 shows the performance of these models over the full task of implicit role resolution.

The performance upon existing datasets – especially the Beyond NomBank data – are not as

impressive as the current state of the start. However, they provide the first models trained upon

the challenging MS-AMR dataset, and are the second model (after Feizabadi and Pado 2015) to

develop systems designed to handle multiple implicit role corpora, rather than a single corpus. For

all models reported in Table 5.9, the models were trained upon either the individual corpora listed in

the “trained on” column, with “all annotated” referring to the set of all manually annotated implicit

role training corpora (Beyond Nombank (Gerber and Chai 2010), Semeval-2010 (Ruppenhofer et

al. 2010), ONV5 (Moor et al. 2013) and MS-AMR (O’Gorman et al. 2018)), and that set was
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sometimes supplemented with the addition of the converted within-sentence AMR corpus (“WS-

AMR”) discussed in Chapter 4.

Unsurprisingly, the datasets trained upon NomBank do not transfer well to MS-AMR, and

vice versa. Moreover, the MS-AMR corpus prediction performance was quite low, regardless of the

models used. As the current state of the art of the other wide-coverage corpus, SemEval-2010-10,

is only 18.0, and the MS-AMR dataset poses new challenges due to the very low rate of recoverable

implicit roles, it is likely that the MS-AMR implicit role resolution task will be similarly difficult.

In looking at differences between various models tried, one can see that for MS-AMR and

SemEval-2010 datasets, simply increasing the amount of data used for training generally helps with

model performance, and the deeper ELMO model seems to perform better than simpler approaches.

However, since all models are outperformed dramatically by other models when looking at the

Beyond NomBank data, any generalizations to be made about model performance are limited.

5.4.1.1 Linking-only Results

Especially when considering datasets such as SemEval and ONV5, it is common for models

to only evaluate their model performance upon the subtask of implicit role “linking”, wherein one

assumes gold detection of which implicit roles are recoverable, and only evaluates whether a system

can discern the correct referent. Table 5.10 illustrates the performance of these models upon this

linking task. This potentially shows instances in which the added data of MS-AMR and the within-

sentence AMR conversions make an impact, as we can see improvements in accuracy over SemEval-

2010 data (which has often been reported as a linking-only metric) – training a model upon all of the

datasets, and fine-tuning upon MS-AMR, shows higher scores than previously reported. However,

both here and with the scores listed above, it should be noted that the scores for SemEval-2010 are

not directly comparable to prior work, because of the conversion from SemEval into PropBank-style

annotation, which omitted some non-eventive frames (such as “Tuesday” as Calendric_Unit frame

or “House” as a Building frame).
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Model Trained on NomBank Semeval ONV5 MS-AMR
Baseline (with current sys-

tem)
11.03 1.74 9.9 1.43

Model 1 (Interpretable) NomBank 16.8 11.75 8.69 4.04
Model 1 (Interpretable weights) NomBank 13 18.06 7.4 3.70
Model 2 (Dense) MS-AMR 3.65 4.69 0(0) 5.32
Model 2 (Dense) NomBank 22.82 2.75 4.65 0.88
Model 2 (Dense) All annot. 20.94 12.00 3.33 7.53
Model 2 (Dense) All annot. + WS-

AMR
19.9 10.82 7.4 7.62

Model 2 (Dense) All annot., finetune
on each

21.28 7.50 8.25

Model 3 (with Elmo) NomBank 27.6 3.1 0.0 3.9
Model 3 (with Elmo) all, fine-tuned on

each
31.0 5.3 0.0 8.08

Laparra and Rigau (2013) NomBank 45.8
Laparra and Rigau (2013) SemEval 14.0
Feizabadi and Pado (2015) Semeval+NomBank 21 18
Gerber and Chai (2010) NomBank 42.3
Schenk & Chiarcos (2016) NomBank 32.5
Do et al. (2017) NomBank 46.1
Cheng & Erk (2018b)
(GCAuto)

NomBank 44.5

Cheng & Erk (2018a) NomBank 49.6

Table 5.9: Score on full task, including role detection, using F1 with partial spans defined in
Ruppenhofer et al. (2010)

5.4.2 Resolution Performance At Different Referential Distances

An additional question regards the performance of implicit role models as the distance from

the implicit role varies. Using the models presented above, we measure the performance of these

models at different distances between the implicit role and an antecedent. Figure 5.2 shows the

recall of each of these models, with 0 being in the same sentence. This shows that while the

performance upon the Beyond NomBank newswire data is much higher in within-sentence contexts,

all corpora observe relatively similar prediction scores on long-distance implicit role resolution. Such

an observation may also be important as existing within-sentence explicit SRL models (Zhou & Xu

2015; Ouchi et al. 2018; He et al. 2017) might be easily extended to also predict SRL arguments
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Model Train on Nombank Semeval MS-AMR
Interpretable Nombank 15.1 17.33 5.03
Interpretable-weights MS-AMR 12.05 16.45 17.88
Interpretable-weights MS-AMR 12.05 16.45 2.99
Model 2 (Dense) MS-AMR 13.19 17.35 12.84
Model 2 (Dense) NomBank 29.55 11.23 3.75
Model 2 (Dense) All annot. 29.2 22.6 25.45
Model 2 (Dense) all 5, fine-tuned on NomBank 30.17 19.75 9.76
Model 2 (Dense) all 5, fine-tuned on MS-AMR 33.15 40.35 29.03
Model 2 (Dense) all 5, fine-tuned on SemEval 28.67
Model 3 (Deep) all 5, fine-tuned on each 37.3 15.0 19.3
Silberer and Frank (2012) 27.7
Gorinski et al. (2013) 25.0
Schenk and Chiarcos 26.4

Table 5.10: Score on linking-only task; SemEval scores not directly comparable due to conversion
to PropBank

for within-sentence SRL, it is useful to get a sense of how difficult the remaining cross-sentence

task would be.
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Figure 5.2: Scores based upon distance to antecedent, with 0 being in the same sentence (distance
calculated on the gold data)
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5.4.3 On the Difficulty of Replicating Beyond NomBank scores

One issue with the current results is the low performance of these models upon the Beyond

NomBank dataset. Although there are mitigating factors in comparison to some of the prior models

(many prior works, such as Gerber and Chai (2010, 2012) and Laparra and Rigau (2013), used gold

parse and SRL features), this poor performance is nevertheless a worrisome issue.

One measure which may illuminate this issue is the baseline proposed by Gerber and Chai

(2010) (in line with the high amount of remembered event instances seen in the Beyond Nom-

Bank data), wherein one simply looks for prior versions of the same semantic role mentioned in

the text, and links to that role when seen. Gerber and Chai define this as “Fill iargn for predicate

instance p with the nearest constituent in the two-sentence candidate window that fills argn for a

different instance of p, where all nominal predicates are normalized to their verbal forms.” The

models presented here, running that same baseline, find a score of 10.6 on the Beyond NomBank

test set (precision of 29.6 and recall of 6.5), which is much lower than that seen with Gerber and

Chai (2010), who report a 26.5 f1 using this baseline using gold trees, gold NomBank SRL, and

gold PropBank SRL. That score with gold pre-processing is, curiously, itself lower than the 28.0

f1 of Do et al. (2017) against the same baseline using automatic verbal predicate predictions from

MATE (Björkelund et al. 2010).

This suggests one possible culprit for low scores upon this model; that either the underlying

SRL systems used in the current model (potentially in combination with candidate selection) is

much less effective than that of gold SRL and parse selection, or that characteristics of the evaluation

setup differ between different models. The difference between this reported baseline vs. the gold

systems would hint that errors caused during automatic SRL labeling (or candidate selection) lead

to this discrepancy, suggesting the need for better SRL on nominal instances, or a focused use of

the in-domain financial Propbank data. However, we should admit that the curiously high baseline

of Do et al. (2017) does not support that characterization.

A second possible reason is that this discrepancy could be due to simple differences in eval-
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uation or data preparation. The NomBank task has not been evaluated as a shared task, and the

data release format is ambiguous enough that research systems have many degrees of freedom for

evaluation decisions. For example, incorporated arguments are included as normal iSRL instances

in the data, but there is a note on the website which instructs users to remove them. There is also

ambiguity regarding how one should model negative or “candidate” instances of implicit role data,

which can be complicated if one is not assuming perfect knowledge of explicit SRL arguments.

This baseline may also be very uniquely tuned to the NomBank data – evaluating it against the

MS-AMR data reveals a baseline of 1.44 f1,

It is hoped that the possible issues regarding evaluation and data preparation can be ad-

dressed by having a single repository in which the current datasets are represented in as simple of

a format as possible (pointing to spans within the text, rather than phrases within parse trees) and

where the assumptions about possible “candidate” implicit roles are made explicit. By standard-

izing assumptions about these datasets, it hoped that we could simplify the actual research cycle

regarding implicit roles, and therefore potentially resolve such questions in the future.

5.5 Analysis

5.5.0.1 Ablation Tests

Using that “interpretable” model, we ablate each component in order to characterize the

impact of each factor upon the model behavior – removing the feature from the underlying model

and retraining a system without access to that feature. As these models do not have access to

surface-form features, they cannot attempt to approximate the feature otherwise, therefore giving us

some representation of the actual contribution of those features to the result. Table 5.11 illustrates

the behavior of these models over both the validation and the test sets.

Selectional preference and salience consistently show contributions to the current models. In

contrast, there is a great deal of variance in deixis, mention, and script/narrative schema prefer-

ences. This supports the vein of recent works focusing upon the relevance of selectional preference
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Corpus without ablation -sel. pref -salience -deixis -mention

importance
-script
info.

NomBank test 18.29 13.67 13.14 17.6 19.4 16.25
∆ -4.62 -5.15 -0.68 +1.11 -2.03

NomBank val. 26.1 22.9 19.5 24.5 25.7 29.99
∆ -3.2 -6.6 -1.6 -0.4 +3.9

MS-AMR test 17.88 12.84 11.9 13.2 8.55 17.2
∆ -5.04 -5.94 -4.68 -9.32 -0.68

MS-AMR val. 17.6 13.2 12.0 21.6 16.0 13.6
∆ -4.4 -5.6 +4.0 -1.6 -4.0

Table 5.11: Accuracy Scores when each feature is removed from the model. For each model, the
feature whose removal most impacted the model is bolded.

models for implicit role resolution (Le & Fokkens 2018; Do et al. 2017), and recent works finding

difficulty in establishing a clear impact of narrative schema information for coreference resolu-

tion (Pichotta 2017).

5.5.0.2 Learned Weights of Constructions

The “intepretive+weights” model discussed above re-weighted each of these factors accord-

ing to weights learned from an implicit role context. We used a small set of possible contexts

which might loosely characterize the syntactic context of each implicit role. We use statistics from

OntoNotes (Weischedel et al. 2011), combined with the syntactic situation of a predicate, to de-

termine clear-cut implicit role constructions – primarily main-clause implicit subject constructions

(where an argument traditionally realized as the subject is implicit, and the verbal predicate has

no subject), or implicit object construction. For nouns, adjectives, and oblique verbal arguments,

these constructions must are defined in a more semantic manner, such as the “agentive argument

of adjectival predicate” or “goal argument of verbal predicate”.

One goal of having a model in which different features are weighted by particular constructions

is to provide some kind of insight into the interaction between general pragmatic factors and the

local implicit role construction context. By doing so, we can examine the weights given to each

score as to what one might expect from a model is learned. Some distributions of these weights
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are shown in Table 5.12. One can see that implicit subjects of embedded subjects (as in pragmatic

control contexts) place a strong emphasis upon salience, being biased towards a main-clause subject.

In main-clause implicit subjects, the salience score was surprisingly less prominent, but this was

perhaps because these models emphasized deixis instead, as English implicit main-clause subjects

are very often deictic. We can also see from these examples that arguments of nominals, as one

might expect, would learn to put more weight upon general pragmatic and script factors, as do the

weights for English implicit object constructions. These support the characterization from Chapter

2 that these may be generally thought of as script-inferrable implicit roles.

Corpus construction Sel. pref Script info. Salience Deixis Mention Ref-
erentiality

MSAMR Implicit Subject
(embedded)

17.6 41.3 26.2 12.2 2.7

MSAMR Implicit Subject
(main)

1.2 25.7 6.4 26.2 40.4

MSAMR Nominal patient/
experiencer

20.1 15.5 3.0 57.5 3.9

Nombank Nominal agent/
stimulus

3.7 47.9 8.7 23.7 15.9

Nombank Nominal Goal 19.8 21.5 20.0 36.2 2.5
MSAMR Nominal agent/

stimulus
8.1 66.8 8.4 22.8 1.2

MSAMR Verbal Goal 32.7 15.1 16.6 8.4 27.2
MSAMR Implicit Object 7.8 74.1 5.2 5.6 7.3

Table 5.12: Weights learned by a simple implicit role construction

While the performance of the underlying models is not sufficient enough for such weights to

be viewed as strong evidence for how the actual implicit role constructions behave, this illustrates

a simple way of approximating how these different implicit role constructions may be behaving in

a given context, and of exploring the biases of the implicit roles of a given language.

5.5.0.3 Manual Re-examination of Implicit Role Predictions

Finally, we attempt to explore not simply the effectiveness of current ways of approximating

a feature, but also looking at what the biggest gaps are: which components would help the most if
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given human-grade judgments. We suggest that we cannot really get insight into those questions

with ablation alone, as a poor approximation of a particular kind of feature will not provide a

proper representation of how it might contribute to a task.

To gain some insight into this, we started with outputs from trained models, so that one

might look at a set of the top K candidates and rank those antecedents according to a particular

feature – such as how well a given candidate matches the current implicit role for a “selectional

preference” scores. Since these models are not perfect, some of those rankings will be clearly

wrong. We provide a little interface where a human annotator might correct such errors directly –

by re-ranking the possible antecedents in terms of how well they should score along one of those

particular features. Figure 5.3 illustrates this annotation (albeit in a more compact and readable

form). In this approach, one might see in the second column a ranking of antecedents for the ”buyer

of sell.01” role, and start with ranking them with “company” highest and “buyers” lowest, and the

human annotator would re-rank them so that “buyers” would be the highest scored element, and

“portion” the lowest.

The useful thing about such an annotation is that we might view the impact upon the data

as one applies corrections to each feature (inspired by error analyses of SRL by He et al. (2017,

who are able to study the impact of various deterministic corrections). Figure 5.4 illustrates the

effect of progressively adding these corrections to adjust the data, until all corrections are made.

Such a representation is purely exploratory but suggests that there may be some room in these

models for better models of salience, and a very large amount of additional value in the “narrative

schema/script information” feature.

A final correction “optimal weights” provides the score if one could re-weight the features

arbitrarily – largely measuring whether a particular argument is high-scoring in one or two features,

but outscored by something else, such as something plausible being overwhelmed by a more topical

and recent candidate. It is also not surprising that this would be a large score, and largely supports

the complexity of balancing different factors, and supports directions (such as end-to-end models)

in which one might automatically learn to accommodate different factors.
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Ports of Call Inc. reached agreements to sell its remaining seven aircraft to buyers that weren’t
disclosed. The agreements bring to a total of nine the number of planes the travel company has
sold this year as part of a restructuring. The company said a portion of the $ 32 million
realized from the sales (arg2 “buyers” of sell.01) will be used to repay its bank debt and other
obligations resulting from the currently suspended air-charter operations . Earlier the company
announced it would sell its aging fleet of Boeing Co. 707s because of increasing maintenance

costs .

Narr.Schema Selpref Salience Mention Ref. Deixis
buyers ↓↑ company ↓↑ Portion ↓↑ Portion ↓↑ buyers ↓↑
company ↓↑ Portion ↓↑ company ↓↑ company ↓↑ company ↓↑
Portion ↓↑ buyers ↓↑ buyers ↓↑ buyers ↓↑ Portion ↓↑

Figure 5.3: Example of interface for annotating decisions by re-ranking candidates (moving them
up an down the ranking list). As an example – one would hopefully view “buyers” as being a more
appropriate fit, in terms of selectional preference, than “portion” or “company”, and move it up
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Figure 5.4: Manual correction effects on NomBank (left) and MSAMR (right) data, after human
re-ranking of each set of scores (cumulative).

5.5.1 Discussion and Examples of Errors

The models discussed do correctly identify some implicit role antecedents. Examples 170 and

171 from Beyond NomBank and MS-AMR validation sets illustrate examples of the kind of implicit

role antecedents which the models do identify:
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(170) For third quarter last year , [Keystone]predicted+correct reported a $ 1 million loss from
continuing operations and a $ 200,000 loss from discontinued operations , for a net loss
∅loser of $ 1.2 million .

(171) And [I]predicted+correct do n’t know what to do . Thanks for reading. It ’s nice to vent
∅venter .

However, there are far more examples of incorrect model predictions. For the Beyond Nom-

bank, while current models often correctly identify the implicit roles, there are many resolution

errors in which the model fails to obey the selectional restrictions of low-frequency implicit roles.

For example, in example 172, the implicit role “arg3 of cost.01” refers to the buyer (cost to whom),

and should be constrained to animate referents, but the model misses that and links to “A put

option” rather than “its holder” below. This cannot be learned from general characteristics about

“arg3” instances, but required the model to have acquired a specific model of the arg3 of cost.01,

which seems to be missing in the models:

(172) [A put option]predicted gives [its holder]correct the right ( but not the obligation ) to sell a stock
(or stock index) for a specified price (the strike price) until the option expires . Whether
this insurance is worthwhile depends on the cost of an option. The cost ∅to whom, or
premium , tends to get fat in times of crisis .

There are also instances where the models find a correct class of referent, but refer to generic

mentions rather than the particular version under discussion. For example, in a discussion of sales of

a particular toy, a prediction model links to the generic “toy” sales, when the predicate specifically

links to “the Ninja Turtles”, which both require general document knowledge as well as Named

Entity prediction (knowing that “Ninja Turtles” refer to a toy):

(173) Should sales ∅commodity continue to be strong through the Christmas season , which accounts
for about 60 % of U.S. retail toypredicted sales , Mr. Kwan said the Ninja Turtlescorrect could
make 1989 a record sales year for Playmates .

In the MS-AMR data, the more common issues are not such confusions, as the most common

set of errors are those in which a non-recoverable implicit role is incorrectly linked to an antecedent.
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For example, example 174 has an example of “practice” used intransitively (roughly “practice

medicine”), but the model incorrectly attempts to link that “thing practiced” to prior text:

(174) No matter what, he never should have given Michael Jackson that propofolpredicted . The
man practiced ∅thing practiced here for many years .

We similarly find many instances where nominal events which do not have a clearly stated

agent in prior text are linked to possible agents, as in the agent of “relocation” below:

(175) But creating a balanced community with a mix of housing, offices, shopping and other
amenities – allowing peoplepredicted to live close to where they work and play – is an even
more worthy goal. As Ed Risse has pointed out , the relocation ∅arg0,agent of 17,000 jobs
creates a rare opportunity to create a genuine balanced communities in Northern Virginia.

Such examples illustrate the sheer difficulty of the task in wide-coverage implicit semantic role

labeling – it is often quite difficult to point to simple generalizations which the models should have

relied upon to correct a given decision. These models are therefore also quite poor at identifying

the correct antecedents of roles which refer to propositions, as in the implicit themes of predicates

such as “know”, “answer”. All such patterns suggest that the current models presented here may

not be utilizing enough data to learn all of the rich information required for this difficult task.

5.5.2 Conclusions of Analysis

The limited accuracy of the models presented here (and indeed, of all current implicit role

models) makes it difficult to make broad generalizations about the current state of computational

implicit role resolution. However, we can draw some limited generalizations about the nature of the

current models – and running models upon the new MS-AMR data – from the systems presented

here.

One takeaway is that different datasets such as the MS-AMR, NomBank, and SemEval-2010

are relatively compatible after conversion to PropBank inventory – in the sense that one can train
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a shared model upon all of them, and that models trained on MS-AMR data can perform well (at

least for the linking subtask) upon the SemEval data. This promise of a larger shared dataset,

however, required further testing with models which are closer to the current state of the art. The

analysis sections primarily also provide evidence supporting an idea that there is still a large amount

of room to grow in terms of phenomena which might be characterized as “narrative schema” issues.

5.6 A Probing Dataset for Implicit Semantic Roles

Diagnostic classification or “probing” techniques (Tenney et al. 2019b; Tenney et al. 2019a;

Ettinger et al. 2016; Adi et al. 2016; Liu et al. 2019) refer to the notion of taking deep models with

rich, vector-based representations of a task, and testing whether those representations have learned

a particular pattern or abstraction, by using the state of that richer representation as the input

for a simple model trained upon an auxilliary task. For example, one may measure whether a rich

representation of word meaning in context (Devlin et al. 2018; Peters et al. 2018) has “learned”

part of speech representations of the words in context, by taking the vectors used to represent a

particular word, and directly training a small (often linear) model to predict part of speech using

that representation. We suggest that the data presented here – and the interpretation types as

well – may be useful for building probing analyses of such information, helping to expose whether

models are learning this kind of information.

The natural starting point for a probing model of iSRL data is to look at how probing

approaches to coreference resolution and semantic role labeling have been implemented. Edge-

probing tasks (Tenney et al. 2019b; Tenney et al. 2019a) have focused upon converting complex

tasks of predicting relations into simple characterizations where two spans are examined out of

context, and a model makes a simple (often binary) prediction using those two spans. As these tasks

are often very context-depndent tasks, this therefore evaluates whether the models probed have

already incorporated the necessary contextual disambiguations and connections into the underlying

representations. Tenney et al. (2019b) evaluate the ability of systems to handle coreference (both

from the Ontonotes corpus (Weischedel et al. 2011) and in Winograd schema (Levesque et al.
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2012)) by breaking coreference decisions into simple pairwise decisions between two spans, and

making a binary decisions about whether those spans are coreferent or not (wherein each span

is reduced to a single vector via self-attention over the span (Lee et al. 2017)). Example 176

illustrates such a simplified form of the coreference task.

(176) The important thing about Disney1 is that it2 is a global brand. → True

Tenney et al. (2019b) also evaluate SRL using the same edge-probing methodology, by

representing an argument and a predicate, and making a prediction of the semantic role label itself,

as in example 177 below. One may note that this does not fully test whether a model is representing

SRL information, but specifically evaluates the argument classification subtask of SRL.

(177) The important thing about Disney2 is1 that it is a global brand. → Arg1

Based upon such prior work, we develop – and will release – an annotation utilizing the

implicit roles presented in this thesis, but oriented towards such probing tasks. This is not presented

as a single task, but split into four tasks, defined by four interpretation types most commonly seen

in recoverable implicit roles – those requiring event coreference, those that involve deictic reference,

those that involve larger script knowledge, and those that involve salience and other short-distance

local phenomena. We also utilize predictions from the models provided in the current chapter,

in order to best convert this task into a binary probing task by providing challenging negative

examples.

This data is provided with the intent that future work may actually implement probing mod-

els, and some decisions would need to be made by future work. However, we assume a tentative

form for such a future probing task, in that this data cannot be directly represented as edge probing

(simply looking at two spans), but instead as a labeled form of edge probing: a given instance is a

pair of spans and a label characterizing the relationship, and the model then makes a binary predic-

tion of whether that link is valid or invalid. This is therefore analagous to making the coreference

prediction tasks discussed above, with the addition of the implicit role label. Do develop the four
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sub-tasks defined by the interpretation types proposed, we annotated all recoverable implicit role

instances within the MS-AMR corpus training data, in order to provide valid instances of implicit

roles. For negative examples of implicit roles, different paradigms for each type of task were used,

designed to provide an accurate test of whether the underlying phenomenon is being learned. Table

5.13 shows the size of these derived probing datasets. Moreover, these pairs of spans assume repre-

sentation across an entire document, and are often separate sentences; while this may be evaluated

against models of meaning in sentence context, it is assumed that richer representations of word

meaning in document context may show better understanding of these phenomena.

Interpretation type Positive Negatives total
Script inferrence 814 1399 2213
deixis 458 920 1378
event coref 217 403 620
salience 120 400 520

Table 5.13: Derived datasets for probing analysis of implicit role data.

The subset of deictic implicit roles refers to mentions of the speaker and addressee in texts.

The negative examples from these deictic implicit roles are taken from instances of non-deictic

implicit role resolution where a locuphoric pronoun (such as I, you or we) was given a high score

as a candidate by Model 3 above. This means that models cannot rely upon selection artifacts

(labeling all locuphoric pronouns as correct), and can test whether the representation being probed

captures information necessary for deixis (such as grammatical mood, detection of mental state

verbs and detection of other deictically appropriate contexts). The examples below illustrate such

a task, wherein an actual probing analysis would need to simply predict the binary judgement that

the first two examples are correct and the third set is invalid.

(178)

So I ask do you think drugs can be good for some people ? ? ARG2 True

Not looking for support . Just stating my mind . ARG0 True

what tests should I have them run ? ARG0 False
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For event coreference instances, the true instances have antecedents which have been

explicitly mentioned in prior context. Negative examples were sampled using the same implicit

roles and predicates, but supplying high-scoring alternative candidates from the current models.

Examples 179 illustrate examples of this task, which may be difficult to model with current rep-

resentations, although some amount of the data may be predictable through selectional preference

behaviors.

(179)

Thus , the New York Times poll of this week found that all voters , by a 66 to
26 ratio , support the federal requirement that private health care plans cover
the full cost of birth control for female patients . Among women , support is
72 - 20 .

ARG1 True

So my qestion is this , should gov’t turn to slaves to save money ? @David cv
, Depending on country it is already done . Hard labour , chaingangs , prison
farms Voluntary work while incarcerated gets minimal pay etc

ARG0 False

Example 180 illustrates the third set of probing instances, corresponding to the phenomena

labeled as salient/recent in the interpretation types proposed here. Having prior knowledge

that these instances are of this salient/recent, it may be relatively easy for a model with a rich

enough representation of syntactic position and referential distance to predict referents, but such

a task would be very hard if a model cannot capture such information. Negative instances were

sampled from high-scoring referents in prior context, balancing both a total high score with high

scores in selectional preference, in order to avoid situations in which a mention can be disambiguated

using selectional preference alone.3

3 A natural addition to this set of tasks, although not currently proposed in this dataset, would be to study
long-distance SRL dependencies such as control, topicalization, and wh-movement, which could be extracted from
PropBank (Palmer et al. 2005). Like these salient/recent instances, such information would probe the ability of
models to handle relatively long-distance dependencies as they relate to semantic roles.
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(180)

OP trying to win brownie points from other clueless students who
hate the Conservative party just because. And failing .

ARG2 True

Actually.. some states are doing what the Fed won’t. and adding
Stimulus .

ARG0 True

Hi , I ’ve a dilema ! Looking to remortgage, and have found
suitable product from Yorkshire Building Society . £195 non-
refundable application fee, conveyancing and valuation free .

ARG1 False

Well I would argue that by definition when you have 16 % of
people unemployed and underemployed it really is not. They ’d
do exactly what they ’ve done since 1913. Lend out ” money ”
that does n’t exist , charge interest for it , inflate the hell out of
the currency and line their pockets in the process .

ARG0 PAG False

Example 181 below illustrates the largest subtask for this probing set, the instances of script-

inferrable implicit roles. We suggest that these types may be of particular value in the kind of

probing most commonly employed currently, in measuring spans over unsupervised representations

such as BERT or ELMO, as these instances require a richer representation of how a particular

participant fits into a larger series of events. The examples in 181 illustrate the true and false

instances of this data, where negative examples are taken fromhigh-scoring but incorrect antecedents

in this task.

(181)

The detective in charge has n’t answered phone calls and his bag has n’t been
returned to him , which contained business papers and clothes . DH did need
treatment at A and E after the attack It seems pretty clear that the police did not
bother with forensic testing and may not even have checked the CCTV footage .

ARG0 True

If you have to drive, the hybrid is a joy. Dead silent, dirt cheap, reliable, little
bit of capital cost detriment, sufficient power. 48 mpg if you drive at 75+ like a
maniac .

ARG1 True

They took DH ’s bag (which they found dumped a few streets away) and said they
would forensically test it, and there was a CCTV camera which covered the area
and the cabby said he could definitely identify the men as he got a clear view .

ARG0 True

KABUL, Afghanistan (AP) – A military helicopter crashed in eastern Afghanistan,
killing 31 U.S. special operation troops and seven Afghan commandos, the country
’s president said Saturday. An American official said it was apparently shot down,
in the deadliest single incident for American forces in the decade - long war .

ARG0 False

He got a letter in the post this morning, dated Tuesday, saying the police were
closing their investigation. The detective in charge has n’t answered phone calls
and his bag has n’t been returned to him , which contained business papers and
clothes .

ARG0 False

He was still popular and the country was willing to forgive him and frankly , his
being acquitted was a forgone conclusion .

ARG2 False

This dataset therefore will provide the ability to probe whether a given representation of
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meaning in context is capturing the different kinds of meanings necessary for implicit role resolution.

A natural next step for this data would be to evaluate human performance on such true-or-false

judgments (which will likely be much higher than current systems), and to evaluate current word

representation systems using such as task.



Chapter 6

Roadmap Forward

This work concludes with an examination of the future directions in implicit roles, not only

for linguistic issues but also for data collection and computational models.

6.1 Future Directions in Linguistic Analysis of Implicit Roles

This work both provides a preliminary inventory of different implicit role interpretation types

while also providing an initial exploration of how to describe language-specific constructions using

that inventory. One could extend the linguistic claims presented here either of two promising

future directions – either expanding from analysis of referential interpretation to also consider

the licensing of implicit roles (determining when implicit roles will be used), or expanding from

discussions of implicit role interpretation to related issues seen with explicit referents, such as

connecting to interpretation inventories involved with articles or connecting to issues raised in the

study of distant instantiation.

6.1.1 Interaction with Licensing Constraints – Coherence, Aspect, and Deprofiling

This thesis focuses upon implicit role interpretations, rather than the “licensing” factors deter-

mining when you can use an implicit role construction rather than an explicit form. Although easy

of interpretation is an important factor for whether a speaker of a given language will choose to use

an implicit role construction, it is not the only factor which affects whether an implicit role construc-

tion will be licensed in a particular context. Licensing of implicit role constructions has also been
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linked to information-structural issues such as deprofiling (de-emphasizing the argument, (Gold-

berg 2001)) or emphasizing the event (Rice 1988), linked to event-internal conceptual structure

representations of which arguments were “essential” (Rappaport Hovav & Levin 1998), and even

linked to factors such as discourse coherence (Iida 1996; Tao 1996) or telicity (Olsen & Resnik 1997;

Mittwoch 1971).

Some of those postulated factors which have been linked to licensing could be represented

with computational models, such as estimating “information gain” of using an explicit argument

vs. learning that argument unstated. Others, such as the Goldberg hypothesis connecting implicit

arguments to deprofiling, or proposed connections to aspectual implications, might be manually

annotated (e.g., one might utilize aspect annotation frameworks such as that of Croft et al. (2016)).

In that sense, just as one can model constructional choices such as dative alternations using models

such as Bresnan et al. (2007), one might similarly model the licensing of English implicit object

constructions. This would allow one to more rigorously pivot from “single-factor” explanations of

implicit role licensing to richer and more corpus-driven ways of approaching the same questions.

The same approach could be replicated for implicit subjects as well (as has been done in simple

regression studies in sociolinguistics, as discussed in Chapter 1).

All of these factors support the notion of building rich, more predictive models of when

implicit roles are licensed, and when they are ungrammatical. There are some prior models of

referential choice proposed in the past (Grüning & Kibrik 2005), and regression models from soci-

olinguistics and psycholinguistics as discussed in Chapter 1, but such approaches have often been

unable to model many of the more nuanced pragmatic factors involved in implicit role licensing.

The kinds of models presented here, or improvements therein, might allow one to more accurately

represent issues such as selectional preference, predictability, and salience. Such models would also

necessarily need to learn seemingly arbitrary requirements defined by the syntactic subcategoriza-

tion of particular verbs (such as the notion that one can say “she loaded the wagon” but cannot

have an implicit object for “*she loaded into the wagon”).



153

6.1.2 Connections to Local and Distant Instantiation

A second future direction of work regarding the current inventory of interpretation types

would be a more general synthesis between the interpretation types proposed here and inventories

of referent types which have been proposed for explicit reference forms, such as Becker’s (2018)

inventory of articles, Himmelmann’s (1996) typology of demonstratives, or the Haspelmath (1997)

inventory of indefinite pronoun types. This would allow one to compare behaviors in similar contexts

– allowing one to link generic implicit roles into the same class as explicit generics such as one or

the French on, or cluster salient/recent implicit roles with pronominal usages.

Similarly, one might attempt to connect implicit role interpretation behaviors to other kinds

of long-distance semantic role instantiation, such as control, topicalization, or wh-gap resolution.

Because certain kinds of implicit role interpretations (particularly some of what we are calling

salient/recent roles) can be thought of as syntactically deterministic (Carminati 2002; Auer

2014), one may examine how these deterministic effects across sentence boundaries interact with

the more officially “controlled” effects in within-sentence distant instantiations.

6.2 Future Directions for Data – How should future iSRL corpora be anno-
tated

Another future direction is to simply improve the size and quality of data available for implicit

role resolution. The current work has dramatically increased the size of data annotated with implicit

role phenomena. However, in spite of this increase of implicit role data (6452 recoverable instances if

one counts the within-sentence AMR conversions, which is nearly an order of magnitude more than

the existing NomBank annotation), these datasets are still too small, and too noisy, to do more than

fine-tuning of models. Therefore, the primary future direction for implicit role data is to determine

methods for expanding the implicit role landscape beyond this limited situation. Naturally, these

goals are intertwined with ways of automatically augmenting data – such as training datasets upon

SRL or coreference tasks – but it is also possible that genuinely useful and insightful implicit role
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resolution systems will require both improvements from augmented data as well as increases in

targeted, manual implicit role annotations.

6.2.1 Crowd-sourcing, Annotating Recoverability, and Confirmation of Annota-

tions

There are many recent works which have explored more lightweight approaches to coreference

or SRL annotation, including preliminary works on the crowd-sourcing of implicit roles. These may

illuminate ways of scaling up the annotation of new implicit role resolution data. For coreference

annotation, Sankepally et al. (2018) found sets of potentially coreferent mentions (mentioned in

different documents) and asked annotators to judge on a scale from 1-5 the likelihood of those

referring to the same referent. Paun et al. (2018) used a games-with-a-purpose framework to

develop coreference annotations, by asking annotators whether a given referent was recoverable,

asking them to highlight a prior mention, and then confirming those annotations with a separate

confirmation task looking at individual pairs QA-SRL (Fitzgerald et al. 2018, He et al. 2015)

annotated SRL with simple wh-questions of annotators, asking them to highlight spans in response

to a question, also using a preliminary pass in which people would judge the validity of particular

questions. Finally, Feizabadi and Pado (2015) presented a small pilot annotation involving the

crowd-sourced annotation of implicit roles, experimenting both with asking annotators for spans

corresponding to an argument, and asking them to fill out a template (such as “They went from

to ”). Many of these approaches share some of the same insights – that there are

advantages to separately annotating things like recoverability, and having separate annotations of

individual annotation pairs which one might want to confirm.

6.2.2 Noisy Methods For Preliminary Implicit Role Links

We suggest that one future path for annotation in a rapid manner would be to focus upon

lightweight annotations in which non-recoverable implicit roles might be easily annotated as non-

recoverable, and wherein annotators would provide basic clues regarding the referent of the implicit
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role. The low rate of recoverability seen in the MS-AMR dataset supports such approaches. One way

of approaching such a lightweight annotation of recoverability might involve small lists of ”highly

informative” options, so that one might ask an annotator whether an argument is recoverable

while also checking for answers which might be easily understood and linked to, such as likely

referents (such as “the speaker”). One might even present noisy ways of getting an annotation

of the referent, such as the “fill in the blank” option introduced with Feizabadi and Pado (2015),

under the assumption that any conclusions would be passed through confirmatory quality control

annotations. Figure 6.1 illustrates one possible way on might frame such a prompt.

I think a lot more people feel the same way as you do , but medicate themselves by using friends
. Whilst it probably is n’t a ’ solution ’ as such , being around friends whilst being depressed
is definitely better than being alone and being depressed . Either way , if you fancy a chat ,
feel free to PM.
Who is the “hearer” of chat?

(1) There is no “hearer” for this event

(2) There is a “hearer”, but they aren’t mentioned in the text

(3) The speaker/writer of that sentence (“me”)

(4) The audience of that sentence (“you”)

(5) With friends

(6) Someone/something else mentioned in the text:

Figure 6.1: Examples of possible recoverability-based annotations

Other approaches for acquiring possible implicit roles would be to either transfer data from

explicit coreference data (by actually deleting arguments), or to get implicit role information from

projection or distance supervision.

Augmentation of explicit coreference data would follow the tradition of explicit SRL data

for implicit semantic roles learning (Hermann et al. 2015; Cheng & Erk 2018a; Liu et al. 2016).

At its simplest, one can take texts annotated with explicit coreference data and simply delete
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arguments such as pronouns, so that the explicit semantic roles filled by those mentions can then

be treated as if they were implicit roles referring to the antecedents of that deleted mention. This

is a noisy approach which must also be treated with caution, however, because of the potential

to change meaning through that deletion. For example, in example 182a, the deletion of “I” in

subject position can lead to a valid implicit role annotation, but example 182b may change this

construal, implying that the speaker is the one that moved (since dropped subjects in English are

often first-person deictic subjects). Because of this, such augmented data could not be treated

as high-quality training data, but would need to instead go through later annotations for quality

control.

(182) I called a friend, but he had just moved into a new home.

a. ∅I called a friend, but he had just moved into a new home.

b. I called a friend, but ∅he/i had just moved into a new home. (Weischedel et al. 2011:c2e

file 47)

Distant supervision and annotation projection are other approaches which could provide

noisy annotations of implicit roles, which might require additional quality control. Both approaches

assume that one used different resources to find an instance of an explicitly instantiated semantic

role, and link the predicate to an instance of the same predicate without such an explicit mention,

attempting to then link that predicate to the referent. Distant supervision from cross-document

argument alignment (Roth & Frank 2013) finds explicit instances of semantic role links within a

larger set of documents (such as news documents about the same event), and then links instances of

an event with explicit arguments to mentions of the same event with no arguments. This adds noise

due to the argument alignment and cross-document event coreference, leading to noisy annotations.

Sikos et al. (2016) explored projection over parallel text – starting with a sentence where a semantic

role is explicitly stated in one language, but where the participant does not seem to be stated in the

same sentence in the other language. Such projection approaches also have sources of noise, due

to both translation shifts (Dorr 1994) and to alignment errors. It should also be noted that such
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projection approaches have only been applied between two languages which are limited in their use

of implicit role constructions (English and German), and that the projection approaches may have

their most utility when projecting from a language such as English to a language with far more

implicit roles, such as Chinese, Japanese or Arabic.

6.2.3 Confirmation Tasks

All such approaches propose methods for finding implicit roles, but all such approaches

present quite noisy implicit role annotations. The same issue of noise is also relevant to the current

implicit role datasets, as implicit role labeling is a difficult task with relatively low IAA. We thus

suggest that the other kind of annotation would need to focus, as in Sankepally et al. (2018), upon

starting with pairwise comparisons (such as those provided by the above noisy annotation sources)

and getting annotation scores, ideally upon a scale from absolutely true to absolutely false. Such

annotations could help one to utilize the various ways of capturing possible implicit roles, and may

provide a path forward in cheaply developing high-quality corpora for implicit roles.

6.3 Computational Roadmap forward

The corpora and models present herein may provide the first opportunity to do this task as

a general, wide-coverage way of approaching implicit roles, allowing us to extend from the specific

work within SemEval to general implicit role resolution over difficult data such as discussion forum

text. However, the models proposed in this thesis do not provide the desired level of performance

on the implicit role test sets.

We suggest that the current literature, and the negative impacts of preprocessing seen here,

support the value of using end-to-end neural networks at this task. This is supported by the recent

state-of-the-art performance of neural models transferring from SRL (Do et al. 2017; Cheng &

Erk 2018b). However, it is still unclear how one should leverage information from these SRL and

coreference annotations.

Following earlier works such as Palmer (1985) and Silberer and Frank (2012), as well as more



158

recent systems, one possible way of approaching this goal would be to train a system to do SRL

and coreference at the same time. We suggest that many issues discussed in the prior chapters help

to define the desiderata that we would want out of such a model – most importantly, that such a

model would need to be able to learn the pragmatic factors (such as salience or “narrative schema”

information) necessary to make connections between semantics roles, and thus to learn implicit

role resolution behaviors. We suggest that there are two plausible avenues for such a system to be

developed, but that important challenges remain in either approach.

6.3.1 One Possible Joint SRL/Coreference model – Span Selection

Increasingly, neural SRL and coreference models have relatively similar architectures. This

similarity is most obvious in the comparison of new span-based SRL systems (He et al. 2018;

Ouchi et al. 2018) and span-pruning-based coreference systems (Lee et al. 2018), which have

very similar architectures. Both approaches treat their task as being a comparison between two

spans (with a span representing a coreference mention, an SRL argument, or an SRL predicate),

where the underlying tokens in each span are represented by a method of representing words in

context (Peters et al. 2018; Devlin et al. 2018), and where one attends over these spans to attain a

single vector for each span. In both approaches, most theoretically possible spans are pruned by an

initial mention scoring function, and then the remaining possible comparisons are done using some

kind of comparison function. They differ only in that the coreference models make a single linking

decision (whether two mentions are coreferent), whereas SRL models decide whether a predicate

and argument are connected while also deciding upon the semantic role label itself. We suggest

that these tasks are similar enough that it may be possible to actually merge these two related

approaches into a single, unified task.

The path towards joining those two approaches would require one to treat each semantic

role not as a link to the predicate, but as a separate kind of mention to be clustered in the same

“clustering” approach used in coreference. This would mean that the simple sentence “John ate

his bagel” would consider both a series of entity spans (“John”, “his”, “his bagel”, “ate”) but also
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some semantic roles (“arg0 of eat”, “arg1 of eat”), and attempt to build a cluster over both – so

that you have one cluster corresponding to (“John”, “his”, and “arg0 of eat”) and another cluster

being (“his bagel” and “arg1 of eat”).

The specific motivation for such an approach is that such clustered semantic roles could

learn to make cross-sentence links independently of the mentions they locally refer to – which is

exactly the kind of knowledge necessary to learn implicit role resolution. In addition, such models

could directly learn information that is inherent to combinations of semantic roles, such as rules

for combining semantic roles defined by grammatical control and binding structures, or by directly

learning how particular semantic roles should combine. For example, “he was sentenced to prison

after pleading guilty” has a long-distance relationship between he and the agent of plead, but may

be easier to model by first attempting to link the agent of plead with the defendant of the sentence

event. This would also potentially allow the learning of narrative schema effects through such

clusterings, especially if combined with higher-order inference models used for coreference (Lee

et al. 2018). However, it would dramatically exacerbate the issues that are already quite present

in coreference models such as Lee et al. (2018); it would introduce a huge amount of additional

entities into a document, making it hard to scale something into an entire document.

6.3.2 A Second Route towards Joint SRL and Coreference – Document-level AMR

A second route towards a combination of SRL and coreference would be through the task of

“multi-sentence AMR” parsing – parsing sentences with AMR representations while simultaneously

making coreference decisions, so that the output is a graph of each document, as defined by the

annotations in the MS-AMR corpus (O’Gorman et al. 2018b). In such approaches, one would

have a graph representing many sentences, and predict the existence of a semantic role using

that context – likely using ways of leveraging rich representation of graph meaning in context,

such as graph convolutional networks or gated graph neural networks (Damonte & Cohen 2019;

Beck et al. 2018).

One version of this approach would be to parse each AMR on a sentence-by-sentence basis, but
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to incrementally link AMR concepts to prior entries in the MS-AMR graph during parsing, taking

an incremental approach to coreference as proposed in recent linguistically inspired works (Webster

& Curran 2014; Tuggener 2016). In analogy to context-aware frame-semantic parsing (Roth &

Lapata 2015) or to pointer network approaches to implicit role resolution (Cheng & Erk 2018b),

one would attempt to get such a model to attend to prior mentions of a given referent. However, it

should be noted that in order for a model to be incentivized to learn to predict implicit roles when

parsing explicit text, one might need to do modifications (such as adding noise to the input string)

so that a model might rely more upon the richer contextual information and less upon surface

strings.

Other directions in using AMR-style graphs for implicit role resolution would be through

denoising approaches over AMR graphs or over document-level MS-AMR graphs. Given a graph

representation of a given sentence or sequence of sentences, a denoising approach would be to

remove or add semantic roles to a graph, and then predict which roles are correct and which were

part of the added noise. Such approaches might be viewed as similar to the kind of denoising

autoencoder methods (Vincent et al. 2010) which have shown to be effective in language model

pre-training (Devlin et al. 2018), and might allow one to more directly learn the rich interactions

involved with narrative schema and selectional preference information, through learning to judge

the plausibility of a given semantic role in context.

6.3.3 Interpretation Types as Explicit Forms

A third path forward for implicit roles – having some similarity to the notion of dropping

arguments as a way of data augmentation – would be to predict the interpretation type of a possible

implicit role, but to do so in the context of recovering “dropped” content – adding explicit referents

into a text corresponding to that implicit role, and then feeding such modified texts into a normal

coreference system trained to work on such explicit forms. Recent work in implicit role resolution

for Chinese (Yang et al. 2019) has focused upon ways of detecting implicit roles and characterizing

the types of their “dropped pronouns” in this manner, adding back in various kinds of pronouns
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before coreference resolution. It should be noted that such an approach may be very promising for

certain specific kinds of contexts, wherein the implicit role clearly alternates with a particular kind

of explicit referent (such as replacing null complements with it or that), and may be particularly

useful for languages in which some grammatically core implicit roles have morphological information

required for disambiguation, such as number, person and gender. In this manner, one might imagine

using the prediction of interpretation types to map from a sentence such as “now I understand!”

to “now I understand [it]”, and then running such an augmented document through traditional

coreference models.

6.4 On Endeavors Connecting Linguistic and Computational Implicit Role
Research

As deep learning approaches become more and more capable of handling coreference and

SRL phenomena, it will be more and more likely that such systems can actually learn to represent

the kind of underlying latent features which may be necessary to model implicit roles. However,

rich contextual word embeddings are also dependent upon the explicit mention of referents in

text. We suggest that the implicit role resolution data developed here, and the implicit role types

outlined, may help to provide insight into such systems – whether they are directly trained for the

implicit role task, or when probing unsupervised systems for whether they can inherently learn

such information. The datasets proposed herein, as well as the probing corpus presented for future

probing-based tasks, may help provide a measure of linguistic insight into what such models are

actually learning, and to inform future representations which may be more capable of handling

implicit content.
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Appendix A

Model Details

This presents the requisite details for re-implementing models presented in Chapter 5.

A.1 Additional Details and Parameters for Feature Model

This section contains additional details for the re-implementation of the models presented in

Chapter 5.

A.1.1 Selectional Preference Model Details

Representations of mentions were initialized with 50-dimension embeddings from GloVE

vectors (Pennington et al. 2014). “Role” representations were represented as predicate specific

representations, either as dependencies combined with a predicate (such as “prep_across with

predicate=gaze”) or as arguments with roleset information, using 50-dimension embeddings. These

representations were concatenated and passed to a feedforward layer (100-dimension hidden layer),

passed through a tanh nonlinearity, and passed through a 100x1 layer for a final prediction score,

which then was used to minimize the following loss using pseudodisambiguation and a hinge loss:

loss = max(0,margin+ Score(predicate+ role,mnegative)− Score(predicate+ role,mcorrect))

As noted in section 5.2.2, this was trained with a mixture of PropBank semantic roles and

dependency roles, using all gold PropBank labels from OntoNotes (Hovy et al. 2006) and sampling

ten instances of dependency relations from Annotated Gigaword (Napoles et al. 2012) for each
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instance of a PropBank relation. The “similarity constraint” condition mentioned relied upon a

mapping between each PropBank predicate-specific role and the dependency-predicate combination

that most commonly expressed that role, such as between “arg1 of break.01” and “direct object

of break”. In that condition, a separate loss function was added for instances of PropBank roles,

minimizing the cosine distance between the PropBank role and its correlated dependency link;

this provided additional transfer of selectional preference constraints to PropBank roles with little

explicit training data in Ontonotes. The model was trained with Adam (Kingma & Ba 2014), with

batch size of 1000, patience of 10, and for a maximum of 100 epochs, using the AllenNLP toolkit.

A.1.2 Narrative Schema Model Details

As outlined in section 5.2.3, the narrative schema model processed a sequence of event-role

pairs, and produced a 200-dimensional representation of that event sequence which represented

its narrative schema behavior. Each event instance was characterized by an embedding for the

numbered argument and an embedding for the roleset. These were learned as a combined embedding

(D=200). Experiments to augment those representations with arguments of the events did so by

embedding headwords and relation terms for two arguments (D=200 each) , concatenating each

argument and mention with the role, and passing them through a feedforward network (output

D=200) with tanh non-linearity, and then concatenating each argument with the main role, passed

through another FFNN (D=200), and a tanh nonlinearity. Regardless of the use of event arguments,

the sequence of D=200 outputs was passed through a single-layer unidirectional LSTM (hidden

unit=200), traversing events in order of their mention in a text. The last state of the forward

LSTM was taken as the representation of that event sequence, with dropout applied (p=0.1).

This method was applied to both the correct prior sequence of events and N randomly selected

other event-role sequences and was applied to the target implicit role (which, by definition, was a

sequence of length one). Similarity was determined by dot-product between that target event-role

pair and all other sequences. Loss minimized the margin ranking loss – for each negative example
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narrative-eventnegative, minimizing

max(0,margin+ Score(narrative− eventnegative)− Score(narrative− eventpositive))

, with margin=0.1. The model was trained with the AllenNLP toolkit with Adam optimizer, with

batch size of 10, using ten negative examples per true instance, for a maximum of 100 epochs, using

patience of 20.

A.1.3 Anaphoricity / Mention Importance Model Details

As noted in section 5.2.5, the anaphoricity models used a set of discrete features: the part of

speech of the headword, its dependency relation, the lemma, and a sequence of the headwords and

dependency relations of each dependent of this mention, and the lemma of the mention’s head. All

features were embedded (embedding dimension=20) with Dropout of 0.2 (Srivastava et al. 2014)

and then simply averaged (using the “bag of embeddings” encoder in AllenNLP). These were passed

to a FFNN layer (d=100) with a tanh nonlinearity and Dropout (p=0.1) and then passed to a final

layer with output dimension of 1 for a scalar prediction. The binary cross-entropy between that

prediction and the true value (being a coreference cluster or not) was minimized using Adam, with

base size 32 and 100 epochs with patience of 4.

A.1.4 Salience model Details

Salience model input started with embedded representations of the headword, the part of

speech of the headword, the dependency relation of the headword, the number of mentions within

that mention’s coreference chain, and whether that grammatical relation matches that of the current

pronominal mention. Each was embedded (D=32), dropout applied (p=0.2), and that set of 5 terms

was concatenated into a vector (D=150). This was passed to a FFNN (hidden dimensions = 100),

with tanh nonlinearity and Dropout (p=0.4). A final 100 × 1 feedforward layer was applied to

produce the prediction. Loss minimized binary cross-entropy (whether any given mention was the

referent of the pronoun). This was optimized with Adam, using batch size of 32 and 100 epochs
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(patience of 10).

A.1.5 Recoverability and Interpretation Type Model Details

Recoverability models, as outlined in section 5.2.6, utilized a sequence of features for charac-

terizing the implicit role and its lexical information, and a separate set of features for characterizing

the constructional context of that role.

The lexical and semantic features of the implicit role were all represented as discrete, cat-

egorical features which were embedded into a sequence (d=50), and then reduced into a vector

(d=50) by averaging the embeddings(using AllenNLP bag of embeddings encoder). Numbered ar-

gument(NARG) and PropBank roleset (PB) were added directly, but other resources were derived

from lexicons and corpora. The LEX features used mappings from a given PropBank roleset to

FrameNet Frame Elements (FEs) and VerbNet thematic roles, as provided in the PropBank de-

velopment branch. For each argument which the PropBank semantic role mapped to, a score was

added to a list regarding whether that semantic role was labeled as “core”(1.0) or “peripheral”(-1.0)

in that lexicon, and the PropBank role was represented as an average over all of those mappings.

Those with no mappings were represented as 0. Explicit realization information(EXPL) was cal-

culated over the set of all OntoNotes, EWT, and BOLT PropBank data (Palmer et al. 2005;

O’Gorman et al. 2018a), counting the number of instances of that numbered argument for that

roleset over all instances of that roleset in the data. DEF data was calculated over that same set

of corpora, measuring a set of all instances where a mention has an explicit article, pronoun, or

indefinite pronoun, and dividing those instances into definite and indefinite. For all instances, the

DEF ratio was the number of explicitly definite NPs over all instances with a clear definiteness

encoding.

The syntactic representation of terms used a list of discrete representations – the part of

speech of the predicate, the dependency role of the predicate, and the list of all dependents, as

defined by dependency roles concatenated with part of speech of each dependent. These were em-

bedded (d=50) and passed through a forward LSTM (dropout 0.3). The ELMO representation
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was generated as described in Model 3, using the top layer from ELMO and running a bidirec-

tional LSTM outputting 100 dimension representation. Word representation for the LSTM model

(ALL) were represented using 100-dimensional GloVE vectors (Pennington et al. 2014) and a

positional embedding (d=5) into a bidirectional LSTM (d=100), and calculated with key-value

attention (Bahdanau et al. 2014; Daniluk et al. 2017) using the representation of the semantic

role, with D=200 for both the query and key and for the value vectors.

Outputs from both of those representations were concatenated, passed through a feedforward

layer (D=400; dropout p=0.5; ReLU nonlinearity) and then passed to the prediction layer for the

FrameNet, interpretation types and recoverability layer, applying a mask to each so that cross-

entropy would only apply to the relevant predictions.

A.2 Implicit Role Resolution Models

A.2.1 Model 1 – Simple Additive Model

Model 1, by design, had very few parameters (as outlined in section 5.3.2.1). Input for

N candidate antecedents came from the five simple feature-based models (each input being N ×

1). Each input was passed through two feed-forward layers, 1 × 20 and 20 × 1, with a softplus

nonlinearity (Glorot et al. 2011) and Dropout (Srivastava et al. 2014) (with p=0.3) after the first.

These five features were concatenated into a N × 5 matrix. Weights for constructions were learned

using a D=5 embedding layer, with each dimension corresponding to a feature. Dimensions were

fed through a softmax layer to produce 5× 1 matrix.

The predictions for each candidate were directly summed for each candidate into a single

score. In the condition with constructional weights, this was preceded by multiplying the candi-

date matrix with the softmax of the constructional weights. These were fed into a feedforward

network (D=100) with softplus nonlinearity and dropout p=0.3. Output was passed into a second

feedforward network (d=1) for prediction.

The estimate of whether the referent was recoverable was provided by predicted distributions
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over the FrameNet DNI/INI labels, interpretation type prediction, and recoverability predictions

discussed in section 5.2.6. These were concatenated with additional scalars associated with pred-

icates (rate of explicitness of the semantic role, and the downsampling rate used below). These

were passed to a feedforward layer(d=100) with softplus nonlinearity and dropout (p=0.3) and fed

into a second FFNN (100x1) to produce a single scalar judgment of recoverability.

The loss for correct recoverability minimized the binary cross-entropy between that prediction

and the correct mention. As there were multiple correct candidates, loss for detecting the actual

correct candidate minimized probability weight given to all incorrect candidates. For handling the

unbalanced data, instances of non-recoverable mentions were given less weight, through a parameter

to down-weight the loss of non-recoverable examples (1.0 for Beyond NomBank, 0.5 for SemEval-

2010-10, 0.06 for MS-AMR). All model were built with AllenNLP 0.4 (Gardner et al. 2018), and

optimization used Adam (Kingma & Ba 2014),

A.2.2 Model 2 – Dense Model

The feature-based model discussed in section 5.3.2.2 uses a more traditional syntactic and se-

mantic features. These features were extracted from more traditional sources of linguistic features,

using dependency parses (using the AllenNLP implementation of Dozat & Manning (2016)), coref-

erence (using the AllenNLP implementation of Lee et al. (2017)) and SRL (using the AllenNLP

implementation of He et al. (2017)) and NER (using the AllenNLP implementation of the Peters

et al. (2017) baseline model). Table A.1 outlines the features extracted from these models, mostly

copied or adapted from prior feature-based models of implicit semantic role resolution.

The first set of features used characterized the predicate and implicit role, independent of

the candidate, were used both for resolving role to a particular candidate but also for predicting

recoverability. These overlap with the features listed in Table A.1, and were hashed into a fixed-

width array (D=5000) with dropout (p=0.1) and passed through two feedforward layers with 50

hidden units and a softplus non-linearity. Features marked with an asterisk are scalar features

concatenated with this output, and then both used in the resolution model, and also passed into
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a feed-forward layer (hidden units 100) and another 100 × 1 layer for the actual recoverability

prediction. As with Model 1, the loss for correct recoverability minimized the binary cross-entropy

between that prediction and the correct mention. For handling the unbalanced data, as in Model

1, a parameter for down-weighting non-recoverable instances was used (1.0 for Beyond NomBank,

0.5 for SemEval-2010-10, 0.06 for MS-AMR).

For resolution of correct referent, the candidate-specific features describing features between

a candidate and the implicit role were hashed into fixed-width array (D=10000) with dropout

p=0.1 and fed in to a FFNN (D=200, dropout p=0.3) and a tanh nonlinearity, and concatenated

with all scalar features marked with an asterisk, and with the representation of the implicit role

mentions above. These were passed through another feed-forward neural network (D= 300) with

ReLU nonlinearity, one more layer with 20 units, ReLU and Dropout=0.3, and passed through

a final 20 × 1 feed-forward neural network for the final prediction regarding which candidate was

correct. As there were multiple correct candidates, loss for detecting the actual correct candidate

minimized probability weight given to all incorrect candidates. Losses for resolution and recover-

ability prediction were combined when mentions were recoverable, and only the recoverability loss

was used when mentions were not recoverable.

A.2.3 Model 3 – ELMO-based Model Parameters

The EMLO based model represented each sentence using the top layer of ELMO for each

sentence, using the “2x4096_512_2048cnn_2xhighway” model from Allennlp 0.4 . The ELMO

weights were kept frozen, and each candidate span is passed to a bidirectional LSTM (hidden unit

size 100).

A predicate representation was the concatenation of the Elmo representation of the predicate

(selection of the LSTM layer for the predicate) and embeddings from discrete features: a set of

six embeddings of characterizations of the implicit role (PropBank numbered argument, PropBank

roleset, Propbank function tag, FrameNet (when available), VerbNet (when available), and the

most common dependency relation used with the missing PropBank argument), with embedding
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Features for implicit role and predicate Source
Predicate-specific features
Predicate-specific semantic role -
Predicate part of speech -
Predicate dependency relation -
Numbered argument of implicit role -
VerbNet, FrameNet, and PropBank function tag labels for implicit
role

-

Frequency of the verbal form of predicate within the document. Gerber & Chai 2012
#16

Whether predicate is in main clause -
Hand-crafted construction type described in section 5.5.0.2 -
Number of mentions of predicate in document* -
all the FrameNet, Interpretation types, and recoverability predictions
discussed in section 5.2.6)*

-

Explicitness of the semantic role (rate of role occurrence for particular
predicate)*

-

Features for particular candidates Source
Implicit role and any semantic roles of candidate chain have the same
integer argument position

Gerber & Chai 2012 #8

Implicit role and any semantic roles of candidate chain are identical -
Whether candidate and predicate are arguments of the same predi-
cate.

Gerber & Chai 2012 #6

Dependency relation of candidate headword -
For core roles; whether argument was in main clause of sentence -
Whether or not the dependency relation associated with implicit role
is relation held by candidate

-

Whether candidate headword lemma is same as predicate lemma -
Number of mentions between candidate and predicate -
Every combination of word and implicit role Gerber & Chai 2012 #1
Frequency of candidate part of speech in explicit mentions of semantic
role*

-

The five scalar features provided by the interpretable model* -
Number of subject mentions between candidate and predicate* -
Sentence distance from candidate to predicate* Gerber & Chai 2012 #2

Table A.1: Features used in Dense model

dimension of d=50, and the output of the recoverability and interpretation type predictions. This

totaled a 411-length vector, which was passed through a single feedforward network (d=200),

followed by ReLU nonlinearity and dropout(p=0.2), followed by a second feedforward network

(d=50).
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As noted in section 5.3.2.3, this used two representations of mentions. A first, slightly more

lightweight representation was generated from the feature models described above and discrete

features. The first mention representation was generated from the same set of five features described

in the interpretable model above. The embeddings of discrete features were included for the NER

tag, the headword, part of speech, dependency relation, and last semantic role of the mention

(embedding dimension=50). These were concatenated and passed through two feedforward layers

(d=50). The dot product of the mention and the predicate array was used as a pruning score, and

only the top K instances were used for the next step, using K=15.

The second, richer, mention representation was generated using ELMO vectors. All the

sentences for these mentions were passed into the ELMO model (and the LSTM on top, D=100) and

the spans were converted into a fixed-width representation using a self-attention model (d=100).

These were combined with original mention representation layers above, and passed through a

feedforward layer with 200 hidden units, dropout(0.3) and a ReLU nonlinearity, and then passed

through a second nonlinearity (hidden units 100). The dot product between that new representation

and the representation of the event was used as the final score.

Determination of whether an entity was recoverable was determined using not only the im-

plicit role, but the highest-scoring implicit role candidate. The implicit role features, the score of

the highest-scoring referent, and the actual features of the highest-scoring referent from the sec-

ond mention model were all concatenated together. These components were passed through two

feedforward hidden layers (d=100 for the first, d=1 for the second prediction layer), with ReLU

nonlinearity and dropout (p=0.3) on the first layer. Loss minimized the binary cross-entropy be-

tween that prediction and the correct value. As with Model 2, since there were multiple correct

candidates, loss for detecting the actual correct candidate minimized probability weight given to

all incorrect candidates. For handling the unbalanced data, as in Model 1, a parameter for down-

weighting non-recoverable instances was used (1.0 for Beyond NomBank, 0.5 for SemEval-2010-10,

0.06 for MS-AMR). All model were built with AllenNLP 0.4 (Gardner et al. 2018), and optimization

used Adam (Kingma & Ba 2014).



Appendix B

Guidelines for Implicit Role Interpretation Type Annotations

The following are a set of guidelines for implicit role interpretation type labeling. The goal of

this annotation is to start with a PropBank numbered argument that is not explicitly realized not

normal PropBank annotation, and to label roughly what kind of thing it refers to, and how you

might expect to find it in the text.

You can get a sense of this task by first thinking about answering questions about such

unstated referents:

• “I must [admit] that I was surprised” Q: Who is the hearer of “admit”? A: The person
being talked to

• “John is out of money. [Sold] the family car, even.” Q: who is the seller of “Sold”? A:
John

• “I was [reading] in the backyard.” Q: What is the thing being read? A: Some unstated
book/article

These are all instances of implicit roles where you know something about the semantic role

that was left unstated. However, they differ in the kind of referent, and how you might find it –

the first is based upon knowledge of speech (that “I must admit” means admitting to the person

you are talking to), the second could be paraphrased with a pronoun and clearly refers to a prior

referent, and the third is this vague unspecified thing being read. The coarse-grained version of

these distinctions can be broken up into four types, and will be familiar to any annotators familiar

with the FrameNet annotation of DNI and INI categories:

• Definite: A reader/audience understands what the argument refers to.
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• Indefinite: The reader/audience doesn’t get to know what this refers to – it’s a vague,
unstated thing

• In between: You know some things about the referent, but not an exact identity

• Invalid: That numbered argument doesn’t exactly exist in the semantics at all.

However, we will also use an inventory of more specific categories, outlined below. The rest

of this document focuses on how to annotate that more specific inventory in a consistent manner.

The rest of these guidelines will contain a simple flowchart to provide an initial, very abbreviated

sense of which labels to use, and then a series of more specific descriptions of each implicit role.

This set of guidelines is intended to be read alongside a set of examples of each category in order

to get practice doing this annotation.

B.1 Interpretation Type Flowchart

This is a flowchart for getting annotation started, but is necessarily simplified to fit into a

simple flowchart: confer with the examples and definitions which follow for more detailed guidelines.

It may be useful, while starting, to find the two most likely options from this chart and to consult

those examples and definitions before deciding upon a final answer.

.
Is this semantic role valid in context, and unstated?
. yes, it’s valid and we would label this in PropBank (in scope) → local-mention
. yes, it is valid and not in scope: Do you know what it refers to?
. yes: If that because this event has already been mentioned?
. yes → Repeated-event
. no: Do you know specifically who this refers to, or is this a nonspecific/general referent?
. yes: If specific entity/proposition: is the referent a speaker or addressee?
. yes: Label it Deictic
. no: Is this paraphrasable with a pronoun (or “this” or “that”)?
. yes: → likely Salient/Recent (but consult below)
. no: → likely script-inferrable (but consult below)
. no, it doesn’t refer to a particular referent: What do you know about the referent?
. - A single instance of a kind of thing; you could refer to it as a X → type-identifiable
. - This refers to a general group rather than an individual. What kind of group?
. A whole class of things, such as people in general → generic
. A group of non-specific entities → iterated/repeated/set
. not really: Just that it exists, nothing more. Could/Will this come up again?
. definitely: If this is clearly going to be relevant to later text→ establishing/cataphoric
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. possibly It could, in some contexts, but inferred→ arbitrary/nonspecific

. not possible: this only comes to mind if it’s explicitly stated→ low-importance

. no: Not valid or existent in any way. Why isn’t it valid?

. predicate isn’t predicative or eventive: → Nonpredicative!

. predicate is eventive: Is the role invalid in a context like this?

. yes: → not-a-role-in-this-context

. no: → other-invalid

B.2 Types of Definite Implicit Roles

B.2.1 Repeated Event Implicit Roles

Roles where it’s clear that the implicit role is inferrable not because of any fancy pragmatic

inference, but because the event has already been mentioned. You should look for these instances

when the actual implicit role is an argument of a nominal predicate (especially a definite one), as

in the “sale” below. The various arguments “sale” are just knowable because you’ve seen the clause

with “sold”:

(183) They sold the company for $400, .... The sale still needs to be approved by the FCC

You should also label an event as a remembered-event instances even if the event isn’t in

the text, but is clearly being referred to as an event in the common ground. This will occur for

the arguments of named events in particular – for example, the attacker and target of “the 9/11

attacks” are definitely known, so you would just treat them as repeated-event mentions.

B.2.2 Deictic (i.e. Speaker/Addressee)

Deictic implicit roles, for the most part, refer to the speaker or the hearer (to be more

particular, they are roles which are identifiable precisely because they refer to the speaker or the

hearer.). One may also treat label other deictic references (things which are left out because they

are co-present with a speaker) with this label, but can expect them to be rare in the text. Examples

of these often conversational phrases or expressions of someone’s interests or beliefs, such as:
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(184) Look out! (arg0=you)

(185) Any suggestions? (arg0 = you, arg2 = me)

(186) This feels scratchy (arg0 of feel = to me)

B.2.3 Salient/Recent (Pronoun-like)

These refer to an antecedent that is identifiable in the recent prior discourse and which must

be referred to in the recent prior text. You can usually replace these with a pronoun (he/she/it)

or a demonstrative (that/this). E.g.:

(187) I talked to Bill. (he) told me he was retiring.

You should also use these to refer to the proposition under discussion too – so when you are

talking about things you know, believe, or claimed, and it’s clearly referring to the last-mentioned

things:

(188) “[you screwed up.]i” “I know ∅i!” arg1 of know = last proposition (screwed up )

(189) “[We’ll win in November.]i I think ∅i, at least.” thing thought = last proposition mentioned
(we’ll win in November)

Consult the note below on how to differentiate these from script-inferrable instances. As a

general rule, for such salient/recent instances, you should often be able to rephrase them with

a pronoun or demonstrative.

B.2.4 Script-inferrable

This label should be used for knowable referents that aren’t identifiable because of specific

kinds of interpretations above, but instead are understandable because of a general understanding

of how a particular argument would be filled in context. E.g., If someone robs a bank and is
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arrested, and you mention a “trial” event, they are probably the defendant, because we know how

that sequence of events tends to work. For English, this will encompass many of the implicit roles

that are knowable.

If you label an implicit role with this type, you should often be able to make a (perhaps

tenuous) generalization. E.g. for the link above, you might say “people who are arrested often go

on trial”.

B.2.5 Edge case tests

Salient vs. Script-inferrable test: Remember that discussion about how if someone robs

a bank and is arrested, and you mention a trial event, they are probably the defendant? Such a link

should generally be something you would infer even across long distances. In contrast, for example

187 above – if you were to add a few sentences of unrelated statements between those two clauses,

it is likely that they would change the meaning of the referent.

Deictic vs. non-deictic test: If something implicitly refers to a speaker or addressee, but

only does so because they happen to be the participant being tracked, you don’t want to label

them with deictic. For example, a sentence like “I was arrested for robbery. The trial is next

week”, then the defendant is “I”, but it is inferrable because of one’s knowledge of sequences of

events, rather than because it is a first or second-person reference. In such contexts, don’t label it

as deictic, but use the appropriate label such as script-inferrable.

B.3 Somewhat Definite mentions

B.3.1 Generics

This label should be used when referring to a whole class of things, but is most commonly

used to refer to people in general. E.g., “Smoking is not allowed in this establishment” means

something like “people can’t smoke in this establishment.” In most contexts, you should be able to

paraphrase a generic using the indefinite pronoun ”one.”
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Ambiguities with deictics: There are situations where it will be unclear whether an

argument means people in general or a particular speaker or addressee, as in “that’s annoying!” or

“this tastes awful (to me / in general)”. For the sake of consistency, whenever you can read such

an ambiguous referent, then you should default to that deictic reading if it is available.

B.3.2 Type-identifiable

Another class of somewhat knowable referent is implicit roles where you have a vague referent

or a vague quantity, but the type is known. In such cases, when not referring to the whole class of

things but a few instances of that type, simply label them as type-identifiable:

(190) I was reading (some kind of book)

(191) We went drinking (alcoholic beverages)

You can also use this for unstated, but relatively prototypical, extents, degrees, and domains:

(192) We went to the restaurant (arg2 = some distance)

(193) That building is really high (in terms of vertical height)

(194) I bought a new car (with some amount of money)

B.3.3 Bridging/Copied

You will likely not see many instances of this class, but if you have a referent that clearly

refers to a prior entity, but makes a new copy of that entity, then use the “bridging-or-copied” label.

E.g., in the example below, the prize won (the medal) for the second clause isn’t the same medal

that John won – it makes a new referent (the medal) copied from John.

(195) “John won a medal in division, and Mary won in hers too”

Use this label for any other instance where an implicit referent seems to “copy” some other

referent in the discourse.
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B.4 Indefinites

B.4.1 Establishing/cataphoric

Sometimes you will get mentions that are unstated, but obviously going to be resolved, as in

the victim of “There’s been a murder!”. Another example of this would be the topic of ”buzz” in

example 196 below.

(196) London has been buzzing all day. The Prime Minister is going to resign. (example modified

from prior literature (Hawkins 1978:102))

These clearly referential, important implicit roles are going to be separated out as establishing

/ cataphoric in the data. One simple test for these is that immediately after their mention, you

might be able to use a construction such as “it was X” to express who the referent is.

B.4.2 Iterated/repeated/set

If something refers to a vague collection of referents, but it’s a vague set – often because the

event is iterated, and therefore the set is simply defined as the set of entities that fill that role

– then use this general label of Iterated/repeated/set. E.g., for something like the example

below, the victim (arg1) of ”kill.01” is not really defined – we know that it’s a vague collection of

referents, but those referents are really only defined by the semantic role itself (the set of people

that were killed).

(197) He killed his way across Europe.

B.4.3 Arbitrary/Nonspecific

If you don’t know anything about the referent other than the fact that it exists, and it’s

not clearly encoded as an ongoing participant (those establishing/cataphoric roles), just mark it as

arbitrary/nonspecific.
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B.5 Invalid Semantic Roles

Finally, there are situations where we basically want to say that these arguments aren’t really

inferred at all.

B.5.1 Local mention

If you think that this numbered argument would actually be labeled in PropBank – i.e., it

has a valid local referent – then it’s invalid that it’s listed in this task at all! Mark this as a “local

mention“. These guidelines currently assume prior PropBank training, but one may wish to consult

Bonial et al. (2010) for information about PropBank definitions of “in scope”.

B.5.2 Contextually Invalid (not-a-role-in-this-context)

A sentence that says “the great plains are vast and open” might prompt an annotator for the

agent of opening, because we use the same sense for stative open and causative verbal to open. The

annotation may prompt you to label such an agent, but it is not an argument which makes any

sense on context, as “open” in that situation is stative and can’t possibly have an explicit causer.

We want to label that this argument as not-a-role-in-this-context

B.5.3 Non-predicative

Sometimes an argument is invalid because the predicate itself isn’t really something that

should have arguments. E.g., in a context such as “the sales associate will help you”, one perhaps

does not want to model that instance of “sales” as being a predicative event of selling. Even with

abstract usages like this, use this only when the usage is so non-predicative that it doesn’t seem

appropriate to use something like generic.

B.5.4 Low-importance

Finally, some arguments could be argued to be mentionable in a particular context, but

are really not inferrable at all except when they are explicitly stated. For example, the PropBank
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lexicon representation of “work.01” has a “co-worker” role. This may be important in some contexts

when explicitly stated (such as “I worked with Sam”), but it is unlikely that one would attempt

to infer any kind of coworker argument from a mention of the verb work. In such cases where the

implicit role is simply very unlikely to be inferred, feel free to use low-importance. In particular,

you should often use this for benefactive roles unless they are very clearly implied by an event –

although it is easy to attempt to stretch ones causal reasoning and discern a benefactive for any

given mention, we should avoid doing so unless it is a clear argument of the event.

B.6 Importance of Reviewing Prior Annotations

As a final note, it should be emphasized again that these guidelines are intended to provide a

basic understanding of the annotations, but the training for this task also requires that an annotator

review a set of prior decisions of implicit role annotations in order to gain consistency with prior

work.


