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Model predictive control (MPC) is a powerful technique that can be used to reduce the operational

cost, energy consumption, and environmental footprint of buildings. MPC optimizes control decisions to

minimize the objective function produced by a building energy model and has been successfully applied to a

range of control problems in buildings, usually thermal mass storage. Parametric simulation studies are typi-

cally conducted, and the resulting solution patterns are used to inform control strategies. A model predictive

controller can also directly control building equipment, but in order to achieve faster solution convergence

needed for real-time implementation, reduced-order gray- and black-box models are often employed that can

be optimized through linear or quadratic programming.

Despite the widespread potential for thermal mass control in buildings, MPC of this kind is chal-

lenging to implement due to the necessity of reduced-order models and the need to integrate with building

automation systems (BAS). This dissertation examines the possibility of using MPC conducted on white-box

building energy models—the same types used to evaluate building designs—to develop datasets from which

near-optimal control rules can be extracted using supervised learning techniques. This allows for the devel-

opment of custom supervisory controllers that more closely approximate optimal energy and thermal comfort

results compared to conventional control heuristics. Rules are developed in such a form that they can be im-

plemented in a conventional BAS. The dissertation uses the case of mixed-mode (MM) buildings to test these

techniques. A proof-of-concept rule extraction case is first presented for a simple binary natural ventilation

control problem to test the utility of several data mining and statistical techniques to the problem, including

generalized linear models (GLM), classification and regression trees (CART) and adaptive boosting. Next,

a simulation study is conducted to explore a variety of more complex MM optimal control problems on four

different MM building types and in five different climates. Two of these cases form the training set for fur-

ther rule extraction, testing the applicability of this technique beyond simple binary decisions. CARTs were

found to be successful in reproducing optimal supervisory control sequences, often yielding greater than 90%

of optimizer energy savings with minimal thermal comfort consequences. Robustness of extracted rules and
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generalizability to broader cases (e.g. other building types and climates) is examined. Finally, an experiment

is presented in which the energy and comfort performance of extracted rules are tested on a radiantly cooled

test cell. The impacts of model calibration mismatch and weather forecast uncertainty are examined and

are found to contribute significantly to the reduced experimental performance of the rules.

The research provides two key outcomes for the larger building community. For designers of MM

buildings, the simulation study provides for the first survey of MM performance under optimal control and

identifies preferred strategies by climate and building type. For building control engineers, the rule extraction

framework provides a new and innovative means for analyzing MPC solutions and implementing near-optimal

rules based on those solutions. The research presents the first step in what will hopefully be a new vein

of building controls research and eventually, controls practice. Future research must further examine the

robustness of the approach and its operational performance in “live” buildings.
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Chapter 1

Introduction, Motivation, and Organization

Buildings represent a significant fraction of current electric energy consumption and demand,

consuming over 40% of primary energy in the United States and generating a proportionate share

of greenhouse gas emissions [95]. One of the most cost-effective means to improve energy efficiency,

cut utility expenditures, and reduce emissions associated with commercial buildings is through

improved control. A 2005 Pacific Northwest National Laboratory report on advanced control and

automation in commercial buildings estimated that improved operational strategies could reduce

the total primary energy use of buildings by about 6% [19]. A later study by Lawrence Berkeley

National Laboratory for the California Energy Commission indicated that retro-commissioning of

commercial buildings across the US has generated cost-effective energy savings of 13–16% [73].

Simultaneous to this heightened interest in improving operational efficiencies, the building

design and services sector is seeing increased interest in high-performance building designs that

inherently benefit from more advanced control strategies. Mixed mode buildings are the example

used throughout this dissertation. Mixed mode (MM) buildings represent a hybrid approach to

space conditioning, employing a combination of natural ventilation and mechanical systems and

intelligently switching between the two to minimize energy use, while preserving occupant comfort.

MM is compatible with a variety of mechanical cooling system choices, ranging from conventional

vapor compression air systems to ground- or cooling tower-coupled radiant cooling. They have

demonstrated reductions in cooling- and ventilation-related energy use from 20% to 50% over

code buildings [91, 44] and consistently outperform conventional buildings on thermal comfort and
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occupant satisfaction [15]. However, the performance gains promised by MM buildings hinge to a

large degree on their controls. The effectiveness of the MM control strategy directly determines the

extent to which natural ventilation is able to displace mechanical cooling and ventilation systems.

Figure 1.1: The California Academy of Sciences, located in San Francisco, is one of the most notable
public mixed mode buildings in the United States. Source: Wikimedia Commons.

This dissertation examines MM control through the framework of model predictive control,

then applies data analysis techniques in a novel manner to reduce simulated optimal control se-

quences to rules that can be implemented in practice.

1.1 Mixed Mode Control Today

MM building controls have generally been classified into three topologies. Under zoned

control, natural ventilation and mechanical conditioning are allowed to occur simultaneously, but

in different zones of the building. For example, perimeter offices may be naturally ventilated and

core zones mechanically conditioned. In concurrent operation, natural ventilation and mechanical

conditioning may operate in the same space at the same time. Finally, changeover control allows

natural ventilation and mechanical conditioning in the same space, but never at the same time.

Most MM buildings will not fall cleanly into one of these categories, mainly because at least some

amount of zoning is require to provide dedicated mechanical cooling to certain high load spaces

like server rooms [16].

In the US, design guidelines and best practices for MM buildings have not yet been codified

by professional building services organizations. Pioneering research in Europe, such as the Inter-
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national Energy Agency’s HybVent project [44], has helped propel MM more into the mainstream.

For example, the Chartered Institute of Building Services Engineers (CIBSE) now publishes two

application manuals related to MM and naturally ventilated buildings [24, 23]. However, even in

Europe, there is no consensus on best practices for MM controls. As such, engineers are left to

“start from scratch” or rely on intuition in developing control sequences for these buildings. Algo-

rithms usually involve a series of simple heuristics and if/then statements developed by an HVAC

designer for the building’s sequence of operations. For example, “if the outdoor temperature drops

below 68 ◦F, open all automated windows and turn off mechanical cooling.” An example of one

such algorithm is provided in Figure 1.2, in which various logical comparisons are made against the

average zone temperature of the building to determine whether openings in the façade should be

made.

It should be noted that most MM buildings are not fully automated, and occupants are

usually responsible for operating windows in office spaces. This adaptive approach can reduce the

complexity of the control system and has been shown to improve occupant thermal comfort by

affording them greater latitude to adapt to thermal disturbances [33, 15]. However, introduction of

occupant-controlled windows can also undermine the energy savings of MM buildings, since people

cannot be expected to operate their windows in an energy-efficient manner all of the time. As a

result, some MM buildings incorporate informational systems, such as notification lights, to signal

to occupants when windows should be opened [72]. As with automated control, heuristics tend to

guide notification systems.

The frequent use of passive thermal energy storage strategies like night flush ventilation in

MM buildings suggests that these systems could benefit from more advanced control strategies

like model predictive control (MPC) to maximize the use of free cooling opportunities. MPC can

be used to optimize window positions, mechanical system operation, or both simultaneously, and

can serve as a useful benchmark against which known control heuristics and topologies can be

compared.

MPC is a control methodology that seeks strategies through time that minimize an objective
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or cost function, based on the predictions of a building-level or system-level model. In the context

of building systems, MPC allows for the development of optimal operation strategies that minimize

the energy use, carbon dioxide emissions, or operating cost of a facility. Although the potential

of MPC has become known in the HVAC engineering field in the past decade [46, 49], it has only

recently been applied to MM buildings by Spindler and Norford through the optimization of inverse

models specifically trained on two unique buildings [87, 88, 89].

The vast majority of MPC studies presented in the literature are so-called offline MPC inves-

tigations in which a receding-horizon MPC problem is solved and implemented on the same building

energy model, often in a deterministic fashion that ignores model mismatch and uncertainties in

weather and occupant behavior. This is in contrast to realtime or online MPC which optimizes

strategies on model predictions, then implements the solution on a physical plant. In online MPC,

model mismatch and stochastic influences are present, and the impacts of those phenomena are fed

back into the system. The two processes are illustrated and described in Figure 1.3.
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Online MPC SystemControlled Facility
(a) Online/Real-Time MPC

Offline MPC SystemSimulated Response
(b) Offline MPC

Figure 1.3: Online MPC evaluates potential control vectors (~u) on a building model and implements
an optimal control (~u∗) on a controlled facility. The resulting states in the building (~x) may differ
from predictions and can be fed back into the model. In offline MPC, the optimal control vector
is instead applied to a model. This model can be identical to the one employed in the offline
MPC loop (implying perfect predictions, as is the case in this research), or may contain randomly
introduced errors (as might be the case when evaluating impacts of uncertainty on the solution).
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1.2 Challenges in Extending Model Predictive Control to MM

For a variety of reasons, online MPC applications for supervisory control in buildings effec-

tively do not exist outside of a few custom test cases in industry and academia. For one, the model

predictive controller must be able to communicate with a building automation system (BAS), and

this kind of integration work is challenging, even with open protocols like BACNet. Another ob-

vious hurdle facing online MPC applications is psychological in nature. Building operators and

facility managers may not be willing to cede control of their building to an off-site server running

energy simulations and optimization algorithms of considerable complexity. Facility managers may

also perceive security risks by opening up their BAS to external network traffic. Network security

concerns might be alleviated by conducting MPC using an on-site, dedicated computer, but this

still does not eliminate the need to integrate the system with the BAS.

Finally, there is the issue of computing time. MPC can be a computationally burdensome pro-

cess, especially if performed on energy models of any sort of complexity (e.g. non-linear, multi-zone,

multi-physics models). This problem is usually overcome by developing reduced-order models that

can be solved with linear or quadratic programming techniques. Although a number of examples of

MPC using simplified building or plant models exist in the literature [20, 88], such approaches may

not be appropriate for every MPC application and detailed models may be preferred. For example,

if thermal comfort is constrained or penalized in the optimization, radiant heat balances must be

calculated, a common task in detailed simulation engines. More importantly, as practitioners at-

tempt to bring MPC to scale in commercial facilities, it may be desirable to use existing, validated

simulation engines rather than purpose-built reduced-order models. This dissertation assumes that

it is ultimately desirable to use validated thermal simulation engines for MPC, and as such, MPC

is applied to physical/white box models of typical MM buildings. This approach allows the use of

freely available and validated building energy simulation tools, like EnergyPlus [38]. Secondly, the

research examines the form of MPC solutions in a variety of climates. But most importantly, the

ultimate intent of this research is not to demonstrate the performance of online MPC applied to a
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live MM building. Rather, this dissertation examines whether similar performance can be achieved

using a much simpler approach.

1.3 An Alternative Approach: Rule Extraction

With improvements in computational power, increased affordability and access to cloud com-

puting resources, and better communications standardization and security for BAS equipment,

online MPC should start to see increased penetration for sophisticated commercial facilities in the

coming years. Until this becomes a reality, other approaches are required for achieving near-optimal

control at scale. This dissertation asks the question, can commercial buildings—MM buildings in

particular—reap some of the benefits of MPC while foregoing the complexities, cost, or perceived

risks of an online MPC implementation?

This research examines whether this objective could be achieved with rule extraction, a pro-

cess that utilizes supervised learning methods to approximate the performance of MPC by learning

from offline solution patterns. This approach first saw application in water resource management

where simplified rules for reservoir management were developed to approximate optimal manage-

ment policies for a reservoir network [12, 100]. The only prior related work in the HVAC field was

recently completed by Coffey, who explored the use of parametric MPC studies to develop lookup

tables of near-optimal control policies [29]. These lookup tables can then be used to quickly ap-

proximate optimizer responses in real-time implementations. This dissertation’s approach is closer

to the previous work in water management in that supervised learning methods are trained on the

results of offline MPC solutions.

The rule extraction process, as envisioned and developed in this research, is illustrated in

Figure 1.4. In steps 1 through 3, a building energy model is developed and offline MPC is used

to develop a training set of optimal solutions and corresponding building states. In conventional

offline MPC studies, solution sets would be evaluated “manually” through statistical or graphical

techniques. The analyst might develop improved control logic from the solution based on a semi-

quantitative “paraphrasing” of the observed solutions; however, in the rule extraction framework,
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supervised learning techniques are used to directly generate the control rule in the form of an

inferred function (step 4). Once a rule is trained, performance is tested to examine the skill of the

rule in reproducing optimal behavior, seen in steps 5 and 6. The specifics of the open and closed

loop tests will be clarified in Chapter 3. Steps 4 through 6 generally involve some iteration, since

it is often necessary to introduce expert knowledge as the solution is better understood. Finally in

step 7, the final rule is converted into control logic scripted in an applicable BAS language.
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Figure 1.4: Rule extraction proceeds in a seven-step process. In steps 1 through 3, a building
energy model is developed and offline MPC is used to develop a training set of optimal solutions
and corresponding building states. Supervised learning techniques are used to directly generate
the control rule in step 4. Once a rule is trained, performance is tested to examine the skill of the
rule in reproducing optimal behavior, seen in steps 5 and 6. Steps 4 through 6 generally involve
some iteration, since it is often necessary to introduce expert knowledge as the solution is better
understood. Finally in step 7, the final rule is converted into control logic scripted in an applicable
BAS language.
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1.4 Problem Statement and Objectives

Despite heightened interest in improving operational efficiencies of buildings and the promise

demonstrated by a variety of MPC research over the past two decades, MPC has seen effectively

no implementation in buildings. In an attempt to bridge the very promising energy and comfort

benefits of MPC with the realities of conventional control installations in most of today’s commercial

buildings, this dissertation aims to apply statistical and data mining techniques to:

• More rigorously analyze the patterns and relationships in offline MPC solutions

• Automatically formulate high-performing decision models/rules from the results

• Enable implementation of near-optimal control rules in a format that could easily be pro-

grammed using BAS script languages

• Investigate the ability of finely tuned heuristics to approximate MPC, offering insight into

cases where online MPC may provide meaningful performance benefits that cannot be

duplicated in any other way

MM buildings, whose performance is highly dependent on well-orchestrated supervisory con-

trols, will be used as a test case for rule extraction. As general guidelines for MM control design

currently do not exist, examining MM building control through the lens of MPC is a worthwhile

goal unto itself, an exercise that should provide a meaningful contribution to the design commu-

nity as well as existing MM building operators. Findings from the simulation study presented in

Chapter 6 will be presented in greater detail and with an eye toward design recommendations in a

separate report. The offline MPC simulation study will achieve several objectives, including:

• The first attempt to benchmark existing MM building control schemes against optimal

results generated by MPC

• Investigation of the sub-optimality of predicted mean occupant window opening behavior

in MM buildings, according to accepted behavioral models
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• Evaluation of different MM control topologies (i.e. changeover vs. concurrent) over a range

of building types and climates

1.5 Organization

The dissertation has been organized into the following chapters, as follows:

• Literature Review and State of the Art: This chapter examines present knowledge in

the areas of mixed mode buildings (both theoretical and applied), model predictive control,

and data mining/knowledge discovery techniques to be applied in rule extraction.

• Methodologies: Relevant methodology and nomenclature is introduced in this chapter.

The basic MPC framework used (including a description of the MPC software environment

developed), origins of MM building models, design of a broader simulation study, and rule

extraction techniques are discussed.

• MPC Validation Cases: This brief chapter covers the validation work that was con-

ducted during the development of the MPC environment.

• MPC and Rule Extraction for a Binary Window Control Problem: This chapter

presents the proof of concept for the rule extraction technique based on the results of a

simplified MM control problem. The results have been published in a series of two papers

[69, 70].

• Offline MPC Simulation Study: Results of an in-depth offline MPC simulation study

are presented in this chapter. The study provides benchmark optimal control results for a

range of MM building types under different comfort considerations and climates. Results

are compared against non-MM buildings as well as MM buildings using more conventional

control heuristics. The results from this section form the basis for the remaining rule

extraction cases.
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• Near-Optimal Supervisory Control for Select MPC Cases: Two MPC cases from

the simulation study are used to demonstrate the performance of the rule extraction ap-

proach. The rules are applied in different climates and buildings to examine their robustness

and sensitivity to training conditions.

• Field Test and Experimental Validation: The results of a field experiment are pre-

sented in which extracted rules are applied to the control of a test cell with a chilled ceiling

and fan-assisted natural ventilation. Energy and comfort performance as well as model

mismatch impacts are addressed.

• Conclusions, Discussion, and Outlook: The concluding chapter discusses more broadly

the effectiveness and practicality of the rule extraction technique and provides recommen-

dations for future research. It also secondarily discusses the broader implications of the

offline MPC simulation study for the operation of MM buildings.

Several conventions are used throughout this document. Any terms of art are introduced in

boldface text. Numbers are generally presented in SI units. Supplementary materials are provided

in several appendices, including source code for certain algorithms, detailed simulation results, and

experimental error analysis.



Chapter 2

Literature Review and State of the Art

The following section provides an overview of several research areas integral to this research.

First, MM design and control issues are reviewed. A select literature review related to MPC in

buildings is then provided, with one prominent application to MM buildings. Next, a survey of

papers mostly from other engineering fields provides some context for the proposed rule extraction

approach. Finally, a survey of adaptive thermal comfort literature and perspectives on its appli-

cation to MM buildings is provided, as thermal comfort is a crucial consideration in the proposed

MPC problems.

2.1 MM Design and Control Case Studies

The concepts of mixed-mode ventilation and cooling for commercial buildings have been

around and in practice for two decades in Europe and somewhat less in the United States. Numerous

case studies and summary reports have documented the performance, energy savings potential, and

occupant satisfaction with these buildings over that period of time; however, only the largest meta-

surveys incorporating multiple buildings have been included.

2.1.1 IEA Annex 35: HybVent

The first major research to deal specifically with the unique control needs of mixed mode

buildings was the International Energy Agency’s Annex 35 HybVent project, whose contributors

published extensively on control strategies for hybrid ventilation, namely Aggerholm [2, 1]. The
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Annex 35 project conducted studies on 12 buildings in diverse locations, from central Europe

to Japan to Australia.1 As a result of a lack of design guidelines and a scarcity of natural

ventilation-specific building components, several buildings required costly equipment modifications

during the commissioning and post-occupancy phases. Similarly, the lack of performance guidelines,

measurement methods, and robust control algorithms meant that many of the buildings surveyed

did not reach their anticipated maximum energy savings potential. For example, hybrid ventilation

in one case study was only utilized for 15% of the year due to poorly designed controls. In short,

both performance and cost for the natural/hybrid ventilation implementations were very diverse,

ranging from projects that achieved high energy savings at minimal cost (up to 50% reductions in

typical electricity consumption for ventilation) to buildings that actually consumed more energy

and cost significantly more than a conventional mechanical system due to poor design (a 40%

increase in heating energy was reported in one case) [44].

The project provides useful information on the MM strategies employed in the case study

buildings. Perhaps the most useful finding: it is currently very difficult to define a “typical” MM

system. Most buildings studied used a combination of demand-controlled ventilation (both infrared

and CO2 sensor implementations) coupled with thermostatic controls. There was no prevailing

trend toward centralized/supervisory control versus a decentralized approach.In fact, many of the

buildings that fared best in the case studies employed very simple or manual controls and did not

have any communication between NV components and mechanical systems.

There also did not appear to be strong preferences toward any one hybrid ventilation topology

or control strategy. Special use spaces, such as interior conference rooms, might have a dedicated

split HVAC system, and thus could be considered “zoned”; however, a mixture of concurrent and

changeover strategies were used with similar effectiveness throughout the case studies. No one

strategy dominated in terms of effectiveness or energy savings. One key finding from three of the

Japanese case studies was that, for changeover type buildings, care must be taken in development
1 Hybrid ventilation is used here because many buildings involved in the project did not contain vapor compression

refrigeration equipment, which is a key system in most American MM building designs. Thus, NV was paired with
mechanical ventilation systems only, rather than full mechanical air conditioning.
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of heuristics for switching from mechanical cooling to NV. In one building with an enthalpy-driven

changeover rule, when mechanical cooling had been used throughout the day, the building had a

tendency to become “stuck” in mechanical mode because the enthalpy of the outside air would

effectively never drop below that of the precisely conditioned indoor air.

With respect to adaptability and user control, it was found that occupants of cellular offices in

particular were very capable of controlling their own thermal environment in a way that minimized

the intervention of mechanical HVAC systems, within a fairly broad temperature range. Occupants

were more likely to adjust window positions and clothing than to simply revert to mechanical

ventilation. This finding was borne out in several office buildings in various nations and climates

ranging from Australia to Belgium that had either entirely manual control of window opening or

at least a manual override.

Conversely, the study also found situations in which manual control was preferable to fully

automated façade openings. In landscape offices where multiple occupants inhabit the zone, auto-

matic controls of inlets in the breathing/occupied zone were attempted, but it was impossible to

avoid thermal comfort complaints from at least some of the occupants. In the case of the I Guzzini

Illuminazione building in Italy, a fully automated system had to be decommissioned and reverted to

manual control due to extensive occupant complaints. Thus, even a fully automated and relatively

sophisticated control system could not satisfy all of the occupants all of the time.

Manual control also had its downsides. Although users were able to effectively control cellular

offices for thermal comfort, occupants proved to be poorer judges of indoor air quality, often allowing

CO2 concentrations to exceed 1,000 ppm. In classroom settings, individuals were able to control for

thermal comfort reasonably well, but IAQ often reached unacceptable levels, and thus automated

controls with manual override seem a better approach than a fully manual system.

Finally, one area in which centralized, automatic control proved to be absolutely crucial to

optimal performance and energy savings was in the application of night cooling. Perhaps the clearest

demonstration of this concept was in the failure of occupants of the Belgian PROBE building to

effectively control window openings for night cooling. Users would either over- or under-cool the
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building due to errors in prediction of nighttime temperatures and misperceptions of the ability of

the building’s mass to reject heat. [1, 2]

Other meta-surveys conducted by NREL [91] and Liddament et al. [65] have echoed the

general recommendations and energy savings potential seen in the Annex 35 case studies. Further

review is provided on these particular studies in Appendix A.

2.1.2 UC Berkeley Center for the Built Environment

The Center for the Built Environment (CBE) at UC Berkeley is arguably the leading US

research institution for MM building performance. A variety of projects under the guidance of Dr.

Gail Brager have investigated the control of MM buildings, occupant satisfaction, and adaptive

thermal comfort. In 2007, Brager et al. of CBE at UC Berkeley conducted a survey of existing

MM buildings and their control strategies. The objectives of the work were to better understand

the decision-making framework that informs MM designs as well as to document control strategies

for existing MM buildings. The study had a predominantly US focus but drew on a handful of

international buildings as well. Several detailed case studies were examined for which CBE was

able to obtain detailed control algorithm and performance information.2

Based on the buildings examined, Brager et al. offered general guidelines on the implemen-

tation of MM ventilation controls, which they describe as a continuum of fully manual to fully

automated solutions. Automatically opened windows are recommended for a variety of purposes

in the building, including hard-to-reach areas (e.g. a tall atrium), to enable nighttime cooling, to

achieve minimum ventilation requirements, or for spaces in which there is no dominant “owner”

that might open and close the window. The report makes a strong recommendation to use manu-

ally controlled windows liberally in the occupied zone, affording occupants the greatest degree of

control of their environment possible. The authors warn strongly against excessively “engineered”

solutions that, although perhaps optimally designed from an energy standpoint, may risk “losing
2 Buildings included the Aldo Leopold Legacy Center (Baraboo, WI), the San Francisco Federal Building (San

Francisco, CA), the William and Flora Hewlett Foundation (Menlo Park, CA), the University of Nottingham (Not-
tingham, UK), the Waterland School (the Netherlands), the Scottish Parliamentary Building (Edinburgh, Scotland),
and the Zoomazium Woodland Park Zoo (Seattle, WA).
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the adaptive opportunity.” [16]

The report also conducted highly detailed studies of several buildings and documented their

control algorithms to examine whether there were any commonalities between the most successful

buildings. With regards to algorithm inputs, temperature was the most common, followed by CO2.

Moisture sensors were seen in use in several cases for the purpose of limiting condensation on

indoor surfaces (moisture was not considered for comfort purposes). Modifiers or overrides used

to prevent NV operation during unpleasant conditions included outdoor temperature, wind speed,

and sometimes rain indicators.

Several different flavors of NV control logic prevailed. In some cases, NV was controlled to

provide for hygienic ventilation requirements, whereas in other cases NV was controlled to achieve

zonal cooling set points (with or without consideration for ventilation air volume requirements).

Still other schemes controlled NV solely with structural cooling in mind (i.e. nighttime pre-cooling

of exposed concrete slabs). The report concludes that further work must be undertaken to opti-

mize and generalize control algorithms for MM buildings, such that a library of control strategies

applicable to specific climates can be developed. [16]

A review of several other case studies that relate to the control of NV and MM buildings is

provided in Appendix A.

2.2 Thermal Comfort Standards and the Adaptive Principle

Thermal comfort will play a pivotal role in guiding the MPC process in MM buildings, and

therefore a review of applicable thermal comfort literature is provided.

The longstanding thermal comfort standards in the HVAC&R industries, namely ASHRAE 55

and ISO 7730, were established around statistical models of occupant thermal comfort for controlled

indoor environments. The widely used PMV-PPD model attempts to estimate the predicted percent

of building occupants dissatisfied with thermal conditions (PPD) based on correlations with the

predicted mean vote (PMV) of those occupants, based on research conducted by Olesen, Bassing

and Fanger (1972) [79]. Votes are predicted on what is now termed the ASHRAE thermal sensation
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scale and are influenced by a variety of factors, including the clothing levels of the occupants, activity

levels, the operative temperature of the indoor environment, and various other physical parameters

[3]. Thermal comfort standards then provide guidance on the acceptable operative temperatures

for a range of psychrometric conditions that are expected to satisfy 80% or greater of the occupants.

Figure 2.1: Current thermal comfort guidelines as specified by ASHRAE for conventionally condi-
tioned buildings. Source: ASHRAE 55-2004 [3]

However, until standards were updated in 2004, it was extremely difficult for naturally ven-

tilated buildings—in fact, any building lacking extensive use of mechanical systems—to meet these

thermal comfort requirements, despite the fact that post-occupancy surveys for these buildings in-

dicated that their occupants were generally satisfied from a thermal comfort standpoint. According

to de Dear and Brager (2000), the predictive model of thermal comfort could not explain findings

from many passive buildings in which “more person-centered strategies for climate control” had

been deployed [18]. Brager, de Dear and others advocated for a modification and relaxation of

these standards to include consideration of occupant adaptation to thermal conditions. An exten-

sive review of the various modes of adaptation and the other biological, psychological, and social



20

processes that research has suggested may influence thermal comfort is beyond the scope of this

research.

For buildings in which thermal adaptation occurs, research has found improved correlation

between occupant comfort and mean outdoor monthly temperatures compared to the existing PPD-

PMV model that only considers local effects like air temperature, air speed, and clothing levels.

Brager and de Dear first proposed modifications to thermal comfort standards in 1998 to account

for occupant adaptation in naturally ventilated buildings, later defined by ASHRAE 55-2004 as

“those spaces where the thermal conditions of the space are regulated primarily by the opening and

closing of windows by the occupants” [3]. The early published works and eventual standard provide

a linear band of acceptable operative temperatures based on mean outdoor monthly temperature

[18, 17, 34]. The currently allowed operative temperature range in the standard is presented in

Figure 2.2. What the adaptive model implies is that an occupant’s temperature preferences are

influenced by seasonal or monthly weather conditions, providing that occupants have control of

their thermal environment through natural ventilation elements like operable windows.

Figure 2.2: Indoor operative temperature acceptable ranges are presented, with 80% and 90% user
satisfaction shown. Allowable operative temperature varies with mean monthly outdoor tempera-
ture. Source: ASHRAE 55-2004 [3].
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A related but not identical interpretation of adaptive thermal comfort has also been incorpo-

rated into EN15251:2007, a European standard that, among other things, specifies thermal comfort

criteria for buildings. Under the standard, so-called “buildings without mechanical cooling” (i.e.

buildings that do not use vapor compression refrigeration equipment such as chillers to cool water

and air) may utilize a set of thermal comfort criteria for cooling months to account for occupant

adaptation [39]. Specifically, the standard allows the indoor operative temperature to vary lin-

early with the running mean outdoor temperature. The running mean outdoor temperature is an

exponentially weighted average of the mean outdoor temperatures of the last month. A chart of

allowable temperature bands for cooling season operative temperatures is provided in Figure 2.3.

Figure 2.3: Indoor operative temperature limits for cooling season as a function of the running
mean outdoor temperature. Source: EN15251:2007 [39]

2.2.1 Applicability of Adaptive Comfort to MM Buildings

Given the emphasis of standards language on free-running buildings, the question arises,

does the adaptive principal apply to MM buildings at all? More fundamentally: does thermal
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adaptation even apply entirely to all naturally ventilated buildings, as allowed in ASHRAE 55-

2004. The answers to these questions are unclear.

Even in naturally ventilated buildings, there will be times of year or regions of the building

in which the thermal environment clearly is not controlled by the opening and closing of windows,

making adaptation impossible. For example, the core region of a naturally ventilated office building

will be influenced very little by the opening and closing of windows. Similarly, in the heating season

when windows are primarily kept closed to avoid drafts, the zone thermostat is the primary means

of thermal control, not windows. Research into occupant adaptation suggests that occupants of

naturally ventilated buildings only truly exhibit thermal adaptation when the building is free-

running, that is, when all active heating and cooling systems are off [9, 75, 76]. In this way, not

even all naturally ventilated buildings will adhere to adaptive thermal comfort models all of the

time and in all regions of the building.

The issue becomes more complicated when one extends adaptive thermal comfort models

beyond naturally ventilated buildings to the more general case of “buildings without mechanical

cooling,” as in EN 15251:2007, or to MM buildings, which very well could employ mechanical

cooling in some form. A recent Dutch thermal comfort standard, NPR-CR 1752, may provide a

useful framework for answering these questions. NPR-CR 1752 provides thermal comfort guide-

lines specifying upper and lower bounds for indoor operative temperatures as a function of the

outdoor running mean temperature, very similar to EN 15251:2007. In an attempt to generalize

the application of adaptive comfort models, the standard specifies two different types of build-

ings: alpha—those buildings for which adaptive comfort models apply—and beta—those for which

“static” models apply. Determination of the building type is made through a decision tree, shown in

Figure 2.4, accounting for several types of adaptive behaviors that could be present in the building.

Even buildings with mechanical cooling are not excluded from an adaptive classification as long as

they provide sufficient adaptive opportunities for occupants. [74, 96]

Any classification scheme for adaptive comfort that is premised on the underlying systems of

the building will most likely be made obsolete by the continual diversification in building systems,
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Figure 2.4: Flowchart for classification of alpha and beta buildings. Traditional sealed facade build-
ings clearly fall into the beta category, whereas various combinations of measures allow buildings
to be considered as alpha (following adaptive comfort theory). Source: NPR-CR 1752 [74]
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according to Rijal, Humphreys and Nicol (2009) [86]. Their recent work posits that the application

of adaptive comfort models to buildings be guided more by the expectations of the occupant in a

given space than by the actual building systems in place that enable adaptive behavior.

2.2.2 Applications of Adaptive Comfort Models to MM Buildings

A variety of European research has applied adaptive thermal comfort models to MM buildings.

Voss et al. (2007) used EN 15251 to examine the thermal comfort of 22 buildings, each using different

passive cooling techniques, including from vertical heat pipes, air-to-earth heat exchangers, and

slab cooling. Natural ventilation and night flush cooling were common features of these cooling

strategies [98]. Henze et al. (2007) used EN 15251 and NPR-CR 1752 model to examine the impact

of adaptive thermal comfort criteria on the optimal control of building thermal mass [51]. Pfafferott

et al. (2007) applied the EN 15251:2007 standard in a similar way to evaluate the performance of

12 office buildings from a thermal comfort standpoint, showing that buildings in Germany which

utilize natural heat sinks for cooling purposes can provide adequate thermal comfort under most

conditions [80].

Beyond this precedent for applying adaptive comfort to MM buildings, some recent papers

support the hypothesis that adaptive comfort can be applied to some MM buildings. A series of

papers by Rijal et al. have demonstrated that adaptive behavior does in fact occur in MM buildings

much in the same way as in totally free-running, NV buildings [84, 86]. Through case studies of

MM buildings in the UK, the authors observed occupant adaptation (both clothing change and

window operation) and comfort expectations that closely matched those for NV buildings.

Even though none of the thermal comfort standards now in place explicitly allow MM build-

ings to follow adaptive comfort requirements, the current research will apply adaptive comfort

models and associated occupant behavior models to the their evaluation, following the precedent

established in previous research.
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2.3 Model-Predictive Control

Optimization techniques have been extensively applied to building design problems in recent

years, perhaps most notably through the National Renewable Energy Laboratory’s BEOpt research

program [25]. In terms of advancing control in buildings, a smaller subset of the literature examines

optimal, model predictive control for building systems.

MPC has traditionally been applied in buildings to thermal storage problems, beginning

with active thermal storage [20, 53, 54, 55, 52]. In many cases, active storage systems could

be modeled in an isolated fashion (i.e. decoupled from a complete building thermal simulation),

enabling optimization problem formulations that lend themselves well to traditional techniques

like linear/quadratic programming, branch-and-bound, or dynamic programming. In such reduced

order formulations, the state of a tank storage system could be captured in a single variable (e.g.

a state of charge for ice storage), allowing the application of terminal constraints. For example,

one could specify that, regardless of the control policy explored, an ice storage tank must be fully

charged at the end of a 24-hour period to be prepared for operation on the following day. These

additional simplifications help to reduce the decision space and corresponding time to converge for

the MPC problem and are even tractable in online MPC implementations.

With regards to passive thermal storage problems, Braun proposed the application of MPC

techniques to the control of building thermal mass for demand limiting purposes in 1990 [20]. Braun

initially proposed an application of the technique that utilized inverse models for cost evaluation.

The idea continued to gain traction in the 2000s through a series of publications by Henze and

colleagues Krarti, Florita, Felsmann, and Brandemuehl. Many of the most recent investigations

have employed complete building energy simulation tools (such as TRNSYS and EnergyPlus) as

cost function evaluators, rather than simplified models. The dispersed nature of the thermal storage

medium and its interactions with other heat transfer phenomena in the building—including internal

gains and plant equipment—require more sophisticated energy models.

Henze and Krarti conducted US DOE-funded research into the cost savings potential of uti-
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lizing both active and passive thermal storage mechanisms available in buildings today, with an

emphasis on load-shifting techniques for variable utility rates. Two different optimization environ-

ments were compared and cross-validated, yielding similar results. Studies employed a variety of

optimization techniques, including direct search (e.g. Nelder-Mead simplex), gradient search, and

dynamic programming. It was found that simplifications to building model geometry and zoning

could be made without introducing significant sub-optimality to the solution, all while increasing

optimizer speed. Model mismatch in material thermal properties as well as internal heat gains were

also shown to have a significant impact on the effectiveness of the MPC scheme. When implemented

as an online model predictive controller, it was found that highly simplified weather forecasting was

sufficient for the optimizer to find near-optimal policies. [46, 47, 48, 50]

Research by Henze et al. in a 2007 ASHRAE project examined optimal control of passive

thermal storage in buildings through a sensitivity analysis to examine potential for cost savings

by optimal load shifting. A variety of utility rate structures, building construction, internal gains,

and weather characteristics were analyzed as factors in the study. PMV comfort violations were

generally avoided by limiting the range of cooling set points to within the summer comfort band

of ASHRAE 55. Building mass, internal gains, and diurnal temperature swings were shown, as

expected, to be decisive in determining the available pre-cooling capacity. Strong pre-cooling incen-

tives through high on-peak pricing led to deeper pre-cooling, but pre-cooling energy cost penalties

were limited to 8% even in the worst cases. [49, 45]

2.3.1 Supervisory Model-Predictive Control of MM Buildings

Spindler and Norford first examined the optimal control of an entire MM building through

Spindler’s Ph.D. dissertation at MIT (2004), entitled System Identification and Optimal Control

for Mixed-Mode Cooling, later publishing the work as a two-part paper (2009) [87, 88, 89]. The

control of a MM office building was examined in two parts. First, an inverse modeling system

identification framework was developed to assist in assembling an accurate black-box model of

the building that provided lower prediction error than those published for many other naturally
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ventilated buildings. A Principle Hessian Direction Regression Tree (PHDRT), neural network,

and Kernel Recursive Least Squares (KRLS) model were each developed, trained, and compared

against measured building data. Despite the inherently non-linear nature of the processes of interest

(particularly with regards to airflow), the linear PHDRT model provided the best overall predictive

capability and about half the RMS error of a corresponding physical model of the building in

question (0.42K, compared to 0.74K for the physical model). [88]

In the second phase, a combination of optimization techniques, including dynamic program-

ming, integer programming, genetic algorithms, and simulated annealing were investigated to opti-

mally control the model with the goals of achieving thermal comfort and minimizing fan operation.

Automatic control for a fan and certain operable windows was investigated. Control decisions were

optimized over a 24-hour planning horizon, although multi-day horizons of 48 and 72 hours were

also investigated. To reduce the dimensionality of the problem and reduce computing time, a num-

ber of different decision variables were discretized into lookup tables. For example, the number of

different operating modes of the building was fixed and enumerated in an output table, represent-

ing a discrete set of combinations of fan operation and operable window opening areas. A binary

search was then performed on the resulting simplified model, reducing computing time. The opti-

mal control of night cooling was shown to maintain indoor temperatures over 4 ◦C below ambient

throughout the hottest parts of the day. [89]

Spindler applied the same modeling and optimal control concepts to a second building, but

was unable to obtain significant data on window openings to be able to either validate optimal

control algorithms or implement a supervisory, MPC strategy for the building [87]. Thus, it remains

to be seen whether a similar strategy (linear, data-driven building models optimized with a binary

search) could be effectively extended and generalized to a larger number of buildings. Furthermore,

the use of black-box regressive building models effectively limits the approach to existing buildings

with sufficient monitoring equipment and data for a training set. This may significantly limit the

practical application of this technique.
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2.3.2 Rule Extraction from Offline MPC

Literature in the building sciences most commonly presents MPC as a benchmarking tool,

useful for exploring maximum energy/cost savings potential for certain control problems that in-

volve slow system dynamics, energy storage, or day-ahead planning. Observations on the underlying

strategy pursued by the optimizer can then inform improvements to existing heuristics, as in [49].

In passive thermal storage problems, MPC is almost always employed in this “offline” mode.

If online optimization is too cost-prohibitive or computationally burdensome for the vast

majority of facilities to implement, then some tools are required to help extract the useful logic and

strategies of offline simulation studies with analytical rigor. If these techniques yield relationships

that can be directly employed as control logic in a BAS, all the better. Publications in other fields

contain several prospects. Authors Bobbin and Yao published in the late 1990s on the application of

genetic algorithms to develop optimal if/then control rules. The technique was applied to extremely

simple mechanical systems for validation purposes, and has since seen traction in other fields.

However, the if/then rules must be formulated at the time of optimization, meaning that the

optimizer must search literally any feasible rule structure during optimization for solutions to be

found. The approach is tractable when developing a controller for a two-state-variable system as

in the original paper, but it is unclear whether application to more complex control problems is

feasible. [13, 14]

There have been some more promising developments in the water management field, where

data mining techniques have been employed to generate near-optimal operation policies for reservoir

networks. The management rules are mined from a set of MPC results using techniques ranging

from simple linear regression to induction decision trees. Wei and Bessler have published on these

techniques in the past decade, indicating that they have experienced the greatest model skill and

fidelity using various forms of decision trees. [100, 12, 99]

Brian Coffey’s Ph.D. dissertation at the University of California Berkeley, entitled Using

Building Simulation and Optimization to Calculate Loop Tables for Control, is perhaps the closest
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attempt to reduce the complexity of online MPC implementation in the HVAC field [29]. Coffey

utilized offline MPC results from parametric studies to develop lookup tables, which can be used

for online implementations or to inform control sequences in the design process. His research shows

that ideal cases for the lookup table approach can be reduced to parametric investigations on six

or seven variables, thus comprising a problem (usually a sub-problem) that can be solved offline in

a tractable and economical manner.



Chapter 3

Methodologies

An outline of the general methodologies used throughout the research is provided in the

following chapter. Some specialized methodologies appear throughout the remainder of this disser-

tation.

3.1 MPC Problem Formulation and Software Environment

When applying MPC generally to MM buildings, decision vectors include a mixture of con-

tinuous and integer/binary variables, resulting in a mixed integer problem. Furthermore, when the

objective function is demonstrably nonlinear—as is the case in the chosen approach which utilizes

white-box models—we have a mixed-integer nonlinear programming (MINLP) problem, formulated

as follows:

Minimize Ctot = f(~x, ~y) = Ce + Cc

Subject to :

~x ∈ {0, 1, 2, ...N}m

~y ∈ Rm

~l ≤ ~y ≤ ~u

(3.1)

where Ctot is the cost or objective function, which is the sum of energy costs (Ce) and comfort
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penalties (Cc). The cost is a function of the m-dimensional vectors ~x and ~y, each representing

control decisions in time over m time blocks. Decisions in ~x are positive integers or binary, and

decisions in ~y are real-valued and continuous. They may further be subject to upper and lower box

constraints (~u and ~l, respectively), which can vary over time to enforce acceptable decisions (e.g.

allowable ranges of cooling temperature set points). We are not theoretically restricted to only two

decision vectors; there may be any number or combination of vectors like those described above.

However, limitations on computing resources require that the number of decision vectors and the

time dimensionality of the problem are kept low.

Because one might want to investigate optimal control policies over periods of weeks or over

an entire cooling season, the size of m could become quite large. Consider the case in which

one wishes to optimize the operation of a building’s operable windows in conjunction with global

cooling set points, generating decisions for each hour of the day. If this problem were examined

as a traditional optimal control problem over a period of a week, we would have a decision space

of size 2168 just for a binary variable. Therefore as the literature suggests, it is sensible to employ

a receding horizon MPC approach in which decisions are optimized one or two days at a time,

and the problem is broken up in time into a series of sub-problems identical to the one formulated

in (3.1), but with significantly less time dimensionality [49]. In this instance, the present cost is

also a function of past control policies due to thermal storage effects in the building mass, and to

estimate the present cost correctly, it is necessary to either explicitly initialize state variables or

pre-condition the building for a sufficiently long period using past optimal policies. The chosen

receding horizon MPC approach is illustrated in Figure 3.1, with decisions further discretized in

time. Previous decisions (black) determine the thermal history of the building, thus impacting cost

and decisions under the current planning/execution horizon (gray).

For a variety of reasons, it was decided early in the research that EnergyPlus was necessary

to more accurately model mixed mode and other passively cooled buildings (e.g. radiantly cooled).

Unfortunately, the building energy analyst currently lacks easily adaptable tools to enable MPC

investigations using standard building simulation engines (DOE-2, EnergyPlus, TRNSYS, etc.) as
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Figure 3.1: Procession of receding horizon MPC approach using six four-hour time blocks to dis-
cretize decisions in time.

the objective function evaluator. Although Henze, Felsmann and Florita had previously provided

a link between TRNSYS and Matlab [45], no such comparable tool was available at the onset of

research to allow MPC investigations in EnergyPlus without some modification to the source code.

Wetter has developed a generic optimization interface (GenOpt) that was later adapted to MPC

applications through a software framework developed by Coffey [102, 28], but these tools were not

available at the outset of the research.

A customized optimization interface should be developed with the following general specifi-

cations in mind:

• Enable MPC using “off-the-shelf” software rather than custom-compiled versions.

• Provide the ability to manipulate decision variables of multiple numerical (continuous,

integer, binary) and schedule types (setpoints, availability, etc.).

• Preserve the thermal state from previously implemented policies.

• Treat the objective function as a “black box,” eliminating the need for the optimizer to

gain access to objective function differential properties, such as gradient, Hessian, etc.
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• Enable comparisons with multiple optimization algorithms.

Through extensive collaboration with CU Boulder graduate student Charles Corbin, an opti-

mization environment bridging EnergyPlus and Matlab (ME+) has been developed that is capable

of addressing the general MINLP problem described above. EnergyPlus is used as a black box

cost function evaluator, and Matlab is used for optimization and file I/O. In Figure 3.2, a block

diagram schematic of the overall optimization environment is presented to demonstrate the general

solution approach. Building models are read in and modified by the chosen optimization algorithm

in Matlab by manipulating EnergyPlus schedules. Both continuous and integer/binary decisions

are possible, so decision vectors can include values ranging from global cooling set points to pump

availability. Matlab writes out the manipulated .idf files, and models are passed to EnergyPlus for

simulation. Results are read back into Matlab from EnergyPlus .csv outputs, and the cost function

is computed based on a user-customizable objective function calculator. Any output variable from

the simulation could be used in the objective function evaluation (energy, demand, and comfort are

most common). Detailed descriptions of the environment and several case studies are provided in

[30].

This process is used to optimize decisions over a specified planning horizon, P , and decisions

are then implemented for an execution horizon, E, which in most cases is equal in length to the

planning horizon. Cost is evaluated over a cost horizon, C, which may be longer than the

planning horizon to account for multi-day impacts of decisions in more massive structures. It is

used in favor of extending the planning horizon to keep the dimensionality of the problem small.

In cases where C > P , decisions in the planning horizon are replicated in the cost horizon. Finally,

because EnergyPlus does not allow the building to be initialized at a precise state, an initialization

horizon, I, is required to ensure that the terminal thermal state from previous execution horizons

is preserved as the optimization advances through time. This process is illustrated in Figure 3.3.

Even though the time step of the building energy simulation is sub-hourly, the planning

horizon is segmented into multi-hour blocks of time during which the optimizer is allowed one
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Figure 2: A proprietary MPC environment, coupling MATLAB and EnergyPlus.

decision vector is found for the current planning horizon, the optimizer proceeds to the

next day. The thermal history of the building is preserved between planning horizons by

running the building through a “historical” period that captures one week of boundary

conditions and decisions prior to the start of the current planning horizon. This this has

been shown to preserve the thermal history of the decisions implemented on the previous

day(s) [CITE CHAD’S PAPER AGAIN]. This concept is qualitatively illustrated in Figure

3 below. At the end of this process, the near-optimal result is simply a vector N ×L hours

long, where N is the length in days of the optimization period and L is the number of

“modes” per day, in our case 12. As mentioned, all decisions are binary.

8

Figure 3.2: The ME+ environment, coupling Matlab and EnergyPlus.

decision on a given variable. This temporal aggregation of decisions significantly reduces the size

of the decision space and the computational expense of the optimization. Thus the result for each

control parameter under optimization is a decision vector ~x∗; it is n ∗m hours long, where n is the

length of each mode and m is the number of modes per planning horizon. In cases where E < P ,

only a subset of these decisions will actually be implemented based on the number of modes in E.

Since elements of the optimization environment are currently being used by a commercial

enterprise for conducting online MPC of large commercial buildings, detailed Matlab source code

related to Matlab-EnergyPlus coupling has not been provided as part of this dissertation. However,

several examples of optimizer code have been made available through Appendix C.
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Figure 3.3: The MPC optimization marches through time one execution horizon at a time, op-
timizing decisions over the planning horizon, examining cost impacts over the cost horizon, and
preserving state using the initialization horizon. Decisions replicated in the cost horizon are denoted
with a dashed line.

3.2 Particle Swarm Optimization

3.2.1 Canonical PSO Algorithm

Previous research has demonstrated the necessity of appropriately selecting optimization

algorithms and choosing appropriate optimizer seed values to avoid premature convergence on local

minima that are inherent in passive thermal storage problems [45, 49]. Early test cases conducted

on EnergyPlus models underscored the necessity of striking a balance between robust global search

accuracy and computational time. Pattern searches like Nelder-Mead simplex are known to become

attracted by local minima, thus avoiding more global exploration. On the other hand, many global
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optimizers like the ones provided with technical computing packages can search extensively—tens

of thousands of iterations have been observed in the course of this research—without converging

on a global optimum.

As a result, the meta-heuristic particle swarm optimization (PSO) was adopted. PSO com-

bines simple rules with randomized weighting factors to generate complex search behavior in a

population of “particles” evaluating the search space. The action is akin to the flocking behavior

of birds and schooling behavior of fish. As with these organisms, information shared between in-

dividuals in the swarm affects the decisions of others, all of whom eventually converge on the best

solution found by the group. The algorithm is non-deterministic and therefore the search pattern

of any swarm is impossible to determine a priori. This characteristic of the algorithm decreases

the likelihood that it will become stuck in local minima, at the expense of guaranteed convergence

upon the true global minimum. Early optimizations were conducted using a variant of the algo-

rithm presented in the foundational work conducted by Kennedy and Eberhardt [60]. For clarity

we will call this “canonical” PSO or PSO-CA. At each new time step, t+ 1, particle velocities are

computed from previous velocities/momenta, and then the position of each particle is updated, as

given by

~vi(t+ 1) = ω~vi(t) + α1~γ1 [~pi(t)− ~xi(t)] + α2~γ2 [~pg(t)− ~xi(t)] (3.2)

~xi(t+ 1) = ~xi(t) + ~vi(t+ 1),

where:
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~vi is the velocity vector of the ith particle,

~xi is the position vector of the ith particle,

ω is an inertial weighting term,

α1 is a coefficient weighting the strength of personal best cost,

~γ1 and ~γ2 are vectors of uniformly distributed random numbers,

~pi is the personal best position vector of the ith particle,

and ~pg is the global best position vector for the entire swarm.

The position vector is identical to the decision vectors, ~x or ~y, presented in (3.1). The algorithm

proceeds until a convergence tolerance is reached or the optimizer times out. In this implementation,

the coefficient of variance root mean square error (CV-RMSE) of all current objective function

values in the swarm compared to the global best value is employed as the measure of convergence

RMSE =

√∑n
i=1(Ci − Cbest)2

n
,

CV-RMSE =
RMSE

var(~C)
.

(3.3)

where n is the number of particles in the swarm, Ci is the objective function value of the ith particle,

Cbest is the global best objective function value, and var(~C) is the variance of all objective function

values in the swarm.

More recent investigations by Clerc and Kennedy (2002) demonstrate rigorously that a “con-

striction factor,” χ can be applied to the traditional PSO to ensure stability and prevent “explosion”

or divergence of the swarm [26]. We will refer to this formulation as PSO-C. The inertial weighting

term disappears, and the governing equations then become

~vi(t+ 1) = χ [~vi(t) + α1~γ1 [~pi(t)− ~xi(t)] + α2~γ2 [~pg(t)− ~xi(t)]] (3.4)

~xi(t+ 1) = ~xi(t) + ~vi(t+ 1).
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The authors demonstrated that the critical value of χ for stability is

χ =
2

|2− φ−
√
φ2 − 4φ|

, (3.5)

where φ is simply the sum of α1 and α2. Common values are α1 = α2 = 2.05, yielding a χ of 0.729.

This formulation of the algorithm and the suggested constriction factors are employed at the heart

of the PSO algorithm currently in use.

3.2.2 Constraints and Binary Variable Treatment

In its purest form, PSO is unconstrained, but several techniques do exist to apply constraints.

A common technique is to set particle positions equal to boundary constraints once particle values

fall outside of the feasible region; however, this technique is known to lead to premature algorithm

convergence [101]. This behavior was in fact observed in early test cases. Thus, a penalty-based

approach has instead been implemented to coerce particles back into the feasible decision space.

The penalty increases with the Euclidian distance to the nearest feasible solution, per techniques

employed in [27].

Traditional PSO is meant to operate on continuous variables. The decision space can be

discretized by rounding particle positions to the nearest integer, for example. For binary decision

variables such as binary open-close signals for windows, this technique does not perform well,

especially in conjunction with the aforementioned boundary constraint enforcement techniques. An

alternate technique for binary variables was adapted from a 1997 paper by Kennedy and Eberhart,

whose technique ensures that ~x ∈ {0, 1} [61]. Velocities are treated as probabilities of state change.

They are updated as usual, but are transformed logistically by

S = log
v

1− v . (3.6)

The value of S is then compared to a randomly chosen threshold value. If S exceeds the threshold,

the value of ~x on that dimension is 1, otherwise 0.
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The algorithm also supports a simple neighborhood topology in which the population of

particles is divided into groups/neighborhoods whose members can communicate amongst them-

selves, but not with members of other neighborhoods. This topology allows for groups of particles

to “scout” different regions of the decision space, but also proved valuable in parallelizing the

algorithm, as discussed below.

3.2.3 Speed Concerns and Parallelization

Many of the modifications on the standard PSO algorithm described above address the global

search performance, but overall speed can still be an issue, especially when using building simulation

software as an objective function evaluator. Even relatively simplistic EnergyPlus building models

can take upwards of 30 seconds to run when including initialization horizon. Add to this the

overhead associated with reading/writing model files and results, and individual objective function

evaluations can consume more than 40 seconds. With optimizations taking on the order of 500 to

1,000 iterations to converge, this results in wall times of at least 5 hours to optimize a single 24-hour

planning horizon using very simple models; one-day optimizations can easily consume nearly a day

of wall time with more complicated models. This is clearly too slow for online MPC applications

where decisions may be required on an hourly basis, but it proves to be frustratingly slow for offline

optimizations as well because of the significant feedback time between launching cases and receiving

results.

To this end, a parallel PSO algorithm was developed following the “synchronous” paralleliza-

tion topology of Koh et al. (2006) [62]. Under these parallelization scheme, each neighborhood

can be considered an instance of the PSO algorithm running on a separate processor. Periodically,

neighborhoods broadcast information to each other to determine if convergence criteria have been

reached and whether new global optima have been detected (e.g. at the end of a specified number

of iterations or a period of wall time). The function is implemented in two parts: a master/con-

troller that supervises the various neighborhoods and a slave/client that executes the bulk of the

instructions on separate cores. Code for both can be found in Appendix C.
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The algorithm utilizes high-level Matlab libraries that implement Message Passing Infras-

tructure (MPI) commands, which are the standard for parallel communication in high-performance

computing. It can be run on a local multi-core workstation or in cluster computing environments.

As with most parallel algorithms, parallel PSO does not result in n-fold reductions in computing

time for n-tuple processor configurations; however, significant reductions in wall time (greater than

80%) have been achieved, all with more robust exploration of the decision space.

3.3 Design of an Offline MPC Simulation Study

3.3.1 Typical Mixed Mode Building Model Development

A simulation study was developed to apply MPC to “typical” mixed mode buildings for the

dual purposes of benchmarking existing control strategies against MPC and to develop training

sets upon which to train rules. Of course the first challenge in such a study is to define a typical

MM buildings. A variety of sources were examined to inform these decisions, including the Center

for the Built Environment’s online mixed mode buildings database [22] and data from the IEA’s

Annex 35 HybVent project [58]. Initial attempts were made to better classify typical MM systems,

resulting in additional research and proposals on a MM building taxonomic classification, described

in Appendix B.

One primary factor simply involves building size. An examination of data available on MM

building floorspace indicates a bimodal distribution, with most facilities clustering in the less than

100,000 sf range and a cluster of larger facilities (Figure 3.4). Given the computational expense

of optimizing even simplified MM building models and the higher occurrence of small- to medium-

sized MM buildings in the known stock, it was decided to limit examinations to smaller office-type

facilities.

A matrix of features corresponding to various configurations of mixed mode buildings ob-

served in the literature was developed (Table 3.1). This matrix is by no means exhaustive, but

captures some of the most common system configurations observed in the literature review. The
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Figure 3.4: Histogram of mixed mode building sizes in the US. Source: CBE mixed mode database
[22].

lefthand side of the matrix begins with a base case, a building reflecting conventional HVAC sys-

tems (an all-air system with rooftop units and VAV distribution). As one moves to the right on

the matrix, mixed mode and other passive cooling features are added.

The base case is an approximately 18,000 sf (1,750 m2), three-story office building and forms

the foundation of all models in the matrix. The basic model—including surface geometries, mate-

rials, and systems—was adapted from the US DOE reference commercial building models [36]. It

employs an all-air HVAC system with rooftop AHUs, DX cooling, and VAV terminal devices (hot

water reheat). To make NV feasible in models MM1-4, the floor plan was narrowed slightly per

general design rules of thumb presented in the trade press [24, 23, 72]. The building contains a total

of 11 occupied thermal zones. The first floor employs standard core-perimeter zoning, whereas the

second and third floors have a large open office and two perimeter office zones on the east and west

orientations. An isometric view of the building is presented in Figure 3.5.

Building models contain both manually operable and automated windows. In the case of
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Table 3.1: Matrix of features and models included in simulation study.

BA
SE

MM
1
MM
2
MM
3
MM
4

Mechanical Ventilation
Fully Mixed Air-Side Sizing ✖ ✖ ✖

Occupied Zone Air-Side Sizing ✖ ✖

Dedicated Outdoor Air System ✖

Natural Ventilation
Sealed Façade ✖

Manual Operable Windows ✖ ✖ ✖ ✖

Automated Operable Windows ✖ ✖

Secondary Systems
Single-Duct VAV ✖ ✖ ✖

Under-Floor Air Distribution ✖ ✖

Radiant Slab / TABS ✖

Primary Systems (Cooling Only)
Rooftop DX ✖ ✖ ✖ ✖

Ground-Source HP ✖

Envelope
Standard Construction ✖ ✖

Heavy Massing and Low U-val ✖ ✖ ✖

Passive Shading Devices ✖ ✖ ✖

Active Shading System ✖

Advanced MM Control Features
None ✖ ✖ ✖

Window-HVAC Interlock ✖ ✖






































































































































































































































































































































































































































































































































































































































