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Abstract 

Transcription factors have been increasingly found to directly interact with a 

broad range of nucleic acids distinct from their canonical targets of B-form DNA. These 

interactions play roles in the regulation of gene expression that remain poorly 

understood to date. HMGB proteins are one such family of transcription factors that 

have been repeatedly implicated in alternative regulatory roles via their ability to 

associate with a diverse set of nucleic acid structures. We hypothesize that these 

transcription factors may have the capability to bind nucleic acid targets with some form 

of structural selectivity. Specifically, we examine the capabilities of Sox2 to bind 

internally bulged RNA hairpins and investigate the possibility of Sox2 and LEF1 directly 

targeting G-quadruplex structures in the genome. We find that, both, Sox2 and LEF1 

associate with G-quadruplexes in the genome and posit that these interactions are likely 

relevant for the biology of these proteins. Furthermore, we find that Sox2 binds genomic 

G-quadruplexes with high affinity in vitro and develop the framework for an in vitro 

workflow to thoroughly assess these interactions. 
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1. Introduction 

1.1 Transcription Factors and mechanisms of DNA Recognition  

Transcription factors (TFs) are a diverse class of proteins that alter gene expression in 

the cell by facilitating or repressing the transfer of genetic information from DNA to 

RNA.1 As such, they are crucial for the regulation of gene expression at the level of 

transcription. The TF class of proteins has historically included any protein capable of 

altering gene expression2. Currently however, TFs are generally considered to be 

proteins that attenuate transcription and are composed of at least one DNA binding 

domain responsible for recognizing target sites in the genome2 (Fig. 1). The regulation 

of transcription can occur the through the activity of one or more effector domains or 

through sterics.2 

       

Figure 1- Prototypical TF diagram showing TF (blue) bound to target site (TFBS) in the 
genome via DNA-binding domain. Examples of regulatory functions by effector domains 
are also shown. Taken from Lambert et al. 2018 2 

 

Canonically, these proteins act on regulatory elements of the genome, either 

binding the promoter region directly upstream of the transcription start site of a gene or 

binding a distal enhancer region.2,3 These binding events modulate the activity of RNA 

polymerase to transcribe the gene into mRNA, which is subsequently translated into 
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protein. Most TFs work as part of a regulatory system involving multiple related genes 

associated with a specific set of cellular functions. This allows for incredible precision in 

the control of gene expression.1 TF expression is one of the driving factors of cellular 

differentiation, as there are distinct sets of TFs associated with each cell type within a 

given organism. 

TFs often recognize a conserved “consensus sequence” of DNA that determines 

the protein’s target sites.1 The process of DNA recognition through specific interactions 

between residues of the TF and a sequence of DNA bases is referred to as “base 

readout” recognition.3,4 However, given the prolific size of the genome, it is statistically 

impossible that TFs would be able to consistently localize to their functional target sites 

based on sequence recognition alone. Furthermore, it has been observed that only 

about 1-3% of a TF’s consensus sites in the genome are actually bound in vivo.5,6 

Therefore, it has been determined that there must be unforeseen factors that contribute 

to TF localization. These include, but are not limited to, chromatin accessibility, the 

presence of cofactors, 3D structure of the DNA, and the presence of epigenetic signals 

(such as methylation).3 

In addition to base readout recognition, TF proteins can also interact with DNA 

through what is commonly referred to as shape readout recognition. While base readout 

is primarily driven by hydrogen bonding between amino acid residues and nucleic acid 

bases, shape readout is driven by electrostatic and Van der Waals interactions (such as 

pi stacking).4 This leads the protein to recognize the local structure of the DNA rather 

than its sequence. It has been repeatedly shown that TFs often utilize both DNA 

recognition mechanisms, in concert, to bind target sites. This is exemplified by the p53 
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and GATA3 TFs, both of which recognize well defined consensus sequences. These 

TFs bind their putative targets through base specific hydrogen bonding in the major 

groove, but and recognition of minor groove geometry.7,8  

Furthermore, interactions with non-consensus DNA appear to play an important 

role in the localization of TFs. Kinetic studies of the model Sox2 TF have shown that this 

protein localizes to its target sites by sampling nonspecific sites in the genome followed 

by a period of one-dimensional sliding. If a consensus site is found, the TF then lingers 

at that site for a longer period of time.9 These data suggest a model of TF activity in 

which gene expression is not regulated exclusively through interactions with a 

consensus sequence, but rather with a diverse range of nucleic acid interactions. 

 

1.2 Non-Canonical Transcription Factor-Nucleic Acid Interactions 

 Although TFs are most commonly studied in the context of their DNA-binding 

activities, a growing body of evidence indicates that gene regulation by TFs occurs 

through interactions with a wide variety of nucleic acids. Several TF families appear to 

play regulatory roles through non-canonical TF-nucleic acid interactions distinct from 

their consensus DNA-binding activities. Although interactions with B-form DNA are a 

well categorized function of these proteins, recent evidence indicates that interactions 

with non-B-form nucleic acids modulate gene regulation by TFs. These non-B-form 

nucleic acids include nucleosomal DNA, G-quadruplexes, and RNA. 
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1.2.1 Transcription Factor Binding to Nucleosomal DNA 

 When transcriptionally inactive, the DNA of eukaryotic organisms is tightly 

compacted around nucleosomes, which are composed of histone protein octamers. This 

allows the genome to be compacted into chromatin in which nucleosomal DNA is 

conformationally constrained by the histone octamer and is inaccessible to 

transcriptional machinery. As a result, gene expression is heavily influenced by local 

chromatin structure and DNA 

accessibility. There are a number of 

mechanisms for chromatin 

remodeling that allow for active 

transcription, either through histone 

modifications, nucleosome sliding, 

or through nucleosome binding 

proteins.11 One such class of 

nucleosome binding proteins are 

“pioneer transcription factors,” 

including such proteins as FOXA, 

Sox2, Oct4, myc, GATA and Klf4.10,12 This term refers to a group of TFs that are 

capable of binding condensed nucleosomal DNA. This capability is driven by the 

pioneer TFs flexibility and its ability to bind a partial consensus motif that is accessible 

from the nucleosome surface (Fig. 2). 

The binding of pioneer TFs generally either causes a DNA distortion that loosens 

the DNA from the histone octamer or detaches terminal DNA from the octamer.13,14 This  

 

Figure 2- DNA binding domains of representative 
pioneer TFs. Unbound NMR structures of Oct4 (B), 
Sox2 (C), and Klf4 (D) demonstrate apparent flexibility in 
binding target DNA as measured by morphing dynamics 
(E-G). Transition depicted by dashed arrows. Taken 
from Soufi et al. 201510 
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initial binding event allows other TFs to 

bind cooperatively to their target site, 

leading to active transcription of the 

target gene(s) (Fig. 3). Additionally, the 

activity of pioneer TFs is critical for stem 

cell differentiation, as the presence of 

Sox2, Oct4, myc, and Klf4 is sufficient to 

induce pluripotency in differentiated 

cells.15 

 

1.2.2 Transcription Factor-RNA interactions  

Although TFs are commonly considered DNA-binding proteins, a growing body of  

evidence indicates that they also interact productively with RNA. These interactions 

have been implicated in RNA processing, often through direct binding to RNA. Several 

families of TFs have been observed to bind RNA, including Zinc finger proteins and 

homeodomain proteins.16 This indicates that many TF families may form an 

underappreciated subclass of DNA and RNA-binding proteins (DRBPs).17 

Within the class of known DRBP TFs, there are several mechanisms by which 

RNA-binding could occur. The first and most intuitive of these mechanisms is through 

the use of a distinct domain, separate from the consensus DNA-binding domain, as in 

the case of P5318 or TFIIIA.19 However, it also appears common for DRBP TFs to bind 

RNA through their canonical DNA-binding domains, as has been observed with,20,21 NF-

κB,22 and RUNX1.23 The binding of RNA through the DNA-binding domain is often 

             

Figure 3- Model of active pioneer TF activity in 
transcriptional activation. Schematic displays active 
role of pioneer TFs in which the TF (shown here in lime 
green) alters local chromatin state to permit subsequent 
TF binding. Taken from Zaret & Carroll 201112 
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associated with loss of sequence specificity. For example, a crystal structure of the NF-

κB TF in complex with RNA showed that the TF used a nearly identical interface to bind 

DNA and RNA, despite the RNA sequence bearing little resemblance to the TF’s 

consensus DNA sequence.22 

Dual DNA and RNA-binding capabilities allow TFs to engage in orthogonal 

regulation of gene expression at multiple levels. In fact, TF-RNA binding activity is 

involved in a diverse subset of RNA regulatory and processing roles. These include 

repression of TF activity through RNA mimicry of DNA substrates,23 splicing,24 genomic 

localization and activation of TF activity through association with nascent RNA 

transcripts.25 The wide range of regulatory functions mediated by TF-RNA interactions 

indicates that these interactions play a large and underappreciated role in gene 

regulation by TFs. 

 

1.2.3 Transcription Factor interactions with G-quadruplexes 

 As mentioned above, G-quadruplexes (G4s) are another major class of 

noncanonical TF targets. A G4 is a unique secondary structural element that can form in 

guanine-rich nucleic acids. Guanine nucleotides are capable of forming a “G-quartet” in 

which 4 guanines base pair on both genetic and Hoogsteen faces to form a ring26 (Fig. 

4B). The G4 is composed of multiple stacked G-quartets that form a multi-planed, shelf-

like structure in nucleic acids (Fig. 4C). From this, a potential quadruplex-forming 

sequence (PQS) has been identified as “G3+N1–7G3+N1–7G3+N1–7G3+” where ‘N’ refers to 

any nucleotide and correlates to the unpaired loop regions of the quadruplex27 (Fig. 4A). 

This structure usually forms intramolecularly where a single stranded region of a nucleic 
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acid base-pairs with itself to fold into a quadruplex. However, bimolecular G4s and, in 

rare cases, tetramolecular G4s have also been observed. These intermolecular 

quadruplexes form quartets with guanines from two or more nucleic acid strands, giving 

them the unique ability to form hybrid DNA-RNA G4s. 

 

Figure 4- Sequence and structure of a G4 (A) Representative quadruplex forming 
sequence. Guanine runs that form quartet planes depicted in color with loop regions 
depicted in black. (B) G-quartet of base-paired guanines stabilized by monovalent 
cation (M). (C) Structure of a G4 from primary sequence depicted in A. Planes represent 
a G-quadruplex. Taken from Chariker et al. 2016 28 

 

 G4 formation is highly dependent on the presence of monovalent cations. The 

positive charge is required to neutralize the electrostatic repulsion of the carbonyl 

groups on the guanines that are in close contact due to G-quartet formation. To 

counteract this electrostatic repulsion, the cation sits in the middle of the ring formed by 

the G-quartet (Fig. 4B). Due to their size, potassium ions are best suited to stabilize this 

secondary structure as they can be positioned between adjacent quartets.29 Sodium 

ions can also stabilize this structure but to a lesser extent as the size of the sodium ion 

makes it such that they are not regularly positioned in the quadruplex.30 Lithium ions, 
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however, are too small to effectively stabilize the formation of the quartet and, as such, 

the presence of lithium does not favor quadruplex formation.29 

 G4s were initially characterized in vitro26, but initial studies did not clearly 

demonstrate if this structure was biologically relevant. However, RNA and DNA G4s 

have been increasingly identified in vivo and are now thought to mediate a variety of 

regulatory roles including pre-mRNA splicing, telomere maintenance, chromatin 

remodeling, replication, transcription, and translation.29 Additionally, bioinformatic 

surveys indicate that G4s are enriched in promoter regions of the genome. During 

transcription, the superhelical stress caused by generating a transcription bubble 

causes the promoter region and other regulatory elements upstream of the transcription 

start site to become unpaired.31 The formation of the transcription bubble creates the 

ideal environment for G4 formation as it disrupts the competing double-stranded 

conformation. As a result, G4s generally occur in regions of active transcription. This 

model is further supported by the observation that G4s form in nucleosome-deplete 

regions.31,32 Furthermore, promoter G4s are associated with genes with high 

transcription levels across multiple cell lines and have been attributed to help form the 

cell-type specific transcriptome.33 Notably, G4s have been documented in the promoters 

of numerous oncogenes, including MYC, KRAS, and KIT.34 

The evidence for the biological relevance of G4s was bolstered by the discovery 

of a number of proteins that exhibit G4-binding specificity. The first of these were a set 

of helicases, including BLM and WRN, that were found to possess G4-unwinding 

capabilities.35,36 G4-specific helicases are thought to be important to prevent 

polymerase or ribosome stalling in the presence of quadruplexes.37 Another interesting 
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subclass of G4-binding proteins that have emerged are TFs. Specifically, there appears 

to be a suite of TF’s that interact directly with G4s. Several TFs, such as SP1, YY1, and 

MAZ have been found to exhibit G4 specific binding in vitro.38–40 Furthermore, these 

proteins have also been shown to associate with G4 structures in vivo.38,41 An in vivo 

chemical profiling study of DNA G4-interacting proteins identified 201 candidate G4-

interacting proteins.42 24.4% (49/201) of which are known TFs.2 Independently, a study 

of TF genomic binding sites found that in vivo DNA G4s are enriched binding sites for 

many different TFs43 (Fig. 5). Put together, these data suggest a mode of gene 

regulation that relies on productive interactions between G4s and TFs. 

 There are several proposed 

functions of TF-G4 interactions in gene 

regulation. Given the enrichment of 

active G4’s in TF binding-sites, one 

proposed model posits that G4’s form in 

the promoters of actively transcribed 

genes and recruit multiple TFs and 

chromatin remodeling proteins to further 

activate transcription33,43 (Fig. 5). It has 

also been observed that G4s stabilize 

long-range enhancer-promoter DNA 

looping interactions.44 G4s are likely to act in concert with TFs to form and stabilize 

these loops.45 A model of this phenomenon is YY1, a TF that is not only known to 

 

Figure 5- Model of TF-G4 interactions to 
activate transcription. (i) Transcriptionally silent 
gene with no associated TF. (ii) Upon initial TF 
binding, gene is expressed at low levels leading to 
DNA melting and formation of a transcription 
bubble. (iii) Melted DNA can form G4, which 
recruits a suite of TFs, leading to high levels of 
gene expression. Taken from Spiegel et al. 2021 
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stabilize DNA loops, but also has been observed to interact with G4s. Disruption of 

YY1-G4 interactions in vivo have been shown to disrupt DNA-looping.38 

 

1.3 High-Mobility Group Box Proteins 

 One family that has repeatedly emerged in studies of TF interactions with non-B-

form nucleic acids are High-Mobility Group Box (HMGB) proteins. HMGB proteins form 

a diverse family of TFs and chromatin remodeling proteins, all of which are defined by 

the presence of a highly conserved DNA-binding domain called the HMGB domain. This 

family can be further divided into seven subfamilies based on sequence homology of 

the HMGB domain.46 

The HMGB domain consists of 

three alpha helices that fold into an L-

shaped conformation47 (Fig. 6 shown in 

red). This domain intercalates into the 

minor groove of B-form DNA, 

underwinding the helix and inducing a 

dramatic 60-120° bend at the binding 

site.48–53  

 The majority of HMGB proteins 

contain one HMGB domain that binds a consensus DNA sequence. However, a select 

subpopulation of HMGB domains bind nucleic acids without sequence specificity. Non-

sequence specific domains are usually found in proteins with multiple HMGB domains 

(e.g. TFAM and HMGB1-4).47 These proteins generally act as chromatin remodelers, 

 

Figure 6- Sox2/Oct1/FGF4 crystal structure. 
Structure depicts HMG domain of Sox2 in complex 
with a DNA segment from the FGF4 enhancer and 
with the POUs and POUH domains of binding 
partner,Oct1. PDB ID: 1GT0 
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whereas the sequence specific HMGB proteins tend to act as TFs.47 This study focuses 

on two families of sequence specific HMGB proteins, the Sox and TCF families of TFs, 

and specifically on the representative proteins Sox2 and Lef1 from each respective 

family. 

 

1.3.1 Sox2 and Sox Family Proteins 

 The Sox, or SRY-related HMG-box, family 

of TFs are defined by an HMGB domain 50% 

sequence similarity to the HMGB domain of 

SRY, a TF that plays a critical role in sex 

determination. This family can further be divided 

into nine groups (A, B1, B2, C, D, E, F, G, H), 

with at least 80% sequence homology within 

each group.54 Sox proteins recognize a 5’-TTGT 

core consensus DNA motif.55 Within this family, 

Sox2 is the best studied and will be the focus of 

this work. 

Sox proteins are master regulators of 

gene expression and are active during  

early development to regulate cellular lineage 

commitment. In particular, Sox TFs regulate 

neurogenesis and the differentiation of neural 

 

Figure 7- Sox11 detaches terminal 
DNA from nucleosome. Cartoon (top) 
and structure (middle) of Sox11 in 
complex with a nucleosome with terminal 
DNA attached (left) and detached (right). 
Overlay shown (bottom) with detached 
terminal DNA complex shown in pink and 
attached terminal DNA complex shown in 
dark blue  Taken from Dodonova et al. 
202013 
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precursor cells,56 but are also involved in the differentiation of a wide range of cellular  

 lineages.57 This capability stems from the 

ability of Sox proteins to act as pioneer TFs.58 Sox2 

and Sox11 have been shown to loosen 

nucleosomal DNA from the histone octamer, 

allowing them to make condensed chromatin 

transcriptionally active13 (Fig. 7). To this end, Sox 

proteins frequently interact with other TFs as 

binding partners to specify lineage commitment57,59 

(Fig. 8). 

 There is a growing body of evidence that points 

to Sox family proteins as a family of RNA-binding 

TFs. Sox2 has been found to bind RNA in vitro and 

directly associate with RNA in vivo through its 

HMGB domain.60 Sox proteins have also been 

found to directly bind RNA during splicing and it 

has been suggested that this behavior may be 

important for bending pre-mRNA to allow splicing to occur, although this claim has not 

yet been confirmed.24 Furthermore, Sox2 has been found to associate with a number of 

lncRNAs, such as LincQ, RMST, and Evf2. These associations have been found to play 

a role in neurogenesis and the maintenance of pluripotency, and may be important for 

Sox2 localization to genomic target sites.61–63 

 

 

Figure 8- Sox proteins associate 
with binding partners to specify cell 
fate. Sox family protein (left) depicted 
with known binding partners (middle) 
and lineage specified by their 
interactions (right). Taken from Kondoh 
& Kamachi 2010 
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1.3.2 LEF1 and TCF Family Proteins 

 The T-cell factor (TCF)/lymphoid enhancer factor (LEF) family of proteins is 

another sequence specific family of HMGB TFs. This family recognizes a 5’-TCAAAG 

consensus motif.64,65 In addition to the HMGB domain, TCF/LEF proteins also contain a 

conserved basic domain at their C-terminus. This domain both enhances nucleic acid 

affinity through electrostatic interactions and allows this family to bind β-catenin.66 β-

catenin binding ablates TCF/LEF proteins to modulate the activity of Wnt target genes. 

These proteins have been observed to act as repressors of Wnt target genes in the 

absence of β-catenin and transcriptional activators of these genes when β-catenin is 

present.66,67 Wnt signaling is important for the regulation of stem cells through mediating 

such functions as stem cell self-renewal.68,69 As a result, TCF/LEF proteins are, like Sox 

proteins, very active in embryonic cells during early development. This family has also 

been observed to play a role in lineage differentiation of multipotent cells and are 

frequently mis-regulated in cancers.67,70 

 

1.4 Summary 

Transcription factors are a deeply diverse class of proteins that have been can 

directly interact with a broad range of nucleic acids distinct from B-form DNA such as 

with RNA and G4s. These interactions play roles in the regulation of gene expression 

that remain poorly understood to date. HMGB proteins are one such family of 

transcription factors that have been repeatedly implicated in alternative regulatory roles 

via their ability to associate with a diverse set of nucleic acid structures. We hypothesize 

that these transcription factors may be acting through structure specific recognition of 



18 

substrates. To this point, we attempt to solve a crystal structure of Sox2 in complex with 

a potential regulatory target: bulged RNA hairpins. In parallel, we investigate the 

possibility of Sox2 and LEF1 directly targeting G-quadruplex structures in the genome. 

We find that, both, Sox2 and LEF1 associate with G-quadruplexes in the genome and 

that these interactions are occur significantly in regulatory regions, likely making these 

associations relevant for biology. Furthermore, we find that Sox2 binds genomic G-

quadruplexes with high affinity in vitro, and develop the framework for an in vitro 

workflow to thoroughly asses these interactions. 
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2. Attempting to Determine the Structure of Sox2 in Complex 

with RNA through X-Ray Crystallography 

2.1 Introduction 

As described previously, it has been repeatedly verified that Sox2 directly interacts with 

RNA in vivo. The mechanism by which RNA recognition occurs remains largely unclear. 

Sox2 binds dsRNA through its DNA-binding HMGB domain.60 However, it does not 

appear to exhibit sequence specificity when bound to RNA.60 This indicates that RNA 

recognition by Sox2 HMGB either occurs through nonspecific or structure specific 

binding. It has also been suggested that the Sox2 TF has an RNA-binding domain 

upstream of its DNA-binding domain that permits concurrent binding of DNA and RNA.71 

This upstream domain also may imbue some sequence specificity. 

Previous data has indicated that Sox2 is able to adopt a variety of conformations to bind 

different nucleic acid structures.60 This versatility could permit Sox2 to recognize non-B 

nucleic acids in a structure specific manner and could allow the wide spectrum of 

nucleic acid binding activities that is observed. However, no structure exists to date 

showing a different Sox2 binding interface than that used to bind its consensus DNA. A 

high-resolution structure of the Sox2 HMGB domain in complex with an RNA substrate 

would provide invaluable insight into the mechanism of Sox2 recognition of RNA and 

into recognition of non B-form nucleic acids. Specifically, this structure could elucidate 

whether Sox2 induces a bend into RNA, as it does with B-form DNA. Furthermore, it 

would allow the RNA-binding interface of Sox2 to be clearly defined.  
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Figure 9- Sox family HMGB sequence similarity to Sox2 HMGB. Graph depicts the 
sequence conservation of each residue of the Sox2 HMGB domain across all 
members of the Sox family.  Amino acid residue of Sox2-HMGB is depicted at the top 
with bar graph denoting the number of Sox family proteins for whom this residue is 
conserved. Residues determined to be important for RNA binding of Sox2 are marked 
in medium blue and residues determined to be important for RNA and DNA binding of 
Sox2 are marked in dark blue. 

 

Additionally, a mutagenic alanine scan of the Sox2 HMGB domain revealed certain 

important residues of the Sox2 HMGB domain for RNA-binding.60 Interestingly, these 

residues are highly conserved across the Sox family (Fig. 9). This indicates that the 
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interface used to bind RNA by Sox2 may be representative of the RNA-binding 

capabilities of the Sox family as a whole. 

Sox2 has been shown to bind RNA duplexes and hairpins with high affinity in vitro.60 

Additionally, a SELEX experiment has been completed in a previous study to evolve 

RNAs with high Sox2 affinity.71 This experiment also identified a number of hairpin 

structures, many of which had internal bulges. Considering these data, and because 

hairpins and internal bulges are some of 

the most common RNA structural 

features, we recently chose to examine 

the affinity of Sox2 for RNA hairpins 

relative to internal bulge size (Hamilton 

et al. manuscript under review, data 

collected by Abigail Hein). Five RNA 

hairpins were selected to examine this 

relationship: a fully base paired hairpin 

and hairpins with internal bulges of 0+1, 

1+2, 2+3, and 3+4 unpaired nucleotides 

respectively (Appendix 9). 

Sox2 HMGB binding affinity for these 

RNAs was measured through fluorescence anisotropy (FA) binding assay. We observed 

that the Sox2 HMGB exhibits significantly higher affinity for all hairpins with an internal 

bulge over the fully base-paired hairpin (Fig. 10). Furthermore, Sox2 binds significantly 

 

Figure 10- Sox2 binding affinity for internally 

bulged RNA hairpins. KD,app [nM] of Sox2-
HMGB bound to fully base paired hairpin 
(iL2 FREP) and hairpins with internal 
bulges of 0+1 (iL2 0+1), 1+2 (iL2 1+2), 2+3 
(iL2 2+3), and 3+4 (iL2 3+4) unpaired 
nucleotides. Y-axis is log scaled and error 
bars represent standard deviation of KD,app 
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tighter to the hairpin with a 3+4 internal bulge (Kd,app = 12±2 nM) than to all other 

hairpins. 

The preferential binding of internally bulged RNAs indicates that Sox2 may have 

the capability to discriminate between RNA ligands. These data also indicate that 

internal bulge size may dictate Sox2 affinity, as the 3+4 internal bulge RNA was bound 

with significantly greater affinity than all other bulged RNAs. However, we did not 

examine internal bulges of the same size with different sequences, so we cannot 

eliminate the possibility that the sequence of the RNA contributed to high affinity seen. 

Put together, this hints that Sox2 may recognize RNAs with structural selectivity. A 

crystal structure would be an important piece of the picture in determining if base 

dependent readout plays a role in Sox2 binding or if recognition is purely structural. 

These observations therefore informed my efforts to attempt to solve the structure of 

Sox2 in complex with an internally bulged RNA hairpin through X-ray crystallography. 
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2.2 Results 

2.2.1 Design of RNA Library 

To further evaluate the mechanism 

of RNA recognition by Sox2, we set 

out to solve the structure of the 

Sox2 HMGB domain bound to an 

RNA hairpin. This required the 

design of a robust library of RNAs 

for crystallography trials. Based on 

the Sox2 preference for internally 

bulged RNAs, we designed a set of 

hairpins with internal bulges of 

sizes 0+1, 1+3, and 3+4 and of 

varying lengths (Table 1). 

All hairpins were designed with two additional features to favor crystallization. First, all 

RNAs were engineered with a GAAA tetraloop feature, which has been shown to 

mediate crystal contacts in structured RNAs through loop-loop interactions.72 Second, 

all constructs were designed with an overhanging adenosine nucleotide on the 3’ end of 

the hairpin. Overhanging nucleotides have been repeatedly shown to increase 

diffraction quality of nucleic acid crystals through interactions with the major or minor 

groove.73–75 Secondary structure was verified by plugging sequences into the Sfold RNA 

structure prediction software.76 

 

Table 1- RNA crystallography constructs  
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The Sox2 protein construct used for crystallographic trials was the minimal HMG 

domain as defined by UniProt and is the same construct used in previous 

crystallographic studies.77,78 The binding stoichiometry of each Sox2-RNA complex was 

assessed through electrophoretic mobility gel shift assay (EMSA). This verified that 

each RNA-protein complex formed a single bound state and that the ratio stoichiometry 

of each complex was roughly 1:1 Sox2:RNA (Fig. 11, Appendix 1). 

 

Figure 11- Sox2-Internal Bulge 3+4 Stoichiometric EMSA. EMSA used to determine binding 
stoichiometry of Sox2-Internal Bulge 3+4 complex. [Sox2]:[RNA] ratio for each well is depicted and bands 
are denoted as follows: Free- unbound RNA, Bound- RNA-Sox2 complex.  Xylene cyanol dye band is 
marked 
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2.2.2 Surveying Sox2-RNA Crystallographic Conditions 

Crystallization trials were performed for 

each Sox2-RNA complex using a 

number of different sparse matrices to 

broadly sample condition space. This 

was with the goal of obtaining promising 

crystal hits that could be further 

optimized. Specifically, we used the 

Hampton Nucleic Acid Mini Screen and 

the NeXtal Nucliex screen, both of 

which survey conditions that are well 

documented to favor nucleic acid 

crystallization.76 We also used the 

Hampton PEG/ion screen and the 

NeXtal PEGs II suite because Sox family proteins and Sox-DNA complexes are often 

crystallized in PEG conditions.13,77,79–81 

However, sparse matrix crystallization trials up to this point have yielded very few 

feasible crystal hits. A recurring issue that has emerged from these complexes is the 

formation of crystals in conditions that force dissociation of the Sox2-RNA complex. This 

results in crystals that contain only one component of the complex (Fig. 12). 

 

Figure 12- Composition of an RNA crystal. (A) 
Representative image of crystal obtained from Sox2-
Internal Bulge 0+1-3 complex (crystal obtained in 80 
mM KCl, 20 mM spermine, and 5% MPD with 35% 
MPD well solution). (B) RNA denaturing gel (top) 
and SDS-page gel (bottom) depicting the content of 
drop mother-liquor (left & middle) and crystal (right).  
Gel indicates that protein is only present in mother 
liquor and crystal contains only RNA.   
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2.3 Discussion and Future Directions 

The lack of success in crystallization of a Sox2-RNA complex may be reflective of a 

number of causative mechanisms, none of which are possible to elucidate from the 

results of these crystallographic trials alone. For example, it is possible that the RNA 

constructs designed for this study have multiple binding sites (e.g., the internal bulge 

and the hairpin loop) that migrate at the same speed on a gel. If this were the case. we 

would not be able to see this behavior via the analysis we performed. To obtain a 

crystal structure, in the future it would be necessary to survey more condition space 

through trials with a greater number of RNA ligands. 
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3. Developing an In Silico and In Vitro Pipeline for the 

Identification of G4-Binding HMGB Proteins 

3.1 Introduction 

 Recently, a number of HMGB proteins have been found to bind G4s, the most 

prominent examples being HMGB1,-2, and -3. Specifically, HMGB1-3 have been 

identified as G4 interacting proteins in two independent high-throughput surveys. The 

first of these studies identified G4 interactions in vivo by crosslinking G4-protein 

complexes,42 whereas the second labeled G4 proximal proteins via peroxidase activity 

with a G4 probe in cell lysate.82 These two approaches indicate that HMGB1-3 

associations with G4s are likely biologically relevant and not just in vitro artifacts. 

Furthermore, HMGB1-3 genomic binding sites, as identified by chromatin 

immunoprecipitation sequencing (ChIP-seq), overlap significantly with G4s in the 

genome (identified by G4 ChIP-seq).43,83 In vitro, HMGB1 has been shown to bind and 

stabilize DNA G4s through its two HMG domains.84,85 Structural models of these have 

suggested two possible binding modes for these interactions, in which one HMG box 

interacts with the quartet plane while the other either (1) interacts with the quartet plane 

on the opposite end of the quadruplex (Fig. 12A) or (2) with the loops of the quadruplex 

(Fig. 12B).84 
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Figure 13- Model structures of HMGB1. Model structures of HMGB1 HMG box-A 
(dark blue) and HMG box-B (light blue) in complex with a DNA G4 (green). HMG 
box-B is depicted interacting with the G-quartet plane in both models, while HMG 
box-A either interacts with the opposite G-quartet plane (A) or with the loop of the G4 
(B). Taken from Amato et al. 2019 84 

 

 Beyond HMGB1-3, a set of other studies suggest broader interactions of HMGB 

domain containing proteins and G4s. TFAM, a mitochondrial transcription factor, with 

two HMG boxes86 was found to bind G4s with similar affinity to double-stranded DNA,87 

and was also identified as a G4 proximal protein in cell lysate by peroxidase labeling.82 

 In addition, both Sox6 and Lef1 were found to be in the top half of candidate G4-

binding TFs in a survey of roughly 500 TFs.43 Put together, these data hint that G4-

binding may be an unrecognized behavior of the HMGB family. 

 Recently, we conducted a survey of the binding affinities of 10 HMGB family 

proteins (SRY, Sox2, Sox6, Sox9, Sox11, Sox15, Sox17, Sox21, Sox30, and Lef1) in 

complex with a number of nucleic acid ligands, including a consensus DNA, a 

nonspecific DNA, an internally bulged RNA hairpin, a segment of a lncRNA, an RNA 4-

way junction, and a model RNA G4 (Hamilton et al. manuscript under review, data 
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collected by Desmond Hamilton). Interestingly, we found that the G4 was the tightest 

bound RNA structure for 9 out of the 10 of the proteins surveyed.  

 

Figure 14- Sox family and LEF1 binding preferences for 
an RNA G4. (A) Krel (KD,app, survey RNAs / KD,app, G4) and (B) Krel 

(KD,app, consensus DNA / KD,app, G4) plotted for each survey HMGB 
protein. Higher Krel values are displayed in lighter blue. 
Data from Hamilton et al., manuscript under review  

  

To further examine G4 selectivity of the HMGB proteins surveyed, we calculated 

the binding affinity for the RNA G4 relative to the mean binding affinity for all RNAs 

surveyed (Fig. 14A) and the binding affinity for the G4 relative to the binding affinity for 

the protein’s consensus DNA (Fig. 14B). This analysis revealed a preference for G4 

structures by a number of proteins. Sox11, LEF1, and Sox15 all bound the G4 much 
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 tighter than all other survey RNAs, and Sox11 and Sox17 bound the G4 with higher 

affinity than their consensus DNA. Given that there is a growing body of evidence for 

G4-TF interactions in gene regulation, we hypothesized that G4s are an important 

regulatory target of HMGB proteins. 

 Based on the identification correlation of LEF1 binding sites with genomic G4s, 

and the heavy binding preference of LEF1 for a G4 over other RNA ligands, we selected 

LEF1 for further investigation as a G4-binding protein. We elected to conduct an in-

depth examination of genomic DNA G4s in LEF1 binding sites to determine if these 

structures are a likely regulatory target of LEF1. Supplementarily to our LEF1 analysis, 

we also examine the interactions of genomic G4s with Sox2 in embryonic stem cells to 

examine how HMGB transcription factors may interact with genomic G4s in a 

biologically relevant cell line. 

 

3.2 Results 

3.2.1 LEF1 Associates with G4s In Vivo 

 To examine the association of the LEF1 TF with genomic G4s, we took publicly 

available LEF1 ChIP-seq data (ENCFF659WAF) and G4 ChIP-seq data (GSE107690) 

in K562 cells. We observed that 33.9% (3034/8955) of identified G4 ChIP -seq sites 

overlapped with LEF1 binding sites, conversely 13.8% (3034/21936) of LEF1 ChIP-seq 

sites overlapped with G4 sites in the genome (Fig. 15A, B). This intersection was 

determined to be significant to P<1x10-10000 by Fisher’s exact test. These intervals of 

overlap between G4 ChIP-seq peaks and LEF1 ChIP-seq peaks are hereafter referred 

to as LEF1-G4 sites. 
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Figure 15- LEF1 associates with genomic G4s in cells. (A) Venn diagram displaying the number of 
overlaps between LEF1 ChIP-seq sites (yellow) and G4 ChIP-seq sites (red) in K562 cells. P-value 
displayed was calculated by Fisher’s exact test. (B) Comparison of LEF1 ChIP-seq and G4 ChIP-seq 
data in, both, HEK293 and K562 cells. (C) Overlaid histograms of peak widths for LEF1 ChIP-seq data 
(blue), G4 ChIP-seq data (red), and intersected LEF1-G4 sites (green) all in K562 cells.  Y-axis is square 
root scaled. (D) Pie chart representing all LEF1 ChIP-seq peaks in K562 cells, broken down by whether 
a G4 is predicted to form. Sites predicted to contain a G4 in vivo by G4 ChIP-seq are shown in green. 
Sites predicted to contain a G4 by in silico prediction (pqsFinder) are shown in light blue. Sites predicted 
to contain a G4 by both methods are shown in teal. Sites not predicted to contain a G4 are shown in 
grey.  

 

 The size of the interval regions, or regions of overlap between LEF1 ChIP-seq 

peaks and G4 ChIP-seq peaks, were then examined to ensure that the overlap of the 

intervals did not occur only at the edges of peaks. The mean peak width of LEF1-G4 

sites was found to be 148.3 base pairs, with 96.67% (2933/3034) of sites larger than 15 

base pairs. 15 base pairs were selected as a benchmark because it applies to the 

minimal size required to form a quadruplex, as defined by the putative quadruplex 
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forming sequence (“G3+N1–7G3+N1–7G3+N1–7G3+”). Furthermore, 92.58% (2809/3034) of 

LEF1-G4 sites were wider than 30 base pairs. The distribution of peak widths of LEF1-

G4 sites was also observed to be similar to the distributions of LEF1 and G4 peak 

widths (Fig. 15C). 

 This analysis was repeated in HEK293 cells to verify that these trends were not 

specific to K562 cells. We obtained very similar results in both cell lines (Fig. 1B, 

Appendix 2). In HEK293 cells, 2213 LEF1-G4 sites were identified out of 40790 G4 sites 

(GSE133379) and 3527 LEF1 sites (ENCFF333UCS) in this cell line (P<1x10-8000). 

If LEF1 is in fact binding G4 structures in the genome, we might expect LEF1 to 

localize to its putative G4 binding sites through recognition of G4 structure rather than 

through recognition of the protein’s consensus binding motif. If this were the case, we 

would consequently expect LEF1-G4 sites to be significantly depleted for the LEF1 

consensus sequence. In the K562 cell line, 28.7% of LEF1 ChIP-seq sites were found to 

have the core 5’-TCAAAG LEF1 consensus sequence, whereas only 4.05% of LEF1-G4 

sites were found to have the consensus sequence. This difference is significant to 

P<2.2x10-16, indicating that LEF1 is likely binding these G4 sites through an alternative 

recognition mechanism than its consensus binding activity. This trend is also conserved 

in HEK293 cells (Appendix 2C). 

 In order to increase confidence in the Lef1-G4 sites, we ran the LEF1 datasets 

through pqsFinder,88 a G4 sequence prediction software. The intention of this step was 

to eliminate any LEF1-G4 hits that are an artifact of incidental localization of LEF1 to 

regions of active transcription where G4s happen to be enriched. This analysis 

predicted at least one high confidence quadruplex in 36.6% (8040/21936) of LEF1 
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ChIP-seq sites in K562 cells. When the sequences of the LEF1 ChIP-seq sites were 

shuffled, the number of sites that were predicted to have a G4 dropped by over 50% to 

3612/21936. This indicates that the correlation between LEF1 binding and G4 presence 

is not just a function of G-richness in binding sites. When looking at K562 cells, 46.0% 

(1395/3034) of LEF1-G4 sites were predicted to have a quadruplex by pqsFinder (Fig 

15D). It should, however, be noted that computational G4 prediction often fails to 

identify imperfect G4s, such as G4s with long loops, mismatches in the G-quartet, or 

bulges in between quartets.88,89 Nevertheless, imperfect G4s have been observed in 

vivo.88,89 pqsFinder is designed to tolerate imperfect G4s, however it likely still suffers 

from these shortcomings. These data are consistent in both cell lines (Appendix 2D and 

E). 

  

3.2.2 LEF1 Associations with G4s are Enriched in Functional Regions of the 

Genome 

 Next, we sought to determine if LEF1 binding to G4s in the genome could have 

functional implications. To address this, we annotated the LEF1-G4 dataset to elucidate 

where these interactions occurred in the genome. Given that G4s have been found to 

be enriched in promoter regions,32 we would expect LEF1-G4 putative binding events to 

be enriched in promoter regions of the genome. This is consistent with our 

observations. In K562 cells, we found that 24.2% and 76.0% of LEF1 ChIP-seq and G4 

ChIP-seq peaks, respectively, localized to proximal promoters in the genome (proximal 

promoters here refer to regions ≤ 1 Kilobase from the transcription start site (TSS)). 

From this we would expect 39.2% of LEF1-G4 sites to occur in these regions by chance 
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alone. Strikingly, we observe that 63.7% of LEF1-G4 sites are observed in proximal 

promoters, which is 16% more sites than we would expect to see by chance alone 

(P<2.2x10-16) (Fig. 16A). This enrichment is also consistent in the HEK293 cell line, in  

 

Figure 16- LEF1-G4 sites are enriched in proximal promoter regions. (A) Pie chart displaying 
genomic location of LEF1-G4 peaks in K562 cells by annotation. The proportion of peaks in 
proximal promoter regions (1 ≤ kilobase from TSS) is displayed in light blue. A comparison of 
LEF1 ChIP-seq and G4 ChIP-seq data in, both, HEK293 and K562 cells at HIF1A (B) and KRAS 
(C) genes is also shown (created in IGV90) 
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which 84.68% of LEF1-G4 sites are found in proximal promoters (P<2.2x10-16 by 

proportion test). 

We then proceeded by investigating which genes are regulated by promoters that 

contain LEF1-G4s. We constrained our analysis to LEF1-G4 sites that had been 

predicted in vivo and in silico (1395/3034 sites in K562 cells and 1619/2213 sites in 

HEK293 cells) to ensure we obtained the highest confidence hits possible. LEF1-G4s 

were found in the proximal promoter region of 1286 genes in K562 cells and 847 genes 

in HEK293 cells. There were 136 genes common to both datasets. Interestingly, we 

also identified LEF1 binding at established G4 sites in the genome. Specifically, a LEF1-

G4 site was observed in the HIF1A promoter, which has been implicated as a promoter 

that forms G4s in vivo91 (Fig. 16B). There is also evidence to suggest that LEF1 

regulates the expression of the HIF1A antisense-1 lncRNA (29369172), indicating that 

LEF1-G4 associations in this promoter may be important for gene regulation. LEF1 was 

also found to bind the region that is known to form three G4s in the KRAS promoter92 

(Fig. 16C). 

 

3.2.3 Verification of LEF1-G4 association by G4-seq 

 One significant caveat of using G4 ChIP-seq data is that this protocol uses a G4 

specific antibody (BG4) to pull down G4s in the genome.93 This antibody displays high 

affinity for G4s (Kd ≤ 2 nM) and displays selectivity for G4 structure over other nucleic 

acid structures.94 Therefor, it is possible that BG4 induces G4 structure from G-rich 

sequences that would not form a G4 in native conditions, and are therefore not 

biologically relevant. We elected to use G4 ChIP-seq datasets because it is the most 
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common G4 sequencing method, and therefor has the most extensive body of publicly 

available data. However, to verify that the LEF1-G4 associations we see are not 

artefacts of the BG4 antibody, we compared the LEF1-G4 associations seen in HEK293 

cells to G4s mapped in the same cell line by G4-seq (GSM3003539).  G4 structure is 

known to cause polymerase stalling, therefor G4-seq maps sites in the genome where 

polymerase stalling occurs in the presence of potassium ions (G4 stabilizing), but not in 

the presence of lithium ions (not G4 stabilizing).95 This method uses biologically relevant 

G4 stabilizers (potassium) and as such it is less likely that it induces G4s that do not 

form in the biological context. We observe that 24.2% (855/3527) of LEF1 sites are 

overlap with a G4-seq site. This correlation is smaller than that seen between G4s 

identified by G4 ChIP-seq, but the association is still significant to P<1x10-243 (Appendix 

3). Furthermore, 75.7% of LEF1-G4 sites predicted by G4-seq were also predicted by 

G4 ChIP-seq (Appendix 3). The G4 ChIP-seq and G4-seq datasets used for this 

analysis were correlated to P<1x10-29105, indicating that G4s mapped in both datasets 

are consistent. It should be noted that the G4-seq method does not account for 

chromatin state, and as such likely includes many putative G4s that would not form in 

vivo.93 This likely accounts for the large number of putative G4 sites observed by G4-

seq (Appendix 3). For this reason, we only used G4-seq data to verify the trends seen 

with G4 ChIP-seq.   

 

3.2.4 Sox2 Associates with G4s in Embryonic Stem Cells 

 We next sought to examine if there was any evidence to suggest that HMGB TFs 

associate with G4s in stem cells. Stem cells have a radically different epigenetic 
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landscape relative to differentiated cells and express a unique set of TFs.96,97 As 

previously mentioned, the Sox and TCF/LEF families of HMGB proteins play important 

roles in stem cell differentiation and in maintaining pluripotency.70,98,99 Therefore, 

examining the interaction between G4s and HMGB proteins in stem cells may provide 

more biologically relevant insight into this family’s interactions with G4s in the genome. 

 For this line of inquiry, we again used publicly available G4 ChIP data 

(GSE161531) from a human embryonic stem cell line (H9 cells) and Sox2 ChIP data in 

the same cell line (Cistrome ID: 44233). Sox2 was selected because its activity in 

embryonic stem cells is well documented,100 and this protein had a pre-existing ChIP 

dataset in H9 cells. We completed the same analysis detailed previously with these 

datasets to characterize putative Sox2-G4 binding sites (Fig. 17A, Appendix 4). 

 This pipeline revealed that Sox2-G4 sites in the genome are much less prevalent 

than LEF1-G4 sites. Only 336 overlapping sites were identified between G4 and Sox2 

datasets. Therefore, G4s only account for 13.9% (336/2417) of Sox2 binding events 

(Fig. 17A). However, this correlation is still highly significant to P<1x10-1000 by Fisher’s 

exact test. 
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 Figure 17- SOX2 associates with genomic G4s in embryonic stem cells. (A) Venn diagram 
displaying the number of overlaps between LEF1 ChIP-seq sites (yellow) and G4 ChIP-seq sites (red) 
in K562 cells. P-value displayed was calculated by Fisher’s exact test. (B) Pie chart displaying genomic 
location of Sox2-G4 peaks in H9 cells by annotation. (C) Scaled density curve representing the 
distance from TSS of Sox2-G4 peaks in H9 cells (pink) and LEF1-G4 peaks in K562 cells. X-axis is 
square root scaled. (D) Stacked bar chart representing all Sox2-G4 ChIP-seq peaks in H9 cells (top) 
and all LEF1-G4 ChIP-seq peaks in K562 cells (bottom), broken down by whether they are found in 
promoters or enhancers. Proportion of sites found in enhancer regions are shown in red. Proportion of 
sites found in promoter regions are shown in light orange. Proportion of sites found in both promoter 
and enhancer regions are shown in dark orange. Proportion of sites not predicted to contain a G4 are 
shown in yellow. 
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In sharp contrast to the behavior observed in LEF1-G4 sites, Sox2-G4 sites are 

not significantly enriched in promoter regions. Rather, the number of Sox2-G4 sites 

found in proximal promoter regions (34.5% of Sox2-G4 sites) is depleted from the 

expected proportion of 59.7% (P=1.3x10-10 by proportion test). The majority of Sox2-G4 

sites are, instead, found in intergenic regions, or within introns (Fig. 16B). Consistent 

with this observation, Sox2-G4 sites are distributed further from the TSS than LEF1-G4 

sites (Fig. 17C). This difference in Sox2-G4 vs LEF1-G4 site location is more 

pronounced than the general population of Sox2 vs LEF1 binding sites (Appendix 5). 

Sox2 is known to localize to enhancer regions in the genome,101–103 so we then 

investigated if Sox2-G4 interactions are found in enhancer regions rather than 

promoters. To this end, we calculated the proportion of Sox2-G4s that are found in 

enhancers in H9 cells. Our H9 enhancer dataset was obtained from Enhancer Atlas 

2.0.104 From this, we determined that 58.6% (197/336) of Sox2-G4 sites are found in 

enhancers, whereas less than 5% of LEF1-G4 sites were found in enhancers. These 

data further hint that different HMGB TFs may interact with a specific, distinct subset of 

G4s in the genome that are important for TF function. 

 

3.2.5 Sox2 binds Genomic G4 Sites In Vitro 

 To fully understand the nature of HMGB protein interactions with G4s, it is 

necessary to characterize protein-G4 interactions in vitro. To this end, we piloted a set 

of experiments designed to validate the results of our bioinformatic analysis (Scheme 

1). It should be noted that these experiments were conducted before the results of the 
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bioinformatic analysis had come to full fruition. As such these experiments are intended 

to serve as a proof of concept for the in vitro analysis that could be completed using the 

results from sections 3.2.1-3.2.3. 

       

Scheme 1- Workflow of in vitro analysis of HMGB-G4 binding. Scheme displays G4-site candidate 
selection, in vitro verification of minimized G4 folding, and assaying binding to folded and double-
stranded G4s by protein of interest. Figure created in biorender.com 

 

 To assess the capability of Sox2 to bind G4s, we selected a curated suite of high 

quality G4s from Sox2-G4 sites in the human embryonic H1 cell line. At the time of 

experiment, the embryonic stem cell G4 ChIP-seq dataset analyzed in section 3.2.3 had 

not been published. Rather, to select a preliminary dataset for experimentation, we used 

DeepG4,105 a computational, deep learning tool that predicts cell-type specific active 

G4s, as a proxy for a G4 ChIP-seq dataset in embryonic stem cells. We selected three 

Sox2-DeepG4 sites for in vitro characterization (Appendix 6). Two of these sites were in 

enhancer regions in H1 cells (hereafter referred to as enhCh11 and enhCh17).104 The 

third Sox2-DeepG4 site was in the KDMB2 promoter, a gene that has been shown to be 

directly regulated by Sox2 (hereafter referred to as promKDMB2).106 Each site was 

selected based on the presence of a high quality G4 predicted by pqsFinder (quality 
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was determined by the score given to the putative quadruplex-forming sequence by 

pqsFinder). We then generated minimized DNA constructs that encapsulated each 

predicted G4 (Appendix 6). All G4s used for in vitro characterization had a pqs score ≥ 

70. 

 To verify that our minimalized genomic G4 selections form a G4 in vitro, we 

conducted a Thioflavin T (THT) fluorescence assay. THT has been shown to act as a 

G4 specific fluorescent probe for DNA and RNA G4s.107–109 The THT assay was 

conducted with the three genomic G4s and two well characterized model DNA G4s. The 

model G4s used in this study were d[TT(GGGT)4] (hereafter referred to as T95-2T) and 

d[A(GGGTTA)4] (hereafter referred to as tel22), both of these were selected because 

they are well characterized G4s that have been extensively studied in vitro.110,111 We 

performed a THT titration to measure the fluorescence of the sense, antisense, and 

double-stranded variants of each construct (Fig. 18A). To determine if the construct 

formed a G4, we calculated the fold enhancement of fluorescence of the sense strand 

relative to the antisense strand (Fig. 18B,C). Constructs with a fold enhancement less 

than 5 were eliminated from consideration. From this analysis the promKDMB2 genomic 

G4 construct was determined not to form a viable G4 in vitro. This is likely due to the 

high GC-content of the construct, as this makes it more likely to form hairpins or self-

dimers. 
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Figure 18- THT assay of genomic G4 constructs (A) mean THT fluorescence assays for each DNA 
oligo tested. G4-strand is shown in green, antisense strand in light blue, and duplex in dark blue. 
Curves were normalized by subtracting F0 from all values. (B) Bar plot representing the maximum 
florescence for each DNA oligo tested by THT assay. G4-strand is shown in green, antisense strand in 
light blue, and duplex in dark blue. Standard deviation displayed as error bars. Values were normalized 
by subtracting F0 from Fmax. (C) Fold fluorescence enhancement for each G4 relative to antisense 
strand from THT assay. 

 

 We then sought to determine if Sox2 displayed G4-binding structural selectivity. 

To assess this, we performed a fluorescence anisotropy binding assay of the Sox2 

HMGB with several nucleic acid ligands. We tested binding with FAM-labeled T95-2T, 
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enhCh11, enhCh17 G4s and with Sox2 consensus and non-consensus dsDNAs. Sox2 

appeared to exhibit multiple binding events to all three G4s, as binding curves appear to 

have two distinct transition states (Fig. 19A). Binding affinity of Sox2 for DNA G4 

structures was found to rival affinity for its consensus DNA (Fig. 19B). The KD,app of the 

first transition of all three G4s measured ranged from 0.8 to 2.0 nM. While these 

affinities are higher than the KD,app observed for consensus dsDNA (0.18 ± 0.02 nM), 

they are all magnitudes lower than the KD,app observed for non-consensus dsDNA (200 

± 45 nM). These affinities are well within the range of biological relevance. 

 

Figure 19- Sox2-HMG binding to G4 structures by FA (A) Mean binding curves for each genomic G4 (dark 
blue) and its duplex counterpart (light blue). Standard deviation for each point is displayed as error bars. (B) 
KD,app for each genomic G4 and its duplex counterpart with Krel of each reported, in addition to KD,app for Sox2 
consensus and nonconsensus dsDNA.  All curves were fit with a two-transition quadratic binding curve except 
for nonconsensus dsDNA which did not have a second binding event. Error reported as standard deviation. 
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 Sox2-G4 binding assays for G4 constructs were also conducted by native EMSA 

to validate results observed by FA. While a clear bound band did not appear on the gel 

for these constructs, we did observe that unbound G4 depleted as the concentration of 

Sox2 was increased in the titration (Fig. 20). We attribute the lack of emergence of a 

distinct bound band to the nature of EMSA binding assays, in that this assay is not an 

equilibrium assay, in that it requires the separation of bound and unbound states. As 

such there are a number of factors that may cause this effect, such as a high koff for the 

protein-G4 complex. Notably, in stoichiometric conditions we do observe a slight bound 

band for the Sox2-T95-2T complex (Appendix 7) 

To examine if binding affinities observed in FA were specific to G4 structure, we 

measured binding affinity for the corresponding double stranded DNA construct for each 

G4 surveyed. In an attempt to eliminate all G4 formation, unlabeled antisense DNA was 

added in 1.5-fold excess to the labeled G4 strand. The complex was monitored on a 

native gel to ensure the formation of duplex and elimination of G4 at this concentration 

(Appendix 8). It should be noted that, even at 1:1.5 [G4:antisense], G4 still formed for 

the T95-2T construct. We observe a marked shift in the binding curves for dsG4 

constructs of enhCh17 and enhCh11, indicating that Sox2 displays lower affinity for 

these dsDNA over G4-DNA (Fig. 19). However, the exact magnitude of this shift in 

affinity is impossible to determine from these data, as the duple binding concentrations 

do not appear to fully saturate in the window of measurement. We observed next to no 

drop in affinity for dsT95-2T, however this may be due to the difficulty in eliminating G4 

formation for this construct (Appendix 8). Ultimately, Sox2 does appear to bind G4 

structures with some degree of structural selectivity, however it appears that Sox2 is still 
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able to effectively bind the duplex counterparts of the G4. If this observation is accurate, 

and not an artefact of any G4 that has not base paired into duplex form, it could indicate 

that G4 primary sequence allows for Sox2 binding in the duplex state and G4 structure 

allows for Sox2 binding in the folded state. 

 

Figure 20- Sox2-HMG binding to G4 structures by EMSA Native binding gels for Sox2 in complex with 
genomic G4s: enhCh17 (top), T95-2T (middle), enhCh11 (bottom). Sox2 concentration in each well [nM] is 
displayed. Bands are labeled as follows: Free- unbound G4, Bound- G4-Sox2 complex.  Bound band only 
labeled in gel shifts with a distinct bound state visible (top). 

 

3.3 Discussion 

Together, these data support the narrative of G4s as functionally relevant targets 

of HMGB TFs. From our bioinformatic analysis, we find that LEF1 binding sites across 

multiple cell lines correlate significantly with G4s in the genome, indicating that LEF1 
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likely associates with G4s in cells and that G4s may represent a distinct subpopulation 

of LEF1 binding sites in the genome. However, these data were collected in two 

immortalized cell lines, as such it is possible that observed LEF1-G4 sites are not 

entirely reflective of the LEF1-G4 interactions we would see in native context. For 

example, HEK293 cells are derived from kidney cells, but LEF1 is not detected in kidney 

tissue in the native context (determined in proteinatlas.org).112 Therefor, LEF1 is likely 

overexpressed in this cell line and could be binding irrelevant sites in the genome. 

A more biologically relevant cell type to explore HMGB-G4 interactions would be 

to examine these interactions in cells that are not terminally differentiated. To this point, 

the G4 landscape in the genome has been found to be very different in stem cells.113 

Sox2 is observed to significantly associate with G4s in these embryonic stem cells, 

though the association is markedly less than LEF1-G4s. Additionally, the apparent 

preference of Sox2 to bind G4s in enhancers relative to LEF1 seems to indicate that 

TFs may localize to specific subsets of genomic G4s. 

We posit that LEF1 and Sox2 interact with G4s in regulatory regions of the 

genome, and that these interactions are likely mediated by direct binding of G4 

structures by the HMG box of these proteins. Furthermore, our observation that Sox2 

preferentially binds G4 structure, but still has high affinity for duplex G4 DNA could hint 

at a mechanism of Sox2 binding that allows Sox2 to remain at a target site after the 

dsDNA has melted to form a transcription bubble, leading to high levels of gene 

expression.  This mechanism would be consistent with the observation that G4 

formation in regulatory regions is correlated with high gene expression.33  
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However, while these data offer interesting preliminary evidence of the G4 

binding potential of HMGB proteins, these data are still extremely preliminary. The 

bioinformatic analysis detailed here shows correlation between G4s and LEF1 binding 

sites. There is no definitive proof of causation.  Furthermore, binding assays revealed 

that Sox2 still appeared to exhibit high affinity for the G4 sequence as a duplex 

indicating the possibility that these proteins are associating with G-rich sequence rather 

than G4 structure.  
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4. Conclusion and Future Directions 

 The work detailed in this thesis provide promising evidence that suggests that G4 

binding may be a conserved function across multiple families of HMGB proteins. The 

TFs studied in this work, Sox2 and LEF1, are not considered to be G4 binding proteins, 

making our findings highly novel. The difference in G4 associations between Sox2 and 

LEF1 indicate that there is some factor that makes LEF1 localize more significantly to 

G4s in the genome. We hypothesize that the HMGB domains as a whole bind many 

diverse nucleic acid structures with high affinity, but individual HMGB proteins (or 

HMGB subfamilies) are perhaps tuned to exhibit greater selectivity for a sub-portion of 

these structures, such as G4s. 

 This work provides illuminates several avenues for further investigation of 

TCF/LEF and Sox family interactions with G4s.  From a bioinformatic angle, the G4 

association is wholly undocumented for the rest of the TCF family. Preforming the 

analysis detailed here with available TCF ChIP data would provide powerful insight into 

the G4-TCF/LEF family associations that cannot possibly be gleaned from examining 

LEF1 on its own. Also, as discussed previously, performing a LEF1 ChIP-seq 

experiment in a non-immortalized cell line (e.g. embryonic stem cells) would provide 

more realistic insight into LEF1-G4 associations.  Additionally, this would allow for direct 

comparison to Sox2-G4 interactions. Furthermore, another major caveat to the analysis 

described here is that it can only show correlation between G4s and TF binding. A more 

robust approach would require repeating ChIP-seq with some type of knock-down of 

G4-TF interactions. This could be done through the use of a G4 stabilizing ligand that 

prevents TF binding to the G4 (e.g. PDS38). 
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 Finally, fully characterizing Sox2 or LEF1 interactions with G4s would require a 

far more robust in vitro analysis than the approach used here. Specifically, it would 

require an orthogonal approach to verify G4 formation such as circular dichroism or a 

foot printing experiment. Furthermore, to verify that the protein is binding in a G4-

specific manner, all binding G4 assays should be carried out in Li and K in parallel. As 

G4s are not stabilized by Li29, these assays should have reduced biding affinity. Duplex 

formation would also need to be verified more quantitatively. The binding analysis 

completed in this thesis was completed under heavy time constraint and was intended 

to serve as proof of concept for more in-depth experimentation.  The results of the 

bioinformatic work can be easily curated for an in vitro survey with high biological 

relevance for this purpose. 
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5. Materials and Methods 

5.1 Protein Purification 

Sox2 HMGB domains with a His8-MBP affinity tag fused at the N-terminus (Appendix 

10) were cloned into pET30b cells via circular polymerase extension cloning (CPEC).114 

Sequence verified vectors were transformed into Rosetta(DE3)/pLysS E. coli cells and 

grown to saturation for 12-18 hours in 2xyt media. Cells were then inoculated in LB 

media with 50 μg/mL kanamycin and 34 μg/mL chloramphenicol and grown at 37 °C to 

an OD600 of 0.4-0.6. Vector expression was induced by the addition of 1 mM IPTG for 

4 hours at 37 °C followed by centrifugation of cells at 4000 xg at 4 °C for 30 minutes. 

The resultant cell pellet was resuspended in lysis buffer (1.5 M NaCl, 50 mM NaH2PO4, 

50 mM imidazole, pH 8, 10% glycerol, 1x protease inhibitor cocktail (Roche, cat. #04 

693 132 001)) and lysed in a C3 cell homogenizer. Cell lysate was centrifuged at 15,000 

xg at 4 °C for 30 minutes. Supernatant was subsequently mixed with lysis buffer 

equilibrated Ni-NTA agarose resin (Thermo Scientific) for 30 minutes at 4 °C. The resin 

was washed thrice with wash buffer (1.5 M NaCl, 50 mM NaH2PO4, 50 mM imidazole, 

pH 8, 10% glycerol). Tagged proteins were eluted off the Ni column with 300 mM NaCl, 

50 mM NaH2PO4, 300 mM imidazole, pH 8, and 10% glycerol at 4°C. To remove the 

MBP tag, eluent was buffer exchanged into cleavage buffer (150 mM NaCl, 50 mM 

NaH2PO4, pH 7.5, 10% glycerol, 1 mM DTT) and incubated with His8-MBP tagged 3C 

protease for 12-16 hours at 4 °C. The cleaved protein solution was added to wash 

buffer equilibrated Ni-NTA agarose resin, mixed gently for 15 minutes and subsequently 

eluted with wash buffer. The HMGB domain was then buffer exchanged into storage 

buffer (10 mM Tris-HEPES, 135 mM KCl, 15 mM NaCl, pH 7.5, 10% glycerol) in order to 
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run the protein through a size exclusion column (HiLoad 16/600 Superdex G-75 prep 

grade column (GE Life Science)). Fractions containing the Sox2-HMGB were collected, 

pooled, and stored in storage buffer 2 (10 mM Tris-HEPES, 135 mM KCl, 15 mM NaCl, 

pH 7.5, 45% glycerol) at -20 °C. Protein purification success was validated by SDS-

Page and Fluorescence anisotropy binding assay with consensus DNA. Representative 

SDS-PAGE gel of a Sox2 purification displayed below (Fig. 21)  

 

Figure 21- Representative SDS-page gel of Sox2 protein purification. Sox2 purity after first nickel 
column and after full purification.  From left to right, wells refer to flowthrough waste before first wash on 
nickel column, flowthrough of washes 1-3, MBP-tagged Sox2 eluted off nickel column, and cleaved Sox2 
after full purification.  MBP-tagged and cleaved Sox2 bands are labeled, as are ladder bands (far right 
well). 

 

5.2 RNA Purification 

 All RNA constructs used in this work are listed in appendix 9.  DNA gBlocks™ 

encoding RNAs of interest were designed with the T7 promoter at the 5’ end of the RNA 
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sequence and a 3’ HDV ribozyme to prevent the incorporation of an n+1 nucleotide at 

the 3’ end of the RNA upon T7 transcription. DNA templates were ordered Integrated 

DNA Technologies (IDT) (Coralville, IA, USA) with standard desalting. PCR 

amplification of template and subsequent in vitro T7 transcription were performed by 

standard protocols.115 For RNAs 27 nucleotides or smaller in length RNA solution were 

buffer exchanged into 10 mM H2O4PNa, 100 mM NaCl, pH 6.5, concentrated, and 

subsequently run through a size exclusion column (HiLoad 16/600 Superdex G-75 prep 

grade column (GE Life Science)) (10.1261/rna.342607).  Fractions with desired RNA 

product were collected, buffer exchanged into 0.5x TE (5 mM Tris base, pH 8.0, 0.5 mM 

EDTA), and stored at -20 °C. Representative chromatograms of size-exclusion purified 

RNAs are shown below (Fig. 22). RNAs over 27 nucleotides in length were purified 

using standard denaturing polyacrylamide gel electrophoresis purification,115 as RNAs 

above this threshold were found to not be adequately separated from the ribozyme 

during size exclusion chromatography. RNA purity was verified on a 15% denaturing 

polyacrylamide gel (Fig. 23). 
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Figure 22- Representative chromatogram of SEC-purified RNAs. Chromatogram from 1.25 mL in 
vitro transcriptions of Internal bulge 0+1-1 (blue), Internal bulge 0+1 -2 (red), Internal bulge 0+1-3 
(pink), and Internal bulge 0+1-4 (brown) RNAs. 260 nm absorption vs mL eluted shown. Known peaks 
are labeled. 

 

 

Figure 23- Representative denaturing gels of final purified RNA products. Ladder bands and cleaved 
ribozyme bands are labeled. 
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5.3 Nucleic Acid preparation 

DNA ligands were ordered from IDT with standard desalting and resuspended in 0.5x 

TE for storage at -20 °C. dsDNA ligands were annealed by heating to 95 °C and cooling 

to 4 °C at a rate of −2 °C/min. Single-stranded DNA and RNA were folded by heating to 

95 °C followed by rapid cooling in an ice bath for 10 minutes. All nucleic acids were then 

allowed to equilibrate for 30 minutes at 37 °C directly before use. 

 

5.4 Fluorescence Anisotropy Binding Assays 

 FA binding assays were conducted as previously described in Holmes et al. 

2020.60 5’ 6-carboxyfluorescein (FAM)-labeled nucleic acids were prepared as 

previously described. Protein was incubated with 2 nM nucleic acid ligand in binding 

buffer (10 mM Tris-HEPES, pH 7.5, 8% Ficoll, 0.05% NP-40, 135 mM KCl, 15 mM NaCl, 

1 mM DTT, 0.1 mg/mL non-acetylated BSA), centrifuged briefly with a microplate 

handyfuge, mixed by gentle shaking for 100 seconds, and allowed to equilibrate for 1 

hour prior to FA measurements. Fluorescent anisotropic data was collected using a 

BMG Labtech CLARIOstar Plus microplate reader. Excitation wavelength was 482±8 

nm and emission spectra were collected at 530±20 nm. Binding curves were either fit to 

the two-transition quadratic binding equation (1) or with the one-transition quadratic 

binding equation if only one transition occurred (2): 

(1) 𝐴 = 𝐴0 + (𝐴1 − 𝐴0) ∗
(2+[𝐿]𝑡+𝐾𝐷1)−√(2+[𝐿]𝑡+𝐾𝐷1)2−(4∗2∗[𝐿]𝑡)

2∗2
+ (𝐴2 − 𝐴1) ∗ (

[𝐿]𝑡

[𝐿]𝑡+𝐾𝐷2
)  

(2) 𝐴 = 𝐴0 + (𝐴1 − 𝐴0) ∗
(2+[𝐿]𝑡+𝐾𝐷1)−√(2+[𝐿]𝑡+𝐾𝐷1)2−(4∗2∗[𝐿]𝑡)

2∗2
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in which A = anisotropy, A0 = lower anisotropy baseline, A1= upper anisotropy baseline 

of the first transition, [L]t = protein concentration, KD1 = apparent dissociation constant of 

the first transition, A2 = upper anisotropy baseline of the second transition, and KD2 = 

apparent dissociation constant of the second transition. Fitting was completed in 

Kaleidagraph 4.1.1 for Macs, Synergy Software, Reading, PA, USA. www.synergy.com. 

All binding affinity measurements were performed in technical triplicate. 

 

5.5 Electrophoretic Mobility-Shift Assay 

To validate Sox2-G4 binding assays, Sox2 and pre-folded 5’ FAM-labeled G4 DNA 

were mixed in EMSA binding buffer (10 mM Tris-HEPES, pH 7.5, 10% glycerol, 0.05% 

NP-40, 135 mM KCl, 15 mM NaCl, 1 mM DTT, 0.1 mg/mL non-acetylated BSA), left to 

equilibrate at room temperature for 30 minutes and at 4 °C for an additional 30 minutes. 

Samples were subsequently loaded on an 8% native polyacrylamide gel supplemented 

with 1x THE buffer (50 mM Tris base, 50 mM HEPES acid, pH 8.0, 1 mM EDTA) buffer 

and run at 5 W for 55 min at room temperature. Gels were imaged using a Typhoon 

PhosphoImager (Molecular Dynamics). For stoichiometric binding assays, the reactions 

were assembled in low-salt buffer (10 mM HEPES, pH 7, 100 mM KCl).  Sox2-RNA 

stoichiometric binding assays were run on 10% native polyacrylamide gel for 55 minutes 

at 10 W, ethidium bromide stained, and imaged with an AlphaImager (Alpha Innotech). 

 

5.6 Crystal screening 

 To generate material for crystallography trials, hairpin-RNAs and Sox2 were 

exchanged into crystallography buffer (10 mM HEPES, pH 7, 50 mM KCl). Sox2 was 

http://www.synergy.com/
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then added to 1.4-fold excess RNA for Internal Bulge 0+1 1-4 and Internal Bulge 1+3 

constructs, or to 1.17-fold excess RNA for the Internal Bulge 3+4 construct (ratios were 

determined as being just below the Sox2-RNA titration point observed on stoichiometry 

gel (Appendix 1)). Final Sox2 concentration was 300 µM. Crystal trials were performed 

by hanging-drop vapor diffusion with 3 µL drops. Nucleic Acid Mini Screen (Hampton), 

Nucliex screen (NeXtal), PEG/ion screen (Hampton) screen, and PEGs II screen 

(NeXtal) were all used to survey crystallographic conditions. 

 

5.7 Bioinformatic Analysis Pipeline 

 Bioinformatic analysis for this work was completed in R (3.6.0) and Bash 

(4.2.46). Other bioinformatic tools used for this analysis include BEDtools116 (v2.30.0) 

and LiftOver (UCSC). K562 and HEK293T LEF1 ChIP-seq datasets were obtained from 

(ENCFF659WAF) and (ENCFF333UCS), respectively. K562 and HEK293 G4 ChIP-seq 

datasets were obtained from (GSE107690) and (GSE133379), respectively.  LEF1-G4 

data was mapped to hg19. LEF1-G4 overlap was calculated using BEDtools Intersect, 

and significance determined by BEDtools Fisher. BED files were converted to FASTA 

files by BEDtools Getfasta for consensus sequence enrichment analysis and G4 

sequence prediction. G4 sequence prediction was completed using pqsFinder (2.2.0) 

with a minimum score of 52 on both sense and antisense strands.88 ChIP data was 

annotated using the ChIPseeker package117 (1.22.1)  
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and UCSC Known Genes118 (3.2.2). 

Pathway analysis was completed with 

annotated dataset using ReactomePA119 

(1.30.0). K562 and HEK293 enhancer 

datasets were obtained from 

EnhancerAtlas 2.0104. General pipeline 

workflow is described in scheme 2. 

 Sox2-G4 analysis was performed as 

described above with minor modifications. 

H9 Sox2 ChIP data was obtained from 

Cistrome ID: 44233  and H9 G4 ChIP data 

was obtained from GSE161531. Sox2-G4 

data was mapped to hg38. H9 enhancers dataset obtained from EnhancerAtlas 2.0104 

was converted to hg38 with LiftOver 

 

5.8 Thioflavin-T Fluorescence Assay 

 DNA ligands were prepared as described in section 5.3 and added to 3 µM THT 

in THT binding buffer (50 mM Tris base, 50 mM, pH 7.2) mixed by gentle shaking for 90 

seconds, centrifuged briefly with a microplate Handyfuge, and allowed to equilibrate for 

1 hour prior to measurement. Fluorescence data was collected using a BMG Labtech 

CLARIOstar Plus microplate reader. Excitation wavelength range was from 420±5 nm to 

440±5 nm and emission spectra were collected at 490±8 nm. All THT assays were 

performed in technical triplicate. 

 

Scheme 2- Overview of bioinformatic pipline 
described in section 5.7 
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Appendix 1: Sox2-RNA Hairpin Stoichiometric Binding Gels 

 

Figure 11- Sox2-RNA Stoichiometric EMSAs. EMSAs used to determine binding stoichiometries of 
all Sox2-RNA crystallography complexes. [Sox2]:[RNA] ratio for each well is depicted and bands are 
denoted as follows: Free- unbound RNA, Bound- RNA-Sox2 complex.  Xylene cyanol dye band is 
marked 
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Appendix 2: LEF1-G4 genomic associations in HEK293 cells 

 

LEF1-G4 genomic associations in HEK293 cells. (A) Venn diagram displaying the number of overlaps 
between LEF1 ChIP-seq sites (yellow) and G4 ChIP-seq sites (red) in HEK293 cells. P-value displayed was 
calculated by Fisher’s exact test. (B) Overlaid histograms of peak widths for LEF1 ChIP-seq data (blue), G4 
ChIP-seq data (red), and intersected LEF1-G4 sites (green) all in HEK293 cells.  Y-axis is square root scaled. 
(C) Proportion of peaks with the LEF1 core consensus sequence in LEF1 ChIP-seq peaks (left) and in LEF1-G4 
peaks (right). (D) Proportion of peaks with in silico predicted G4s (pqsFinder score ≥ 52) in LEF1 ChIP-seq 
peaks (left) and in sequence shuffled LEF1-G4 peaks (right). P-values for (C&D) were calculated by proportion 
test (E) Pie chart representing all LEF1 ChIP-seq peaks in HEK293 cells, broken down by whether a G4 is 
predicted to form. Sites predicted to contain a G4 in vivo by G4 ChIP-seq are shown in green. Sites predicted to 
contain a G4 by in silico prediction (pqsFinder) are shown in light blue. Sites predicted to contain a G4 by both 
methods are shown in teal. Sites not predicted to contain a G4 are shown in grey. 
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Appendix 3: LEF1-G4 associates with G4s predicted by G4 

ChIP-seq and G4-seq  

 

LEF1-G4 associates with G4s predicted by G4 ChIP-seq and G4-seq. Venn diagram displaying the 
number of overlaps between LEF1 ChIP-seq sites (yellow), G4-seq sites (blue), and G4 ChIP-seq sites 
(red) in HEK293 cells. 
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Appendix 4: Sox2-G4 associations in H9 cells 

 

Sox2-G4 genomic associations in H9 cells. (A) Overlaid histograms of peak widths for Sox2 ChIP-seq data 
(blue), G4 ChIP-seq data (red), and intersected Sox2-G4 sites (green) all in H9 cells.  Y-axis is square root 
scaled. (B) Proportion of peaks with the Sox2 core consensus sequence in Sox2 ChIP-seq peaks (left) and in 
Sox2-G4 peaks (right). (C) Proportion of peaks with in silico predicted G4s (pqsFinder score ≥ 52) in Sox2 
ChIP-seq peaks (left) and in sequence shuffled LEF1-G4 peaks (right). P-values for (B&C) were calculated by 
proportion test (E) Pie chart representing all Sox2 ChIP-seq peaks in H9 cells, broken down by whether a G4 is 
predicted to form. Sites predicted to contain a G4 in vivo by G4 ChIP-seq are shown in green. Sites predicted to 
contain a G4 by in silico prediction (pqsFinder) are shown in light blue. Sites predicted to contain a G4 by both 
methods are shown in teal. Sites not predicted to contain a G4 are shown in grey. 
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Appendix 5: ChIP Dataset Distances from TSS 

 

ChIP Dataset Distances from TSS (A) Scaled density curve representing the distance from TSS 
of Sox2 peaks in H9 cells (pink) and LEF1 peaks in K562 cells (blue). (B) Scaled density curve 
representing the distance from TSS of G4 peaks in H9 cells (pink) and G4 peaks in K562 cells 
(blue). X-axis is square root scaled. 
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Appendix 6: In Vitro Survey Genomic G4s 

 

Appendix 7: Sox2-G4 Stoichiometric Binding Gel 

 

Sox2-T95-2T Stoichiometric EMSA. EMSA used to determine binding stoichiometries of all Sox2-
T95-2T crystallography complex. [Sox2]:[G4] ratio for each well is depicted and bands are denoted as 
follows: Free- unbound RNA, Bound- RNA-Sox2 complex. 
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Appendix 8: In Gel Verification of G4 Duplex Formation 

 

Gel verification of G4 duplex formation- Native gel of each G4 construct (enhCh11 (left), enhCh17 
(middle), and T95-2T (right)) with increasing proportion of its antisense strand to form dsDNA shown. 
Ratio [G4]:[antisense] for each well is shown below gel. Bands are labeled as follows: G4- free G4 
strand, Antisense- free antisense strand, Duplex- G4-antisense complex 
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Appendix 8: Nucleic Acid Constructs 
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Appendix 10: Protein Constructs 

 

 

Data and Code Availability 

Code written to conduct bioinformatic analysis described in this work and the data 

generated therein can be found at 

https://github.com/abhe6819/HMGB_G4_Interactions.git  
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