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Abstract

Thermally-driven upslope winds are one of the many different wind patterns unique to
mountainous terrain. While the general mechanics of these winds have been wiiety; st
there is a lack of information on how transitions in land cover influence these ysieds.
Questions also remain about how these wind systems affect the biologicairfuncof

mountain ecosystems.

This two year measurement program indentified the upslope flow regimesarota the
southeast face of Niwot Ridge, an east-west running ridge directlgfeast Continental Divide
in the Colorado Front Range. The study focused on the role that alpine treeline pthged in
generation of upslope winds, as well as whether the airmass compositionoplewssisus

downslope winds influenced the spatial distribution of alpine vegetation.

Observations showed that thermally-driven upslope winds were most common iersumm
daytime hours. Differentiation between two different types of therndailyen upslope winds,
land cover-induced flow and anabatic flow, was done through an investigation oésurfac

pressure and sensible heat flux at sites in the subalpine forest and alpine kindsafound



that anabatic forces, not transitions in land cover from forest to tundra, were felgpmnghe

generation of upslope winds on Niwot Ridge.

Analyses on the composition of airmasses showed that upslope winds werdyeneral
cooler, more humid, and weaker in strength than downslope, westerly winds. These
characteristics, combined with the higher frequency of upslope winds in tHpisabiarest
compared to the alpine tundra, suggested that upslope winds played an importanheole in t

spatial distribution of vegetation in the alpine treeline ecotone.



Acknowledgements

There are a number of people who helped in the completion of this thesis that deserve
recognition. First | would like to thank my advisor, Dr. Peter Blanken, for hisihgjuiding me
through this process. Your help in the research design, obtainment of equipment, agd editi
were all crucial to the completion of this study. You have been a very stablehianaghout
this process. Thank you. | would also like to thank my committee members, Daniieland!

Dr. Mark Serreze, for their help and insight. In addition, I would like to thank Darkiogthis

time to help with field experiements. It was very much appreciated.

| also would like to thank all those who helped along the way. To all those at the
Mountain Research Station — Sean Burns, Kurt Chowanski, Casey Flynn, and John Knowles,
thank you for being there to answer questions and help me in obtaining data. In addition, |
would like to thank all those who have helped in the collection of the datasets thatdnibesl f
work, especially those associated with the Ameriflux Tower and the Tvan eddiaccea

towers.

Lastly | would like to thank my family for all the support. | would also like tokhay
colleagues in Geography - Cole, Galen, Mou, Bock, and the rest, who have bean lyegahg
keep things in perspective. And finally to Kendle Wade, your support and patienghtiubu

this process were most appreciated. Thank you.



Vi

Table of Contents

1 goTo (B Tox 1 o] o ISR 1
Objectives and Organization of thiS TRESIS .......cccoviiiiiii i 4
Analysis of the Temporal and Spatial Characteristics of Upslope Flow on Ridge.............. 7
Y 011 = Tod TSP 7
P20 R 1 {0 T [V Tox 1 o o [P RTT 8
2.1 1 TRermMal FIOW ... e et et e e e e e e e e e e e e e eeeees 8
2.1.2 MECNANICAI FIOWS ......uuiiiiiiiiiiiiiiiiie ettt e e e e e e e e e e e e 10
P2 G IR Y g To] o oS Yor= 1 =TV o T 12
P R O] 1Y/ <] (0= [0 PP 13
FZ O o =T 1Y PSSR 14
2.2 MEBINOAS. ...ttt e e e ettt ittt it e e e e aaeeas 15
2.2. 0 STUAY SILES ..eieeiieiiiiii it st et e e e e ettt e e e e e e e e e e e et e eeeeeeeeseaasan e e e aaaaeaaaeeeeeeeenernnnnes 15
2.2.2 Seasonal CharaCleriSTICS .........uuii ittt e e e e e 19
2.2.3 DIUrNal CharaCteriSTICS .......uueeiiiiiiiiiiiie ettt e e e e e e e e e e e e e e s s s anees 20
A O] 1Y <] (o= [0l PP 20
2.2.5 TEINEISONME ...ttt e e e e e e e e e e e sttt e e e e e e aaaeeeeas 21
2.2.6 SYNOPLIC-SCAIE WINUS......uuuiiiiiiiiieee e e e a e e e e e e e e 23
2.3 RESUILS QN DISCUSSION ....uuuiuiiiiiiiseee e e e e et e ettt e s e e e e e e e e e e e e eeeeetbbaasa e e e e e e eeeeaeeaeeeeesnsnnes 25
2.3.1 Seasonal CharaCteriSHICS .........cuuuuuuuuiiiiiiiir e e e e e e e e e s 25
2.3.2 DIUrnal CharaCteriSHICS .......cuuuuuuiiiiiiiieee ettt e e e e e e e e e e e e bbb e e as 29
PG el O] 01V <] o [T o [od = PR TTRRPPPPRIN 32
2.3.4 SYNOPLIC-SCAIE WINUS. .....uuuiiiiiiiiiee et e e a e e e e e e e e e e 42
P o (o (1] o] 1TSS SPRPPP 47
Land Surface Temperature Distribution over Niwot Ridge, Colorado and its Bffect
Thermally-driven, UPSIOPE FIOWS ... 51
Y 0111 =T o! APPSR 51
G 300 R [ 70T [V Tox 1 o] o U PPPPURPRPTRR 52
3.1.1 Thermally-DriVen FIOWS ..........uuiuuiiiiiee e 52
3.1.2 Land Surface TEeMPEIATUIE ........ccoeiiieiiiiiiiiiaaa e e e e e e e e e e ettt a e e e e e e e e e e e e e eeeeeeseeennnnes 55
G T |V =1 T Yo £ PP 58



vii

3.2.1 SUIMACE TEMPEIALUIE.....iii i e ettt e e e e e e e e e e e e e eeaatab bbb e e e e e e eeeaaeeeeeeeeensnsnnnnns 58
I - [0 O 0 1Y = TSRS 61
3.2.3. SOl TEMPEIALUIE ....eeeiiiiiiee ettt e e e e e e e e e ettt e et ea b bbb a e e e e e e aeeeeaeeeeeeesssennnnns 62
3.2.4. Sensible Heat FIUX @Nd PreSSUIE ........cooiiiiiiii ettt s 64
TR T o =S USRI 64
3.3.1 EnVIironmental VariabIeS ...........uuuuiiiiii ettt 64
R I I 1o 00 Y= PP PPPPPPPPPPPTP 73
R TG T 1o T I =10 ] 0 1= = LU = PSS 81
3.3.4. Mean Hourly SOil TEMPEIAIUIE .........ceeveiiiiieiiiieeee e e e e eeeee e e et e s e e e e e e e e e eeeeeeeaenens 83
I @ o 11 5] o] o - PP PP PP 90
Y 0] 011 T[S 93
The Effect of Upslope Winds on Atmospheric Variables and Airmass Composition along
(@] (o] 7>V [0 o] o | A = ¥= 1 0o [P 95
Y 013 = Lo ST 95
vt O [ o1 o o 18 ox 1o o TSP PP 95
4.1.1 Upslope Winds as a Source of MOISTUIE ...........oovveiiiiiiiiiiiiii e 96
4.1.2 Effect of Strong Winds on Vegetation ..............uuuuiiiiiiiiiieeee e e e e e 97
TG T | o] =T 1Y PSSP 98
.2, METNOUS. ...ttt e ettt e e e e e e e e e e e e e e e e bbb b 99
2 R o (o 10 |V Y/ ==V R 99
4.2.2.UPSIOPE BIOCKS ...ttt e e e e e e e e e e e e e rarraaaaa 100
4.2.3 INLIALION MELNOM ...ttt e e e e e e e e e e e eees 101
4.2.4 NOrmalized DIffEIrENCE ...... oo e e e e e e e eees 102
.3, RESUIS ... e e et e e e e et b a e e e e e e e e eeeeeeearanrnes 102
A.3. 1 HOUIY MEBANS ...ttt e e e e e e e e e e e e e et e e ae e bbb a e e e e e eaaaaas 103
4.3.2 UPSIOPE BIOCKS ANAIYSIS...ccceiiiiiiiiiiieiiie ettt 106
v G JC B [ 11 = 14 o] 1Y/ =71 o o [P PRRRPRPP 111
4.3.4 NOrmalized DIffEIrENCE .......coiiiii et e e e e e e eeees 115
S o] [ 11 153 (o] I PSSR 123
(@] o Tod 81T 0] o - TSP 124

5.1 AtMOSPhEriC ENVIFONMENT........cccoiiiiiiieeeeeis e e e e e e e e e e e e e e e e eeeeennnne 124



viii

5.2 Differential Land TEMPEIALUIES .........ooeiiiiiiiiiiiiiai ettt e e e e e aeeeeeeeaneees 126
5.3 AIMMASS COMPOSITIONS ....eeuiiiiiiiiiieeee e e e e e et eeiebb e e e e e e e e e e e e e e e e eeseabsba e e e e e e eaaeaeaes 128
5.4 FULUIE WOTK ...ttt e e e e e e e e e e e et e et et bt e b e e e e e e e e eeaeees 129

References



Table

2.1.

2.2.

2.3.

24.

2.5.

List of Tables

List of the meteorological parameters measured at the threelst@sstruments
used to collect the data, and the height of the measurements (agl)..............c.ccooe v

The percentage of summer days which had at least 0.5, 1, 1.5, and 2 consecutive
hours of upslope flow and CL and TVaN. ... ..o e 27

The total number and percentage of upslope winds at the three study sites for
different times of year.........coo i e 2T

The average values WD (degrees) for Tvan and C1 awD(degrees)U(m sb),

andT, (°C) differences between Tvan and C1 for convergence events for non-day
(1600 — 0800 MST), night (2000 — 0400 MST), day (0800 1600 MST) and

summer day (0800 — 1600 MST, months: 6-8) periods... e " i |

Averagel (m sY) for Tvan and C1 for convergence events during the periods:
non-day, night, day, and summer day, as well as the avidriagge¢hose periods
AS AWHOIE. ..o 41



Figure

1.1.

1.2

2.1.

2.2.

2.3.

24.

2.5.

2.6.

2.7.
2.8.
29.
2.10.
211
2.12.

2.13.

List of Figures

Shows the location of the 8km x 13km study region used in this study of Niwot

Wind roses showing the day (0800-1600 MDT) and night (2000 — 0400 MDT)
wind direction and wind speed values at a subalpine forest site and an alpine
tundra site on all summer days (JJA) in the perlod from June 8, 2007 to July 3,

2008 (Blankeret al.2009)... PRI -1
The theoretical basis for anabatic flow during the day adapted from Kossm

and Fiedler (2000).......ouve e e e e e e e e ea e D
Theoretical diagram of leeside gravity wave creating a rotor wind, adapted f

Doyle and Durran (2002).........ooui i et i e e L]
Contour map and cross-sections of Niwot Ridge............coo i 16

The location of the four MERRA reanalysis cells (in red) used for detign
the synoptic-scale meteorology on Niwot Ridge..........ccocoevi i, 24

WD in the tundra versud/D in the subalpine forest for all times in which both
sites hadvs greater than 2 riisduring 2008 and 2009...............eceeeeieeeeeeeeieenensns 26

Easterly/southeasterly wind events at the three meteorologicaasideor

synoptic-scale conditions over the 11 months that the Cabin Clearing site was
functional (8/10/09 t0 7/8/10)... ..t e e e e 30
Hourly boxplots ofVD for C1, Cabin Clearing, and Tvan during summers (JJA)....... 31

Convergence events between Tvan and C1 per month over 2008 and 2009...............

The atmospheri€; andé profiles at C1 on the morning of 8/10/2010...................... 36
WD andU values measured at C1 and Tvan on 8/10/2010...............ccvvvevenen .37
TheoreticaWD cross-section plot for the morning of 8/10/2010.............ccooevvviiiiiinnnnnnn. 38
The nighttimeND U, rat C1 and Tvan on 6/12/2008.............ccccoviiiiiiii e, 39

Wind roses of the summer and winter synoptic-s@édle(day and night) using
MERRA reanalysis data and summer wind roses for surivideat Tvan and



2.14.

3.1.

3.2

3.3.

3.4.

3.5.

3.6.

3.7.

3.8.

3.9.

3.10.

3.11.

3.12.

3.13.

3.14.

4.1.

Xi

The synoptic-scald values at the 500 mb level above Niwot Ridge for two
years (2008-2009) ... ....iuuititie it e e e e e e e e nen e eeeee e A0

Topographic map showing Niwot Ridge. The extent is equivalent B the
analysis (8 x 13 km) and the placement of the 27 soil probes........................l. 63

This plot shows the averageon Niwot Ridge for elevation, aspect, slope, and
NDVI classes on WINter/SPring daysS. ... ....cvvvee e e e s s re e eeienas 65

The average winter/sprirgandTs for elevation, aspect, slope, and NDVI
Ll S S . . ittt e e e 68

The averagés and surface of Niwot Ridge by elevation class on winter and
K10 101 0 1= g0 F= 70

SpatialTs data obtained via Landsat 5 thermal infrared imagery for 8/5/09 at
1030 MST and 12/11/09 at 1030 MST ... ittt et et e e e ae e ene 72

Six land type categories extrapolated throughout the study region using the
supervised minimum distance classification tool in ENVI.................oooviiii, 74

Eight land type categories extrapolated throughout the study region using the

supervised minimum distance classification tool INn ENVI.................ccooiii i, 76
The average aspect, slope, elevation and NDVI for each land cover class................. 78
The averagés and g of the nine days observed, winter days, and summer days......... 80

TheTseiandTs of Niwot Ridge on 8/5/2009 at 1000 MST and 1030 MST
(15T LS04 1)< 82

Mean hourlyTs; for different land cover surfaces (tundra, krummholz, and
forest) from July 6 to September 30, 2009.........cooiiiiiiiiii 84

Average hourly, of the tundra and the subalpine forest for the summers
(JIA) 0f 2008 @Nd 2009.....cceirie e et e e e e e eenee 89

WD, U, T,, andh at C1 and Tvan on summer days (JJA) during 2008 and 2009
for days with upslope flow versus the remaining daysS...........ccccoveiiiiiiiiieineennns 104



4.2.

4.3.

4.4,

4.5

4.6.

4.7.

4.8.

4.9.

4.10.

4.11.

Xii

R., H, AE, and CQ flux at C1 on summer days (JJA) during 2008 and 2009
for days with upslope flow versus the remaining days ..........ccccoeviiiiicieievnennns. 105

R., H, AE, and CQ flux at C1 on summer days (JJA) during 2008 and 2009
for days with upslope flow versus the remaining days. This plot is similar to
Figure 4.2 except with a more restrictive definition for upslope flow...................... 107

The frequency of upslope flow at different times of day for the summer
months (JJA), for C1, Tvan, and CC..........covie i iii i e e e e e e 109

Mean hourlyWD, U, R,, andT, at C1 and Tvan for summer months (JJA)............... 110

MeanWD, T,, Ty, andh at C1 and Tvan on the six hours prior and following
all upslope events that lasted a minimum of four hours.........................cnnnll 112

Moving average [three blocks] b, AE, R,, and HO flux hourly means at C1
and Tvan on the six hours prior and following all upslope events that lasted a
MINIMUM Of TOUIr NOUIS.... .o e 114

Normalized difference farrvan—Varci)/ (Varrad + |Varci|)) vs. wind
difference WDryan—WDc1) between Tvan and C1 fovD, U, T, (at 2 m agl),
andR, for all summer values from 2008 and 2009............ccoiiiiiiiiiiiii e 116

Normalized difference farrvan—Varci)/ ([Varrvad + [Varcy|)) vs. wind
difference WD an—WDc1) between Tvan and C1 fét, AE, and CQ flux............... 117

Same as Figure 4.8, except limited solely to summer (JJA) days (0800 MST
100 TR0 KT 00 1 I P 121

Same as Figure 4.9, except limited solely to summer (JJA) days (0800 MST
L0 0 G010 1Y 1 P 122



ABL

Po
PGF

Ta

Ty

Atmospheric boundary layer

Specific heat capacity
Turbulent friction
Gravity

Relative humidity
Sensible heat flux
Atmospheric lapse rate
Pressure

Surface pressure
Pressure gradient force
Gas constant

Spectral radiance

Net radiation

Time

Air temperature

Brightness temperature

List of Variables

Tq
Ts
Tsoil
TKE

Ty

Xiii

Dewpoint temperature
Surface temperature

Soil temperature (10 cm depth)
Turbulent kinetic energy
Virtual (sonic) air temperature
Horizontal wind speed
Vertical wind speeds

Wind direction

Height above ground level
Bowen ratiof = H/AE
Emissivity

Potential temperature
Wavelength

Latent heat flux

Density

Momentum flux



Chapter 1

Introduction

Mountain environments are places which experience a wide variety of unique
meteorological phenomena. The wind patterns that affect these alpine regioomplex and
numerous, with many scales of climatic processes combining to determinm&iealrology.
Locations in the same mountain region may experience different meteorolagidalans even
between short distances. Since wind has been known to transport many different atmosphe
compounds, such as water and organic & inorganic aerosols (Raraisthi990), differences in
local climatologies can have important implications for these sensitbaystems. Transport of
natural compounds is often inextricably linked to vegetation patterns on a mountain éDahne
2008). However transport of atmospheric pollutants by mountain weather sgétemsauses
alpine regions to take a greater burden of certain environmental problems (Curaad 994,

Kossmaret al. 1998).

One type of mountain wind that may be responsible for such transport is upslope,
thermally-driven flows. Thermally-driven flows (or mountain-valley aesg are phenomena
that have been well documented. The basic mechanics of these winds is the development of
upslope winds during the day as incoming radiation increases the sensiblexheattfie face
of a mountain. A horizontal pressure gradient forms between the slope sadabe adjacent
above-valley air. This force, when combined with a buoyancy force due to suréice he

causes winds to blow uphill (Orville 1964). Strong sensible heat flux promotesdtenee of



upslope flows more than high latent heat flux and for this reason such tlyednnadin flows are

more common of mountains in the semi-arid western United States (Whiteman andlD98).

This research focuses on the local meteorology of Niwot Ridge, an eststwwiing
ridge located directly east of the Continental Divide in the Colorado Front Raiggee 1.1).
This site is an area of extensive ecological research and curreselyigmated as a Long-Term
Ecological Research site. Due to its mid-latitude location, Niwot Ridgst aften experiences
synoptic-scale westerly winds (Barry 1973). However this region alsoienpes upslope
winds. Upslope winds, while often the result of thermal forcings, can also be caus&dristy
of other factors. It has been found that synoptic-scale storms, passing to the sowibt of N
Ridge, are capable of generating upslope winds in the winter months (Turnepse&002,
Blankenet al.2009). The existence of upslope winds has also been attributed to mechanical
forcing by mountain gravity waves (Turnipsesidcal. 2004). These waves can cause rotors to
form on the lee side of a mountain ridge, which can effectively recircutaipslope. Such
local upslope events have been found to be common in nighttime conditions, when synoptic-

scale wind speeds are high.

While there are different forms of upslope winds, it has been found that summaredayti
conditions give rise to thermally-driven, upslope winds. These thermally-dioves éccur
25% to 40% of the time during summer days over subalpine forest on Niwot Ridge (Batmann
al. 1993, Turnipseedt al. 2002, Blankeret al.2009). While these upslope flows are common
in the summer months they do not affect all of Niwot Ridge uniformly. A resenyéar study,
the impetus for this research, by Blanletral. (2009) that found that on Niwot Ridge upslope

flows occurred more often over a subalpine forest site than over an alpine tundransite



Colorado

Figure 1.1. Shows the location of the 8km x 13km study region used in this study of Niwot
Ridge.



upslope (Figure 1.2). This finding suggests that these two sites, which areesepgrthe

alpine treeline ecotone, are affected differently by mountain weatbiensy.

Objectives and Organization of thisThesis

This study builds off the work of Blankext al. (2009) to determine whether there was a
relationship between the location of alpine treeline and thermally-drivelopepsinds. This
study addressed the same question in two ways. First, was to determine teetixéent of
thermally-driven, upslope winds was influenced by alpine treeline. The secontivebyeas to
look at the question in reverse to determine if the location of alpine treeline Wwasaafd by

these thermally-driven winds.

Before these objectives could be completed it was important to identify the
meteorological conditions found on Niwot Ridge during 2008 and 2009. In particular, which
types of upslope events occurred and what were their temporal and spatielerisdics. These
results were critical to completing the main objective of determiningetb@onship, if any,
between alpine treeline and thermally-driven flows. If the frequency abpgsinds was not
largely dominated by thermal forcings then special considerations would need kerbata

account before the following analyses could be undertaken.

Analysis of the meteorological conditions yielded similar resultsdweipus findings by
Baumanret al. (1993), Turnipseedt al.(2002), and Blankeat al.(2009). Upslope winds did

dominate summer daytime periods, compared to synoptic-scale flows and madi@ani
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Figure 1.2. Wind roses showing the day (0800-1600 MDT) and night (2000 — 0400 MDT) wind
direction and wind speed values at a subalpine forest site and an alpine tundra kgaromat
days (JJA) in the period from June 8, 2007 to July 3, 2008 (Blaatkan2009).



However, it also revealed diurnal differences between the timing of thgrdralen flows in the
alpine tundra and the subalpine forest, where the subalpine forest transitioned to flgpslope
immediately following sunrise, while the alpine tundra did not see increaseeéi®oof

upslope flows until midday.

Finding the difference in the temporal behavior of upslope winds in the tundra versus
forest was an important consideration for the first objective. The morningitvartsi upslope
flow in the subalpine forest was considered to be due to anabatic forcings, duestinits pibst-
sunrise transition time. However, reasons for the afternoon upslope flows in trerequdred
an additional research. It was hypothesized that differential surfaceibtehyperatureTs and
Tsoi)) distributions on Niwot Ridge, due to different land cover properties, were resjgoiasibl
creating meteorological conditions suitable to different upslope flownesgin the alpine tundra
versus the subalpine forest. HigfigandTs, in the tundra (compared to the forest) were
expected to cause land cover-induced, upslope flow, which would explain the afternoon upslope
flows in the tundra, coincident with the time of greatest temperature contragéebdundra

and forest.

The last part of this study was to determine whether the airmass coorposéttipsiope
winds influenced the location of alpine treeline. Findings revealed that upslope #revsnare
common in the subalpine forest than in the alpine tundra. Because regions that exparience
greater frequency of upslope flows had greater plant biomass it was hypedhbsit the
composition of airmasses associated with upslope winds were more benefitaadttgrowth
than those associate with westerly flows. To address this question, meteatolagables
from westerly and upslope wind events were compared to determine if they hactidesti

signatures which might explain such differences in vegetation distributions.



Chapter 2

Analysis of the Temporal and Spatial Characteristics of Upslope Flow on Niwot Ridge

Abstract

Studies of mountain environments have characterized a wide variety of diffement
patterns that occur in complex terrain. The purpose of this study was to ehagditte upslope
flow regimes on Niwot Ridge. The first step in understanding upslope flowwiasermine
which different types of upslope flow exist and to determine the temporal anal spatbility
of these flows. The data were examined looking for three types of upslope thigrdsal flows,
mechanical flows, and synoptic-scale flows. Analyses presented in thisraleapi that
thermally-driven, upslope flows were most common to summer days, but that thapmaitas
occurred in winter months. It was also found that mechanically-driven upslope Wdweh
occurred due to the formation of mountain gravity waves, occurred mainly at night and in the
winter. Synoptic-scale influence on upslope flow was found to be minimal, with &ignm
(simultaneous upslope orientation) between synoptic-scale (500 mb) flowsréack (660 mb,
710 mb), upslope flows usually occurring less than 3.5% of the time. In addition to tieese thr
types of upslope flow, convergence events were examined, due to findings by previass studi
revealing times when the subalpine forest experienced upslope (easteylyiiibevthe alpine
tundra experienced downslope (westerly flow). It was found that convergesrmis during the
winter and nighttime often appeared to be influenced by mechanical and synogtifosuzs.
On summer days, convergence events were often due to a lag time in thermék #oaba

reaching the alpine tundra. The data revealed that upslope winds initiated in thneubeest



immediately following sunrise and did not occur until midday in the alpine tundra, only 4 km

upslope.

2.1 Introduction

2.1.1 Thermal Flow

Thermal flows refer to winds in which surface heating of a mountain face causes a
flow uphill. These flows are termed anabatic flow, and refer to upslope winds cau$ed b
combination of buoyancy force and horizontal pressure gradient force. The hettee sur
creates a local horizontal pressure gradient between the slope (sanface) horizontally
adjacent valley air above the surface layer. This force is paabeilat Earth’s surface (Figure
2.1). The second force is the buoyancy force caused by the reduction of air dehsity at
surface. These two forces combined cause winds to blow uphill parallel to the slopmélkns
and Fiedler 2000). This upslope wind reverses direction (e.g. downslope) at nightlteie t
boundary layer once again becoming stable, allowing for gravity-driven, katébats to move

down slope.

The equation for anabatic flowg] is,

[1]
, Wherep is densityg is gravity,p is pressuref is the slope angle, ariids turbulent friction
(Kossmann and Fiedler 2000). The term on the left-hand-side of equation (1) dekeribes t
change in the upslope component of flow with ti)e The first term on the right hand side of
equation (1) describes the pressure gradient f&*Gé&), and the second term describes the

buoyancy force.
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Since surface heating is the driving mechanism behind thermal flows, theseaggents
mostly summer, daytime events. Many studies have shown an increase in ocafrugrstepe
flows at these times. Baumaehal.(1997) found that in one summer (1993) in the Front Range
of the Rocky Mountains, thermal flows occurred roughly ¥ of the time, alignimgpnoper
(weak or non-existent) synoptic-scale conditions. Similarly, Turnipseald(2002) and
Blankenet al. (2009) found that in summer months over the subalpine forest on Niwot Ridge,

upslope winds occur 30-40% of the time during the day.

2.1.2 Mechanical Flows

Another phenomenon known to cause upslope flow on Niwot Ridge is leeside gravity
waves (Loslebept al. 2000, Turnipseedt al.2004). Studies have shown that gravity waves can
induce vertical eddies (rotors) which cause winds to flow uphill (Figure 2.2). Onndevard
side of the wave trough winds will be strong and oriented downslope, while on the leigard s
of the trough there are often upslope flows due to rotor winds (Doyle and Durran 2002).
Turnipseeckt al. (2004) found that conditions supported the existence of these mechanically-

driven upslope winds 14% of the time in a 4 month winter period on Niwot Ridge.

Mountain gravity waves are created by strong winds flowing over mountairsridge
Under the appropriate conditions, a minimum horizontal wind spdedf@ m s must be
reached on the ridge top to create these flows (Turniptesdd2004). Howevery is often
much higher. Therefore, downslope windstorms are associated with the formation ofimounta
gravity waves (Smith and Skyllingstad 2009), causing strongly negatitrea¥evind speedsi)

on the leeside of a mountain ridge (Dogteal. 2011), often between 5 rit and 10 m$. Under



Figure 2.2. Theoretical diagram of leeside gravity wave creating a rotod wadapted from
Doyle and Durran (2002).

11
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typical conditions mountain environments do not usually expersneigh magnitudes greater

than 1 m & (Worthingtonet al. 2001, Loescheet al. 2005).

Such windstorms on Niwot Ridge have been found to occur most often during winter
months between midnight and 0700 local time (Brinkmann 1974). Studies from other mountain
ranges have observed a preference for late afternoon windstorm${8ehic2003, Grubisic
and Xiao 2006). Smith and Skyllingstad (2009) found that mountain waves were most likely to
exist under strongly stable conditions of surface cooling, concluding high levelbuittir

kinetic energy (TKE) during the day inhibited formation.

2.1.3 Synoptic-Scale Winds

The existence of upslope flow on a mountain can also be the work of synoptic-scale
winds. The Rocky Mountains, due to their mid-latitude location, generally expeviesoerly
synoptic-scale winds (Barry 1973). Niwot Ridge is on the east side of the Continerdal D
and therefore is typically on the leeward side of the prevailing winds. However,symdgtic-
scale easterly-flow conditions, Niwot Ridge can experience eastgdlope) surface flow. In
addition, it has been found that winter upslope winds are indicative of synoptistarate that
pass to the south rather than thermally-driven winds (Turnipstesdd2003, Turnipseedt al.

2004). When the low pressure centers of the storms advance over the plains southeast of Niwot

Ridge the cyclonic flow causes easterly flow at Niwot Ridge (Turnipseald2004).

Suitable synoptic-scale conditions are also important to the existence ddltiiews. It
has been found that synoptic-scale westerly winds must be weak or nonexistdat fioror

upslope winds to form. A study of a surface wind at a subalpine site on Niwot Ridgeadool
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found that mountain-valley winds were typical of summer months (Turnigsedd®002) when
synoptic-scale westerly winds were not as strong (3-4 times Wealcebtess frequent in the
summer at 700 mb level (Parrishal. 1990)). This means that when synoptic-scale weather

systems are strong, thermally-drive winds do not occur.

2.1.4 Convergence

Many studies have suggested the existence of convergence zones near maakgain pe
due to thermally-driven flows (Mahrer and Pielke 1977, Toth and Johnson 1985, Wolyn and
McKee 1994, Kalthofet al. 2009). These can form either by thermally-driven flows on both
sides converging or by thermally-driven flows on one side meeting synoplegsevailing
winds. Modeling results have shown that these areas of convergence form orsitie téehe
peak (Wolyn and McKee 1994, Fujikeal. 1999, Lin and Chen 2002) instead of being located

directly at the ridge top.

The existence of such convergence may have important implications on the local
meteorology, as well as pollution transport. Under the right circumstancesdiiilead to
convective cells and cloud formation (Sasetkal. 2004, Meissneet al. 2007, Barthlotet al.

2006, Kottmeieket al. 2008, Eigenmanat al. 2009, Kalthoffet al.2009). Upslope flow is often
cited for increasing transport and deposition of atmospheric pollutants to pigé dgions

from low-lying plains (Lu and Turco 1994, Kossmetral. 1998). However, convergence has
been found to lead to an exchange between the atmospheric boundary layer (ABL) ard the fre
troposphere, causing a net export of pollutants out of the regional system (Mafdr&mith

1991, Kossmanat al. 1999, Nyekiet al. 2002, Hennet al. 2005).
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On Niwot Ridge, the existence of lee side convergence has been documented by
Turnipseeckt al. (2004). A subsequent study at Niwot Ridge showed opposing summer,
daytime wind directionW/D) for an alpine site versus a subalpine site 4 km downslope (Blanken
et al.2009). This difference iWD, westerly winds at the alpine site and easterly winds at the
subalpine site, suggests the existence of a convergence zone somewhere betimeesites,

possibly where the transition from subalpine forest to tundra occurs.

2.1.5 Objectives

The overall goal of this chapter was to analyze the atmospheric environmewbof N
Ridge during the two years of this study and determine the types of ugshpgedsent. The
temporal and spatial characteristics of these different winds were anpoansiderations for
the following chapters which attempt to determine the relationship between tad@inee and
upslope flows regimes. Based on previous research, it was hypothesized thabtite oha
summer, daytime upslope flows were due to thermal forcings and that nighttimenaed wi
upslope flows, which were expected to be more infrequent, were due to synopt@rstcale
mechanical forcings. It was also hypothesized that convergence events wowtelmmmon

in the summer, when upslope winds were more frequent.
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2.2 Methods

2.2.1 Study Sites

Three meteorological measurement stations were used to completeehreheg(Figure
2.3). For a full summary of the instruments and meteorological parametecsezbsee Table
2.1. An alpine tundra site was located at 3480 m above sea level (asl) on the top dRiNgeot
Colorado (4003'11” N; 105° 35'11"W) near the Saddle site. This site is a dry alpine meadow
with low snow accumulation, high winds speeds, and dry soil (Blaekah2009). The site is
dominated by short vegetation with high root:shoot ratios and low leaf area ifdBxn{m?).

It is located on an almost flat surface with a southeasterly aspect (13%& sit& will be
referred to as Tvan.

The station was equipped with two sonic anemometers (CSAT3, Campbell &}ientif
spaced 50 m apart on an east-west axis. The anemometer heads were locatede3ground
level (agl) facing north. Other equipment at this site included an open pathajgzer (LI-

7500, Li-Cor), a shielded temperature/ relative humidity probe (HMP 45C,|&)iaad a net
radiometer (NR-Lite, Kipp and Zonen), all mounted at 3 m agl. The sonic and gas adatgzer
were recorded at a frequency of 10 Hz and fluxes were computed as 30 minutesaverag

The second station was a subalpine forest site located 3050 m above sea level (40°
01'58” N; 105° 32’ 47” W) near the Niwot Ridge C1 site. It is roughly 4 km east of the alpine
tundra site. The area is considered a low-productivity subalpine forest andniernvead drier
than the alpine site (Blankex al. 2009). It is located on a ~5% slope with east aspect (87.1°).
This site will be referred to as C1. Analyses for both C1 and Tvan will includerdat2008

and 20009.
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Figure 2.3. Map and cross-sections of Niwot Ridge. Treeline is roughly represented 340the
m contour line, highlighted green. Dashed lines on map represent the lines of threatdiffe

cross-sections below. On the cross-sections locations of the three s#lesvane with blue

lettering indicating those sites that fall directly on the line, greenesepting sites that do not
fall on the line.
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Table2.1. List of the meteorological parameters measured at the three sitesstthments used
to collect the data, and the height of the measurements (agl).

Height

Site  Measured Parameters I nstrument m

Tvan Wind Direction CSAT3, Campbell Scientific 3
Wind Speed CSAT3, Campbell Scientific 3
H20 Flux LI-7500, Li-Cor 3
CO2 Flux LI-7500, Li-Cor 3
Air Temperature HMP 45C, Vaisala 3
Relative Humidity HMP 45C, Vaisala 3
Net Radiation NR-Lite, Kipp and Zonen 3

CC  Wind Direction CSAT3, Campbell Scientific 2.5
Wind Speed CSAT3, Campbell Scientific 2.5
Virtual Air Temperature CSAT3, Campbell Scientific 2.5

Cl  Wind Direction CSATS3, Campbell Scientific 21.5
Wind Speed CSAT3, Campbell Scientific 21.5
H20 Flux IRGA Model #6262, Li-Cor 21.5
CO2 Flux IRGA Model #6262, Li-Cor 215
H20 Flux KH 20, Campbell Scientific 21.5
Air Temperature HMP-35D, Vaisala 2,8,215
Relative Humidity HMP-35D, Vaisala 2,8,215

Net Radiation Rebs Q7.1 25.5
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The meteorological equipment at this site was located on a 26-m tall doajftdwer. A sonic
anemometer (CSAT3, Campbell Scientific) was situated 21.5 m agl (~10m abocandpsy) on

a boom 1.8 m off the west side of the tower. It collected wind diredfui) and speedd)

data. Temperaturd{) was also measured at 21.5m (HMP-35D, Vaisala). Fluctuations in water
vapor were measured by an open path hygrometer (KH 20, Campbell Scientifiedl [B6atm

east of the anemometer. Water vapor and @Ring ratios were measured by an infrared gas
analyzer (IRGA Model #6262, Li-Cor; intake 20 cm from anemometer). All valees

compiled as 30 minute averages. For a more detailed explanation of equipmeyd setti data
processing, see Turnipseetdal (2002).

A third meteorological station was installed at a site (3218 m asl) rouglfiyay in
between the other two stations (40° 02' 25" N; 105° 34’ 11" W) close to treeline (~ 0.5 km
downslope). It was placed in a small clearing (roughly 40 m x 20 m) adjacent ta tloadir
connecting Tvan and C1. The clearing itself has a southerly orientation (173.1i8s bl
general region with an easterly aspect. The surrounding environment giiselbatest, similar
to that at C1. This site had one sonic anemometer (CSAT3, Campbell Sciantiicjted at 2.5
m agl, which recorded wind in the horizontal, vertical, and cross-wind directions ésathe
other sites), as well as a virtual (sonic) air temperafiye (A CR23X datalogger sampled at 10
Hz and computed 30 minute averages. This site will be referred to as Cabin Glé&jngrhe

collection period for CC was shorter than C1 and Tvan, running from 7/29/2009 to 7/8/2010.

TheWD data from all three sites were oriented withidpresenting true north. The data
from C1 was downloaded with this orientation. For Tvan and CC a correction was applied to
change Bfrom magnetic north to true north. For the sake of simplicity the declination from

1/1/2009 (9.583 was applied to alVD values for these two sites. Also for simplicity the
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virtual air temperaturel() collected at CC will be used interchangeably Wittollected from

air temperature probes at both Tvan (Vaisala, HMP 45C) and C1 (Vaisala36MP

2.2.2 Seasonal Characteristics

The first goal was to determine the seasonal characteristics of upshapatuhe three
different sites (C1, Cabin Clearing, and Tvan). The seasonal percentagpstope winds were
calculated for the summer months and winter months, as well as summer days andaymt
Spring and fall were excluded from analysis due to a preliminary anallggib found that the
annual maximum and minimum occurrence of upslope flow happens in the summer and winter,
respectively. Summer was defined as the months of June, July, and August and agnter w
defined as the months of December, January, and February. Daytime valudsfinexkas
(0800 to 1600 MST). Since C1 and Cabin Clearing had easterly aspects, upslope flow was
defined to include aNVD between 50° and 130° (an 80° range centered on 90°). Because Tvan
had an aspect of roughly 140°, upslope winds for this site were defined to include all winds
between 100° and 180°. These definitions for upslope flow will be used for the remaintler of a

upslope analyses, except when otherwise stated.

In addition to these values, the percentage of summer days that experiéiecentdi
lengths of sustained upslope wind was calculated (for C1 and Tvan). The four dliffagths
of sustained winds were %, 1, 1%, and 2 hours. Any day that experienced continuous upslope

winds for these lengths of time was selected.
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2.2.3 Diurnal Characteristics

The next goal was to determine diurnal patterns in the timing of upslope flow. To
determine the time at which winds shifted from westerly (downslope) terg@southeasterly
(upslope) flow the hourly mediaWD values for summer were calculated and plotted for all
three sites. MediawD values were used instead of means since averdgihtgnds to obscure

information (i.e. averaging westerly flow and easterly flow yields solytilow).

A second analysis addressed the lag time between the initiation of ufsloethe
subalpine forest versus the tundra. This analysis used data from only C1 and Tvan.t The firs
step was to isolate all days in which both sites experienced upslope flow {avteas
consecutive hours). The time of initiation of upslope flow was found for both sitescfodag
selected. The percentage of days in which C1 experienced upslope flow prior to Tvan was
calculated, as was the percentage of days in which Tvan experienced upsldpstfloihe

average upslope wind start times at both sites were calculated and compared.

2.2.4 Convergence

The wind patterns on Niwot Ridge often showed some type of convergence. The next
analysis was to determine the seasonal and diurnal characteristics afjeoceeevents. To do
this the wind direction difference between Tvan and\@Di.+ WDc1) was calculated. All
values falling between 150° and 210° were considered convergence. The numbeér of tota
convergence events and daytime convergence events that occurred each month (ovel 2008 a
2009) were found and plotted on a bar graph. Because well over 99% of all upslope flows at

both C1 and Tvan hawes greater than 0.5 ni'sand over 94% hawes greater than 1 ni'sit is
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concluded that, on average, these winds do have magnitude and therefore are mitkust a t
the non-windy conditionsnfs=0). Therefore wind speed was not considered for this

convergence analysis.

Differences inWD, U, andT, between Tvan and C1 were then analyzed during
convergence events at different times of day to determine whether therdiffenent causes of
daytime and nighttime convergence. The four periods were non-day (1600 — 0800 MST), night
(2000 — 0400 MST), day (0800 — 1600 MST), and summer day (0800 — 1600 MST, months: 6-
8). Differences were calculated\WryarWDc1, UtvarUcil|, and Trvar Tcy| for each category.

In addition, the averadé during all time periods, for both sites, was calculated for both

convergence events and for the periods as a whole.

2.2.5 Tethersonde

To determine the characteristics of the ABL over Niwot Ridge and the telmpora
characteristics of the breakup of the morning inversion layer, a tethersoteta sy used.
This allowed for the collection of multiple setsTafand air pressurg) profiles over the lowest
layer of the atmosphere. The goal was to get readings of &m&lp of the atmosphere before

and after sunrise.

The tethersonde was not a traditional commercial product. A homemade tethersonde
system was created using a standard 3 m weather balloon and radiosonde attaihing mé
(200m). An MW31 sounding system was used with Vaisala RS92 radiosondes. The MW31

system was installed in a trailer near the C1 tower, with an antennaedhstalthe roof of the
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trailer. The fishing line was secured to a power cord storage wheel soeethatitosonde could

be reeled in and out.

The balloon was released manually at a slow and steady rate, and resstmgsllected
for the ascent. The balloon was kept up for roughly 30 minutes before reeling it in. The
sounding system was set to manual settings so that the radiosonde would contintirggcollec

readings upon descent. Descent readings were treated as additional soundings.

Due to the close proximity to trees at C1, the balloons were released 0.15 km down the
road in a clearing at 40° 1' 57.9" N, 105° 32' 27.1" W. Attempts to collect data on four mornings
yielded useable data for only one day due to faulty batteries and loss of ballttomsessilt of
strong winds aloft. On the morning of 8/10/2010, soundings were collected for 0415, 0437,

0504, 0522, 0542, 0603, 0623, 0626, 0634, and 0638 MST.

TheT,values were plotted against altitude (agl) for each sounding to obtain a vEytical
profile. Because the high winds caused the balloon to oscillate up and down severahmeters
the course of a few seconds the data were sorted by altitude rather than tim#éhainde
assumption that in the course of the minute or two it took to reel out the balloon the conditions
were constant. Mean values for readings of duplicate heights were ca@uiidtased in place
of the multiple values. Then, a five block simple moving average was applied to thefdeda be

plotting.

A second profile was created of potential temperat)td{, p, and surface pressung)

values were applied to the following equation:

0 = TR/ [1]
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, with gas constanR) set to 287 J K§K™, and specific heat capacitg) set to 1004 J kK ™.

The same five block simple moving average was run for theaties before plotting.

2.2.6 Synoptic-Scale Winds

The last set of analyses was designed to determine the influence of sgoafgitow on
upslope winds. Synoptic-scale data were gathered for 2008 and 2009. For thit fed8¢A’s
Modern Era Retrospective-analysis for Research and Applications (MERRANdee used,
which is free and available online. MERRA is long-term (1979-presemt)incious reanalysis
data which combines output from meteorological models and observational data foaraaxas
of climatological variables. The data have a temporal resolution of 3 hours. SFanahysis,
easterly wind component)§) and northerly wind componeritl() were obtained for the 500 mb
level. These values were collected for the four reanalysis points tha¢teken the longitude
105.6°W and 105.4°W and between the latitude 40.0°N and 40.2°N (Figure 2.4)lc daheU\

values from the four points were averaged and then convet®¥® tmndU.

The first analysis was to determine what percentage of local upslaps exsze
coincident with similarly directed synoptic-scale events. Synoptic-svalets with upslop@/D
were isolated. Then these synoptic-scale events were compared to tbe wintts at Tvan and
C1. All surface upslope wind events that fell within a three hour block centered on RRAME
data hour were considered to be aligned with synoptic-scale flow. Dividing the noihtbese
aligned periods by the total number of local upslope events gave the ratio of how oftge upsl

winds on Niwot Ridge may be directly influenced by synoptic-scale winds.
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Figure 2.4. The location of the four MERRA reanalysis cells (in red) used for detergiihe
synoptic-scale meteorology on Niwot Ridge.
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The second analysis was to determine whether differences in syragdattsnfluenced
upslope flow. The median synoptic-schlldor the whole dataset was calculated and combined
with theWD values for Tvan and C1 were used to determine what percentage of upslope flow
occurred when synoptic-scdlewas lower than the median value. This same analysis was run
just for the summer to see how many upslope wind events occurred when syndptichsts

were below their median summer synoptic-stale

2.3 Results and Discussion

2.3.1 Seasonal Characteristics

To initially get a sense of the wind patterns between Tvan and\@D, scatterplot
(filtering outws< 2 m §') was analyzed (Figure 2.5). The cluster of points in the upper right
hand corner (cluster A) showed that both sites typically experienced ésterand usually
simultaneously. The other distinguishing features are the clust&® 240, 9F (cluster B)
and the cluster around 7@ (cluster C). Cluster B represents times when both site were
experiencing upslope winds. Cluster C represents convergent times whes €4paadencing
upslope winds and Tvan was experiencing westerly winds. This cluster istimigitgecause it
is just as prominent as cluster B meaning that these times of convergeagasivas common

as full upslope flow.

The seasonal percentages of upslope winds at the three sites were da[€alaite2.2
and 2.3). At C1, in 2008 and 2009, there were 2443.5 hours of upslope winds, accounting for
13.93% of all the data. In the summer, the percentage increased to 17.47% and on summer days

(defined as 1500 to 2300 UTC, or 0800 to 1600 MST) this percentage increased to 31.62%. This
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Figure 2.5. WD in the tundra versud/D in the subalpine forest for all times in which both sites
hadws greater than 2 rifsduring 2008 and 2009. The solid line shows the line of slope 1. The
vertical streak on the right-hand side of the plot shows that during westerydtolwvan the

wind direction at C1 can be from all directions.
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Table 2.2. The percentage of summer days which had at least 0.5, 1, 1.5, and 2 consecutive
hours of upslope flow.

Consecutive Hours | % of Summer
Site of Upslope Flow Days

C1 0.5 89.1
1 75.0

15 64.7

2 53.8

Tvan 0.5 66.9
1 54.4

1.5 41.9

2 34.8

Table 2.3. The total number and percentage of upslope winds at the three study sites fentdiffer
times of year.

Total Hours of Upslope 24435 - 1178
% Entire of Data Collection 13.9 -- 6.7
% of Winter 9.1 11.9 2.7
% of Winter Days 12.2 18.5 4.1
% of Summer 17.5 16.9 10.4

% of Summer Days 31.6 27.5 16.2
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correlates well with Turnipseeat al. (2002) who, at the same site, found that in summer months
upslope winds occurred 30-40% of the time during the day. The percentage of days in the
summer that experienced at least 0.5, 1, 1.5, and 2 consecutive hours of upslope flow were
89.13%, 75.00%, 64.67%, and 53.80%, respectively. In the winter, upslope winds are more
infrequent, occurring only 9.07% of the time overall and 12.19% during the day at C1.

The higher subalpine site (3218 m asl) showed winds characteristic of the lower
subalpine forest site. In the roughly one year of data collection (8/1/09-7 /8@ upslope
flow 16.93% of the time in the summer and 27.50% of the time on summer days. These values
are just slightly lower than C1. In the winter upslope flows occurred 11.90% aheheverall
and 18.47% of the time during the day. These values were higher than the wintefreatues
the other sites. However, they were obtained from the winter of 2010 and a closdrdnspec
revealed that all sites experienced a higher frequency of upslope winds imté&eok2010.

This shows that these seasonal patterns can have sizable variation froonygear

The values from the alpine tundra (Tvan) produce the same pattern of idereasser
of upslope events in the summer and during the daytime. Overall, however, this séd ahow
lower number of these events. Over the course of two years (2008-2009) treecmlyerl 78
hours of upslope winds (1265.5 hours less than the amount accumulated at C1), accounting for
6.71% of all winds throughout the entirety of data collection. In the winter these wituiseat
2.68% of the time and 4.07% of the time during the day. In the summer these winds occurred
10.41% of the time overall, and 16.20% of the time during the day. The percentage of days that
experienced upslope wind events for at least 0.5, 1, 1.5, and 2 consecutive hours were 66.85%,
54.35%, 41.85%, and 34.78%, respectively. At all levels these percentages were much lower

than the values collected for C1.
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These values revealed that tundra did indeed experience fewer upslopdharettis
subalpine forest. This is also visible in Figure 2.6, which shows all upslope eventhaté¢he t
sites, as well as synoptic-scale easterly and southeasterly winds tra¢da@ver the course of
roughly one year. The number of upslope events decreased with increasedréidiratde.
The synoptic-scale easterly/southeasterly events were infreqerdfXl) and when they did
occur, they usually correlated well with strong upslope events across avatf Ridge.
However there are many more upslope events on Niwot Ridge than can be explamisd ful

synoptic-scale conditions.

2.3.2 Diurnal Characteristics

The diurnal patterns of thermal flows were also analyzed to determinméhattwhich
winds shifted from westerly to upslope flow. The hourly mediéidvalues for summer
revealed that upslope (easterly) winds were first observed in the suldaheisie(C1) starting at
0600 MST (Figure 2.7). The subalpine forest site at 3218 m asl (CC) showed that upslope
(easterly) flow typically initiated at 0700 MST. Upslope (southeasteiilyis over the alpine
tundra (Tvan) were found to begin much later at 1200 MST. These values showedah lgg
in initiation times with increasing elevation. One other noteworthyrigpéliom these values
was that Cabin Clearing showed a bimodal distribution of upslope flow markeddzyease in
the frequency at 1000 MST. Upslope winds came back in full at 1200 MST, aligned with the
onset of upslope flow in the tundra. This late morning reversal is even visible, thoughmsmal
the meanVD values at C1 (Figure 2.7 — red line).

The second analysis was run to investigate the lag time between upsiepmftbe

subalpine (C1) and tundra (Tvan). On days in which both sites experienced two consecutive
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Figure 2.6. Easterly/southeasterly wind events at the three meteorologicahsdder synoptic-
scale conditions over the 11 months that the Cabin Clearing site was functional (810/09 t

7/8/10). Then value for each figure records the number of wind events falling between 50° and

180° which occurred over the period. The numbers decreased as elevation increaseithe Sinc

synoptic-scale data were recorded every three houtséhie is theoretically 6x lower than it

would be at the 30 minute intervals of the sites.
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Figure 2.7. Hourly boxplots oMWD for C1, Cabin Clearing, and Tvan during summers (JJA).
Bulleyes represent median values, the edge of the boxes represents 25% and &% nehthe
whiskers show the extent of all values not considered statistical outliers. dliveershows the
hourly averag&VD.
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hours of upslope flow (days=143), 60.14% of the time upslope winds at C1 precede upslope
winds at Tvan. The average time difference between the wind shifts of thesevea®Bt65 +

3.29 hours. On 10.49% of days, the transition to upslope winds started during the same half hour
measurement. For the remaining 29.37% transition to upslope flow occurred fivahaby an

average of 4.49 + 3.45 hours.

Following up these findings with average time of day at which these eventseoccur
gave more insight into the process. The average time of shift for subalpingimpydc@dra was
0830 MST for subalpine and 1209 MST for tundra. For the cases in which the tundra switched
first we see that tundra switched at 0337 MST and subalpine at 0806 MST. It thatea
subalpine forest has a very definitive time of upslope initiation in the hours foll@uwimise.
Upslope flows in the tundra were not as well defined, with upslope flow often initraioday,

but sometimes in the middle of the night.

2.3.3 Convergence

From the previous analyses, it is clear that upslope flows occurred much mora ofte
the subalpine forest than in the alpine tundra. A large percentage of the time theualhiae
was experiencing prevailing westerly flow while the subalpine forest iexped easterly,
upslope flow. These convergence events were studied more closely to deternitypevbh

interaction occurred between the two opposing flows.

The first step in answering questions about the mechanics of convergence was to
determine when they occurred. SelectingMy, .+ WDc; values falling between 150° and

210° as convergence, a minor seasonal pattern was observed, with summers davanglly
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slightly more convergent events than winter months (Figure 2.8). This was expetited a
summers had a higher frequency of upslope flows, allowing for more opportunities for
convergence to occur. However, increased frequency of upslope events did not leaddp a high

frequency of convergence in the summer.

Analysis revealed that simultaneously to summer upslope flow events at C1yweieds
upslope at Tvan 38.57% of the time and convergent (out of the west between 230° to 310°)
38.97% of the time. During the winter upslope flow at C1 was more often accompanied by
westerly winds at Tvan at 50.52%, with only 23.70% of winter upslope events at C1 coinciding
with upslope events at Tvan. Therefore, subalpine upslope events in the summer wigedyiess |

to be part of a convergent system than in the winter months.

The other noticeable feature of convergence on Niwot Ridge was that ngghttim
convergence was as prevalent as daytime convergéha®.two years there were 1496 total
convergence events and 739 daytime convergence events. Defined daytime hours ooigprise
1/3 of a day, meaning that the 49.4% of convergence during the day is higher than random
prevalence. However, the large percentage of nighttime convergence wasctetwaped
suggests that there may be multiple causes for opposing flow in the tundra verfuieesuba

forest.

Days in which weak upslope flow in the subalpine forest occurred simultaneously to
strong westerly flow in the tundra provide some insight into the mechanics asseadthtthese
convergence events. An example of this type of convergence occurred on the nmorning o
8/10/2010. Tethered balloons, released between 0415 and 0638 MST at C1, revealed that the

complete breakdown of the nocturnal inversion was accomplished within an hour of sunrise
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Mumber of Convergence Events
Per Month in 2008 & 2009
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Figure 2.8. Convergence events between Tvan and C1 per month over 2008 and 2009. Blue bars
show total values per month, and red bars show only those events that occur during the hours of
0800 to 1600 MST. Convergence was defined as 1MIDgrWDc1< 210°.
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(0504 MST), as seen by the neutrally stable, vertigabfile (Figure 2.9). The surface heating
which caused this breakdown suggests that the change to upslope flow, which occurred

following sunrise, was due to anabatic forcings.

In the tundra winds remained westerly (Figure 2.10). Wind spé#eid (he tundra
increased to 17.63 nt$n the three hours following sunrise, while the easterly flow in the
subalpine remained at roughly 2 th sThe flow in the tundra at this time appears to have been
strongly influenced by synoptic-scale winds. Wgeaked in the tundra, the physical movement
of the tethersondes revealed that there was a shear layer at 80 m agubatpime site where
weak easterly flow (2 m™ transitioned to strong westerly flow (Figure 2.11). This can be seen
in the soundings at 0623 and 0626 MST which under full extension (200 m) only rose to heights
of 69 m and 85 m, respectively, due to inability to break through this shear layer. amiglex
reveals that there are times when surface conditions in the subalpine foeedew@upled from
the winds aloft. This example suggests that under the appropriate surface ¢maditigns

thermally-driven, upslope flows will form regardless of the strength of thdsaaloft.

Convergence was also observed in circumstances which suggest a differenisse®f c
This second convergence scenario is one which may help to explain winter and nighttime
convergence. On the night of 6/12/2008 a similar pattern of strong westerlynftbe tundra

and weak easterly flow in the subalpine was observed (Figure 2.12).

During the daytime hours, C1 and Tvan exhibited the same patterns in observedsvariable
(WD, U, T,, net radiationR,), sensible heat flud{), latent heat fluxAE)). While the means are
not the same, changes occurred at the same hour, with the same degree ofldi@nge.

momentum flux ¢) was the only variable that showed disagreement during the day, with Tvan
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Atmospheric Temperature Profile at C1 on 8/10/2010
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Figure2.9. The atmospheri€, profile (top) at C1 on the morning of 8/10/2010 (legend times

are in MST). Profiles were created using a five block moving average. &aocisrred at 0504
MST. The two soundings prior to sunrise show strong inversions up to 40 m agl. This inversion
quickly dissipates after sunrise. The bottom plot shows fivefile.
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Theoretical Wind Transect from Tvan to C1
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Figure2.11. The theoreticalVD plot based on thé&/D and observed at both sites and the
maximum height of the 0623 MST sounding. The terrain is a cross-section of the ridgeyfound b
extracting elevation data from the line that passes through C1 and Tvan.
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experiencing steadyof roughly 0.66 kg il s, and C1 experiencing high ( as high 3.92 kg
mts?). At 1800 MST this downward momentum stopped and convergence began, with C1
switching from westerly to easterly flow. C1 experienced very calmsatimel rest of the night

(1-2 m §") while U at Tvan increased, reaching a maximum at 0215 MST of 23.68 m s

The meteorological conditions surrounding this event closely resemblsiiuaigons
described for upslope wind caused by mountain gravity waves (Doyle and Durran 2002,
Turnipseeckt al. 2004). Because there was no thermal mechanism to cause upslope winds at
night (the thermal environment supports katabatic flow), and because of the exadtstrong
downward momentum, it is suspected that the cause of upslope winds may be a result of

mechanical forcing.

To quantify these results nighttime convergence events were compared dayginse
convergence events to see if meteorological variables showed differeftoe variable showing
the greatest variation wak(Table 2.4). During nighttime (2000 — 0400 MST) convergence
events we observed average hrUci| of 11.25 + 6.00 m's This difference was much greater
than the average nighttime-|.arUcy| for the whole dataset of 4.93 + 4.62 Th Shis average
was also different from the daytime convergenbgalrUci| of 4.14 + 4.32 m'§ and even more

so the summer daytime convergerdgdrUci| of 2.26 + 2.43 m's

Observing the averagéfor C1 we can see that for all times of day convergence events
had lowerU than average (Table 2.5). Howewvdrfor Tvan showed a different pattern. During
non-day and nighttime events it showed stronger winds than the average for the whdle peri

For daytime and summer periods convergence events showed weaker thanldverage
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Table2.4. The average values WD (degrees) for Tvan and C1 amwD(degrees)J(m s2),

andT, (°C) differences between Tvan and C1 for convergence events for non-day (1600 — 0800
MST), night (2000 — 0400 MST), day (0800 — 1600 MST), and summer day (0800 — 1600 MST,
months: 6-8) periods.

WD+yan- |UTvan'U01| |UTvan'Ucll |TTvan'TC1|
WDtyan | WD¢1 | WDy [conv only] [whole period] [conv only]

Non-day 272,29 92.78 179.52 8.72 +5.90 472 +4.43 2.75 +1.22
Night 305 271.07 91.19 179.88 11.25 +6.00 4.93 +4.62 2.76 +1.01
Day 649 273.31 97.22 176.1 4.14 +4.32 3.86 +3.77 2.38 +1.58
Summer-

Day 187 272.05 96.46 175.59 2.26 +2.43 2.04 +2.45 1.92 +1.17

Table2.5. AverageU (m s for Tvan and C1 for convergence events during the periods: non-
day, night, day, and summer day, as well as the avérdgethose periods as a whole.

UTvan UCl
Period [period] [period]
Non-Day 10.47 2.25 9.23 5.01
Night 13.2 2.38 9.44 5.06
Day 6.14 2.33 8.64 5.12

Summer-Day 4.38 2.42 5.14 3.49
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2.3.4 Synoptic-Scale Winds

The last part of this study determined the role, if any, synoptic-scale yedoin
causing upslope flow. The first analysis was to find the frequency of g&siatheasterly
synoptic-scale flow and to determine whether local flows aligned with dwesds. The second

analysis observed the relationship between synoptic-Scatel local, upslope flow.

Our analysis revealed that over two years the surface upslope flow\(Bgi<130°,
100°ANDra<180°) aligned with like synoptic-scale flow 3.24% of the time over the alpine
tundra and 3.42% over subalpine forest. Narrowing the parameters to include only summer
(JJA) days easterly flow on the ground aligned with easterly synoptie-cmadlitions 1.28% of
the time in the tundra, and 4.94% of the time above the subalpine forest. The lack afdkrge s
easterly and southeasterly flow was visible in the synoptic-scale wingl (feigere 2.13) which
showed that the vast majority of all winds were westerly, falling @&etw240° and 300°, with a
slight increase in northwesterly flows during the winter months. Because snigll
percentage of upslope flows aligned with similar synoptic-scale comsliit is concluded that

synoptic-scale winds were not responsible for the vast majority of upslope flows.



43

Synoptic JJA Day Synoptic JJA Night

10%:‘\ \‘\ ,’r ;', E 0%,

Wo-s
[ 25 - 20 -0
__________ [Jz0-25 [ z0-25
[s-20 [s-2
5 - e 5

Synoptic DJF Day Synoptic DJF Might

-5
Wl : ;7 El-s
W= PR o R
[z0-2s [Jao-3s
[]2s-= [zs-=
[ z0-25 [z0-25

[ 520 I is-20
oS Il o-1s
BouTh, - - e oum -

Figure 2.13. Wind roses of the summer and winter synoptic-s@élE(day and night) using
MERRA reanalysis data. Wind roses on the following page show the sunibh@tay and
night) for Tvan and C1. The wind roses shéiid combined into 10blocks and shown as
percentage of all winds, atdlin m s.
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Synoptic-scal&J was also analyzed for influence on upslope flow regimes. Results
showed that 61.49% of upslope winds in the alpine tundra and 60.85% of upslope winds in the
subalpine forest occurred when the synoptic-sida®@00 mb level) was less than its median
value of 15.28 mS Throughout the yeat] was lowest during the summer (Figure 2.14), with
78.9% of summer hours below the yearly medilanDuring this 78.9% of summer hours
84.64% of tundra and 76.52% of forest summer upslope winds occurred. During the 50% of
summer hours lower than the medsammmesynoptic-scalé) (10.9 m &), 50.38% of tundra
and 49.48% of forest upslope wind events occurred. These findings show that throughqut a year

synoptic-scaléJ had only a modest relationship with the existence of upslope winds.
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Figure 2.14. The synoptic-scalel values at the 500 mb level above Niwot Ridge for two years
(2008-2009). The red line shows the 30 days moving average dfdata. The dashed red line

shows the mediad value (15.28 m$ of the whole data set.
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2.4 Conclusions

This study of Niwot Ridge found the presence of upslope winds due to thermally-driven
flows, mechanical forces, and synoptic-scale weather. The goal of thysastado distinguish

the temporal and spatial characteristics of these separate flows.

Mechanical flows were found to be winter and nighttime occurrences. They wer
distinguishable by strong downdrafts preceding upslope flow in the subalpine forest gt
U over the alpine tundra. These convergence events showed large differewees lagpine
and subalpin® and are believed to be responsible for causing the large discrepancies between
nighttime convergencfryarUci| (11.25 +6.00 m'$) and total nighttime periofUyarUci]
(4.93 +4.62 m’3). The finding thatyryarUci| during daytime convergence events was lower
than normal daytime conditions suggests that mountain gravity waves are not canthisn t

time of day.

The analyses also revealed that the influence of 500 mb level flow in #ti®cref
upslope flows was minimal. Alignment of these upper level winds and with local upkiase f
occurred less than 3.5% of the time at both Tvan and C1 over the two years of datamollecti
Even under persistent (days long) easterly/southeasterly synopticvinadlevents, local sites
exhibited katabatic (westerly) flow during nighttime hours. This suggest$dsa winds did

not strongly influence local winds.

While these analyses did not reveal strong synoptic-scale influence, thissest
conclusive. There are many upslope wind events that cannot be explained by mechanica

thermal forcings. It is believed that such wind events may still be due toskeageweather
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patterns. One possibility is that such events were unaccounted for due to inascaorte
broad scale meteorological model. Another possibility is that the use of the 500 hibrleve
determining synoptic-scale flow may have simply been too high an altitudentargaccurate

account of how large-scale weather patterns behave closer to the surface.

In addition, weak synoptic-scale flow has often been described as being an eamianm
requirement before thermally-driven, upslope flows can occur. This is usuathbeicause
thermally-driven, upslope flows occur in the summer dnd lower in the summer (Turnipseed
et al.2002). While upslope flows and weak synoptic-scale winds are temporallyatedriéiey
may not be directly related. Observations during summer showed that mdidetattions in
synoptic-scalé&J did not play a large role in altering upslope flow. This is shown by the finding
that in both the tundra and forest roughly 50% of upslope winds occurred above and 50% below
the mediarsummersynoptic-scalé) value (10.9 md). It was also found that 84.64% of tundra
and 76.52% of forest summer upslope winds occurred in during the 78.9% of summer hours in
which synoptic-scalé) was below thgearlymedian (15.28 m™Y. This means 15.36% of
tundra and 23.48% of forest summer upslope wind events occur in the 21.1% of time in which
summerJ wasabovethe yearly median, indicating upslope wind events occur regardless of
synoptic-scaléJ. This was supported by the tethersonde experiment, where the surface was
experiencing anabatic flow and the tundra was experiencing stronglwestels. This
suggests that it is not highin the winter that limits thermal flows, but the correct thermal

environment.

While the thermal environment in the winter is not as suitable for thermaligrgri
upslope flows, with upslope flow largely dominated by synoptic-scale and rotor winsks, the

thermal flows may occasionally develop. This was concluded due to the higher freguency o
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upslope flow in the daytime in winter months, compared to nighttime. These flows maytoe due
heating of the subalpine canopy. In the winter snow does not remain on the canopy, which
allows for high sensible heat flux over the subalpine forest. The negligiblyrlirghaency of
daytime versus nighttime upslope flow in the tundra is due to the lack of canopy, since snow

cover greatly reduces sensible heat flux.

During the study period thermally-driven, upslope flows showed the highest fogquen
during summer days. It was found that a majority of summer days in the subalpgate fore
(~90%) and alpine tundra (~66%) experience some degree of upslope winds. In the subalpine
forest these winds appear to be due to anabatic flows given their propensitiate imithe

hours just following sunrise.

In the alpine tundra, the initiation of upslope flow was not strongly tied to sunria@s It
found that there was a lag time between upslope flow at C1 and Tvan, with upslope flow not
typically developing at the tundra site until midday. In addition, a deviaton @ipslope flow
in the late morning hours at Cabin Clearing reversed at 1200 MST concurrent witrttioé s
upslope flow at Tvan. The long lag time for the tundra site suggests that theeeand s

criterion, beyond anabatic forcings, required for upslope winds to initiate here.

Lastly, convergence on Niwot Ridge was observed in all months, with a slifgrtemee
for summer months. However, it was found that an individual upslope event in the subalpine
forest was less likely to be a convergence event (e.g. westerly flbm taridra) in the summer
than it was in the winter. This suggests that mountain gravity waves and s\sugidi@vents,
which are more dominant in the winter, are more conducive to creating convettggmce

thermally-driven flows.
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The main goal of this work was to determine when thermally-driven, upslope flows
occurred in the study region. This information was used to inform the followirigrseathich
attempt to determine the role of alpine treeline in altering therrdalen flows and to identify
the different airmass composition of upslope versus downslope winds. Thisdseatthat
mechanical upslope winds were common to winter and nighttime and that therémwaalm
synoptic-scale influence on upslope flows. Therefore the following chaptecomsider all
summer, daytime upslope events to be the result of thermal forcings and disnegaanical

and synoptic-scale winds.
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Chapter 3

Land Surface Temperature Distribution over Niwot Ridge, Colorado and its Effect on
Thermally-driven, Upslope Flows

Abstract

Upslope thermally-driven flows are common to mountainous terrain. The development
of daytime upslope flows is caused by incoming short-wave radiation disproptatyona
increasing the sensible heat flux on the slope oriented towards incident d@aoma(Orville
1964). These heated surfaces create a local horizontal pressure gradiewt wand to blow
uphill. Because of the role of surface heating, thermally-driven flows airdynsummer
phenomena (Baumarat al. 1993, Turnipseedt al. 2002, Blankeret al.2009). While it is
known that there is a higher frequency of upslope flows in the summer, this stucitese tae
thermal flows into two main categories: anabatic flow and land cover-induced Alnabatic
flow was defined as any flow caused by surface heating creating anduipu@rancy and a
horizontal pressure gradient across all heated surfaces of the mountain. Larddwosed flow
was defined as flow which was specifically created by the differenirédce heating of two
distinct yet adjacent land covers; subalpine forest and alpine tundra. By thies®ce
anabatic flow was expected to occur over a whole mountain face, while landrubwezed flow
would develop at treeline before expanding outwards. By determining the spatiaguoldl
surface temperaturdd) distribution across the ridge it was determined that anabatic flow was
more common overall, with particularly high frequency in the mornings. Land oaWered
flows showed a low frequency of occurrence due to the fact that even with dispropelgionat

high tundra soil temperaturebsf;) the sensible heat fluX) and surface pressum) values
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rarely became conducive to generating upslope flow. However, it appeardtettdtarential

land cover heating may still play a role in increasing the frequencyeoshatin upslope flow.

3.1 Introduction

3.1.1 Thermally-Driven Flows

Anabatic flow refers to upslope flow caused by the combination of buoyaneydod:
horizontal pressure gradient foré&3F). The mechanics of these winds were discussed in
Chapter 2.

Anabatic flows are influenced by a host of different environmental faaiorsas
steepness of the slope, the magnitude of the ratibtoflatent heat fluxesig) (the Bowen
ratio; # = H/AE), and synoptic-scale flow (Whiteman and Doran 1993). Previous studies have
shown that slope angle may influence thermally-driven flows. Whiteman and D&&8) (
point out shallow valleys do not often produce strong enough pressure gradients to overcome
geostrophic pressure gradients. Conversely, Kossmann and Fiedler (2000) pointauténgat
steep slopeBGF becomes negligible compared to buoyancy force, reducing the likelihood of
horizontal advection. Equation 1 (page 8) illuminates this relationship between Sjtgarah
both buoyancy force arfdGF. Niwot Ridge falls in this zone of moderate grade (with typical
slope angles of ~5%). In addition, being in a dry climate on the lee side of the Cohtinenta
Divide, the typicals (1.60 in the tundra, 1.32 in the subalpine forest for summer (JJA) midday
periods (1200 - 0100 MST)) for Niwot Ridge is very conducive to thermal flows. Since the
steepness anflof Niwot Ridge are suitable for anabatic flow, we expect that this typenaof i

often present.
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Another force known to influence local wind patterns, often associated with mountain
environments, is land cover differences. Land cover surfaces often haweatheinique
environmental signature, showing different albedos, transpiration ragsnses to insolation,
surface energy, radiatioR{), and water balances, etc. These differences, specifitally

differences, can create local wind patterns.

This type of local wind (aka mountain/valley breezes) has been well documented in
scientific literature. The modeling results of Pielke and Vidale (199&el that the average
daily difference irH of 50 W m? between the boreal forest and arctic tundra was large enough to
cause the formation of arctic fronts, thus influencing synoptic-scale weattegnpa Chaset
al. (1999) found that a conversion from natural grassland to irrigated cropland caused ap increa
in AE overH, effectively reducing the magnitude of upslope flow. In their mountain/vadey f
model, Lee and Kimura (2001) set the mountain as a homogeneous forest and the low-lying
plains as grasslands. They argued that the increased surface heating ofdayvayslands
(compared to forests) was responsible for weakening or reversing ankivaiit the afternoon,
since it would create a pressure gradient force in which winds would travelfeomauntain to
the plains. These studies all point to the fact that different land surfacestizde wmnds on a

local and regional scale depending on the size of the land cover regions in question.

On Niwot Ridge there is a forest/grassland transition seen in the alg@hedrecotone
similar to that in the studies described above. The modeling results desboledshowing
that the grassland warms to greater maxinfythan the forest, suggesting that the transition in
land cover should create a local heat distribution capable of generating upslopeXloscent
study on Niwot Ridge found that in the summer tundra has the higlhgdbllowed by

krummholz soil, and lastly followed by forest soil (Withington and Sanford 2006). Becaus
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higherTsoj leads to a highed (Garratt 1992, Kondo and Ishida 1997) it follows that su€h,a

distribution would promote upslope flows.

While there is solid theoretical basis for the upslope/downslope flows on Nidge Ri
being influenced by the sharp difference in land cover across the forest-tunidraeethere are
also some contradictory findings. As presented in Chapter 2, there wasea fyegptency of
upslope flows above the subalpine forest than above the alpine tundra during the summer months
(also shown by Blankeet al.2009). Therefore, if land cover was responsible for inducing flow,
we would expect that the tundra would experience a similar frequency of upslopéffloots
greater, since it would be experiencing both anabatic flow and land cover-inducednflow.
addition, a previous study by Blankenal. (2009) found thal was nearly always higher over

the subalpine forest than the tundra, contradicting the land cover-induced flow theory.

Mountain environments are considerably more complex than the idealizedndlat |
versions used in several meteorological models. Therefore, an in-deptigatias of the
spatial and temporal distribution ©f andTse; on Niwot Ridge was undertaken to determine
whether treeline influences heating or whether some other factorésg¢)sa play in complex

terrain. The environmental variables, aspect, slope, elevation (defined a5 abetex sea

level), and NDVI W ; wherer is spectral reflectance) were observed to determine which
NIR*Tred

had the strongest influence dpandTsy. The goal was to determine whether factors other than

land cover differences played a role in the distributiofs@ndTs,; and consequently thermally-

driven flows.

While aspect, slope, elevation, and NDVI undoubtedly infludyesdTso;, land cover

was expected to have a strong influence (based on the previous findings by \Witlaimgt
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Sanford (2006)). Therefore, land cover was quantifiedlgadd Ty distributions based on the
land cover classification were found. These temperature distributions medyeed to

determine how they influencedl andp, on both sides of the alpine treeline. This allowed us to
determine whether or not anabatic flow or land cover-induced flow was more irdluenti

generating upslope flow.

It was hypothesized that when theand T, differences between the tundra and forest
(e.9.Ts wndra— Ts fores) Were greatest, there would be a higHeabove the tundra on the ridge top.
At such times anabatic flow and land cover-induced flow should work together to draw air
upslope. On days in which the temperature differences were not great, becausesdlavon,
we expected that land cover-induced flow would not exist and that only anabaticdldd/ w
exist. Therefore the hypothesis was that land cover-induced flow most sty after a
thresholdTs (or Tsei) difference has been reached. Upslope flow at times when there was small

Tsdifference between tundra and forest would suggest the existence of onlyafialvati

3.1.2 Land Surface Temperature

The estimation ofs is important to many different areas of climate research. Today
there are several satellites with capabilities for determifdragnd emissivity £) (e.g. ASTER,
AVHRR, MODIS, Landsat, etc.). In theory, all satellites obtaining thennfired imagery can
be used to estimaik, however, there are many factors which influence the accuracy of such

estimations, making certain sensors much more effective than others.

The theoretical basis for converting thermal infrared irradianggltes in Planck’s

Function. Planck’s function relates radiated energy emitted by a black basetiective
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temperature. For a non-black body (graybagky,1.0) the function is multiplied by or the
ratio of radiance emitted at a specific wavelength to the radiancee@toyt a black body at the

same temperature (Dashal.2002) and is written as:

L S
AS (eCZ/}‘T— 1)

R, T) = e )BA,T) = V) [Puet al. 2006] [2]

WhereR(), T) is spectral radiance of a non-black bddig wavelengthg()) is emissivity of a
body atA, T is temperature, and and ¢ are constants. Since the satellite sensor measures

spectral radiance, we can derilgby rearranging equation (2):

?\ln(—(s}(fg)RC1+1) 3]

This equation is further simplified to:

= — e 4
ln(1 +1) [4]

, Where k (1260.56 Kelvin) and «(607.76 Wrifsf! um™) are constants (Chander and

Markham 2003, Let al. 2004).

The theory behind the conversion of thermal infrared radiantgworks only under an
exact set of ideal conditions. The three major effects that must be accountednprreliable
Ts estimation are atmospheric, angular, and emissivity effects @a$£2002). The most
important correction of the three is accounting for atmospheric effects. Togphtene can
affectTs calculations in three major ways. The molecules of the atmosphere can abisortera
leaving the Earth’s surface before it reaches the sensor. Second, thehatmasn contribute
its own signature to the sensor reading by upward atmospheric emission. And third, the

atmosphere can reflect irradiance back to the surface (Franca and Gra@gagl
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In the thermal infrared region (8-1n) the effect of aerosols on the above three
atmospheric effects is negligible (Prataal. 1995), with water vapor being the single most
important atmospheric molecule influencing Tealculation. This is because of the spatial and
temporal distribution of water vapor compared to other aerosols. WhdaddCQ also have
partial absorption bands in the thermal infrared regions they vary slowly (terhparabeneity)
and are evenly distributed (spatial homogeneity) ([2ast. 2002). This allows for their
contributions to act as more of a constant in the algorithms accounting for atnmosffeets.
Because water vapor varies on short time scales and is poorly mixed, it issthenportant gas

for which to correct.

In addition to water vapor, the other major atmospheric contribution to alierisghe
vertical air temperaturelf) profile. According to Daskt al. (2002) the top of the atmosphere
brightness temperaturéy) derived from the reverse Planck function method is generally lower
than the actuals. However, this is reversed, causing overestimation,oivfien the atmosphere
is warmer than the surface (i.e. when there is a temperature inversiongfofdeher, profile
is important because it can slightly influence (positively or negatively)uttiace thermal
infrared radiance as it passes through. Ryiash (1995) found that the range between calculated

T, andTsunder different atmospheric temperature profiles is generally betweand BK.

There are two generally accepted methods used to account far,lzotth water vapor
profiles. The most accurate and most labor intensive method is to obtain radiosonde-based
and humidity profile data. The problem with using radiosondes in this context is that ssunding
must be collocated and synchronous to satellite measurementse{dt002). The other
method is to use vertical sounders (on satellites) which can estimate ¢heayadr and,

profiles of the atmosphere.
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Angular effects and emissivity are the other two main correctiong.fokngular effects
must be taken into account because the path length of surface radiation to the $idosor wi
different depending on the angle of view. As described above, the atmosphere imguts its
signature onto the radiance observed at the sensor. Therefore, the path lkbgthntical to
how much attenuation or emission occurs within the atmosphere. Angular effeasehoave
not always taken into consideration. Under circumstances where the zergtiviangbf the
satellite is small, for example 8.8%n ASTER, angular effects are often ignored ¢Pal.

2006).

The emissivity correction is used to convByinto actualls by assigning the ratio of
radiance to blackbody radiance for each different land cover on the map. Howeveryah, gene
not as important as the other two corrections, exhibiting much less influence on tlaewotur
results (Becker and Li 1990, Qat al. 2001), with some studies altogether ignoring it ¢Pal.

2006).

3.2. Methods

3.2.1 Surface Temperature

Land surface temperaturé&) on Niwot Ridge was found using Landsat 5 Thematic
Mapper thermal imagery obtained from USGS Global Visualization Viewer. BaathGwre
used, which spans from 10.4 to 1ar. Landsat 5 is a sun-synchronous near polar orbiting
satellite that has a return interval of 16 days, thus limited the overall dagstidbe studied.

In addition, only days with minimal cloud cover could be used, since clouds interfere with the

transmission of thermal emission from the surface. After these seledt@iaavere met only
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nine days were selected for analysis: 3/3/05, 3/8/01, 3/11/08, 4/17/04, 6/15/08, 6/21/10, 8/5/09,

8/21/09, and 9/11/05.

The satellite images were imported into ENVI where radiance was diémre digital
numbers (DN) representing brightness using ENVI's Calibration Usilltendsat TM tool.
While ENVI does have an Emissivity Normalization tool it was not used for ttetaebecause
they had only one thermal band. To get emissivity a split window approach using a multiband
dataset would have been required. Because emissivity is the most inaigrofithe corrections
it was ignored, and all data points were assigned an emissivity of 0.96.eAalL({2004)
explain, precise emissivity values are only required when &gace needed. For the purposes
of this research, exact temperatures were not required, only knowledge ddtilve Te

distribution.

In addition, no angular or atmospheric corrections were used. Lack of an angular
correction should not have a large impacflgastimates as Landsat 5 has a constant viewing
angle and this correction is only necessary if an atmospheric correctionieslapte lack of
an atmospheric correction may be responsible for significant inacesir&dcwever over a region
as small as our study site (8 x 13 km) it is assumed that the influencing atnmesphgonents
will be distributed homogeneously. Under this assumption the relative temperattbaition

should still remain accurate.

At this point all information for a single channglestimate were applied to the
approximated inverse Planck function (equation 4). To solve this equation the band math tool
was used, yielding georeferencbddata of Niwot Ridge at 120 x 120 m resolution. Since

atmospheric effects were not corrected for thigs@alues are actually, (at satellite
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temperatures) and should range between + 1 K to + 5 K fronT§nedues depending on the

atmospheric environment (Praghal. 1995).

The data were exported as an ascii file and imported into ArcMap for the rem@finde
the analysis: comparing; distribution to a digital elevation model (DEM) and land cover. The
10-m DEM of Niwot Ridge was over an 8 x 13 km area obtained from the Niwot Ridge LTER
online database. The DEM was used to find the relationship befwaed elevation, slope, and
aspect. In addition to these three variables, NDVI was also found using the dthndohin
ENVI. The environmental categories were broken into 50 equal intervals (gtctasl). Ts
averages for each category were obtained using zonal statistics iagrchMis analysis was
repeated for each of the nine scenes collected. These averages watdquletieh category
and each day and analyzed to find the strongest patterns infludgdisgribution on Niwot

Ridge.

In order to accurately compafedata of different elevation, potential temperatude (

was derived by using:

R
oo
Po

po(Zr1) /R
o\T,

=T [5]

, wherez is height aglL is the lapse rate (-6G/km), Ris the gas constant (287 J%gG"), c,is
specific heat capacity (1004 J&g™), gis gravity, T, is Ts at sea level, anBl, is the pressure at
sea levelBecause surface pressure values were not available for each cellaitthite slataP,
was obtained using the elevation and a standard lapse rate’@fké5VariablesT, andP,

were set to the temperature and pressure of the lowest elevation (insdeadeel). While not

the standard definition @, this calculation allowed for the comparison of temperature in the
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study region without the influence by elevational differences.dfoe each of the fifty

elevation groups was calculated and plotted against elevation.

3.2.2. Land Cover

In addition to categorizing the study region in terms of elevation, aspect, slope, and
NDVI, land cover classes were also determined. ENVI classificatios were used on the
satellite data from 8/21/ 2009 for land cover classification because it wasmmddle of the
growing season and there was no snow cover. Since unsupervised classification technique
yielded results that did not appear close to reality, the Minimum Distancevisepeiechnique
was used. Homogeneous regions of different land cover types were outlined sovthab&i

extrapolate these over the whole map based on their spectral signatures.

The satellite data for the study region were compiled to include six of seveés ibaone
file. The reflectance values were calculated for each band (band 6 waseeioecause the
thermal infrared band measures emission, not reflectance). Including treumarumber of
bands allowed for a more detailed spectral signature to be obtained, thus allovgreater
accuracy of results. The second step was to map out the Regions of Int@iest ENVI.

This was completed by isolating the most homogeneous regions of land cover typdiuem
color composite map of the region. Once this was completed, the Minimum Distance
Classification tool was applied to differentiate the selected ROIs on ghe Atdhis point the
files were exported as ascii and imported into ArcMap where the avByémecsach category
was obtained. These land cover classes were also compared to the four envitaateguiaes

to see how elevation, aspect, slope, and NDVI varied across different land coser type
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3.2.3. Soil Temperature

For an additional investigation at thedistribution across Niwot Ridg&s.; was
measured. Thirty-six battery-powered temperature sensors (ibuttons, Embeda&yflems,
Lawrenceburg, KY) were placed using systematic random sampling acBdss x 4 km area
on the south side of Niwot Ridge. Three randomly placed sensors were added to each squar
kilometer (except where they overlapped with the restricted City of BoMhtershed) and
placed at 10-cm depth (Figure 3.1). For the summer period (7/7/09 to 9/30/09), these sensors
were set to recortisy once at hour. For the winter period, the sensors were set to collect once
every three hours. The sensors have an accuracy®6f arid a resolution of 6 as reported
by the manufacture, although an independent test of the ibutton has shown the acdwgacy t

0.21°C (Hubbartet al. 2005).

Upon data collection only 27 out of the 36 remained functioning, so only these were
used. Thes@&sy values were used to corroboratdindings from the satellite thermal imagery.
In addition, theTs data were divided into their respective land cover class. Hourly temperature
averages for these different land cover types were calculated to deteawiiig,hvaried

throughout the day under different canopies.
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3km

Figure 3.1. Topographic map showing Niwot Ridge. The extent is equivalent {6, tugalysis
(8 x 13 km), with heavy contour lines every 200 m and light contour lines every 40 m. The pink
dots represent the placement of the 27 soil probes. The blue dots represent the location of the
three meteorological stations. The 3400 m contour roughly represents the localjpomeof a

treeline (highlighted green).
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3.2.4. Sensible Heat Flux and Pressure

The last part of this analysis was to determine Hoandp, varied over the tundra and
the subalpine forest, since both of these variables are important to local thewsal\vind
direction WD), H, andp, variations were observed under differégy; distributions. Days were
divided into three main categories based on fhgit The first category included all days in
which theTso; in the tundra was at least®@higher than the forest at some point throughout the
day (17/68 days; 25%). The second category was for all days in which theTwavas at
least 8C higher than the forest at some point throughout the day (26/68 days; 38.2%). This
category excluded all days that exceeded’& Hifference (first category) as well as the days
from the final category. The last category selected all days in whedhdhin the forest was
greater than th&s,; in the tundra at any time during the day (20/68 days; 29.4%). The
remaining 5/68 days were days where turidsaremained betweer’Q and 5C were excluded

from this analysis. The mean houWD, H, andp, for each category were obtained.

3.3. Results

3.3.1 Environmental Variables

TheTs analysis described Bection 3.2.attempted to determine whether elevation,
slope, aspect, or NDVI played the largest role in influengingBreaking down each of these
categories into fifty separate, equally spaced groups we observed whetbethmre were

distinct T differences/patterns for each category.

A few basic patterns ifis were observed in regards to elevation, aspect, slope, and NDVI

(Figure 3.2).Ts generally decreased with elevation; this relationship was strongest eing t
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Figure 3.2. This plot shows the averageon Niwot Ridge for elevation, aspect, slope, and

NDVI classes on winter/spring days. Using ArcMap reclassificationeleohtion, aspect, and

slope were divided into 50 equal interval classes and NDVI into 41. Then zonal statestc

run to calculate the medn of each class for each day. Negative NDVI represent water and snow
surfaces. The top set of plots shows the summer days: 6/15/08, 6/21/10, 8/5/09, 8/21/09, and
9/11/05. The bottom set shows the winter/spring days: 3/3/05, 3/8/01, 3/11/08, and 4/17/04.
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colder months. However during the warmer months, the decre@swith increasing elevation
was interrupted at around 3200 m with a distinct reversg aver several hundred meters, with
a local maximum at 3400 m. This appears to be the result of the transition fromrsaibakpst

to tundra.

The distribution offs according to aspect also shows a definite pattern. South-facing
slopes had the highegson all days observed. These higtvalues existed not just for due
south aspect, but remain relatively constant for all aspects from roudrty 880. The lowest
Ts values occurred around 220 300 on all days. Given that the readings occurred at 1030
MST it was expected that southeast slopes would have the higlaest that northwest slopes

would have the lowedts.

The temperature analysis of slope angle showed that in general loweregjmpes (6 to
20°) have the highedfts, while higher slopes (4@o 60) show the lowest values. Based on slope
grade alone this does not fit with the predicted outcome. The sun elevation at 1030 MST at t
mid-latitude site was between®3®n 3/3/05) and 64(on 6/21/2010). Therefore, considering
that direct, perpendicular rays from the sun have a greater capacity sosuefzice, we expect
that if slope were the only variable influencifgthen the complementary angle to the sun

elevation angle on any given day should have the highest

In general we see that NDVI varies with with with low NDVI land cover, such as
snow and water, exhibiting loW and highly vegetated regions exhibiting high However,
during summer days we see an additional relationship. For these days théghislacease
in T for the highest values of NDVI, suggesting that the places with the hibjast those

which are lightly vegetated (i.e. tundra and krummholz, with a low leaf area index).
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While the previous analysis did yield informationTydistribution it is difficult to
separate the variables and get independent causal relationships, sincelttesvaave
multiplicative effects. Calculatingfor theseTs distributions allowed us to determine whether
po differences due to elevation were influencing Thdistributions of the environmental factors.
Accounting for the influence of the lapse rate on temperature gave a ateliration of how the

T, distribution of each variable actually changed across their individual spectr

For aspect the averagedifferences over the nine days of observations change little
betweenls and@ (Figure 3.3). This means that the average elevation of 50 different aspect

classes were not much different from each other.

The slope and elevation categories both showed distinctly different patternsirag heat
usingé#instead offs. For the elevation catego#y under the influence of no other variables, by
definition should reveal a completely equal temperature pattern acrossRldget However,
while we do not observe large difference®iihis not completely insensitive to elevation,

meaning that there are other factors affecting temperature.

Slope also has large differences in temperature distribution once itastedrfor lapse
rate. For this category we observe an increase in uniforméyafmpared tds) across all
slope regions. This means that slope classes were highly differentiateddtjoa. The

uniformity in @indicates that slope as a variable did not greatly influence heating.

NDVI also had a slight change in the temperature distribution after accotorting
changes due to lapse rates. Because the regions of highest NDVI are |lottadddvar

elevations g was not very different from actual temperature. However the ardas study site
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Figure 3.3. Thed&for each category was calculated and plotted on the same plopt Bise top

set shows the averages for all nine days. The bottom plot shows the averages fromdsysime

6/15/08, 6/21/10, 8/5/09, 8/21/09, and 9/11/05.
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with lower NDVI do exhibit increases in the conversion fféymo 6. This has the effect of
enhancing the pattern where the highest temperatures are in regions Htendbd®V| values

(around 0.2).

The analysis above averag@dver all nine days. However, it was also calculated for
only summer days. The patterns betw&eandd for these days changed little for aspect and
slope. NDVI showed a slight enhancement of its peak between 0.2 and 0.3. The most prominent
difference between the total average and summer average was arcatigulibf thed peak at

3450 m for the elevation category.

To better view how elevation influenced the temperature distribution on Niwot Ridge f
the nine days, temperature versus elevation plots winter and summer \aézd.ciehese plots
placed elevation on the y-axis, ahgand & on the x-axis (Figure 3.4), making them similar to
atmospherid, profile, but for surface data. It was observed that the winter had a roughlylvertica
@distribution with elevation. This suggests thatThevill be neutral in regards to alteripg
gradients across Niwot Ridge, probably the result of snow cover reducing the lugfétirences
between different land surfaces. However, the sungipést showed a distinct peak éhat an
elevation of 3450 m, near the ridge top. Since highTgaén increasel (Garratt 1992, Cellier
et al. 1996), and since higH values can redug® (Orville 1964, Kossmann and Fiedler 2000),
regions with the highedi should result in rising, heated air. Because it was cooler above and
below 3450 m, we expected to see wind converging at this elevation, traveling down slope from

above and upslope from below, moving from regions of high to low pressure.

ObservingWD measured on four of the five summer days (Figure 3.4) over the tundra

(3480 m asl) and the subalpine forest (3050 m asl) during the day both sites experienged upsl
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Temperature & Potential Temperature on Niwot Ridge
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Figure3.4. The averagé&s and surface of Niwot Ridge (top) during winter days (3/3/05,
3/8/01, 3/11/08, and 4/17/04) and summer days (6/15/08, 6/21/10, 8/5/09, 8/21/09, and 9/11/05).
The bottom plot shows th&D at C1 and Tvan on four of the five summer days observed.
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flow. Upslope flow in the subalpine was directly from the eas)) (8€cause of its easterly
aspect, while upslope flow at the tundra site was southeasterly’J-¢lLib5to its southeasterly

aspect.

The previous analysis showed the seasonal difference in the distribution ofatemge
over different elevations. To get a sense of the spatial distributibyvafues over the study
area temperature maps were plotted (Figure 3.5). Two maps, one represensammefT
distributions (8/5/09) and one representative of wilgelistributions (12/11/09), were plotted
and overlaid on a digital elevation model (DEM). The summer map showed the Aighest
values centered over Niwot Ridge, while in the winter these markedlyThighlues did not
appear. This zone of high appeared to be strongly correlated with tundra regions. The
absence of higis values over Niwot Ridge in the winter was most likely due to snow cover in

the tundra.



72

High: Red - 310.37 K
Low: Blue - 275.22 K

A
i“f!in\,*\- \ N . / Niwot Ridge
R \ . .
‘#‘ : | - N|Wot Ridge
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Figure 3.5. T data obtained via Landsat 5 thermal infrared imagery for 8/5/09 at 1030 MST
(top) and 12/11/09 at 1030 MST (bottom) draped over a DEM. ltis clear that during Hus sea
the highTs over Niwot Ridge seen in the summer is absent. From the color composite insage it i

clear that the alpine tundra is covered with snow (bottom right).
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3.3.2. Land Cover

The next analysis was to determine the nature of land cover differencegati to the
four environmental factors described above. In addition, land cover itself wastdolghe
sameT; analysis as above. As stated above, the first part of classifying land eguieed ROIs
to be selected. A supervised classification technique was used, meaning thatiteeafuamd
cover regions needed to be specified in advance. The regions were picked based on broad
knowledge of the terrain, keeping the number minimal due to a satellite resolution ofA® m

initial analysis used six classes (rock, water, snow, tundra, krummbholz, .forest)

After classifying the whole study site with six classes (Fi@ue¢ it became apparent that
this method had a few inherent problems. One of the problems of this analysis waes that
topographic slope of areas classified as water was °(#.$4ould have been close t§.0The
map was investigated and it appeared the low-lying lakes were correctigrnexs However, it
was also observed that some of the water on the land cover map was located on veeebigh, st

west-facing slopes.

The second problem was that the bare rock class was selected only on theéewdshe
Continental Divide. In reality, there is bare rock exposed on the east side of thaabyiget
under this analysis it was classified as tundra. Therefore, it appearedhtlesitiag in the
spectral signature of bare rock on the west side of the divide was different than ast gides
Because the data are from the morning (1030 MST) it seems likely thatrarti&ean the angle

of incident radiation caused large differences in the reflectance values.
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Figure 3.6. Six land type categories extrapolated throughout the study region using the
supervised minimum distance classification tool in ENVI. Dark green repsefegest, light

green represent krummbholz, tan represents tundra, gray represents bare redleprdsents
snow, and blue represents water. The pink dots show the position of Thg @bbes. The

black line on the left side represents the Continental Divide.
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Due to the problems associated with the six-category land cover approach the/&nd c
analysis for the whole study region was completed using eight differentdaadtgpes. To
address the water classification-slop problem, two water categoniesieated. One region
was limited to known low-lying lakes, while the other was selected by plaaegv ROI over
the questionable region on the west side of the divide. The bare rock problem was solved by
creating two rock categories: one for easterly aspects, the othersheriyweaspects. The
spectral signatures of these land cover regions were calculated acrossisifdaads 1-5 and

band 7) and used by the ENVI classification tool to extrapolate land cover daosa.

The water reanalysis showed that the two water regions have differesutteniatics.
The most clarifying discovery was that the spectral signature of thggseleivation regions is
similar to the edges of the lakes below, as seen by the fact that all of th@ngwakes are
ringed by this new water category (Figure 3.7). This suggests that thieses rag likely
regions of soil that have high water content (i.e. moist, sandy banks). In additimestrede
of the divide probably still has morning dew, as the sun had not been directly illumirgting it
surface for very long. Water has a very distinct spectral signature ih risiéects very little
near- and mid-infrared radiation. The derived spectral signatures revehighaet soil, which
will be referred to as mud, has very low reflectance values overall, ystihtly higher values
than water, particularly in the infrared range (Figure 3.7), meaning itstegftecfalls between

land and water values.

Dividing bare rock into two different categories also seemed to improve rdmrksrock
was now detected on both sides of the mountain ridge. In addition, it was found that bare rock

on the east side of the divide had higher reflectance values than the rock on the sidsste
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Figure 3.7. Selected ROIs (top left), the spectral signatures of each of theset&Diglit), and
resulting 8 land type categories extrapolated throughout the study regionhgssupervised

minimum distance classification tool in ENVI. Dark green represents fdiggdgtgreen represent
krummholz, tan represents tundra, light & dark gray represents bare roakyegrisents snow,

blue represents water and brown represents mud. The pink dots show the position @tghe 27

probes. The black line on the left side represents the Continental Divide.
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This fits our hypothesis that incidence of incoming solar radiation playeé arspectral
differences. The low incidence on the western side allows for the sun’e tagrsdflected, but
not necessarily back towards the satellite sensor, while the east side, baingehilirectly,

reflected radiation back to the sensor.

After classifying the land cover, the areas were analyzed to detethd@ir characteristics
with regard to aspect, slope, elevation, and NDVI. These findings were impmtesiderations

when looking at land covér; distributions on Niwot Ridge.

The average elevation of the different land cover classes showed that snowjdock, a
mud are the highest (Figure 3.8). These are followed by tundra and then krummbholz, aith wat
and forest averaging the lowest elevations of the study area. The aobisect showed that
mud and rock (west) are predominantly westerly facing, and that forest, tundrayamaiaiz
all average southeast facing aspects. This is expected since theseaiasdl on the east side
of the range. Snow and water-dominated surfaces both had easterly aspectakéhisanse
for snow, because the east side of the ridge is the most likely to have snow rematiggst.

The water category still has problems, since it should read -1 for aspeetttss is the value

that ArcMap assigns flat regions.

The land class averages for slope show that the highest elevation classesr(sd, and
rock) also had the highest slopes. Slope decreased from tundra to krummholz to itbrest, w
water having the lowest slope. While a slope of Big6till unexpectedly high for water
(probably due to pixel contamination), under the eight land cover class analysiatitdeesst

becomes the lowest slope of all the land cover regions.
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Figure 3.8. The average aspect, slope, elevation and NDVI for each land cover class.
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Lastly, the mean NDVI was found for each of the land cover classes. The previous
variables were all derived from a DEM and therefore were fixed throughoyedéine The values
of NDVI, however, change throughout the year. To gain a sense of the maximuatigage
coverage during the growing season the NDVI from 8/21/2009 was used. It was found that, with
the exception of water surfaces, NDVI increased with decreased elevaherforest had the

highest NDVI at 0.468, krummholz next at 0.405, and tundra the lowest at 0.224.

This breakdown of environment characteristics by land cover class wasdolynaTs
analysis across the classes. The fbialverage across the nine days was found, as well as an
average for winter and summer. To account for the effect of the lapse mtthe@ was found
for each category using the same method described above. This meant that thiéhdlass w
lowest average elevation (forest; 3091.6 m asl) was considered the zeroelamdtall other

categories were modified gbwas comparable to this elevation.

The average of all days revealed thatThior tundra, krummbholz, and forest were all
roughly the same at around°C4(Figure 3.9). However, thécalculation shows that once the
lapse rate was considered, the tundra had the highest temperature, fojdwechmholz, and
then by forest. Isolating the winter daysfor tundra and krummholz were much lower than the
forest. For these days tiédor tundra and forest were roughly equal, with krummholz still
lower. The summer showed a very different pattern, with the atigaing from high to low
for tundra, krummholz, and forest respectively. Therefore, once the influence of thealaps
on Tswas considered, the gap between these values increases and tundra clearlgesho
highest values, with even the high elevation bare rock (east) showing grealees than the

subalpine forest.
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Figure 3.9. The averagés (left side plots) and (right side plots) of the nine days observed
(top row), winter days (middle row), and summer days (bottom row).
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3.3.3. Soil Temperature

Following theTs analysis attention was turned towaliidg. The two main objectives
were to determine whether there was a relationshipWidstribution and to determine how

Tsoil Varied across the different land cover classes.

For the first objective, th& versus elevation plots were compareddgversus
elevation plots. A problem with this analysis was that there were only twowithys
simultaneous satellite afd,; measurements (Aug 5, 2009 and Aug 21, 2009). TThadTsj
for these days were then plotted together to determine whether sigslasisted between
temperature and elevation. The most obvious difference befiwgeandTs was thaflsy; was
much lower thafs (Figure 3.10). This is expected as the mid-morning time (surface — 1030
MST, soil - 1000 MST) of the recording of this data means that the soil to 10-cm depttt has

fully heated.

To view the temperature patterfigj were split into two categories: forest points and
tundra & krummbholz points. Least-squares trend lines were added for both groups tbeshow t
trend with increasing elevation (Figure 3.10). The results showed that dssim®slecreased in
Tsoil they increased in elevation. In reverse, the krummholz and tundra sites showeédncreas
Tsoil With elevation. This is the same pattern aslthaofile, as can be seen by their alignment
with the shiftedTs profile. The elevation at which forest transitions to krummbholz (3300 m asl)
appeared to roughly aligned with the local temperature minima dggh@nd T plots. In
addition, the elevation of the tundra sites with the highgs{(3499.6 m asl) aligns with the
elevation of the local temperature maxima of ThgandTs plots. From this analysis, it appears

that the pattern of; distribution was similar to the patternfdistribution. It is important to
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Soil and Surface Temperature at Niwot Ridge on 8/5/2009
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Figure 3.10. TheTsandTs of Niwot Ridge on 8/5/2009 at 1000 MST and 1030 MST
respectively. The in-sitliso; readings closely align to the patternTg{derived using Landsat 5
thermal imagery and plotted according to elevation class averages) imiheleaation range,
although it appears the magnitude of Thg changes are greater.
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note that at 10 cm below the surfageg, values were expected to be lower thadue to the heat
capacity of the overlying soil, however the distribution3 gfandTs were expected to be

similar.

3.3.4. Mean Hourly Soil Temperature

The second analysis ®f,;, after determining the spatial patterns, was to determine the

temporal patterns. To do this, the mean holydyfor each land cover class was found.

The results from the five tundra sites revealed that they had the ldaggdtuctuation
in Tsoil, followed by krummbholz, and lastly forest, which showed the least differetwedrethe
average daily maximum and minimurg,; (Figure 3.11). It was found that tundra maximum
was the highest with 17°@, followed by krummbholz at 12€, and lastly forest with 8.86, all
occurring at roughly 1500 MST. The average daily minimums followed the same pattern
but were much closer in value, yielding 8£327.65C, and 6.99C for tundra, krummholz, and

forest respectively (occurring at roughly 0630 MST).

The next step was to find whether days with greater differendes;ibetween tundra
and forest showed different wind patterns. Using the ffyeategory method described above
it was observed that all categories had a small decre®gb from roughly due west (2700
280) in the early morning to southwest (220 230) at around 0600 MST (Figure 3.12). For
the third category ({dnhdra< Tiores) the WD stayed around this zone for the remainder of the
daylight hours, switching back to westerly flow at 1900 MST. The second catdggsy.*

Tforest + 50 C)
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Mean Hourly Soil Temperature
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Figure 3.11. Mean hourlyT; for different land cover surfaces (tundra, krummbholz, and forest)
from July 6 to September 30, 2009. The land cover categories were determined via the ENVI
classification procedure described above. It yielded 5 tundra sites, 3 krumnmiglol® forest

sites. Tundra has the largest fluctuations in dady, as well as the highest values, even at its
Tsoil Minimum.



85

Mean Hourly Wind Direction at C1
Under Differential Surface Heating
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Figure3.12. WD for differentTse gradients on Niwot Ridge. The three categories selected
were days in which the average maximtgy for tundra sites exceeded the average maximum
Tsoil for forest by 16C, days in which tundra exceeded forest ¥y fexcluding days from other
two categories), and days in which tundra was cooler than forest. The days witratestg
differences inls,; between tundra and forest showed the largest didfDin TheWD is shown
here as a simple moving average with a lag of three.
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dropped slightly throughout the day to reach a mininWBof south southwest flow (18pat

1130 MST. The first category, however, the day with the greatest diffdoehaeenTy; of

tundra and forest (Jnara> Trorest + 10°C), hadWD decrease all the way to southeasterly flow

(145) at 1530 MST. While none of these days averaged complete easterly fRpw k90

important to note that the%®D values were averages of all days in the category. Therefore, any

days with westerly flow (27) increase the average.

The previous analysis showed that days with gré@atgdifferences between tundra and
subalpine forest had an increased frequency of upslope winds in the afternoon, cointident w
the time of greatedfi,; difference. To determine whether these winds were a result of land

cover differences the andp, from the two main meteorological stations were analyzed.

For the first analysidjl was compiled into the same groups as/ftw analysis (the three
Tsoi Categories). It was found that on days with little to modératedifference between tundra
and forest sensible heat flux was roughly 80 Yigher over the forest during the day than the
tundra (Figure 3.13). On days in whith; was at least PC greater in the tundra the sensible
heat flux over the forest was 180 Wmyreater than the tundra. Interestingly this is opposite of
the expected result. Since the tundra has higlagand lowerTy; its temperature gradient

should promoté.
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Also, no moving



88

Daily p, fluctuations were shown as deviation from the minimum average hmurly
(which occurred at 0400 MST for both sites). It was observed that both sites rédasénicp,
after sunrise until 1100 MST (Figure 3.14). The tundrapgitacreased at a faster rate in late
morning, causing it reach a greater maximum deviation at midday. Surface @ipgatrboth

sites decreases at roughly the same rate from 1100 MST to 1800 MST.

The secong, analysis was the same differenfig}; analysis as was used WD andH
above. It revealed that all three categorie$sgfdifferences have the same pattern of daily
differences — at night the difference between tundra and feestfd, wan) iS greatest and
dropping throughout the day to a minimum at 1600 MST. It was also foungl, tthifferences
were lower for the days of in which tundra had gre@igrthan C1. On these days fheat both

sites was higher than average, but the tundra shows even higher than average increas



89

Mean Hourly Surface Pressure (Summer 2008 & 2009)
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Figure 3.14. The top plot shows the average houyndyf the tundra (2 m agl) and the subalpine
forest (12 m agl) for the summers (JJA) of 2008 and 2009. It shows the deviations from the
minimum hourlyp, at 0400 MST. The bottom plot is the same as Figure 3.12, excgptder

pO tvan-
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3.4. Conclusions

The main conclusions from this chapter were that NDVI and land cover had thesgreat
influence onls andTse. Temperature differences between tundra and forest peaked in the
afternoon and coincided with increased frequency in upslope air flowTs&ne T
differences suggest that land cover-induced this directional flow. Howeaip, told a
different story. On days with the greatest differencBin (Twundra> Trorest + 1FC) these
meteorological variables acted to oppose upslope flow, with tundra experiencingthayher

average, and loweH compared to the forest.

Of our four original environmental variables (elevation, aspect, slope, and NDVI)
elevation and NDVI had the largest impacti@n Aspect had very little impact an differences
across its range, with the exception of low values fron! 87800. Since these aspects are
almost nonexistent on Niwot Ridge, aspect probably played a small rAléistribution. After
calculatingd we found that slope also plays a very small role in temperature differences.
Potential temperatured( also revealed a more uniform temperature distribution throughout the
elevation classes, which by definition was to be expected. However, the elevadsesdtill
showed a maximum at roughly 3400 m. This we expect is attributable to the NDVI and land

cover type.

The second part of this analysis was to more definitively break down the four
environmental variables by land cover class. This revealed that meamoelewat NDVI of
tundra matched th& maximums for both the elevation and NDVI categories (~3400m, 0.2).
CalculatingTs for land cover classes directly revealed that tundra did in fact have the highest
values, particularly in summer. This apparent correlation between maximpartgure of

NDVI (0.2) and land cover (tundra) makes sense because NDVI and land cover should be
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correlated. This assumption hinges on the fact that both NDVI and land cover categoee
determined by spectral signatures, NDVI with near infrared and red reftectand land cover

on 6 bands of reflectance, including near infrared and red.

Soil temperaturelg,) yielded similar results. ThBsversus elevation plot had the
same pattern as tAg profile. Breaking the data points into their respective land cover classes
showed that the reason for the decreade up to 3200 m was related to the fact thaj andTs
under forest canopy decrease with increased elevation. However, becaus@djymaaa found
to increase with elevation, the riseTig;andTs from 3200 m to 3450 m was due to the transition

from forest to tundra at 3200 m. This led to a local maxirfiwnandTs at roughly 3450 m.

This difference il distribution on Niwot Ridge is likely a key factor governing the
existence of upslope, thermally-driven flows in the summer. Since the tundraeaxpsri
greater heating during this season, heating which is notably absent in the itvaptpears to
lead to the increased occurrence of these flows. ObserviMgDhmatterns on days with greater
differences inTse; between tundra and forest revealed that this does indeed increase the

frequency of easterly flow.

The main goal of this research was to determine whether the location oftedeiires
was influencing thermally-driven flows. More specifically, to determvhéch of the two
thermally-driven flows (anabatic or land cover-induced) was responsible fopapginds and
when they occur. It was difficult to determine when anabatic flows wererotg because of a
lack of information about the vertical temperature profile and thereforerntwesplheric stability.

To determine these flows multiple towers, collecting temperature and deataitgt multiple
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heights would have been required. To determine land cover-inducedTggwsandH were

observed over tundra and forest.

Becausd differences are minimal in the morning we assume that the initiation of
upslope flow at sunrise is due to anabatic forces. However, from Chapter 2, we know that
upslope flow in the morning is limited to the subalpine forest (both C1 and Cabin Clearing).
This may be due to the lower elevation of these sites placing them horizaujaltent to
colder, denser valley air, thus increasing the strength of their horizontsligregadient force.

The tundra, being more exposed to synoptic-scale winds, most likely avoids suchepficasss:

The other main finding from Chapter 2 was that anabatic flows decreaseduericy
above the forest site near treeline (Cabin Clearing) in late morning. Wheedhbercy of
upslope flow increased again at noon it coincided with the start of upslope flow in the tundr
Because of the loss of upslope flow at Cabin Clearing at 1000 MST it appears thatshane

caused by two separate forces, and not just a lag time between sites.

At first glance the original hypothesis that differenfiabf a specific threshold will cause
land cover-induced flow appeared to be correct, as frequency of upslope flowsadaeakys
with higher tundrd s, (relative to forest). Under this hypothesis the upslope flow regime is one
in which Niwot Ridge experiences anabatic flow in the morning hours, switching todaed c

induced flow in the afternoon whdiy; in the tundra was high.

However there were a couple major flaws with the theory of land cover-ihdoee
The tundra site, which would theoretically see the highest sensible heat flug,thweng the
largest Toi — Tair Values (Kondo and Ishida 1997), almost never has higivatues during

daytime hours. In fact, under the differeniigl; analysis it was found that on days of greaiest
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difference (Tungra>> Tiores) theH over the forest was 180 Whgreater than the tundra,
compared to a more common 80 ¥min addition, on these days thgof the tundra was
higher than average compared to the forest. Both of these findings suggés ihatetaseds,;

of the tundra should force winds down slope.

Therefore, it is concluded that upslope, land cover-induced flow does not actually occur
on Niwot Ridge. However the increased frequency of upslope flow Whgdifferences are
great Tiundra>>T foresp) Still strongly suggests th@tandTse played a role in upslope flow. A
likely possibility is that the high tundif,; values in the afternoon cause anabatic flow, rather
than land cover-induced flow, to initiate over the tundra. In the morning, the exposure tp strong
westerly, synoptic-scale flow may be too great for the anabatic peegsudient to overcome in
the tundra. However, by the afternoon increased turbulent mixing and atmospheric boundary
layer (ABL) depth may slightly protect the tundra site from prevailingdaj allowing anabatic
winds to develop. The ABL height, combined with higheandH, may be the cause of these

afternoon flows.

Appendix

It is important to note that the conclusion that land cover-induced flow was detdrmi
mainly by thep, andH readings at the two meteorological stations (C1 and Tvan). These sites
do not measure these two variables at equivalent heights above the surfacgbalfieesforest
site measureg, at 12 meters and at 21 meters, while the tundra site measures both variables at

2 meters.
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However, it does not appear that these differences influenced the resudsurée)
will be slightly higher at a lower elevation above ground level, however it isalylihat 10m
will greatly alter the value. In addition, whether it does alter it or not, ffexehtial surface
heating analysis qf, showed Bi-Pyan.  The finding that Tvap, is closer tq, at C1 under

greater heating of the tundra heating will remain regardless of a btardwiep, at C1.

Sensible heat fluxH) should be almost constant with height within the surface layer
(Luhar and Rayner 2009), above whighwill decrease with height (Pan and Li 2008).
Therefore there is no reason to believe that the higtmrer the forest is due to the height,
because if anything it would be expected to be slightly lower due to its highati@heabove

ground level.

An important follow up study to this one would look at the variables causing thehbwer

values in the tundra (particularly whenTig; is high and its air temperature is low).
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Chapter 4

The Effect of Upslope Winds on Atmospheric Variables and Airmass Composition along
Colorado Front Range

Abstract

The previous chapters have outlined the details regarding thermally-driveEpeuflsws
at Niwot Ridge, with Chapter 2 discussing when and where, and Chapter 3 discusshig poss
causes for these flows. The focus of this chapter will be to show why theserdiffew
patterns are important to study. How different meteorological variablesflaeniced by these
flow patterns and the possible implications are described. Findings show thatuimeser,
upslope flows have very distinct effects on the airmass composition at Nidge.RThe most
obvious effects observed are a decrease in air temperature and an imchessility when sites
experience a transition from westerly to upslope air flow. These effecisiiplay a role in
influencing the surface energy balance and carbon fluxes at the site moth&sn and possibly

the spatial distribution of vegetation in the long term.

4.1. Introduction

It has been shown by previous studies and this study that upslope wind events are
common phenomena on summer days along the Front Range of Colorado. It has also been
shown that these airmasses often contain higher levels of pollutants (Baalisi990,
Veltkampet al. 1996). What has not been studied has been whether distinct differences in the
compositions of prevailing westerly flows versus upslope flows help explain igloof

alpine treeline. In this chapter, air temperatdgg, felative humidity i), dewpoint temperature
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(Tg), sensible heat fluxH), latent heat flux{E), net radiationR,), and the C@flux were

characterized for variations in airmasses from the west (downslog&ast (upslope).

4.1.1 Upslope Winds as a Source of Moisture

Airmasses have different characteristics with factors such, &sand aerosol
concentrations (organic and inorganic) changing depending on the arearo{leftheriadagt
al. 2008). It is known that the origin of air can create very different weathemgattiéor
example, maritime airmasses formed over large bodies of water aneefglatarm and moist
(Panget al. 2004, Teitelbaunet al. 2008) while continental airmassa® cold and dry

(Kassomenos and McGregor 2006).

While the above examples refer to large-scale air movements suchrdifferin airmass
composition also occur on local scales. Gerlaisdl. (2008) found that local heterogeneity in
ice thickness on Lake Erie had significant effects on heat and moisture fluresomundary
layer air, and in turn played an important role in the cloud formation and lake effect $haswv
shows that local surface characteristics can influence airmass ctorposi their study of air
flow on Mt. Kilamanjaro in Kenya, Duaret al. (2008) found that thermally-driven, upslope
winds caused a net export of moisture from the subalpine forest to the upper regions of the
mountains. The export of the moisture (from the high evapotranspiration ratesaregtgwas
found to be the single most important source of moisture for these upper regions of the

mountains.
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4.1.2 Effect of Strong Winds on Vegetation

Strong winds have been known to increase stress on trees in a variety of ways. The
create mechanical stress, causing trees to streamline their fovoidalamage directly from
wind, as well as damage from debris and ice pellets carried by the wind étsland Broll
2010). In addition, strong winds have a desiccating effect on mountain vegetatiorga@eat
even greater stress on vegetation. This was seen in mountainous regions of southetrefiebe
the increasing strength of foehn winds has caused the retreat of plastfrefict higher

humidity past (Miehe 1996).

It has been found by previous studies that consistently strong winds duringvilieggr
season can effectively impair the development of trees, particularly ingpéai growth of
needles and shoots on the windward side (Grace 1977, Holtmeier 1980, Telewski 1995). In
addition, under these same stresses tree cuticles may fail to fully matgerding to many
studies this incomplete process during the growing season, which makessimedree
vulnerable during the winter season, is the most important factor controlighigéere
(Tranquillini 1980, Sowelket al. 1982, Barclay and Crawford 1982, Delucia and Berlyn 1984,

Cairns 2001

We know that vegetation on Niwot Ridge is affected by strong winds as the griysip
of krummbholz and trees in the treeline ecotone show the influence of wind. Flaggiegsof t
(the preferential growth of leaves on the downwind side of a tree trunk) is a wind driven
adaptation (Holtmeier and Broll, 2010) which is common in Niwot Ridge treelindatege If
strong westerly flow is controlling treeline it would have the effect of pusing@dine eastward,

down the slope.
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It was also found that the subalpine forest experiences a lower frequerrongfvginds
than the alpine tundra (measured above canopy). Convergence events are a comnamc@®ccurr
on Niwot Ridge and are characterized by times of weak, upslope flow over the salbatpst
and strong, synoptic-scale, westerly flow over the subalpine forest. Chapterétishamg
one of these events that the surface layer of the subalpine forest was decoupkbe$e
synoptic-scale flows by a shear layer that existed 80 m agl. This findiggss that upslope

flows may create a kind of barrier against damaging strong winds.

4.1.3 Objectives

The hypothesis of this study is that the composition of upslope airmasses efiggnces
growth and helps create enough growth in the summer season to support a pernginent tre
We predict the same general pattern of increasadipslope flows, as observed by Duabal.
(2008), will exist on Niwot Ridge due to the enhancement of airmass moisture froati@ave
across the subalpine forest. Incredsead reduced wind speed)(that exist under upslope
flow should reduce stresses on vegetation and create a more suitable envifonswalpine
forest. It was already found that upslope winds occur 32.62% of all summer daytirae hou
above the subalpine forest (at C1) and only 16.20% of all daytime hours above the tundra (at
Tvan) (see Chapter 2). It is predicted that the high frequency of upslope wind event®ove

subalpine forest is an important feature controlling alpine treeline at Risge.
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4.2. Methods

The goal of this work was to test how meteorological variables where influepced b
upslope flows, namely to determine whether we see different meteorolcgnchiions on days
with upslope flows versus days without upslope flow. To do this three main methods were
employed, each of them attempting to yield information about meteorologicablesrby
finding their average characteristics with and without upslope flow. Therfedtod was to
indentify all days with upslope flow (at least four consecutive hours) and find thg heaan
for each meteorological variable through these days versus days not seléaedcdnd was to
indentify every individual upslope wind reading (30 minute blocks) throughout two gkars
data, indentify its time of day, and then find the upslope and non-upslope mean for each time
block throughout the study period. And the third method was to find the precise moment
upslope flow events (minimum 4 hours) started on different days and then take the miean for t
hours prior to and following the initiation of upslope flow. Each of these methods yields a
slightly different view of how these flows influence the airmasses obiNRidge. These
analyses are completed for C1 and Tvan, but exclude CC because of a lack of nggtabrolo

data.

4.2.1 Hourly Means

Hourly means of meteorological variables were calculated for ydl eehibiting upslope
flow. This allowed an assessment as to whether these days differ from traysesterly flow.
The determination of days with ‘upslope flow’ was done by finding all days in whithQibt

and Tvan experienced at least one four-hour period of upslope flow, definettad 30 at C1
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and 100to 180 at Tvan (definition used throughout analyses). Wind speed was not considered.
Since upslope flow is much more common in the summer months (see Chapter 2) thgss avera
showed summer characteristics. To make the westerly flow averagesl(gomip) comparable

to the upslope flow days only summer values were observed. Summer was defined agyJune, J
and August. This left 184 total days to use from the Tvan and C1 datasets from 2008 and 2009.
The control group for this analysis was comprised of all days not selectied fopslope flow’

criteria. A limitation of using this as a control was that it inevitably ¢doathsome days with

upslope flows — events not long enough in duration to be selected.

After running this analysis as stated above, the same method was rerun cttanging
criteria for determining the ‘upslope flow’ group. For this analysis upslopevadargsisolated as
days in whichonly C1 experienced four consecutive hours of upslope flow. The days selected in
the previous analysis, which showed strong upslope flow at both sites, were notiseidete
this new criterion. To prevent the westerly control group to be corrupted by the upslope

conditions on these non-selected days they were discarded from thesaratygletely.

4.2.2.Upslope Blocks

The second method for distinguishing the characteristics of meteordlomizdles
under different flow regimes was the upslope blocks method. This method dissectedadays
their individual hour blocks that experienced upslope winds. For each of these 24 daily dat
blocks two wind direction indices were created — one for all summer (JJA) upsiopeviénts
and one for all other summer flows. From here means for different meteorolagiesles

were calculated for both groups and for each hour. This analysis allowed foparsam of the
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influence of upslope versus westerly flows on meteorological variabledeatediftimes of the
day. For example, does upslope flow at 0900 MST have a different influence on wind speed or

T, than it does at 1600 MST?

4.2.3 Initiation Method

The final averaging method was used to determine if any discernablagatiald be
observed at the transition point from westerly to upslope flows. To do this the exatinst@f
upslope flow events were identified. This analysis was done for both Tvan and C1 sites
individually. Upslope events were defined as any event that showed sustairope diosv
(same definition as previous analyses) for four consecutive hours at the sitstiargqu&hen
after the initiation times were assembled block means were taken foB@axinute
measurement six hours prior to and following initiation. This allowed for a much maretist
point in which to observe airmass composition. While similar to the first method, thisete |
up starting points, not just days with upslope flows, therefore avoided the problem witktthe fi
method that upslope flow can initiate at various times during the day. Thereforgesvieréhe

first method are prone to masking that this method circumvents.

This method also needed a control group for comparison. This presented a probéem si
the initiation times were at different times on different days. Therefbadia smoothing effect
on the means, not encountered when averaging variables aligned by time of daer to or
have a meaningful control variable means were found for 24 hours prior to theomigagnt.

This created a control in which each mean value had an equivalent collectionrehtliifees
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contributing as the upslope flow means in question. The same process was repeateddod

control 24 hours after the initiation event.

4.2.4 Normalized Difference

The last method used to compare composition was a normalized difference between
variables at Tvan versus C1 under different atmospheric circumstances. Thkzedrma
difference equation wa¥@rryan—Varc)/ (Varnad + [Varci|) and was plotted against wind
difference valueswWDryan—WDc1). All the above mentioned variables were run through this
analysis for the summers (JJA) of 2008 and 2009. The analysis would attempt to conclude
whether there were meteorological differences between Tvan and C1 under divéVgengs—
WDy near -186), convergenceWDryan—WDc1 near 186), and at times when both sites
exhibited comparable wind direction&/Dryan—WDc1 near 0). A second analysis was overlaid
on the original which found the median value of normalized difference points in €aalod0
from -360 to 360F (excluding blocks with fewer than 10 data points). Finally, a least-squares

trend line was added for these block medians.

4.3. Results

The main findings common to each of the three averaging methods above were that
upslope flows had the effect of reducifigand increasing compared to westerly flow. These
effects appeared to directly influengg andTy. However there were only modest differences
between westerly and upslope flow for the remaining meteorological \emighl H, andCO,

flux).
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4.3.1 Hourly Means

These differences were clearly visible by the first method destabove — thieourly
meansmethod. Using this method we can see how the meteorological variables at Cl@and Tva
on days with 4 consecutive hours of upslope flow, at both C1 and Tvan, had different
characteristics than normal. Figure 4.1 shows that on thes&\dags C1 typically transitioned
from westerly to upslope flow at around 0700 MST and remained upslope flow until roughly
1800 MST. At TvanND did not fully transition to upslope flow until 12200 MST and typically
remained upslope flow until roughly 2200 MST. Then days with upslope winds were lower
than average at both sites, with C1 showing a marked decrease at the transisioastisheuld

be expected since the magnitudes of opposing flows (west and east) weledcantce

Also notable was a distinct differenceTinpatterns. At C1T,on days with upslope
flows was lower overall, with a noticeable platead{rstarting at 1000 MST and lasting seven
hours. At TvanT,followed the average pattern of increa3gth the morning, however began
to decrease at 1100 MST, which was two hours earlier than normal. Relative humidity (
patterns were also found to differ between days with upslope flows and days withioutthui
sites experiencing highéron days with upslope flows. To determine whether higlas due
solely to lowerlT, a closer investigation was undertaken and it revealed these days did indeed

exhibit higher vapor pressure.

Surface fluxes also showed patterns on these days at C1 (surface fluxas aete not
observed due a high degree of noise in the data). There was a slight dedreassoughly
1100 MST (Figure 4.2). In additioR,values were slightly lower, as were £fuxes, during

midday hours on days with upslope winds compared to days without. The most prominent
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Figure4.1. WD, U, T,, andh at C1 on summer days (JJA) during 2008 and 2009 for days with
upslope flow versus the remaining days. Upslope flow days were defined as afl déysh

both C1 and Tvan experienced at least one four-hour period of uninterrupted upslope flow (C1-
50°to 130, Tvan 100to 18C). Only 23 of 184 days met these conditions, the remaining 161
are used for the ‘All Other Days’ mean values. Since the criteria aatisglonly days with the
strongest upslope flows the ‘All Other Days’ group does include days witmgatgiwer

degrees of upslope flow as can be seen by the notable didp during the daytime hours for

this group.
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Figure 4.2. Same as Figure 4.1 except Ry H, AE, and CQ flux.

from this analysis because of noise.

Tvan data were excluded
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difference was observed fdaE, which showed distinctly lower values on days with upslope
winds. From these patterns it appears there were several factors at werklighitly lowerRR,
during the day suggested the formation of clouds over Niwot Ridge. This appearedaoqiay
in the lowerT, andH values. The drop iRE was most likely in response to the increased

the new airmass reducing the humidity gradient between the soil and the air.

When the analysis was repeated for days in whidhr C1 experienced four consecutive
hours of upslope flow, the same findings were found (Figure 4.3). Under thisoarRgandH
on upslope flow days had nearly identical averages to westerly flow days ith@grhours,
but dropped more precipitously at midday, causing them to have lower values in the afternoon.
TemperatureTs), remained lower on upslope flow days, but lost the distinctive plateau from the
first analysis. Latent heat fluXIE) also followed a similar pattern, with upslope flow days
exhibiting values well below normal due to high The sharp decreaseRy and 4 on days with
upslope flows suggests that these winds may increase the propensity for cloud cover.
Conceptually this makes sense, as the upslope flows carry cool, moist air tcaltignbes
above the ridge top, leading to greater cooling of the airmass and an inciealgexbt forTy

to be reached and condensation to begin.

4.3.2 Upslope Blocks Analysis

The next analysis used to observe differences in airmass composition wpsltpe
blocksmethod. This method allowed for differences in composition of airmasses to be compared
for upslope winds that occurred at all times of day; to determine, for exampléewhpslope

winds that occur at night have different signatures than upslope winds during the day.
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Figure4.3. The above plot follows the same general pattern as the Figure R,1. TgrH, and

AE. Days with upslope flow were defined as days when C1 experienced four consecusve hou
of upslope flonand Tvan did nofthe 23 days from the previous analysis are not included in
either group of this analysis). There are 16 days which meet the upslopa ofitepossible

161 days.
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Theoretically there should be a difference since a sizeable percentaysimied upslope flows
were due to thermal forcings, while such should not be the case at night when thezimaz

leads to katabatic flow.

The first step for the upslope blocks method was to locate each upslope wind event that
occurred during the summer months (JJA). These were then sorted into groups wiir all ot
upslope winds that occurred at exactly the same time of day. The frequency of tipsle
these different times of day varied greatly (Figure 4.4). C1 showed a muchfrnégjuzncy of
upslope flows than Tvan, particularly in the hours before noon. Also, at both sites theedayti
hours had many more occurrences of upslope flow, with upslope flows in the earlygnornin

hours almost nonexistent.

From here the meaWD, U, R,, andT, of both upslope and non-upslope flows for both
sites were found (Figure 4.5). Please note that there is no temporal libe&sigen consecutive
points (i.e. neighboring points, connected by a line, are not calculated from thgreamef

days).

It is clear from th&VD plot that the groups were successfully separated, with the non-
upslope means showing westerly flow and upslope means showing easterlysetthiaw.
It is also clear thdt) was lower for upslope flow. For both sites upslope flow showed IBywer
than non-upslope flow. Air Temperatuiig), however, did not show an equally strong signal.
For both C1 and Tvan, nighttime upslope flows had a IGwénan nighttime non-upslope flow.
During the day the pattern between Tvan and C1 differed, with Tvan showing equiydtant

upslope flows and non-upslope flows and C1 showing slightly |Idwealues for upslope flows
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Figure 4.4. Shows the frequency of upslope flow at different times of day for the summer
months (JJA). For C1 and Tvan data are from 2008-2009 and for CC data are from 7/29/09 to
7/8/10. It shows the percentage of each hourly block thav/thealues fell between S@&nd

130 at C1 and CC and 10and 180 at Tvan.
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Figure4.5. Mean hourlyWD, U, R,, andT, at C1 and Tvan for summer months (JJA). These
are split into two categories: upslope and non-upslope. The previously defined method for
determining upslope winds was used. These plots are not means of full days butlafgyeatia
For example, the variable means for hour 6 may come from a completely différehtiags

than the means for hour 7.



111

compared to non-upslope flows. This finding suggests that times where the subalginesidre
lower than normal,, compared normdl, in the tundra, were more likely to exhibit upslope

flow.

4.3.3 Initiation Method

The last method used to determine airmass composition wantidgigon method As
described above, this method aligns all upslope flow events by their initiatian Tinie method
gives the clearest picture of what happens as at the moment wind transatonegefsterly to
upslope (easterly/southeasterly) and therefore gives a very cleatiommfthe airmass

characteristics.

The first round of this analysis averagd®®, T,, T4, andh (Figure 4.6). Wind direction
(WD) at the moment of initiation of our upslope group showed a sharp decrease from
southwesterly flow to upslope flow at both sites, while the two control groups (24 haurtopri
and following each upslope wind event) steadily dropped to southerly flow throughout the day.
It is unlikely that this southerly flow is truly southerly, with a more thaelyilprobability that
within the control groups there was a certain degree of easterly flow (not stiaungheto be
selected) causing the average of westerly Q2a0d easterly (39 components to meet

somewhere in between.

TemperatureT), Tqg, andh also changed with the passage of the upslope flow. Air
temperatureT,) showed a very clear dip from the control group at the time of initiation. Both
andh showed strong increases at the passage of upslope flow. These findings sugaoliethe

finding that upslope flows bring more humid air. It also supports the finding iwéthin these
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following all upslope events that lasted a minimum of four hours. The dotted blue line shows
the moment of initiation of upslope flow. The control groups are the means takereaatt

same hours on the days prior to and following each upslope event.
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upslope airmasses is slightly cooler than westerly flow. From theriabtsas, thehourly means
method, it was unclear whethgydrop was due to the airmass itself or dependent upon a
possible increase in cloud cover. This finding suggests that these upsloEses i, on
average, cooler. This makes sense within the current literature as the sractiesiribing
upslope flow is that cold air pools in valley bottoms are drawn upslope in response to warm

rising air over the mountains (Whitemanal.2004).

The next part of this analysis looked at the surface fltesE, R,, and CQ flux at C1
and Tvan (Figure 4.7). In general these means were noisier than the previodstsetefore
are observed here as moving averages (three blocks — 1.5 hours). In addition, the control groups
(24 hours before and after) have been combined here so as to reduce clutter. Whdentiee f
here are not as dramatic as the previous plot, there was a very distinabredi¢E with the
passage of upslope flow at both sites. This also supports the earlier findingsasdéaar
(reducing the moisture gradient between the surface and the air and thedkionegréhelE).

The other variables show slight deviations, such as very slight decre&esoiH at the hour

of initiation, although none strong enough to suggest inherent differences between dagtope
and westerly days. A slight reduction in £iuix at C1 on days with upslope flows suggests
increased plant productivity. The other noticeable feature in these plots is thebdineum
variable values (minimum for CQlux) were reached after initiation of upslope flow at C1 and
before the initiation of upslope flow at Tvan. This is probably the result of theratation

time for upslope flows in the tundra.
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Figure4.7. Moving average [three blocks] bf, AE, R,, and HO flux hourly means at C1 and
Tvan on the six hours prior and following all upslope events that lasted a minimum of foair hour
The dotted blue line shows the moment of initiation of upslope flow. The control group is the
hourly mean of variables from the exact same hours on the days prior to and follosting ea
upslope event.
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4.3.4 Normalized Difference

The final analysis used to determine airmass composition wasimalized difference
approach between the two main sites (Tvan and C1). In this approach the fofAfRia(—
VAR:1) / (VARnadl + MAR:4|) was used as our normalized difference and plotted against wind
difference WDnan—WDc1). The main goal of this analysis was to determine if there were any
broad differences in the data that existed between times of convergencesrieeand times in
which both tundra and subalpine forest experienced the same flow patterns. Tatititerpre
results, the slope of the trend line must be taken into account. Positively sloped teslddine
that during periods of divergence (easterly flow at Tvan and westerly fl@d)afvan values
are lower than C1 values. During convergence Tvan values are higher than, arcatideaso,

C1 values.

The three most positive trend lines wev®, U, and thelE (Figure 4.8, Figure 4.9).
Wind direction WD) was highly positive because the x and y axis were both based on the same
criteria. When we had divergence at Niwot Ridge (i.e. Tvdra@@ C1 27f) the normalized
values were -0.5 and when we had convergence the normalized values were 0.5. Wind speed
(U), however, is an independent variable that was not predetermined by the anddgsis. T
positive slope shows thakis lower at whichever site is experiencing easterly flow. This holds
with our previous analyses. Latent heat flak) also follows a similar pattern, where it is

reduced at sites experiencing easterly flow. This too fits resaitstfre previous analyses.

Interestingly, the median values for thie normalized difference for periods of
divergence were much lower than the median values for periods in which wind directiam at bot

sites are congruous or convergent. This suggests that when Tvan is experiestenhgflay it
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least-squares trend line is shown for these block medians.



117

Sensible Heat Flux Marmalized Difference (Tvan-C1)
1 — - — - - T

-1 L ! LT

-300 =200 -100 1] 100 200 300

Latent Heat Flux Mormalized Difference (Tvan-C1)
1 — — . . -
uf 08
—
+
=
=
L
|
= a
bl
|
—
E:
£ 045
L
=
1 I 1+ i [ [ L : L I
-300 -200 -100 a 100 200 300
€0, Flux Nommalized Difference (Tvan-C1)
1 T T T T T T T
5
[}
o
g 0s5r .
=
g
Nl—
8 # i e g e e FIrS
= ok _
)
[}
]
<
c
05k .
Nl—
]
2.
_ | | | | | | |
-300 -200 -100 0 100 200 300
WDTvan . WDC']

Figure4.9. The same as Figure 4.8 exceptHpriE, and CQ flux.



118

exhibits lowerlE values. The conclusion from the previous analysis was that upslope (easterly)
flow forced a reduction ilE. This was due to the subalpine forest origin of the airmass
increasing thé of the air through higher evapotranspiration rates. A reduced water vapor
gradient between soil and air effectively redu¢éd However, during divergence events winds

at C1 were westerly, suggesting that the easterly flow at Tvan had né¢draver large tracts

of forest before arriving at Tvan. Yet the airmass still reduéedt Tvan. A possible

explanation to such a phenomenon is that the westerly flow at C1 is a small saladeéot and

Tvan is receiving the larger easterly flow. Otherwise the small regiomesitfbetween Tvan

and C1, which appears to be the origin of the easterly airmass at Tvan, mag\stk pr

significant amount of humidity to the air.

In addition, difference ifi;, Ry, H, and the CQflux at both sites during differelVD
events were observed in this fashion. Air temperaiiyeR,, andH all had negative slopes in
the normalized difference plots (Figure 4.8, Figure 4.9). A negative slope shows that the
observed variable is higher for a site experiencing easterly flow. H®aasithat at times of
convergencd, was higher at C1 than Tvan and during times of divergénaas higher at
Tvan than C1. This was an unexpected finding because our previous analysis shoWed that

drops slightly with the passage of upslope (easterly) flow (Figure 4.6).

A closer inspection reveals that 87.3% of all divergence everttsViiR.<13¢ and
230P<WDc1<310) in the summer occur during non-daytime hours (1600 MST to 0800 MST).
Given no correlation we would expect to see only 66% of divergence events occurring in non-
day hours. This shows that divergence has a propensity to occur at night. Conversétyatne

increased frequency of convergence event&{iDc;<130 and 236<WDry,<310F) during
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summer daytime hours (0800 MST to 1600 MST). These events occur 55.3% of the time during

these hours even though these hours are only 33% of all hours.

This difference in timing helps explain thgdifference. At night, the atmospheric
boundary layer (ABL) becomes stable and well stratified. Katabatic flmgdcold air
downslope, causing lowdg at C1 than Tvan. In fact, 97.1% of the tifngat C1 was at least
5°C lower than Tvan it occurred in non-day hours (1600 MST to 0800 MST), thus supporting the
idea that th@, distribution of these divergence events is influenced by cold, gravity driven
flows. It is also likely that these katabatic flows are the reason waivegence. The surface
flow at C1 is downslope (westerly), while the tundra, under circumstances thieee is

synoptic-scale wind from the east, could exhibit easterly flow.

Net radiation R,,) also showed a weakly negative slope (Figure 4.9). This means that
generallyR, values at C1 were higher than Tvan during convergence events and lower than Tvan
during divergence events. As explained above, convergence favors summer days. Looking m
closely atR, we saw that on summer dagswas almost always higher in the subalpine forest
than the tundra. This was most likely due to the lower albedo of the forest causteg gre
retention of incoming shortwave radiation. This helps explain why we observed #ir@eg

sloping trend line.

The last and most negatively sloping normalized difference in this aalgisH. This
shows that there was a larg¢rat C1 than Tvan during times of convergence and a much lower
H at C1 during times of divergence. The cause of this pattern is probably smtiiat 6fR,
andT,. As stated above, nearly 90% of divergence occurred in non-daytime hours. Therefore

for the majority of these eventbwas negative, with the ground absorbing heat from the air.
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Under these circumstances thef the subalpine forest was more negative than the tundra. This
IS not intuitive as it was just stated theis lower in the subalpine forest at night, therefore we

should expect a lower heat flux to the ground.

The last variable observed was {{Dx (Figure 4.9). In this analysis, similar to the
previous analyses, there are no differences ipf@® between tundra and subalpine forest

during divergence or convergence, as seen by the lack of any slope to the trend line.

To avoid the influence of diurnal variation the same analysis was run for sunmyeer da
(0800 MST to 1600 MST). We did not see changes in the patteddd, or AE, all of
which still had lower values for the site experiencing easterly flow (EiguO, Figure 4.11).
Carbon dioxide flux also showed no sign of influence fi&D. The patterns fof,, R,, andH
changed when applied to this new set of data. Sensible heatjlwe(t from a strongly
negative slope in the first part to no slope in this analysis. This shows that, on averageashe
no measurable difference lihbetween Tvan and C1 during daytime convergence, divergence, or
similarly-directed flow events. Net radiatioR,] andT,, however, showed switched signals
(negative to positive slope) under daytime conditions. The first analysis whiadedallay and
night showed that, andR, were higher for sites experiencing easterly flow. When selecting
only for daytime hours the pattern switched, with sites experiencinglgdkies exhibiting
reducedl, andR,. This fit more coherently with the previous findings. We did expect a small
reduction inT, with the transition from westerly to easterly flow, as was seen by tiaion
method described above. In addition, we saw that occasionally upslope flow leladsito ¢

formation, which in turn may play a role in reduciRg
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4.4. Conclusions

The main finding from these analyses was the incrdageding daytime summer-
season, upslope air flow. This makes sense given the underlying vegetatamtectsdics to the
west (alpine tundra and bare rock) and to the east (subalpine forest) of thérakdine. We
expected that evapotranspiration would cause an increassbive these forested regions
which have greater plant biomass. In addition, westerly flow reachingtNglge must pass
the Continental Divide, making these airmasses more susceptible to orogmeguipitation
prior to arrival, thus decreasing thand increasind, (due to additions from the latent heat of

condensation). In addition tg upslope flows have much lowegrand slightly lowefT.

This study shows that wind patterns may be a major contributor to the location of alpine
treeline on Niwot Ridge. While it was not designed to be able to make a definitimettudd
alpine treeline exists in its current location due to thermally-driven, upsliopks vthis study did
find that the unique signature of upslope flow appears to have characteristidsemefieial to
plant growth. The transport of atmospheric moisture up from lower elevation regibns
undoubtedly play a crucial role in plant physiological response. In addition, gregiggncy of
upslope winds may provide refuge from damaging, high speed winds which scour the alpine
tundra. Therefore the atmospheric environment on Niwot Ridge, in which the subalpshefore
lower elevation experiences weak, upslope flow with high humidity and the tundréeexps
strong, westerly flow with low humidity, does appear to influence on the locatidpiio¢ a

treeline.
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Chapter 5

Conclusions

Two years of measurements, collecting meteorological data in the alpoh@ and
subalpine forest, as well as a soil temperaturgg) (@cross Niwot Ridge, has enabled an in-
depth study of the relationship between thermally-driven, upslope winds and alplimetr&oil
temperaturéata, complemented by surface temperaftgjar{ieasurements derived from Landsat
5 thermal imagery, were used to address whether the differences in the thermaiment,
caused by land cover differences (tundra vs. forest), were responsible fogciteatunique
signature of thermally-driven, upslope flow on Niwot Ridge. The relationship hetwee
thermally-driven flows and the alpine treeline was also addressed by olgséifferences in
airmass composition between prevailing westerly flow and upslope flows, todetavhether

the location of alpine treeline is influenced by the presence of upslope flow.

5.1 Atmospheric Environment

This study began by characterizing the atmospheric environment of Nidge.RThe
characteristics of upslope flow events were analyzed to determine waatftypslope flows
(thermal, synoptic-scale, or mechanical) existed on Niwot Ridge. The terapdrapatial
distribution of these winds was determined so that the alpine treeline analykkproceed

with knowledge of the underlying mechanisms causing upslope winds.

It was found that synoptic-scale winds were rarely (less than 3.5% of theotier}d at

Niwot Ridge in an upslope trajectory (easterly/southeasterly), mae cdiming from the west.
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Therefore the influence of these upslope-oriented synoptic-scale aantonsidered to be
minimal. However, this finding does not rule out the importance of synoptic-soalerfl the
existence of upslope winds, since many studies have claimed that synopticisdalenast be
weak or non-existent for thermally-driven, upslope winds to occur (Baugtaaiil993,
Turnipseeckt al. 2002). However, this study found that there was only a modest relationship
between upslope flow and synoptic-scale (500 mb) wind spdeavith only roughly 60% of all
upslope events occurring in the 50% of times when synopticdoakes below the median

value of 15.28m&. This means upslope winds can often occur when synoptictsdsleigh.

This finding may be partly explained by the existence of upslope flow due to meadha
forcing by mountain gravity waves. These were determined to occuryrdaimhg night and
winter periods and were characterized by strong westerly winds inpine &indra and weak
easterly (upslope) flow in the subalpine forest. Therefore these winds magdmaniuted to
the higher than expected frequency of upslope flow during periods of strong symaj#ic-s

winds.

While these mechanically-driven, upslope flows may contribute to the numbeldapeips
events that occur under strong synoptic-scale winds it was also observed thaliyeigen,
upslope winds can occur under these conditions of strong synoptic-scale winds as teell. Da
collected from a tethersonde system revealed a strong shear layer 80mthagsubalpine
forest) on the morning of 8/10/10 separated thermally-driven, upslope flows from strong,
synoptic-scale westerlies. Since the dynamics of this system did not siingpiworetical
constructs of mechanically-driven, upslope flow from rotor winds, and because itteomibf

upslope flow occurred in the hour following sunrise it was concluded that thesendeee i
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thermally-driven, upslope flows. The results from this one day’s soundingsdioteca

previous findings that thermally-driven upslope winds cannot exist under strong ambigst w

Thermally-driven, upslope flows were typically observed during summeinaaiiburs.
These winds were observed roughly 15% and 30% of all summer, daytime hours in the tundra
and subalpine forest, respectively. It was observed that there were difianendes in the
diurnal pattern of these upslope winds in these different environments. The tworsabaipst
sites exhibited a transition to upslope flow during the morning hours following sushi®sing
a large increase in the frequency of upslope flow starting at 0600 MST (C1) and 0700 MST
(CC), while the frequency of upslope flow did not increase for the tundra site (Tvari)206

MST.

5.2 Differential Land Temperatures

Prior to this study it was assumed that all thermally-driven, upslope flowswot
Ridge were the result of anabatic flow. The findings from previous sectiomeedhis
assumption to be reconsidered. It was expected that transition to anabatic flomdirextly
follow sunrise due to surface heating; a pattern that was observed in the suiloadisine
However, the distinctly different temporal pattern of transition in the tundrza(ly not
preceding noon) led us to believe that another force was causing upslope flow inidiis eg
was hypothesized that the more exposed tundra surface would cause it to reach; higies;
values (compared to forest) during the day which would lead to land cover-induced, upslope

flow.
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This problem was approached by obtainlggderived from satellite imagery, and by
placing 36 in-sitUlse probes across the face of Niwot Ridge. These data were then analyzed
with regard to their land cover type (tundra, krummholz, and forest) to determine guraem
patterns in the thermal environment of these different regions. It was fournelzdpine
tundra does exhibit high@gandTs,; than the subalpine forest, with the greatest differences
occurring in the afternoon. Dividing the wind directifi), sensible heat flux-), and surface
pressuref,) into groups based on the degree to whigh of tundra and forest differed revealed
that upslope winds were more common on afternoons that exhibifligig®ntrast than days
with low T contrast. This finding supported the idea that land cover-induced flow was

responsible for the afternoon upslope winds observed at the tundra site.

However the results of this analysis Fbandp, did not support this hypothesis. For land
cover-induced flow to exist it was expected that highgrin the tundra must cause relatively
higherH and lowem, in the tundra compared to the forest, as these are the factors which should
theoretically induce local, upslope winds. However, the results showed that on dalygytetr
Tsoil CcONtrast between the tundra and for@ghdra>> Trores), the tundra had lowet and higher

po relative to the subalpine forest.

While TsandTs distributions did appear to influence the frequency of upslope flow in
the alpine tundra it is clear from the meteorological variables that suchregurpalifferences
did not cause land cover-induced flow. A likely explanation for the high frequency of upslope
flow under these conditions is that the higl in the tundra was responsible for generating
anabatic flow. In addition, it is likely that atmospheric conditions which also supgbrtse; in
the tundra also support upslope flow — high pressure systems, with weak syndetichsds,

and high insolation.
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5.3 Airmass Compositions

The last part of this study was to determine the ecological significdngeslope flows
on Niwot Ridge. The findings from Chapter 2 revealed that the subalpine foresergpdra
greater frequency of upslope winds than the tundra. The main objective was to determine
whether the airmass composition associated with upslope flows (compared tbrgrevai

westerlies) influenced the location of alpine treeline.

Observing the atmospheric composition of these differing airmasseteceaezouple
differences. First, it was observed that upslope flows have modestly lowemperaturesTy,).
This is most likely due to the fact that the mechanics of thermally-drives tiewerally cause
the movement of cold air into regions of warm air. Essentially cold air pools valleg are
being drawn up by these circulations. Another factor contributing to this diffeirefmges that
westerly winds on Niwot Ridge must traverse the Continental Divide prior t@imaking it

likely that atmospheric moisture has precipitated and added latent heat ta this ai

The second finding was that humidity (vas higher in upslope airmasses compared to
westerly airmasses. These hlghalues had the effect of reducing latent heat fAE) n both
the subalpine forest and alpine tundra, by reducing the water gradient betweehaheé soi
atmosphere. High and lowAE are predicted to enhance forest growth by reducing vegetation
stress in this dry environment. The transport of atmospheric moisture upslope likehoan
important source of precipitable water during convective storm events ovezgius,rikely

recirculating downwardly draining water back to the high elevation regibitie mountains. In
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addition, lowAE values, drawn out over long periods (i.e. growing seasons), may increase the

ability of soil to retain its water.

One other major finding from this study was that upslope flows almost akxaysited
lower U than westerly flows. It was found that synoptic-scale winds can travel invatesle
layer over weak upslope winds in the subalpine forest. Under such circumstancesrg dygie
upslope winds may create a degree of buffering between damaging sywuatievinds and the
surface vegetation. This result was also expected to enhance tree growth imgreduc

physiological stresses related to strong winds.

While this analysis cannot claim definitive evidence that the location ofealif@eline is
influenced by upslope winds, it does reveal distinct differences in airmass ¢oomplostween
westerly and upslope flows. The characteristics of atmospheric varialbsas andU, can
influence plant physiology. In addition, these different airmasses have beemtshofluence
surface heat fluxes (e.gE). It was concluded that the distinct characteristics of upslope
airmasses cause them to be inextricably linked to the local ecologygba.rét is believed that
lower mountain regions which experience higher frequency of upslope flows shpalicexe
more favorable growing conditions and therefore should be more resilient dustimdpeince

events.

5.4 Future Work

The findings from this study could lead to many new avenues of research. Thg findi

that thermally-driven, upslope flows in the alpine tundra were typical to thre@dte (but not
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the morning) was not fully explained. It was found that land cover-induced flemeta
responsible, a finding contrary to modeling results. To determine whethetiahatzangs

were responsible for afternoon upslope flows in the tundra a closer examinatiotdohttie
tundra could be undertaken. Determining which parts of the sensible heat flux equgtion (e
gradient betweefths andT,, eddy diffusivity of air, etc.) have the greatest contribution at

different times of day may yield some understanding.

Probably the most important work to follow this study would be a more in-depth study of
the interaction between large-scale and local weather processesnpobitant to observe
synoptic-scale weather patterns, not jusixor U, but as whole systems which influence

thermally-driven flows.
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