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Nguyen, Ha Manh (Ph.D., Economics)

Industrial characteristics, the size of countries, and the extensive margin of trade

Thesis directed by Prof. Robert McNown

This dissertation consists of three chapters exploring some issues in International Trade.

Chapter 1 explains how home-market effects change across industries in a model of monopolistic

competition with heterogeneous firms. The home-market effect hypothesis (Krugman (1980)) states

that a large country has more firms (or products) in an increasing return sector than does a small

country. However, the large country’s share of firms (or products) across industries in an increasing

return to scale may vary with industry characteristics. This chapter builds a model of monopolistic

competition with heterogeneous firms to investigate which industry characteristics have effects on

that change. The model includes two countries with many industries of differentiated products

and one industry of homogeneous goods. The model predicts that industries with low trade costs,

high fixed-domestic costs, low fixed-export costs, and high productivity dispersion will tend to

concentrate in a large country.

Chapter 2 demonstrates empirical evidence to support the first chapter’s predictions. As the

characteristics of an industry are assumed to be homogeneous across countries, I use a sample of

28 developed countries. This ensures that industry characteristics are similar across countries. In

addition, I use the four-digit ISIC industrial classification to categorize countries’ industries and

use the method of Hummels and Klenow (2002) to measure the relative number of products (or

firms) between two countries. The empirical evidence is found to support the predictions from the

theoretical model.

Chapter 3 examines how the extensive and intensive margins of trade in developing countries

respond to changes in trade barriers through import and export demand functions. The study

finds that trade liberalization has a significant impact on both the extensive and intensive margins

of trade in developing countries. However, only the intensive margin of trade responds significantly
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to the yearly change of import and export duties, while the extensive margin responds insignificantly

to this. These results are consistent with the theoretical predictions of Ruhl (2008). The method

of Hummels and Klenow (2002) is used to measure the extensive and intensive margins and the

dynamic-panel regression method is used to estimate models in this paper.
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Chapter 1

The distribution of firms and the size of countries with heterogeneous firms

1.1 Introduction

The hypothesis of the ”home market effect”, which was first introduced by Krugman (1980),

suggests two predictions: a large country has more products (or firms) in its increasing-returns

to scale sector than does a small country and the large country’s share of products (firms) in the

increasing-returns sector exceeds its share of size. The second prediction implies that the large

country is a net exporter in its increasing returns sector.

Although a large country can produce more products than does a small country, the large

country’s share of products may not be uniform across industries. Or we can say that the distri-

bution of firms across industries between the large country and the small country is not similar.

This difference can depend on industry characteristics. This study will investigate which industry

characteristics affect that difference. This paper does not examine Krugman’s second prediction

(net exporter) of the hypothesis of the home market effect, so we prefer using the term ”the dis-

tribution of firms across industries” or ”difference in the number of products across industries” to

using ”home market effect” in this study.

Hanson and Xiang (2004)1 was the first to examine how the strength of home-market effects

varies with industry characteristics. They find that industries with high trade costs and low substi-

tution elasticity concentrate more in large countries. However, we think that some other industry

1 Some studies (i.e. Helpman and Krugman (1987), Amiti (1998), Hanson and Xiang (2004), Holmes and Stevens
(2005)) have examined which country characteristics or industry characteristics influence the home market effect.
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characteristics such as fixed costs or productivity dispersion may also affect the distribution of firms

between large and small countries across industries.

We build a model based on the mechanism of heterogeneous firms (Melitz (2003)) to examine

whether other industry characteristics affect the distribution of firms between large and small coun-

tries across industries (or the home market effect). Our model includes two countries; each country

has many differentiated product industries in the increasing returns sector and one homogeneous

product industry in the constant return sector. Labor is the only production factor in the model.

As a result, our model shows that industries with low trade costs, high fixed domestic costs, low

fixed export costs, high productivity dispersion, and high elasticity of substitution will concentrate

more in the large country, or the difference in the number of products between the large country

and the small country is larger in these industries. Among these industry characteristics, the model

shows that the impact of trade costs, fixed costs, and productivity dispersion on the distribution

of firms (products) across industries between the large country and the small country is uniform.

The impact of substitution elasticity depends on the relationship between fixed domestic costs and

fixed export costs of the industry. In this study, we assume that fixed domestic costs are smaller

than fixed export costs, so industries with high substitution elasticity will concentrate more in the

large country.

Economies of scale can be a key factor to explain why industries with low trade costs, low fixed

export costs, and high fixed domestic costs locate more in large countries. Because of economies of

scale, the production costs of firms in the increasing returns to scale sector of the large country are

lower than those in the small country. As a result, firms in the large country will produce products

with lower prices. When trade costs and fixed export costs of industries are low, products with

low prices from the large country will easily penetrate the small country and defeat the high price

products of the small country. So, industries with low trade costs or low fixed export costs will tend

to concentrate in the large country. Industries with high fixed domestic costs have high economics

of scale, so the large country will attract more firms in these industries.

This study also shows that industries with high productivity dispersion and high elasticity of
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substitution concentrate more in the large country. Firms with low productivity can not operate

in the small country due to high competitive pressures, but these firms still can still operate in

the large country because of the diversity of consumer demand in the large country. So, industries

with high productivity dispersion prefer concentrating in the large country to concentrating in the

small country. Industries with high substitution elasticity have less differentiated goods or few

substitutes, and when trade liberalization occurs, consumers choose and buy cheaper goods from

the large country. Firms of the small country which cannot compete with firms of the large country

may exit the market. This explains why industries with high elasticity of substitution tend to

concentrate in the large country.

As a result, our model finds that, in addition to the industry characteristics found in Hanson

and Xiang (2004), other characteristics also affect the distribution of industries, such as fixed costs

and productivity dispersion. In addition, the impact of the similar characteristics in our model also

has some differences from Hanson and Xiang (2004). Our model finds that industries with low trade

costs tend to concentrate in the large country, while Hanson and Xiang (2004) predict the opposite.

However, the effect of this variable in their theoretical model is not monotonic: this proposition

fails for industries with very high trade costs. If we assume that fixed domestic costs are smaller

than fixed export costs, our model suggests that industries with a high elasticity of substitution

will locate more in the large country likewise contrasting with Hanson and Xiang (2004). These

differences originate from the differences in the models: Our model is based on the mechanism of

heterogeneous firms and has the appearance of a homogeneous product sector. While Hanson and

Xiang (2004) use the mechanism of homogeneous firms and don’t use the homogeneous product

sector in their model.

To sum up, our paper contributes to the existing literature in ways: First, this paper for-

mulates a model of monopolistic competition with heterogenous firms to study the distribution of

firms across industries between large and small countries. Second, in comparison with previous

studies, our model incorporates three additional industry characteristics: fixed export costs, fixed

domestic costs, and productivity dispersion, which are found to influence the distribution of firms
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across industries (or home market effect of industries).

The results would be of interest to policy makers in both developed and developing countries,

in terms of potential identifying industries these countries should invest and develop to compete in

globalized trade.

The rest of the paper is organized as follows: section 2 introduces a model with heterogeneous

firms and discusses its predictions. Section 3 describes the empirical methods used to examine the

predictions from the theoretical model. Section 4 presents some data analysis and discusses the

results of the empirical model. Section 5 concludes with discussion of some implications.

1.2 Literature review

The role of country size on arrangement of industries between large and small countries can be

seen through the property of the home market effects which is introduced the first time by Krugman

(1980). From a simple model with Cobb Doulags preferences, two countries, and two sectors: a

increasing return sector of differentiated goods and a constant return sector of homogeneous goods,

he built the following relationship:

n

n∗
=

L
L∗ − ρ

1− ρ L
L∗

Here n and n∗ be the number of varieties (firms) of home country and foreign country

respectively in increasing return sector (the sector of differentiated goods). L and L∗ are sizes of

home and foreign countries. ρ = τ1−σ < 1: τ is trade costs between countries and σ is the elasticity

of substitution of products in increasing return sector.

This equation implies that if L
L∗ > 1, n/n∗

L/L∗ > 1. This result is called the hypothesis of

home market effect. This hypothesis implies two predictions: the large country have more firms

(products) in increasing returns to scale than does the small country and the large country’s share of

firms (products) in this sector is larger than its share of size. In this model, Helpman and Krugman

(1987) show that when trade costs are low (τ ∼= 1), small difference in country size will lead the
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differentiated product industry to concentrate in the larger country. They assume the elasticity of

substitution between varieties in the increasing return to scale is similar across countries, so this

coefficient doesn’t affect the home market effect in their model.

Hanson and Xiang (2004) extend the monopolistic competition model for two countries with

a continuum of differentiated-product industries (no homogeneous good sector) to study how the

home market effect changes across industries. They assume that labor endowment and wage of the

small country are 1 and labor endowment of the large country is L (> 1). The result of this model

implies that the wage of the large country (w) is bigger than 1: the production cost of the large

country is higher than the production cost of the small country. They withdraw a relationship

between the relative number of firms and countries’size of two countries. From that relationship,

they show that industries with high trade costs and low elasticity of substitution have higher home

market effects. However, the effect of trade costs on the home market effect in their model is not

monotonic. It is failed if trade costs of industry are very high. It means that the home market

effect doesn’t happen for industries with very high trade costs.

They developed a framework to test the predictions of their model based on a difference-in-

difference gravity specification for OECD countries. They use data of SITC industries of the US to

represent industry characteristics: Trade costs are from freights of import goods of the US and the

elasticity of substitution are estimated through the method of Hummels (1999). Their empirical

results support for the predictions from their theory model: industries with high trade costs and

lower elasticity of substitution will locate more in the larger country or the home market effects of

these industries are bigger than other industries.

The impact of trade costs on the home market effects is different between Krugman (1980)

and Hanson and Xiang (2004). Krugman (1980) shows that when trade costs between countries

decrease, home market effects will happen higher. Although trade costs in Krugman (1980) are

understood between countries, we see that this result is still right across industries when we extend

the model of Krugman (1980) for many differentiated product industries in increasing return sector:

industries with low trade costs have higher home market effects. This result contrasts with Hanson
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and Xiang (2004) which find that industries with high trade costs have higher home market effects.

The most fundamental difference between two models is the existence of homogeneous good sector

in the model of Krugman (1980) (or Helpman and Krugman (1987)) while Hanson and Xiang

(2004) don’t use this sector in their model. They say that industries with high trade costs should

locate in the large country to save trade costs. However, this proposition in their model is failed

for industries with very high trade costs as mentioned above.

1.3 The Model

1.3.1 Set up

Based on Helpman et al. (2004), we will build a model to study the above issues. Assume

that there are two countries (i,j), and each country has H+1 industries. One industry produces a

homogeneous product z with constant return to scale, while the remaining H industries produce a

continuum of differentiated products with increasing returns to scale. Each firm is a monopolist

for the variety which it produces. Let βh denote the share of income spent on differentiated goods

for sector h. The share of income spent on the homogeneous sector is then 1 −
∑H

h=1 βh. The

homogeneous good z is considered as the numeraire and it can be freely traded. The price of good

z is set to 1, so that if every country producing this good will have identical wage rate (=1). On

the demand side, assume that all individuals in country i have the same utility function:

max U = (1−
H∑
h=1

βh) ln z +

H∑
h=1

βh
αh
ln(

nih∫
0

xih(v)αhdv)

where xih(v) is the consumption of country i on a variety v produced by industry h. Let

nih denote the number of varieties produced by industry h. The parameter σh = 1
1−αh > 1 is the

constant elasticity of substitution across varieties in industry h with αh > 0. The budget constraint

of country i is then

z +

H∑
h=1

nih∫
0

ph(v)xih(v)dv = Yi
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where Yi denotes total expenditure on all goods in country i. Combining the utility function

with the budget constraint yields the following demand for each variety produced by an industry

h in country i:

xih(v) =
βhYiph(v)−σh

P ih
1−σh

Where P ih =
(∫ nih

0 ph(v)1−σhdv
) 1

1−σh is country i’s ideal price index for industry h and ph(v)

is the price of variety v in country i.

1.3.2 Firms

Labor is the only input and the number of units of labors (a) needed to produce one unit of

product varies across firms. In addition, a firm must pay a overhead production cost of fhd units

of labor to produce a positive amount in each period. The overhead production costs refer to an

ongoing expense of operating a firm such as accounting fees, advertising, rent, and utilities costs.

This overhead fixed cost is assumed to be identical across firms operating in each industry. So the

production cost of a firm is axhii(v) + fhd . If the firm sells its products to the foreign market, it

must pay a fixed cost of fhx units of labor per foreign market in each period. The fixed export costs

include costs of establishing the distribution network, advertising, or administrative costs in the

foreign market.

In addition, an exporting firm in industry h must face an iceberg transportation cost of

τhij ≥ 1. The production cost of an exporting firm is then given by τhijax
h
ij(v) + fhx . Assume that

the fixed cost and the distribution function of a in each industry are identical in two countries. In

addition, transport costs are assumed to be identical between two countries, that is, τhji = τhij = τh.

Each firm chooses the price of its variety to maximize its profit, taking as given the price

charged by other firms. Since a is the number of units of labor required to produce one unit of the

product in industry h in country i, 1
a is considered the productivity of a firm in industry h. Firms

having a productivity larger than 1
aihD

produce and sell their products in the domestic market and

firms with the productivity 1
aihD

earn zero profits. The set of firms with 1
a >

1
aihX

produce products
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for the domestic market and for the exporting market. The set of firms with 1
aihD
≤ 1

a ≤
1
aihX

produce

for the domestic market only. The set of firms with 1
a ≤

1
aihD

earn a negative profit and do not

produce.

The profit of a firm in industry h in country i selling its product in the domestic market is

πihd = phii(v)xhii(v)− (axhii(v) + fhd )

The profit of an exporting firm is

πihx = phij(v)xhij(v)− (aτxhij(v) + fhx )

The price which a firm will set for the domestic market is phii(v) = ( σh
σh−1)a = a

αh
and for the

foreign market phij(v) = τha
αh

. Substituting domestic value, exporting value, and the prices into the

profit equations, the profits of firms in industry h in the domestic market (i) and the exporting

market(j) are:

πihd = a1−σhBi
h − fhd

πihx = a1−σhτ1−σhBj
h − f

h
x

with Bi
h = Aihα

σh−1
h (1− αh) and Aih = βhYi∫ nh

0 p(v)(1−σh)dv
.

Since firms with the productivity level 1
aihD

earn zero profit in the domestic market, and the

firms with productivity 1
aihX

earn the zero profit in the exporting market (the profit of these firms

in the domestic market is positive), we can determine the cutoff levels of productivity through the

equations of profit equal to zero:

(aihD )1−σhBi
h = fhd ⇒ aihD =

(
fhd
Bi
h

) 1
1−σh

((τhaihx )1−σh)Bj
h = fhx ⇒ τhaihX =

(
fhx

Bj
h

) 1
1−σh

Since fixed costs are assumed to be the same in both countries, the distribution function G(.)

is also the same in both countries. In addition, since the trade costs are also the same between
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two countries. The cutoff levels of productivity are also equal in both countries. This means that

aihD = ajhD = aD and aihX = ajhX = ahX . These results imply Bi
h = Bj

h = Bh (see Appendix C). These

results hold for each of H industries in country i and country j. In the following sections we focus

on industry h in country i and j and drop the h subscript.

1.3.3 Entry firms and market size

The price index of industry h in country i includes the product prices of domestic firms and

the one of exporting firms from country j in industry h.

nei∫
0

p(v)1−σdv = ni

aD∫
0

(
a

α
)1−σdG(a) + nj

aX∫
0

(τ
a

α
)1−σdG(a)

= ni(
1

α
)1−σV (aD) + njτ

1−σ(
1

α
)1−σV (aX)

(1.1)

Parameters ni, nj are considered the entry firms in country i and j in industry h. Substituting

the above results into (1.1) yields:

niV (aD) + njτ
1−σV (aX) =

(1− α)βYi
B

(1.2)

Similarly for country j

njV (aD) + niτ
1−σV (aX) =

(1− α)βYj
B

(1.3)

Using equations (1.2) and (1.3) and solving for ni
nj

:

ni
nj

=

Yi
Yj
− τ1−σV (aX)

V (aD)

1− τ1−σV (aX)
V (aD)

Yi
Yj

=
λ− ρ
1− ρλ

(1.4)

Where λ = Yi
Yj

and ρ = τ1−σV (aX)
V (aD) . If we assume that the productivity of firms in the

industry (x = 1/a) has a Pareto distribution in x ≥ θ with the cumulative distribution function

of x: F (x) = 1 − ( θx)k. Here, k denotes the dispersion parameter of productivity. Industries

with low value of k have high productivity dispersion and industries with high value of k have

low productivity dispersion. From that, the cumulative distribution function of a will be: G(a) =
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 0
1/ad 1/ax

-fd

-fx

1/a

π
πd=a1-σB-fd

πx=a1-στ1-σB-fx

Figure 1.1: Profit from domestic sales and exports
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P ( 1x ≤ a) = P (x ≥ 1
a) = 1 − F ( 1a) = 1 − (1 − (θa)k) = (θa)k for a ≤ 1

θ . The population density

function is

dG(a) = kθ(θa)k−1da

V (aD) and V (aX) are

V (aD) =

aD∫
0

a1−σdG(a) = ca
k−(σ−1)
D

V (aX) =

aD∫
0

a1−σdG(a) = ca
k−(σ−1)
X

From here, we can find that

V (aD)

V (aX)
=

(
fX
fD

τσ−1
) k−σ−1

σ−1

As a result,

ρ =
1

τσ−1

(
fD

fXτσ−1

) k−σ+1
σ−1

< 1

Unlike Helpman and Krugman (1987)’s model in which ρ depends only on trade costs and

the elasticity of substitution, here ρ depends on two additional additional characteristics of the

industry, namely, fixed costs and productivity dispersion.

From equation (1.4), we have:

∂ (ni/nj)

∂λ
=

1− ρ2

(1− λρ)2
> 0 (1.5)

Equation (1.5) states that the difference in the number of firms (or products) of industry (h)

between two countries has a positive relationship with the difference in size of two countries. If λ is

larger than 1 (λ > 1), it can be shown that 1−ρ2
(1−λρ)2 > 1, indicating that the larger market attracts

a disproportionate share of firms in industry h (the home market effects). The coefficient 1−ρ2
(1−λρ)2

shows the level of difference in the number of products of an industry h between the large country

and the small country. Let g(ρ) = 1−ρ2
(1−λρ)2 , we have additionally the following result:

∂g

∂ρ
=

2(λ− ρ)(1− ρλ)

(1− ρλ)4
> 0 (1.6)
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Equation (1.6) indicates that the coefficient 1−ρ2
(1−λρ)2 is not uniform across industries: this

coefficient will be larger if ρ is larger. In other words, higher the value of ρ, the larger would

be the difference in the number of products between two countries or the home market effect of

an industry. Since ρ depends on the characteristics of industries, the difference in the number of

products (or the distribution of firms across industries) depends on industry characteristics. To

find the effects of an industry characteristic on (ρ), we assume that the other characteristics are

constant.

The impact of trade costs: The derivative of ρ with respect to trade costs shows that:

∂ρ

∂τ
=

(
fd
fx

) k−σ+1
σ−1

(
−k
τk+1

)
< 0 (1.7)

When trade costs decrease across industries, the difference in the number of products between two

countries become wider. It suggests that firms of industries with low trade costs will concentrate

more in the large country. Since the production costs of firms in the large country are lower than

those in the small country because of economics of scale, making the prices of products of the large

country cheaper. When trade costs are low, low-priced products of the large country will easily

penetrate into the small country market. Consequently, high-priced products of the small country

can not compete with low-priced products of the large country and firms of the small country can

exit markets when trade liberalization occurs.

The impact of fixed costs: Derivatives of ρ with respect to fixed domestic costs and fixed

export costs yield:

∂ρ

∂fd
=

(
k − σ + 1

σ − 1

)
1

τk
(fx)−

k−σ+1
σ−1 (fd)

k
σ−1
−2 > 0

∂ρ

∂fx
=

(
−k − σ + 1

σ − 1

)
1

τk
(fd)

k−σ+1
σ−1 (fx)−

k
σ−1 < 0

(1.8)

An increase in the fixed domestic costs leads to a higher value of ρ, while the increase of fixed

export costs makes ρ decrease. This implies that high fixed domestic costs and low fixed export

costs induce firms to locate more in the large country in order to take advantage of economies of

scale.



13

The impact of the productivity dispersion and the elasticity of substitution: The

derivatives of ρ with respect to the productivity dispersion and the elasticity of substitution yield:

∂ρ

∂k
=

(
1

σ − 1

)(
1

τσ−1

)(
fd

fxτσ−1

) k−σ+1
σ−1

ln

(
fd

fxτσ−1

)
∂ρ

∂σ
=

(
−k

(σ − 1)2

)(
1

τk

)(
fd
fx

) k−σ+1
σ−1

ln

(
fd
fx

) (1.9)

Since we assume that only some firms with high productivity can export to foreign markets,

this implies that fd < fxτ
σ−1 and hence ∂ρ

∂k < 0. The negative correlation between ρ and the

productivity dispersion indicates that industries with high productivity dispersion (low k) will

locate more in the large country. Although firms with low productivity can not operate in the

small country due to high competitive pressures, firms with low productivity can still operate in

the large country because of the diversity of consumer demand in the large country. So, industries

with high productivity dispersion prefer concentrating in the large country to concentrating in the

small country.

If the fixed domestic costs are smaller than the fixed export costs (fd < fx), ∂ρ
∂σ > 0 implies

that industries with high elasticity of substitution (high σ) will locate more in the large country.

If fixed domestic costs are larger than fixed export costs (fd > fx), ∂ρ
∂σ < 0 implies industries with

low elasticity of substitution (low σ) will concentrate more in the large country. In this study,

we assume that (fd < fx): industries with high elasticity of substitution should locate more in

the large country. Industries with high substitution elasticity have less differentiated goods or

few substitutes, and when trade liberalization occurs, consumers choose and buy cheaper goods

from large countries. Firms of the small country which cannot compete with firms of the large

country may exit market. This explains why industries with high elasticity of substitution tend to

concentrate in the large country.
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1.3.4 The model of homogenous firms for many differentiated product industries

When we assume that all domestic firms are homogeneous, all these firms can participate in

export markets. In this case, fd = fxτ
σ−1 and our model of heterogeneous firms becomes the model

of homogeneous firms (like Helpman and Krugman (1987)) but for many industries. In this case, ρ

of industries depends only on trade costs and elasticity of substitution of industries: ρ = τ1−σ. As

τ and σ increase across industries, ρ decreases across industries, and so does ni
nj

(the difference in

the number of firms (or products) between the large country and the small country). It should be

noted that the impact of trade costs across industries on the home market effect in this model is

the opposite of the one predicted by Hanson and Xiang (2004).

This difference in the impact of trade costs on the home market effects can be explained by

differences in assumptions of the models. Both models are the models with homogeneous firms.

The model of homogeneous firms in our paper has the appearance of the homogeneous product

sector, this leads to wages equal between the large country and the small country. In contrast,

there is not the homogeneous product sector in Hanson and Xiang (2004), and the wage in the

large country is higher than the one in the small country. Moreover, in Hanson and Xiang’s model,

the effects of trade costs on home market effect across industries are not uniform. Their proposition

doesn’t not hold true for industries with very high trade costs.

1.4 Conclusion

We build a model based on the model of heterogeneous firms (Helpman et al. (2004)) to study

the impact of industry characteristics on the arrangement of firms across industries between the

large country and the small country. Our model finds that industries with low trade costs, high

fixed domestic costs, low fixed export costs, and high productivity dispersion tend to concentrate

in large countries, or that the home market effects of these industries will be bigger than other

industries.

The results of this study can provide useful lessons for both developed and developing coun-
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tries (especially small countries) to understand which industries should receive priority for develop-

ment. From the results of the study, we think that small countries should produce industries with

high trade costs, low fixed domestic costs, low economics of scale, and low productivity dispersion.

In next chapter, we will build an empirical model to examine the theoretical predictions for the

distribution of four-digit manufacturing industries ISIC in 28 developed countries.



Chapter 2

The home market effect and the industrial characteristics across developed

countries

2.1 Introduction

In Chapter 2, we empirically test the predictions of our model developed in Chapter 1. Our

model predicts that industries with low trade costs, high domestic-fixed costs, low export-fixed costs,

and high productivity dispersion tend to concentrate in large countries. As we want to examine how

industry characteristics affect the arrangements of firms between large and small countries, we must

assume that they are similar across countries. To ensure that we make a reasonable assumption in

our empirical study, we only use the sample of developed countries to test the above predictions.

We use the direct relationship between the number of firms and the size of the country

from Chapter 1 to build the empirical model. Due to limited data availability on the number

of firms across countries and industries, we use the extensive margin of export as measured in

Hummels and Klenow (2002) to represent the countries’ number of firms (or products). This

approach differs from the approach used by Hanson and Xiang (2004). Instead of studying the

relationship between the number of firms (or products) and the size of a country, authors build

the empirical relationship between the export volume and the size of the country. They then

use the method of difference-in-difference to study the impact of industry characteristics (trade

costs and substitution elasticity) on home-market effects. One disadvantage of the difference-in-

difference model is that it is not convenient when studying the combinative effect of many industry

characteristics (as in our study) on the distribution of firms across industries. Hanson and Xiang’s
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method uses industrial characteristics to choose two types of groups: treatment and control. When

there are many industrial characteristics, it is difficult to choose which groups satisfy all industrial

characteristics. Hanson and Xiang’s model only find two industrial characteristics affecting the

home market effect, so it can be easy to choose treatment and control groups in their study,

whereas our study finds four industry characteristics, it will be difficult to consider all cases. In

addition, the difference-in-difference method cannot incorporate industry variables in the regression

model. Therefore, we are not able to observe the impact level of industry characteristics on the

distribution of firms across industries. However, our alternative empirical method can overcome

these limitations.

We use the ISIC classification to classify manufacturing industries of the sample countries.

Since the data of industrial characteristics is not available for every country except the US, we use

data on US industrial characteristics to represent the industrial characteristics in our study. We

also employ a variety of alternative proxies for industrial characteristics to check the robustness of

our results.

In brief, our empirical results are consistent with the predictions from Chapter 1. Indus-

tries with low trade costs, low export-fixed costs, high domestic-fixed costs, and high productivity

dispersion are more likely to concentrate in large countries.

The remainder of this chapter is organized as follows: Section 2 discusses the empirical model;

Section 3 describes data and empirical results; and Section 4 concludes.

2.2 Empirical model

2.2.1 Empirical method

Equation (4) in the theoretical part suggests a positive relationship between ni
nj

and λ
(

= Yi
Yj

)
.

Expressing this relation in a log linear form is as follows::

log

(
nih
njh

)
= βhlog

(
Yi
Yj

)
+ uij (2.1)

From the theoretical part, we know that industries with larger home-market effects (larger
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ρh) will have larger βh. It means that ρ1 > ρ2 > ... > ρh > ..., then β1 > β2 > ... > βh > ..., where,

β1, β2, βh denote coefficients of the above regression equation for industries 1, 2,...h.

We have already shown that industries with lower trade costs, higher domestic-fixed costs,

lower-export fixed costs, and high productivity dispersion will concentrate more in the large coun-

tries. This implies that we will have α2 < 0, α3 > 0, α4 > 0, and α5 < 0 in the following

relationship:

βh = α1 + α2τh + α3disph + α4fdh + α5fxh (2.2)

Where τh denotes trade costs, disph the productivity dispersion, fdh and fxh the fixed costs

in domestic and export markets. Since the productivity dispersion effect includes the elasticity

of substitution effect, we do not study the separate effect of the substitution elasticity on the

distribution of industries. We will explain this issue in more detail later.

Substituting equation (2.2) into the regression equation (2.1) yields:

log

(
nih
njh

)
= α0 +α1log

(
Yi
Yj

)
+α2(τh)log

(
Yi
Yj

)
+α3(disph)log

(
Yi
Yj

)
+α4(fdh)log

(
Yi
Yj

)
+α5(fxh)log

(
Yi
Yj

)
+uijh

We predict that α1 > 0, α2 < 0, α3 > 0, α4 > 0, and α5 < 0.

Data for the number of firms or establishments is not available for many countries. According

to this model, the ratio of the number of exporting firms (or products) for industry (h) in two

countries is equivalent to the ratio of firms (or products) in two countries. So, we use the ratio of

the number of exporting firms (products)
(
EMih
EMjh

)
to represent the ratio of firms (products)

(
nih
njh

)
of two countries ( nihnjh

≡ EMih
EMjh).

EMih, the extensive margin of export of country i in industry h, is measured by the method

used by Hummels and Klenow (2002) (or Hummels and Klenow (2005)). As a result, we have

the following regression model to empirically assess the impact of industry characteristics on the

distribution of industries between the large country and the small country:
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log

(
EMih

EMjh

)
= α0 + α1log

(
Yi
Yj

)
+ α2(τh)log

(
Yi
Yj

)
+ α3(disph)log

(
Yi
Yj

)
+ α4(fdh)log

(
Yi
Yj

)
+ α5(fxh)log

(
Yi
Yj

)
+ uijh

(2.3)

It is predicted that α1 > 0, α2 < 0, α3 > 0, α4 > 0, and α5 < 0.

2.2.2 The extensive margins of export

In studying the role of new varieties in price indexes, Feenstra (1994) showed how to use the

data of expenditure to measure the product-variety changes of each country across time. Many

studies have adopted this method to compare product varieties or export varieties across countries.1

Hummels and Klenow (2002) (or Hummels and Klenow (2005)) used this method to define the

extensive and intensive margins of countries’ exports and imports.2 In this study, we use their

methods to measure the relative number of export products of two countries.

Using the method of Feenstra (1994), Hummels and Klenow (2002) define the extensive

margins of exports of country i as follows:

EM i,exp
t =

∑
j

∑
s∈Iijt

XWjs
t

XW
t

(2.4)

EM i,exp
t is the extensive margin of an exporter i in year t. Iijt is the set of products s exported

from country i to country j. XWjs
t is the value of export of product s from the world to country

j.
∑

s∈Iijt
XWjs
t is the total value of export of the world to country j in products that country i

exports to country j (s ∈ Iijt ). XW
t is the total export of all countries. The extensive margin of

exports employs a weighted count of the number of categories to measure the extensive margins of

countries in year t with the weights to be the world trade in each category.

1 i.e. Feenstra et al. (1997a); Feenstra and Kee (2004); Hummels and Klenow (2002); Hummels and Klenow
(2005); and Feenstra and Kee (2008)

2 Hummels and Klenow (2002) is a working paper, while Hummels and Klenow (2005) is a version of Hummels
and Klenow (2002) published in the AER. Hummels and Klenow (2002) measures the extensive and intensive margins
of export of a country at all destinations, while Hummels and Klenow (2005) measure them at each destination, then
get the average value to represent the extensive margin of exports of countries
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Hummels and Klenow (2005) use a similar approach but they calculate the extensive margin

of exporter at each destination. They then determined an average value of all destinations to

calculate the extensive margin of exports for each country. In this case, the extensive margin of

export of country i at destination d is:

EM id,exp
t =

∑
s∈Iidt

XWds
t∑

s∈IWd
t

XWds
t

To measure the extensive margins of an export country to all countries, Hummels and Klenow

(2005) use the geometric mean of the extensive margin over all destinations to represent the exten-

sive margin of each export country. In particular, the extensive margin of country i is calculated at

each destination (d ∈M−i), where M−i is the set of countries for which import data from country

i is available. We then take the geometric average of country i’s extensive margin across the M−i

markets to calculate the extensive margin of export for country i:

EM i,exp
t =

∏
d∈M−i

(
EM id,exp

t

)wid
(2.5)

wid is weights which are measured as follows:

wid =

sid−sWd
log(sid)−log(sWd)∑

d∈M−i
sid−sWd

log(sid)−log(sWd)

Here wid is the logarithmic mean of sid and sWd and
∑

d∈M−i wid = 1. sid is the share of export

of country i to country d relative to the total export of country i

(
sid =

Xd
i∑

d∈M−i
Xd
i

)
, and sWd is

the share of export of the other countries (except to country i) to country d relative to the total

export of these countries sWd =

∑
l∈M−i−d

Xld∑
l∈M−i−d

XlW .

2.3 Data and empirical results

2.3.1 Data for variables of regression models

Since this paper is on how characteristics of industries affect the distribution of firms across

industries between a large country and a small country, the characteristics of an industry are
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assumed to be homogeneous across countries. We choose a sample of 28 industrial countries (Table

(B.1) in Appendix) with the assumption that industry characteristics of these countries are similar.

In addition, 4-digit ISIC classification with 125 manufacturing industries is used to classify the

manufacturing industries in these countries. If data on an industrial characteristic is available for

all countries, we use the average value across countries to represent the industrial characteristic

(i.e., import tariff barriers). However, we cannot approach most of data on industrial characteristics

of countries except for the U.S. So, we use data on U.S. industrial characteristics to represent the

industrial characteristics in our study. The U.S. is a large market, so firms (or products) in industries

are diverse. In addition, technology and technique for industries in the U.S. are also typical for

these in other industrial countries. Therefore, we think that the industrial characteristics of the

U.S. can suitably represent those of other industrial countries.

Dependent variable: Trade flow data at HS6 level from CEPII3 is used to measure the

extensive margin of export for a country as presented (2.4) (or (2.5)).

GDP: From the results of the theoretical part, the GDP of countries is used to represent a

country’size. GDP Data (at constant prices of 2000) is from the World Development Indicator.

Variable trade costs (τh): The simple average tariffs (t) of high income countries are used

to represent trade costs of industries and is the ratio between the sum of all the tariff rates and

the number of import categories. This data is from TRAINS database. We assume that goods

in an industry have equal importance, so we use simple average tariffs to represent trade costs

of industries instead of using the weighted average tariffs. We know that the weighted average

tariffs tend to be down-biased since the amount of low-tariff goods is higher than high-tariff goods.

Therefore, the trade-weighted average tariff cannot be a good proxy for the trade costs of all goods

in an industry.

Fixed domestic and export costs (fdh and fxh): Fixed domestic costs (fdh) are consid-

ered the overhead costs that refer to ongoing expenses of a firm’s operation such as management

salaries, advertising, insurance, rent, and utilities. We use expense data from the Annual Survey

3 www.cepii.org
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of Manufacturers (1997) to calculate these costs. The expense categories are presented in the Ap-

pendix. Fixed domestic costs for a firm in industry h (fd) are calculated by dividing the total of

these costs by the total number of firms in the industry (h).

We are not able to measure fixed-export costs directly (fxh). However, the studies of multi-

national firms show that industries with high firm-level economies of scale encourage FDI, not the

concentration of production within a single country. This implies that industries with high firm-

level economics of scale tend to produce in many countries so the number of firms (products) of a

large country relative to that of a small country are lower. Based on this idea, we consider firm-level

economies of scale to represent fixed-export costs. As a result, firm-level economies of scale are

expected to have a negative relationship with the dependent variable. Following the approach in

previous studies (i.e. Brainard (1997)), we use the average ratio of the number of nonproduction

workers relative to the total employment in each industry to represent firm-level economies of scale

of that industry. This data is from the Annual Survey of Manufacturers (1997).

Productivity dispersion (disph): Productivity is assumed to have a Pareto distribution

with shape parameter k. However, we cannot measure this parameter directly. According to

Helpman et al. (2004), a Pareto distribution of productivity implies that a firms’ sales also have the

same distribution with shape parameter k−σ+1. This parameter can be measured by the standard

deviation of the logarithm of firm sales and is used to represent the productivity dispersion. If the

standard deviation of the logarithm of firm sales (disp) in an industry is large, the productivity

dispersion of that industry is high (k − σ + 1 low).

As mentioned in the theoretical part, we assume that fd < fx. This implies that industries

with high productivity dispersion (k low) and high elasticity of substitution (σ high) (low k−σ+1)

will locate more often in a large country. Since k − σ + 1 is measured by the standard deviation

of the logarithm of firm sales (disp), disp can represent both the productivity dispersion and the

elasticity of substitution.

We use the output of 10-digit NAICS U.S. products (about 7500 products) to calculate the

industry-productivity dispersions. In this case, we consider each firm that produces a product;
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thus, the product output is also the firm’s sale. The method of using product sales to calculate

the productivity dispersion is similar to the method used by Nunn and Treffer (2008). They don’t

approach firm-level data and use the export sale of U.S. products to calculate the productivity

dispersion of industries.

2.3.2 Data analysis

As mentioned above, industries which are disproportionately located in large countries (or

have higher home market effects) will have higher β1 in the following difference regression:

log

(
EMih

EMjh

)
= β0 + β1log

(
Yi
Yj

)
+ uij (2.6)

We call (β1) the coefficient that shows the strength of the home-market effect of industry h or

level of the distribution of firms of industry h. The 4-digit ISIC classification has 125 manufacturing

industries. However, due to the limited availability of export data, we only estimate the coefficient

(β1) for 118 industries.4

The predictions of the theoretical model imply that this coefficient (β1) should have a negative

relationship with trade costs and fixed-export costs and a positive relationship with fixed domestic

costs and productivity dispersion. First, we use graphs to visually summarize the relationships be-

tween the industry characteristics and this coefficient. When we combine industrial characteristics

and the coefficient (β1), only 110 industries have available data on all industrial characteristics.

Figure (2.1) shows the relationship between the industry characteristics on the vertical axis and

the home-market effect coefficients of industries on the horizontal axis. From the graphs, we can

see that there are some outliers in the relationship between industry characteristics and the home

market-effect coefficients; for example, one outlier in the relationship between firm scale and the

coefficients (β1), and two outliers in the relationship between the fixed domestic costs and coeffi-

4 The data of the following industries are not available- 1911: Tanning and dressing of leather; 2892: Treatment
& coating of metals; 3720: Recycling of non-metal waste and scrap; 1712: Finishing of textiles; 3710: Recycling
of metal waste and scrap; 2731: Casting of iron and steel; 2230: Reproduction of recorded media; 2891: Metal
forging/pressing/stamping/roll-forming; 2732: Casting of non-ferrous metals
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cients5 . Therefore, we drop these observations. Figure (2.2) shows the relationships after dropping

these outliers. The results of the figures are consistent with the predictions from the theoretical

model: industries with low trade costs (or low tariff barriers), high productivity dispersion, high

domestic fixed costs, and high firm-level economics of scale (which represents export fixed costs)

tend to concentrate in large countries. The results of the following simple relationship (Table 2.1)

seem to affirm the results from the figure’s analysis:

βh = α1 + α2τh + α3disph + α4fdh + α5fxh

In brief, the impact of fixed domestic costs, fixed export costs, productivity dispersion, and

trade costs on the home-market effect of industries have the predicted signs.

2.3.3 Results of the main regression model

We use the export data to measure the firm (or variety) ratio across industries of a country

pair. One country pair can have different characteristics from another pair. Two countries are

in economic unity or have a free trade agreement or are in similar geographical locales and thus

industries in these countries may have some common group effects. As a result, uijh (in model

2.3) can be decomposed into two parts: uijh = νij + εijh, where νij is the country pair-level fixed

effects or an unobserved (group) cluster effect (νij ∼ [0, σ2ν ]) and εijh is the idiosyncratic error

(εijh ∼ [0, σ2ε ]). In addition, we can consider each industry as a cluster since countries can produce

these industries due to some similar reasons- for example, technology-intensive industries or high

economic-value industries. So, uijh can be decomposed into three parts: uijh = νij + eh + εijh, here

(eh ∼ [0, σ2e ]) represents an unobserved cluster effect at industry level. As a result, the model (2.3)

can be rewritten as follow:

log

(
EMih

EMjh

)
= α0 + α1log

(
Yi
Yj

)
+ α2(τh)log

(
Yi
Yj

)
+ α3(disph)log

(
Yi
Yj

)
+ α4(fdh)log

(
Yi
Yj

)
+

+ α5(fxh)log

(
Yi
Yj

)
+ νij + eh + εijh

(2.7)

5 2109: Other articles of paper and paperboard, 2221:Printing, 2927:Weapons and ammunition,
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Figure 2.1: The relationship of industrial characteristics
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Table 2.1: The relationship of industrial characteristics

VARIABLES (1) (2) (3) (4) (5)

Firm level economies of scale (-) -0.054** -0.117***
(0.021) (0.000)

Fixed domestic costs (+) 0.005*** 0.005***
(0.000) (0.000)

Productivity dispersion (+) 0.033 0.036*
(0.218) (0.080)

Trade costs (-) -0.008*** -0.008***
(0.000) (0.000)

Constant 0.217*** 0.123*** 0.127*** 0.298*** 0.218***
(0.000) (0.000) (0.006) (0.000) (0.000)

Observations 112 112 107 112 107
R-squared 0.047 0.172 0.014 0.156 0.452

pval in parentheses
*** p<0.01, ** p<0.05, * p<0.1

This table is results of the relationships of industrial characteristics
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Since the regression model has common group effects in the error terms or the intracluster

correlation, the usual OLS standard errors can be seriously biased (Moulton (1990)). In particular,

the standard errors of the usual OLS method may be remarkably low. The bias in conventional

standard errors become increasingly large in absolute value as the number of clusters decrease and

the intracluster correlation increases. If other hypotheses of classical regression are still satisfied, the

usual OLS estimator of coefficients remains unbiased and normally distributed. However, the usual

OLS estimator is not efficient and the standard errors are incorrectly estimated. Consequently,

tests based on the usual standard errors are no longer valid, which is why we need to control the

presence of clusters in the regression model.

According to Cameron and Trivedi (2005), we can use the following estimation techniques

to control for clustering: the OLS estimator with cluster-corrected standard errors, the GLS esti-

mator (the random-effects model), and the within estimator (the fixed-effects model). When the

unobserved cluster effects (νij and eh) are uncorrelated with the model’s explanatory variables, the

OLS estimator with cluster-corrected standard errors and the random-effect estimator are consis-

tent. In this case, the cluster-robust standard errors of the OLS estimator converges to the true

standard error as the number of clusters is large and the cluster size is fixed. In addition, when

the unobserved cluster effects are independent of the explanatory variables, the GLS estimator

(the random-effects model) also gives an efficient estimator, which is even more efficient than the

cluster-corrected OLS estimator. If νij (or eh) are correlated with other dependent variables, the

OLS estimator and the random-effect estimator are inconsistent. In this case, the fixed estimators

should be used instead. However, the fixed-effects estimator drops all cluster-invariant regressors.

Table (2.2) presents the regression results when country pairs are randomly chosen from all

countries in the sample (i.e. not based on any pre-determined criteria). In general, coefficients

of different regression methods have predicted signs and statistical significance across different

regression methods. Since industry characteristics are assumed to be similar across countries in

our study, the industry characteristics are also similar across country pairs. Consequently, the

estimation coefficients of OLS, random-effects, or fixed-effects estimations are quite similar. As
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the variable (log
(
Yi
Yj

)
) is invariant across industries, its effect is removed from the model in the

fixed-effects estimator (Column (8)).

We find that there is a relatively minor change in standard errors from the usual OLS method

to the heteroscedastic-corrected OLS (Column (1) and (2)). However, when the cluster-robust

variance estimator for country pairs and industries are used, there is a substantial change in the

standard errors of coefficients. All t-ratios become significantly smaller (Columns (3) and (4)

compared with columns (1)). For example, the t-ratio for lgdp in the usual OLS is 25.05, whereas

this value for OLS with standard errors corrected for country pairs is 17.44 and 4.66 for industries.

When the standard errors are corrected for both country pairs and industries, the t-ratio decreases

to 4.59. These results suggest that ignoring intracluster correlation causes inflation in the OLS

t-ratios and the cluster effects at the industry level are stronger than those at the country-pair

level.

The Breusch-Pagan tests for the country-pair and industry random-effects models reject the

null hypothesis that the random variation in the intercept is zero. This indicates that the country-

pair and industry-RE models are an improvement over the OLS regression (Columns (6) and (7)

compared with Column (1)). However, the standard errors of the country pair-RE model don’t

result in a significant change when compared with those of the OLS estimator since the t-values of

some variables in the country-pair random-effects estimator are larger than these in the usual OLS

estimator (Column (6) compared with Column (1)). While, all t-values of variables in the industry

random effects estimator are smaller than these in OLS estimator (column (7) and column (1)).

This implies that the standard errors of the industry RE model are larger than those of the usual

OLS estimators across all variables.

To compare the random-effects and fixed-effects estimators, the Hausman test shows that

the industry fixed-effects regression does not change significantly from the industry random-effects

regression Ccolumn (9) and (7)). We donot compare these estimators at the country-pair level

because the variable (log
(
Yi
Yj

)
) is removed from the fixed-effects estimator.

In the above case, the country pairs are all built without any particular criteria from sample
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countries. However, if we choose any two countries to build a pair, it can sometimes be difficult to

find common characteristics between the two countries. For example, we can observe the common

features between the US and Canada, but not between Canada and Australia. This implies that

the comparison between the U.S. and Canada pair and the Canada and Australia pair might not

be reasonable. To eliminate these potential problems, we form pairs from a set of countries that

belong to a preferential trade arrangement of some kind. In particular, we divide countries into

four groups: members of European Union (19 countries), Canada and the US (the US-Canada Free

Trade Agreement), New Zealand and Australia (British Commonwealth), and Japan and Korea (a

group of Asian countries) (Sample 2 of Table (B.1) in Appendix). Country pairs are then built

within each group. The regression results are shown in Table (2.3), which are quite similar to

the ones of the previous case and the cluster effects across country pairs and industries are still

significant. The random-effects model is still preferred to the OLS model although the results of

this method donot change much in comparison. We can see this by comparing the t-values of

variables of Columns (7) and (8) with Column (1). In this case, the Hausman test shows the

fixed-effects regression at the industry level is an improvement over the random-effects regression

at the industry level (p-value=0.015).

The above empirical results show that the impact of variables not only have predicted signs

but also have high statistical significance. As a result, these results confirm the predictions of

the theoretical model that industries with low trade costs (low tariff barriers), high domestic fixed

costs, high firm-level economics of scale (which represent export fixed costs), and high productivity

dispersion tend to concentrate in large countries. As discussed above, the productivity dispersion

measured in this paper includes not only the productivity dispersion (k) but also the elasticity

of substitution (σ). When the productivity dispersion increases (k − σ + 1 decreases), it can be

equivalent with k decreased and σ increased (high elasticity of substitution). As a result, the

positive relationship between the productivity dispersion as measured above and the distribution

of firms across industries might imply that industries with high-productivity dispersion and high

elasticity of substitution are more likely to locate in large countries as predicted by the theoretical
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model.

2.3.4 Robustness check

The UNIDO industrial database provides data on the number of establishments. However,

this data is only available for a limited number of countries and industries, so we are not able to

use it as a proxy for the dependent variable. Therefore, we use the ratio of the extensive margin

of exports between two countries to represent the dependent variable as mentioned above. In this

part, we use the data on the number of establishments from UNIDO to test the robustness of some

model results. From this database, we choose 14 OECD countries (Table (B.1) in Appendix) which

have over 80 industries. However, the number of common industries across the countries in the

sample is only 51. From those countries, we demonstrate two cases. In the first case, we use all

available industries to estimate the model. As there are many industries that do not exist in every

country, the estimated results can be biased. Therefore, in the second case, we estimate the model

by using only the industries that exist in all countries (51 industries). The regression results across

the different methods are presented in Table (2.4) for the first case and in Table (2.5) for the second

case.

The signs of the explanatory variables for both cases are still consistent with our predictions

across different estimation methods. The statistical significance of the explanatory variables in

the second case (with 51 industries) are more significant. For example, the effect of firm-level

economics of scale in the second case is statistically significant in most of the cases, while in the

first case, this effect is not significant in any of the cases. In addition, by looking at the t-values

of the explanatory variables, we can see that the cluster effects in the country-pair levels are not

as important as in the above cases, while the cluster effects at industry levels remain strong. This

suggests that intracluster correlations exist at the industry level.

Moreover, instead of calculating the extensive margin of exports as Hummels and Klenow

(2002), we also use Hummels and Klenow (2005) (equation (2.5)) to calculate the extensive margin

of export. The results in this case are not much different from the ones that were estimated in
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equation (2.4).

Most of the industry characteristics in our study model are not directly observable, therefore

proxy variables employed. Many studies have shown that an industry characteristic can be repre-

sented by different proxies. We use several alternative proxies to check the robustness of the above

results. In addition, as we cannot obtain the industry-level or firm-level data for other developed

countries, we still use these proxies from US data to represent industry characteristics.

In our main regression result, the number of non-production workers is used as a proxy for

firm-level economics of scale (which represents export-fixed costs). However, firm-level economics

of scale can also be measured by other proxies such as advertising intensity and research and

development (R&D) intensity (Navaretti et al. (2004)). When we use the ratio of industry-aggregate

advertising and R&D expenses to industry-aggregate sales to represent firm-level economics of

scale, the results remain statistically consistent with our prediction. Industries with low firm-level

economics of scale tend to locate in large countries.

For the productivity dispersion, instead of using the industry aggregate-product output to

proxy for the productivity dispersion as above, we use the industry average of firm product output

to estimate the productivity dispersion of industries. The results of this are still consistent with

the above findings.

Table (2.6) presents the regression results across different methods when we measure the

dependent variable by equation (2.5) (Hummels and Klenow (2005)), the firm-level economics of

scale as measured by the ratio of aggregate-industry advertising and R&D expenses to industry

sales, and the productivity dispersion is calculated from the output per company. Other explanatory

variables (trade costs and domestic-fixed costs) are still unchanged. The results of the regression

methods still appear consistent with our model predictions.

2.3.5 Discussion

As mentioned above, our model finds two factors similar to the ones in Hanson and Xiang

(2004) that influence the distribution of firms across industries: trade costs and elasticity of sub-
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stitution. However, the impacts of these variables in our model differ from the ones in Hanson

and Xiang (2004). The discrepancy can be attributed to different approaches in building the mod-

els. We use the heterogeneous-firm model with the presence of the homogeneous-product sector,

while they use the homogeneous-firm model with the nonexistence of the homogeneous product

sector. We find that industries with low trade costs concentrate more in large countries and this

impact on the home-market effects in our model is consistent, while Hanson and Xiang (2004)

show that industries with high trade costs tend to concentrate in large countries. However, this

impact in their model is not monotonic. They show that when trade costs of industries are very

high, the home-market effects of these industries will decrease. Regarding the elasticity of sub-

stitution, Hanson and Xiang (2004) find that industries with low-substitution elasticities tend to

concentrate in large countries and this impact is monotonic whereas the impact of this parameter

in our model depends on the relationship between domestic-fixed costs and export-fixed costs. As

our model assumes that domestic-fixed costs are smaller than export-fixed costs, industries with

high substitution elasticities tend to locate in large countries. Hanson and Xiang have the opposite

result.

In our empirical study, we use average duty rates of countries to represent trade costs of

industries, while Hanson and Xiang (2004) use freight rates of the US imports to represent trade

costs. Our empirical study doesnot examine directly the effect of the substitution elasticity on the

distribution of industries as the productivity dispersion of industries in our study includes the sub-

stitution elasticity. From the method of measuring the productivity dispersion as mentioned above,

the positive impact of the productivity dispersion on the distribution of firms across industries

might imply that industries with high productivity dispersion and/or high elasticity of substitution

will tend to locate in large countries.

As we explained above, due to economics of scale, production costs of large countries are

usually lower than those of small countries; therefore, if an industry’s trade costs are low, firms

are more likely to locate in large countries to save production costs. Similarly, industries with

high substitution elasticities tend to concentrate in large countries as products in these industries
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are quite similar and these products produced by small countries cannot compete with those from

large countries due to high production costs. As a result, firms in industries with high substitution

elasticities are more likely to concentrate in large countries.

Hanson and Xiang (2004) argue that although large countries have higher production costs

than small countries, firms in industries with high trade costs still want to move to large countries

as the benefits from savings in trade costs are larger than the increase in production costs. However,

when trade costs of an industry are very high, goods in this industry are not traded, so the industry’s

home market effect decreases. The authors didn’t provide clear explanations as why industries with

a low-substitution elasticity locate more frequently in large countries.

From the home market-effect coefficients estimated in equation 2.2, we select two groups

of industries with the highest home-market effects (HME) and industries with the lowest home-

market effects (Table 2.7). As shown in our results, industries with high home-market effects tend

to concentrate in large countries, while industries with low home-market effects locate in both

large and small countries. In Table 2.7, we can see some examples that industries with high home

market effects such as basic chemicals, or basic iron and steel tend to locate in large countries,

while industries with low home-market effects such as furniture or electronics locate in both large

and small countries.

2.4 Conclusion

Based on the model of heterogeneous firms in Helpman et al. (2004), we build a model to

study the impact of industry characteristics on the arrangement of firms across industries between

large countries and small countries. Our model predicts that industries with low trade costs, high

fixed-domestic costs, low fixed export costs, and high productivity dispersion tend to concentrate

in large countries, or that the home-market effects of these industries will be higher than with other

industries.

An empirical model is then developed to examine these theoretical predictions using the

data of 4-digit manufacturing industries ISIC in 28 high income countries. Our empirical evidence
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supports the predictions from the theoretical model. Economies of scale can be a key factor to

explain why the industries will locate more in large countries.

This study can provide useful lessons in determining which industries should be most highly

prioritized in both developed and developing countries (especially small countries). From the re-

sults, we think that small countries should promote the development of industries with high trade

costs, low fixed domestic costs, low economics of scale, and low productivity dispersion. For ex-

ample, a small country may want to focus on developing a furniture industry. If small countries

develop industries such basic steel, they will not be able to compete with large countries in terms

of production costs.



Chapter 3

The effects of trade barriers on the extensive and intensive margins of trade in

developing countries

3.1 Introduction

The paper studies the impact of trade policy barriers on the extensive and intensive margins

of trade of developing countries. The extensive margin is the number of export/import products,

while the intensive margin is the volume of an export/import product. Prior trade theories assume

that all firms are homogeneous, so all firms can export their products when countries participate

in international trade. As a result, the change of trade barriers only affects trade volume through

the adjustments of the intensive margin.

Recent trade theories (i.e. Melitz (2003)) assume that firms are heterogenous and must face

sunk costs in order to export goods to other countries, thus, only firms with high productivity are

able to export, and changes in trade barriers significantly impact the number of firm (or products)

in trade (extensive margin). In addition, Ruhl (2008) finds that the response of extensive margin

to high frequency transitory shocks is not significant, while this response to permanent shock such

as trade liberalization is significant. The results of these studies imply that not all adjustments of

trade policy barriers can affect the change of the extensive margin of trade flows. Broad changes,

such as trade liberalization, can alter the extensive margin. Yearly fluctuations of trade barriers,

on the other hand, do not have a significant impact. This paper empirically tests these issues for

developing countries: How does the extensive margin of exports and imports in developing countries

respond to broad changes of trade barriers (trade liberalization) and the yearly change of trade
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barriers (tariffs and the real effective exchange rate)?

Changes in the extensive margin of exports and imports have significant effects on countries’

economic growth. Broda and Weinstein (2006) show that the expansion of import varieties in

the US between 1972-2001 decreased the import-price index by 28%. This fall contributes an

equivalent of 2.6% of US GDP in 2001. Similarly, Romer (1994) finds that the number of kinds

of import goods has a positive correlation with the welfare of a country. On the export side,

Feenstra and Kee (2008) find evidence that the growth of export varieties benefits the aggregate

productivity in the exporting country. For the US, they show that the increase in export variety

is associated with a 4.5% productivity improvement for exporters between 1980-2000. Therefore,

a deeper understanding of the impact of trade barriers is important.

There are several studies of the impact of trade policy barriers (tariff, exchange rate, and

trade liberalization) on the extensive and intensive margins of exports and imports of countries.

For example, Kehoe and Ruhl (2009), Mukerji (2009), Frensch (2010) show that liberalization

significantly affects the extensive margin of exports or imports. Feenstra et al. (2007) and Debaere

and Mostashari (2010) find evidence for the impact of the US tariff barriers on the range of import

goods of the US. Colacelli (2009) provides examples of the impact of bilateral exchange rate on the

extensive and intensive margins of exports in the panel of 136 countries. Our paper differs from

these prior studies in several ways, however.

First we use import and export demand functions to examine the impact of trade policy

barriers (import duties (export duties), real effective exchange rate, and liberalization) on the

extensive and intensive margin of exports and imports. These functions allow us to simultaneously

incorporate all the above variables in the model. The above studies don’t examine the simultaneous

impacts of these variables and only examine the impacts of trade barriers on either exports or

imports. Second, our sample includes developing countries. The impact of trade barriers on the

extensive margins may be much more important for developing countries, since those with backward

technology often have low diversification of products and therefore must import many products from

developed countries. In addition, they often maintain high trade barriers. As a result, removing
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trade barriers (trade liberalization) can remarkably improve the welfare of developing countries

through an increase in import and export variety. Finally, this study uses the dynamic panel

regressions which have not been employed in the prior studies in studying the effect of trade

barriers on the extensive and intensive margin of trade.

Our results show that trade liberalization in developing countries has significant impacts

on the extensive margins of both exports and imports, whereas moderate changes in import and

export duties significantly improve the intensive margin but do not materially affect the extensive

margin. These findings are consistent with the empirical evidence of Kehoe and Ruhl (2009) and

the theoretical predictions of Ruhl (2008). However, the impact of the real effective exchange rate

in our study is not consistent with the predictions of Ruhl (2008). In the case of imports, the impact

of the real effective exchange rate on the intensive margin of import is not statistically significant.

In the case of exports, we find that the effect of the real effective exchange rate on the extensive

margin of export is statistically significant and stronger than its impact on the intensive margin of

export. The data on exports appears to be in line with the findings of Colacelli (2009).

These results of our study imply that developing countries should undertake major reforms

in their trade policies to increase the extensive margin of trade and reduce the loss of social wel-

fare because the moderate reduction of trade barriers alone will not have material impact on the

extensive margin.

The remainder of this paper is organized as follows: Section 2 discusses import and export

demand functions and their applications; Section 3 presents the econometric methods; Section 4

discusses the empirical results; Section 5 summarizes our conclusions.

3.2 Literature review

3.2.1 Import and export demand functions

In this part, we will discuss import (export) demand functions and some of their applications.

In the imperfect substitutes model, the domestic demand for imports (foreign export) is assumed
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to depend on real income and the relative price of imported goods:

M = M

(
eP ∗

P
, Y

)
(3.1)

where Md is the domestic demand for foreign goods, and Y is the level of real income measured

in domestic output. eP ∗

P is the relative price of imported goods to domestically produced goods,

both measured in home currency (real exchange rate). e is the nominal exchange rate, defined as

the domestic currency price of foreign exchange. From this formula, the import demand depends

negatively on the relative price of the foreign good and depends positively on real income.Thus if

the domestic currency depreciates (e is increased), there is a rise in the relative cost of imports and

a decline in import demand.

Analogously, the demand for a country’s exports (foreign imports) depends on foreign income

and the foreign relative price of imports:

M∗ = M∗(
eP ∗

P
, Y ∗) (3.2)

Where Y ∗ is the level of foreign real income. The demand for a country’s export good depends

negatively on the relative price of the good, and therefore depends positively on the real exchange

rate. Thus if the domestic currency depreciates, foreigners experience a fall in the relative cost of

their imports, and there is a rise in the demand for the domestic exports.

The main applications of these functions are to measure income and price elasticities. To

study these issues, empirical studies use the log-transformation of above equations as follows:

log(Mt) = β0 + β1log

(
eP ∗

P

)
+ β2log(Yt) + εt

log(M∗t ) = α0 + α1log

(
eP ∗

P

)
+ α2log(Yt) + υt

As discussed above, we predict that β1 < 0, β2 > 0 and α1 > 0, α2 > 0. There were many

studies which use these functions to study the elasticities or the effect of depreciation policies such

as Rittenberg (1986), Marquez and McNeilly (1988), Rose and Yellen (1989), Rose (1991), Rose

(1990), and Ostry and Rose (1992), or Reinhart (1995).
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3.2.2 Exports, imports, and trade barriers

Many studies used these import and export demand functions to study the impact of trade

barriers on import and export demand. Faini et al. (1988) argue that when the impact of import

controls and/or liberalization policies is included in the above models, the real effects of income

and price changes on import behavior are more evident . Thus, import demand studies, which do

not evaluate the effect of import policy changes, should be interpreted with caution, as far as the

estimates of the income and price elasticities are concerned.

In the case of imports, many studies such as Melo and Vogt (1984), Boylan and Cuddy (1987),

Mah (1999), Santos-Paulino (2002) use these functions to study the impact of trade liberalization on

import demand or import growth. Besides studying the impact of trade liberalization on Venezuela’s

import, Melo and Vogt (1984) suggest two hypotheses and find support for their hypotheses from

Venezuela: liberalization tends to increase (1) the income elasticity and (2) the price elasticity

of import demand. However, Boylan and Cuddy (1987) don’t find empirical support for these

hypotheses in the case of Ireland, but Mah (1999) finds evidence for the first hypothesis for the case

of Thailand. A study of 22 developing countries by Santos-Paulino (2002) also provides evidence

supporting these hypotheses. Besides, some studies show that trade liberalization of countries has

improved their export performance (e.g. Weiss (1992), Ahmed (2000), Nur et al. (2007)). However,

some other studies find little evidence of this relationship (e.g. Greenaway and Sapsford (1994),

Shafaeddin (1995)). None of these studies considers the effects of liberalization on intensive and

extensive margins.

3.2.3 The extensive and intensive margins and trade barriers

Since prior trade theories (i.e. Krugman (1980)) assume that firms are homogeneous, all firms

can export their products abroad when countries participate in international trade. As a results,

the changes in trade barriers don’t affect the number of export firms (the extensive margin of trade).

However, this does not conform with actual statistics, which show that only a small proportion
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of firms can export (Bernard et al. (2000)). Recent new trade theories (i.e Melitz (2003)) which

incorporate fixed export costs and firms with different productivity into the model of monopolistic

competition can explain this issue. According to these theories, in order to export products abroad,

firms have to pay not only variables costs, but also fixed costs such as sunk costs to set up an export

operation, so only high productivity firms can go into markets of other countries. Mark and Tybout

(1997), Bernard and Wagner (2001), Bernard and Jensen (2004), and Dennis and Shepherd (2011)

provide empirical data on the impact of these sunk costs on firms’ export decision.

In addition, Ruhl (2008) shows that not all adjustments of trade barriers can affect the exten-

sive margin of trade. Based on the Melitz model, Ruhl (2008) builds a dynamic model to explain

the elasticity puzzle in International Economics. The International Macroeconomic models need

small values of substitution elasticity to explain the patterns of business cycles, while the models

in International Trade need large values of elasticity to explain the impact of trade liberalization

or tariffs on trade. Ruhl (2008) argues that the different responses of the extensive margin of

trade flows to the change of trade barriers are factors which explain the elasticity puzzle. Ruhl

(2008) finds that the extensive margins respond insignificantly to high frequency transitory shocks

in the International Macroeconomic models, whereas the extensive margin responds significantly

to permanent shocks such as trade liberalization in the International Trade models.

The theoretical studies of Melitz (2003) and Ruhl (2008) and the empirical findings on sunk

costs mentioned above imply that the normal fluctuations of trade policy barriers in countries do

not have significant effects on the extensive margin of trade, while broad adjustments such as trade

liberalization have significant effects on the extensive margin of trade. Some studies discuss how

the extensive and intensive margin of trade flows respond to the changes of trade policy barriers;

i.e., Feenstra et al. (2007), Kehoe and Ruhl (2009)1 , Colacelli (2009), Frensch (2010), Debaere and

Mostashari (2010). In these studies, Kehoe and Ruhl (2009), Mukerji (2009), and Frensch (2010)

discuss the impact of trade liberalization on the extensive margin of either exports or imports.

Feenstra et al. (2007) and Debaere and Mostashari (2010) discuss the impact of tariffs and Colacelli

1 The first version is 2003



47

(2009) examines the effect of bilateral real exchange rates.

Kehoe and Ruhl (2009) propose a methodology to measure the change of the extensive margin

across time. Using their methodology, they find that countries that undergo trade liberalization

or significant structural transformation have large increases on the extensive margin of exports,

while countries that don’t have large changes in trade policies don’t experience increases on the

extensive margin of exports. However, their method is only descriptive; they don’t use econometric

models to investigate the relationship between the extensive margin of countries and trade barriers.

Following the method of Kehoe and Ruhl (2009), Mukerji (2009) finds that the liberalization of

trade in India in the 1990s had positive effects on the extensive margin in both Indian exports and

imports. Through a gravity model with only two independent variables, namely GDP and trade

liberalization, Frensch (2010) shows that trade liberalization of OECD and European emerging

countries alters the volumes of imports and the extensive and intensive margins of imports of these

countries from the rest of the world in the period of 1992-2004.

Both Feenstra et al. (2007) and Debaere and Mostashari (2010) study the impacts of the

US tariff barriers on the extensive margin of imports of the US. Their approaches are different,

however. Feenstra et al. (2007) studied the effects of US tariff reductions on the import varieties of

seven industries from Mexico and China in the period from 1990 to 2001. Their empirical results

indicate that the decrease of the US tariff has an important effect in expanding the export variety

from these countries to the US. They only consider the simple relationship between the import

variety from Mexico (or China) and the US tariffs across seven industries from 1990 to 2001. For

the Mexico case study, they add the dummy variable of NAFTA in the regression model. Debaere

and Mostashari (2010) study the impact of changes in US tariffs on the range of US import goods

from all countries around the world. Specifically, they compare the change of the range of import

goods of the US and the change of the US tariff in 1999 with 1989 through a probit model. They

find compelling evidence that tariffs do indeed affect the range of goods that countries export to

the US, but not by much. At best, 5 percent change in the extensive margin between 1989-1999 is

attributed to the change of tariffs. Colacelli (2009) finds evidence that the change in the bilateral
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real exchange rate has remarkable effects on the extensive margin exports of 136 countries through

the gravity model in the period between 1981-1997.

Other studies examine the impact of other determinants such as trade agreements (WTO,

NAFTA) or other trade barriers (distance, geography) on the margins. For instance, Felbermayr

and Kohler (2007), Liu (2009), Christodoulopoulou (2010), and Dutt et al. (2011) examine the role

of WTO on the growth of margins of countries. Felbermayr and Kohler (2007) examine the effect

of WTO on the extensive and intensive margins of trade of countries at partner-level. Relying

on a Tobit estimation method, they find that WTO increases the extensive and intensive partner

margins of trade through the gravity model including zero trade flows. Liu (2007) also studies the

effects of WTO in a similar way. However, instead of using Tobit method to estimate the gravity

model, Liu uses Possion regression. He says that assumptions about normality and homoskedasticy

maintained in Tobit model are unlikely to hold. He finds that the estimators in Possion estimation

are more reasonable than the one in Tobit model. Christodoulopoulou (2010) and Dutt et al. (2011)

study the effects of WTO at product-level. However, Christodoulopoulou (2010) finds WTO affect

significantly both margins, while Dutt et al. (2011) find that WTO has significant effect on the

extensive margin, but not on the intensive margin of trade.

Hillberry and McDaniel (2003) show that NAFTA has the significant effect on the growth of

the intensive and extensive margins of the partners. Lawless (2010) finds that increasing distance

has a negative effect on both margins. Other variables such as language, internal geography,

infrastructure and import cost barriers have effects on the extensive margin, but almost none of

these variables is found to have a statistically significant relationship with the intensive margin.

In brief, the above studies show that the broad change of trade barriers such as trade liberal-

ization (liberalization of countries, WTO, or NAFTA) have the significant effects on the extensive

margin of trade. However, the effects of normal adjustments of trade barriers seem to be inconsis-

tent. The empirical results of Kehoe and Ruhl (2009) are consistent with predictions of Ruhl (2008)

that the extensive margin of trade responds significantly to trade liberalization but insignificantly

to the yearly fluctuations of trade barriers. While, the results of Feenstra et al. (2007) and Colacelli
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(2009) are not consistent with these predictions. Feenstra et al. (2007) find that the yearly change

of the US tariff barriers have significant effects on import variety from Mexico and China in the

period of 1989-1999. Colacelli (2009) indicates that the bilateral real exchange rate has remarkable

impacts on the extensive margin of exports.

This paper also studies the impacts of trade policy barriers on the extensive and intensive

margins of trade. However, its approach is different from the above studies in several ways. None

of the above studies examine the simultaneous effects of tariffs, real exchange rate, and trade

liberalization in the same model, while we can combine all variables in the same model through the

import and export demand functions. In addition, this paper studies the impacts of trade policy

barriers on the extensive and intensive margins of trade for developing countries which haven’t

mentioned in prior studies.

3.3 Methodology

3.3.1 Models

As mentioned above, this paper will examine the following issue: the impact of trade liberal-

ization and trade duties on the change of extensive and intensive margins of imports and exports.

A dummy variable to show the year in which the reforms of trade policies of countries occurred is

used to represent the trade liberalization of countries.

All these issues will be studied through the import and export demand functions. For in-

stance, to study the impact of the above variables on imports, we will add variables of trade

liberalization (lib) and import duties (iduty) into the import demand function. We also know

that import demand is usually slow to adjust to changes in trade policies. This can be explained

by importers or exporters who depend on contracts or regulations which slows their response to

trade policies. As a result, we will use the following dynamic model to study the impact of trade

liberalization and import duties on imports:

log(M j
t ) = α1log(M j

t−1) +α2log(Y i
t ) +α3log

(
eP ∗t
P it

)
+α4log(idutyit) +α5log(libit) +νi+uit (3.3)
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where M i
t is the total import of country i in year t, Y i

t is the real GDP of countries,
eP ∗t
P it

is the real

effective exchange rate, idutyit is the measure of import duties, and libit is the dummy variable that

represents trade liberalization. The expected signs of the variables in the import-demand regression

are : α1 > 0; α2 > 0; α3 < 0; α4 < 0, and α5 > 0.

To find the impact of the variables on the extensive and intensive margins of imports, we

use the method of Hummels and Klenow (2002) to decompose the volume of import of country

i (M i
t ) into the product of the extensive (EM i

t ) and intensive margins (IM i
t ) of imports: M i

t =

constant(EM i
t )(IM

i
t ). The effect of trade liberalization and import duties on the extensive and

intensive margins of imports will be studied through the following models:

log(EM i,imp
t ) = γ1log(EM i,imp

t−1 ) + γ2log(Y i
t ) + γ3log

(
eP ∗

t

P i
t

)
+ γ4log(idutyit) + γ5libit + νi + uit (3.4)

log(IM i,imp
t ) = δ1log(IM i,imp

t−1 ) + δ2log(Y i
t ) + δ3log

(
eP ∗

t

P i
t

)
+ δ4log(idutyit) + δ5libit + νi + uit (3.5)

Since M j
t = constant(EM j

t )(IM j
t ), we predict that when import volume (M) increases, the

extensive and intensive margins of import should also increase. The expected signs of explanatory

variables in regression models of the extensive and intensive margins of imports are: γ1, δ1 > 0,

γ2, δ2 > 0, γ3, δ3 < 0, γ4, δ4 < 0, and γ5, δ5 > 0.

Similarly, the impacts of trade liberalization and export duties (eduty) on exports and their

margins are studied through the following models:

log(Xi
t) = α1log(Xi

t−1) + α2log(Y w
t ) + α3log

(
eP ∗

t

P i
t

)
+ α4log(edutyit) + α5log(libit) + νi + uit (3.6)

log(EM i,exp
t ) = γ1log(EM i,exp

t−1 ) + γ2log(Y w
t ) + γ3log

(
eP ∗

t

P i
t

)
+ γ4log(edutyit) + γ5libit + νi + uit (3.7)

log(IM i,exp
t ) = δ1log(IM i,exp

t−1 ) + δ2log(Y w
t ) + δ3log

(
eP ∗

t

P i
t

)
+ δ4log(edutyit) + δ5libit + νi + uit (3.8)

where Y w
t is the world real GDP, edutyit is export duties. The expected signs of the explana-

tory variables are still similar to the case of import except the impact of the relative price on the
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dependent variables which is opposite with the case of import: α3, δ3, γ3 > 0.

3.3.2 Methodology to estimate the models

In the above models, there is a relationship between lagged dependent variables and the

individual specific effects (i.e. the relationship between M j
t−1 and νj in the import demand function)

and therefore the OLS estimator or fixed-effects estimators are biased. The OLS estimator shows

positive bias, while the fixed-effects estimators are biased downwards. The fixed-effects estimator

bias gets smaller for a larger T . To avoid these biases, we use some other consistent estimators to

estimate the dynamic-panel models including: the first difference GMM estimators (Arellano and

Bond (1991)), system GMM estimators( Arellano and Bover(1995) and Blundell and Bond(1998)),

and a biased-corrected fixed effects estimator (or corrected LSDV2 ) (Kiviet (1995), Bun and

Kiviet (2003), and Bruno (2005)). We use the regression model of import demand to illustrate

these methods:

log(M i
t ) = α1log(M i

t−1) + α2log(Y i
t ) + α3log

(
eP ∗t−1
P it

)
+ α4log(idutyit) + α5libit + νi + uit

or

mit = α1mit−1 + α2yit + α3reerit + α4idutyit + α5libit + νi + uit

3.3.2.1 A first-difference estimator

The first difference estimator is mentioned first by Anderson and Hsiao (1981). They use

the first difference method to eliminate the correlation of the lagged dependent variable with the

individual specific effects. However, Arellano and Bond (1991) notes that the Anderson-Hsiao

estimator is inefficient because it doesn’t use all available instruments. Arellano and Bond (1991)

improved this method through GMM framework with using all available instruments. To simplify

in explaining their method, we assume that the lagged variable is the only explanatory variable in

2 Least square dummy variable
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the model and the above equation is written under the first difference:

∆mi
t = α∆mi

t−1 + ∆uit (3.9)

In this first difference equation, the variable of individual-specific effects is excluded. The correlation

between mi
t−1 and νi is also excluded. However, estimators of the above model are still biased since

the error term (uit−1) in ∆uit = uit − uit−1 is correlated with mit−1 in ∆mit−1. If uit is iid, ∆uit

is correlated with mit−1, but it is not correlated with mit−2,mit−3, .... We can use value of m at

t− 2 and before are valid instruments to estimate α . As a result, we can build following moment

conditions:

E[mit−s∆uit] = 0where s ≥ 2 and t = 3, . . . , T (3.10)

Or we can write under matrix

E[Z ′i∆ui] = 0 for i = 1, 2, . . . , N3

The coefficients of the model will be estimated from minimizing the following criterion:

S = argmin

(
1

N

N∑
i=1

∆u′iZi

)
Ω̂−1

(
1

N

N∑
i=1

Z ′i∆u
′
i

)
Where Ω̂ is a consistent estimator of Ω = E(Zi∆ui∆u

′
iZi). Under assumption that uit is iid over

time, Ω = E(Zi∆Ui∆U
′
iZ
′
i) = σ2uE(ZiHZ

′
i), where H is the (T-2)x(T-2) matrix with 2’s on the main

diagonal, -1’s on the first off-diagonals and zeros elsewhere. If we use this H matrix to estimate α,

this method is called the first stage GMM estimators.

Next, if we use the residuals estimated from the first-stage to calculate

Ω̂ = N−1ΣN
i=1Zi∆ûi∆ûiZ

′
i

Using this, we can estimate α again. This is a second-stage GMM estimator.

3

Zi =


mi1 0 0 · · · 0 · · · 0

0 mi1 mi2 · · · 0 · · · 0
· · · · · · · · · · 0
0 0 0 · · · mi1 · · · miT−2


and ∆ui = (∆ui3,∆ui4, ...,∆uiT )′.
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The first stage estimators are only correct when uit is iid. So, if the disturbances are het-

eroskedastic, the two step estimator is more efficient. However, simulation studies (Arellano and

Bond (1991) and Blundell and Bond (1998)) have suggested that the asymptotic standard errors for

the one-step estimator appear to be more reliable for making inferences in small samples. Windmei-

jer (2005) also found this issue and proposes a finite-sample correction for the asymptotic variance

of the two-step GMM estimator.

When there are other explanatory variables in the model, we still use the above method

to estimate the model. In this case, different assumptions about the properties of xit will imply

different sets of moment conditions. Assume we have the dynamic model with explanatory variable

X as follow:

∆mit = α∆mit−1 + β∆xit + ∆uit

If X regressors are strictly exogenous, they are used as instruments for themselves. As a

result, we have the moment conditions:

E[mit−s∆uit] = 0 s ≥ 2 and t = 3 . . . T

E [xi,s∆uit] = 0 s = 1 . . . T and t = 3 . . . T

If X regressors are predetermined or weakly exogenous variables, regressors are correlated

with past errors but uncorrelated with future errors: E(xituis) 6= 0 for s < t and E(xituis) = 0

for s ≥ t. These regressors can be instrumented in the same way that mit−1 is instrumented using

subsequent lags of mit−1. Specially, xit is instrumented by xit−1, xit−2, .....

E[mit−s∆uit] = 0 s ≥ 2 and t = 3 . . . T

E [xi,t−s∆uit] = 0 s ≥ 1 and t = 3 . . . T

Finally, if a regressor is contemporaneously endogenous: E(xituis) 6= 0 for s ≤ t and

E(xituis) = 0 for s > t. Now, E(xituis) 6= 0, so xit−1 is no longer a valid instrument in the
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first difference model. The instrument for xit are now xit−2, xit−3, .....

E[mit−s∆uit] = 0 s ≥ 2 and t = 3 . . . T

E [xi,t−s∆uit] = 0 s ≥ 2 and t = 3 . . . T

3.3.2.2 System GMM

Arellano and Bover(1995) and Blundell and Bond(1998) found that lagged levelsmi,t−2, ...,mi,1,

when used as instruments for ∆mi,t−1, become weak instrument if the endogenous variable is highly

persistent (.i.e the case of unit root). Instrument weakness influences the asymptotic and small-

sample performance of the difference estimator. Asymptotically, the variance of the coefficient rises.

To reduce the potential biases and imprecision associated with the usual difference estimator, above

studies use additional moment conditions built from the regression in levels. Assume that we have

AR(1) level model:

mit = αmit−1 + u∗it

where u∗it = νi + uit. In this model, we showed that mit−1 is correlated to νi, so estimators are

biased. However, under the assumption that the series is stationary, Blundell and Bond (1998) find

that although there may be correlation between the levels of the right hand side variables and the

country-specific effect in equation, there is no correlation between the differences of these variables

and the country-specific effect. This implies that ∆mit−1 are valid instruments for the equation

in levels. So, if uit is not autocorrelated, then ∆mit−1 are not correlated with νi + uit and are

instruments for mi,t−1 . From that, we have T − 2 additional moment conditions

E(∆mit−1(νi + uit)) = 0 (3.11)

As a result, coefficients are estimated based on the moment conditions from (3.10) and (3.11). We

call this method to be system GMM estimator.

In Monte Carlo studies of Arellano and Bover (1995) and Blundell and Bond (1998), they

show that system GMM estimator perform much better than the first-difference GMM, especially
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when series are persistent (close to unity). The finite sample bias in system GMM is dramatic

reduction in comparison with the first difference GMM estimator.

The above GMM estimator performs better when T is small (absolute and relative to N). As

the number of periods (T) increases, more and more instruments become available. This instrument

proliferation can cause many issues: over-fitting endogenous variables and imprecise estimates of

the optimal weighting matrix. These issues can lead to severe downward bias in GMM estimators

and weakened specification test (Hansen test).

There still is no general rule to determine what is a relatively safe number of instruments.

Most researchers have used two main techniques to limit the number of instruments (Roodman

(2009)). The first is to use only certain lags instead of all available lags for instruments. The

other one is to reduce the number of instruments by choosing linear combinations of the moment

conditions rather than treating them as separate (collapsing).

3.3.2.3 Bias corrected LSDV estimator

Fixed effect estimators (or LSDV) are biased, but they often have a smaller MSE than GMM

estimators. Therefore, if the bias of this estimator could be estimated and used to correct the

estimate, this method, called bias corrected LSDV estimator, may be superior to GMM estimators,

as a study by Judson and Owen (1999) suggests. The study results strongly support the biased cor-

rected LSDV estimator (LSDVC) compared to GMM estimators when N is small. This method uses

consistent estimators such as Anderson and Hsiao (1981) or the above-mentioned GMM estimators

to estimate the bias of LSDV.

3.3.2.4 Specification tests

The consistency of the GMM estimator depends on the validity of instruments. To address

this issue we consider two specification tests suggested by Arellano and Bond (1991). First, we test

the overall validity of the instruments since the moment conditions exceed estimated parameters.

From that, we need to test the consistency of the set of instruments used. To test this, we use a
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Hansen-Sargan test

S =

[
N∑
i=1

Z ′i(ui)

]′
Ω̂−1

[
N∑
i=1

Z ′i(ui)

]
Under the null hypothesis that instruments are valid, the Hansen-Sargan statistic S is distributed as

a chi-squared with H−K degrees of freedom. If errors are homoskedastic, the models are estimated

by the first-stage GMM, and the S statistic is calculated from H matrix mentioned the above. In

this case, S is called the Sargan test. If errors are not homoskedastic, the models are estimated

by the second-stage GMM and S is based on the weighting matrix and called a Hansen test. The

reasoning behind these tests is that if the moment conditions hold, then the sample moments when

evaluated at the parameter estimators should be close to 0. From that, when the value of S is small

(pvalue is large), we should accept the null hypothesis. Limitations of these tests are that Hansen

test’s size is distorted as the number of instruments grows, while the Sargan test is not appropriate

if homoskedasticity fails.

In addition, consistency of estimators depends crucially on the assumption that ui,t in level

equation (equation (3.11)) is not serially correlated. Arellano and Bond (1991) suggest tests of

AR(1) and AR(2) to examine the first-order serial correlation of ui,t. As mentioned in Wawro

(2002), these tests are based on the mechanism that if there is no serial correlation in the ui,t,

residuals in the first-differenced equation (ui,t − ui,t−1) display a first-order autocorrelation. On

the other hand, if ui,t has the first-order autocorrelation in level equation (ui,t − ρui,t−1), then the

residuals in the first-differenced equation (ui,t− ui,t−1− ρ(ui,t−1− ui,t−2)) display the second order

autocorrelation. From these results, the residuals in the first-differenced equation should have the

first-order serial correlation, but not the second-order serial correlation. AR(1) and AR(2) tests of

Arellano and Bond (1991) will test these issues. If p-value of AR(1) is low and p-value of AR(2)

is high, this means that residuals in first-differenced equation have the first-order autocorrelation

and don’t have the second autocorrelation. This result implies that there is not the first-order

autocorrelation in disturbances of level-regression model.
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3.3.3 The extensive and intensive margins of trade

Feenstra (1994), in studying the role of new varieties in price indexes, demonstrated how

to use the data of expenditure to measure the change of each country’s product varieties over

time. Many studies have adopted this method to compare the product or export varieties across

countries. Hummels and Klenow (2002) and Hummels and Klenow (2005) used this method to

define the extensive margin of countries’ exports4 . They also introduce a method to measure the

intensive margin of exports across countries. In this paper, we will use the approach of Hummels

and Klenow (2002) to measure countries’ extensive and intensive margins of imports and exports

over time.

Using the method of Feenstra (1994), Hummels and Klenow (2002) define the intensive and

extensive margins of imports of country j from all exporters in year t as follows:

IM j,imp
t =

M j
t∑

i

∑
s∈Iijt

M iWs
t

EM j,imp
t =

∑
i

∑
s∈Iijt

M iWs
t

MW
t

where M j
t is the total import value of country j from the world (W ) in year t. Iijt is the set of

products exported from country i to country j. M iWs
t is the import of product s of the world from

country i (or export of product s ∈ Iijt of country i to the world ).
∑

s∈Iijt
M iWs
t is the total value

of world import from country i in products which country i exports to country j (or total export

of products s ∈ Iijt of country i to the world). MW
t is the total world import from the export of all

countries i in year t.

The extensive margins of import measured as above employ a weighted count of the number

of categories to measure the extensive margins of import of countries in year t, where the weights

are the world trade in each category. This weighted count measure for the extensive margin is

4 Hummels and Klenow (2002) is a working paper and Hummels and Klenow (2005) is a version published in the
AER. Hummels and Klenow (2002) measures the extensive and intensive margins of countries at all destinations,
while Hummels and Klenow (2005) measure them at each destination, then get the average value to represent the
extensive margin of countries
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more appropriate than the simple count because it allows varieties to be traded in unequal prices

and quantities5 . The intensive margin of a country’s import compares its import value with the

world’s import value on similar products from similar exporters.

Similarly, we define the extensive and intensive margins of exports of a country i as follows:

IM i,exp
t =

Xt
i∑

j

∑
s∈Iijt

XWjs
t

EM i,exp
t =

∑
j

∑
s∈Iijt

XWjs
t

XW
t

where EM i,exp
t and IM i,exp

t are the extensive and intensive margins of exporter i in year t.

Xt
i is the total value of exporter i to the world in year t. Iijt is the set of products s exported

from country i to country j. XWjs
t is the value of export of product s from the world to country j.∑

s∈Iijt
XWjs
t is the total value of world export to country j in products that country i exports to

country j (s ∈ Iijt ). XW
t is the total export of all countries. The extensive and intensive margins

of exports as measured above are also explained similarly to the case of imports.

The above formulas calculate the extensive and intensive margins across countries in year (t).

To compare the extensive and intensive margin of trade across countries and across years (panel

data), we have some changes from the above formulas. We can write general formulas for the panel

data follows:

IM j,imp
t =

M j
t∑

i 6=j
∑

s∈Iijst
M iWs

(3.12)

EM j,imp
t =

∑
i 6=j
∑

s∈Iijst
M iWs

MW
(3.13)

where M iWs is the average import value of product s of the world from the country i over

T years. The average world import in period T is MW =
∑

i

∑
s∈IiW M iWs. These formulas are

similar for the case of a country’s export.

5 We can measure exported (imported) varieties as a simple count of categories. However, this simple count
assumes that varieties have equal prices and quantities and it gives the same weight to each variety
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EM j,imp
t , which is calculated by this method, is clearly the extensive margin of import of

country j in year t, since the change of EM across time or across countries depends on the number

of varieties which this country imports at time t. IM j,imp
t measured as in this case is the intensive

margin of import of the country, since its dominator is the world import which is fixed for each

products in period T, so the change of IM across time and across countries depends on the import

value of that country in year t.

3.4 Data and Results

3.4.1 Data

Our model includes the following explanatory variables: real GDP, real effective exchange

rate, trade duties, and trade liberalization. Our main sample includes 36 developing countries with

non-missing data from 1970 to 1997 (Table 3.1).

• The extensive (EM) and intensive (IM) margins of imports (exports) are calculated by

using the formulas (3.12) and (3.13) for the data on the trade flow of all countries from

1970 to 1997, classified as four-digit SITC. This data is from Feenstra et al. (1997b). The

value and the intensive margin of imports and exports are deflated at the constant price of

the year 1995.

• The real GDP of countries (at the constant 1995 US$) is from World Development Indicator

(2002) (gdp95). The world GDP of an exporter is calculated by total GDP of countries

subtracting the GDP of the exporter.

• The change in real effective exchange rate (reer) is calculated as a geometric weighted

average of bilateral real exchange rates between the home country and its trading partners

by the following formula:

reerti,1995 =
∏
j

(
(EijCPIi/CPIj)t

(EijCPIi/CPIj)1995

)wtij
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where Eij =
Ei/us
Ej/us

, Ei/us is the nominal exchange rate of country i calculated by US dollar

per local currency unit from IMF. wij is the share of country j in country i’s total trade

with its trading partners. It is calculated from data on trade flow as found in Feenstra et

al. (1997b). CPI is consumer price index from the World Development Indicator (2002).

An increase of the real effective exchange rate implies an increase in prices of domestic

products and a decrease in prices of foreign products. As a result, country i will import

more goods from abroad. In the empirical regressions, we will use the
(

1
reerti

)
to represent

the real effective exchange rate. This means that the real effective exchange rate in this case

has a negative relationship to import and a positive relationship to export in the regression

models.

• Export duties (eduty, % of exports) and import duties (iduty, % of imports) are from the

World Development Indicators (2002). Export duties include all levies collected on goods

at the point of export. Import duties comprise all levies collected on goods at the point of

entry.

• Trade liberalization (lib): a dummy variable that indicates the year in which countries

reformed their trade policies significantly. The liberalization year of 26 countries in the

sample is from Wacziarg and Welch (2008). They use the method of Sachs et al. (1995)

to determine the time at which countries perform trade liberalization. According to the

method of Sachs et al. (1995), a country is classified as closed (no trade liberalization) if it

displayed at least one of the following characteristics: (1) Average tariff rates of 40 percent

of more;(2) Nontariff barriers covering 40 percent or more of trade (NTB); (3) A black

market exchange rate at least 20 percent lower than the official exchange rate (BMP);

(4) A state monopoly on major exports; (5) A socialist economic system. Information

on trade liberalization for 9 countries in the rest of the sample6 is from Greenaway et

al. (1997). According to Greenaway et al. (1997), the liberalization year of countries in

6 Cote d’Ivoire, Indonesia, Korea, Madagascar, Malawi, Malaysia, Pakistan, Thailand, Venezuela
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their study is from Dean et al. (1994). Dean et al. (1994) rely on a series of individual

measures to identify the commencement of trade liberalization. These include import tariffs,

quantitative restrictions, export incentives, and degree of exchange rate misalignment. In

these measures, tariff reductions is the principal indicator. The liberalization year of the

only country left in the sample (Mauritius) is from Milner and McKay (1996).

3.4.2 Data analysis

In this part, we analyze the relationship between exports, imports, their margins and trade

barriers.

Table (C.1) in the Appendix presents the changes of import duties, import value, and margins

of imports of developing countries before and after trade liberalization. These results are calculated

based on the average values of the above variables before and after trade liberalization episodes. The

import duties of some countries go up after a trade liberalization episode. One explanation for this

is that these countries removed non-tariff barriers and converted these restrictions into tariffs. In

addition, the intensive margin of some countries is decreased, while the extensive margin of import

of all countries in the sample is increased after the liberalization. The decrease of the intensive

margin of import after the trade liberalization seems to occur in countries that still maintain high

import barriers after liberalization.

We use import duties after liberalization to divide countries into three groups: groups with

high duties (>=20%), groups with medium duties (duties >=10% but <20%), and group with low

duties (<=10%). We observe that the increase of intensive margin is larger than that of extensive

margin for groups with medium and low import duties, while the opposite result can be seen in the

countries with high import duties (Table (3.2)). Liberalization removes non-tariff barriers or reduces

tariff barriers remarkably, so the extensive margin of imports of all countries increases. However,

when import duties still remain high after liberalization, importers in countries with high import

duties don’t increase the amount of products which they were already importing. Consequently,



62

Table 3.1: Developing countries

isoc countryname region period Liberalization year

1 IND India 1 1974-1997 1994
2 NPL Nepal 1 1972-1997 1991
3 PAK Pakistan 1 1973-1997 1988
4 LKA Sri Lanka 1 1975-1997 1991
5 CMR Cameroon 2 1975-1997 1993
6 CIV Cote d’Ivoire 2 1981-1997 1985
7 EGY Egypt, Arab Rep. 2 1975-1997 1995
8 GMB Gambia, The 2 1978-1990 1985
9 GHA Ghana 2 1979-1993 1985
10 KEN Kenya 2 1977-1997 1993
11 MDG Madagascar 2 1988-1997 1990
12 MWI Malawi 2 1980-1990 1988
13 MUS Mauritius 2 1976-1997 1987
14 MAR Morocco 2 1975-1997 1984
15 ZAF South Africa 2 1976-1997 1991
16 TUN Tunisia 2 1983-1997 1989
17 ARG Argentina 3 1976-1997 1991
18 BRA Brazil 3 1981-1997 1991
19 COL Colombia 3 1971-1997 1991
20 CRI Costa Rica 3 1977-1997 1986
21 DOM Dominican Republic 3 1972-1997 1992
22 ECU Ecuador 3 1976-1994 1991
23 MEX Mexico 3 1979-1997 1986
24 PRY Paraguay 3 1972-1993 1989
25 PER Peru 3 1977-1997 1991
26 URY Uruguay 3 1979-1997 1990
27 VEN Venezuela, RB 3 1970-1997 1989
28 IDN Indonesia 4 1981-1997 1986
29 KOR Korea, Rep. 4 1976-1997 1987
30 MYS Malaysia 4 1974-1997 1988
31 PHL Philippines 4 1977-1997 1988
32 THA Thailand 4 1975-1997 1989
33 BGR Bulgaria 5 1988-1997 1991
34 HUN Hungary 5 1982-1997 1990
35 ROM Romania 5 1990-1997 1992
36 TUR Turkey 5 1986-1997 1989

Region 1 is South Asia, region 2 is Africa, region3 is Latin America, region
4 is East Asia, and region 5 is Europe.
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Table 3.2: Percentage change of import duties and the margin of imports

Groups N Average duties Percentage change of

Before After Duty Import IM EM

High duties 8 25.9 23.2 -8.6 25.2 9.7 14.2
Medium duties 12 18.6 14.1 -10.5 97.3 63.0 20.5

Low duties 16 9.5 6.7 -19.7 156.3 113.4 20.0

Total 36 16.2 12.8 -14.2 107.5 73.6 18.8

the intensive margin of import in these countries doesn’t increase after liberalization.

In the case of exports, liberalization reduced export duties to virtually nothing for most of

the countries (Table C.2 in Appendix). The exports and the margins of exports increase for most

of the countries studied after trade liberalization. The exports show an average of 186% increase.

The increase of exports is accounted for by similar increases in the extensive and intensive margins

of export. These results are different than in the case of imports, where changes can be explained

more by the change of the intensive margin.

Figure (3.1) shows the existence of a negative relationship between the percentage change

of import duties and the percentage change of intensive margins of import across countries. This

means that the greater the decrease in duties in a particular country, the higher the increase

in the intensive margin of import. However, we do not observe a clear similar pattern for the

relationship between duties and the extensive margin. This result shows that the import barriers

have significant effect on the intensive margin of import rather than on the extensive margin of

import across countries. The change of the extensive margin of import across countries can depend

on other macro factors such as GDP or production technology. The results are similar in the case

of exports.

According to the above descriptive statistical analysis, the impact of trade liberalization on

the extensive and intensive margins of imports seems to depend on the import duties of a country:

for countries with low import duties, liberalization has a significant impact on the intensive margin

of imports rather than the extensive margin of imports. The impact is the opposite in countries
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with high import duties. In the case of exports, however, the effect is quite similar across countries.

In sum, trade liberalization has larger effect on the intensive margin than on the extensive margin

in the case of imports, while in the case of exports the effect is quite similar for the two margins.

3.4.3 Results of regression models

We use the methods (fixed effects, difference GMM, and system GMM) discussed above to

estimate equations (3.3), (3.4), and (3.5) for import activities and equations (3.6), (3.7), and (3.8)

for export activities. We have a total of four regressions for each model that includes two fixed-

effects, one difference GMM, and one system GMM regressions. In the GMM methods, we assume

that all explanatory variables are endogenous since the change in import and export demands of

each country across time can affect the change of real GDP, the real exchange rate, tariff barriers,

or the time when trade liberalization takes place.

3.4.3.1 Imports

Table (3.3) presents the regression results in the case of imports. The first four columns are

the results of import volumes (equation 3.3), the next four columns are the results of the extensive

margin of imports (equation 3.4), and the last four columns are the results of the intensive margin

of imports (equation 3.5).

In general, the signs and statistical significance of variables in the models are quite consistent

across different methods. In the regression results of GMM methods, we present two specification

tests as described in our methodology: The first test (Sargan test) examines whether the overi-

dentifying restrictions (the moment conditions) are valid and the second test (AR(1) and AR(2))

examines the first-order serial correlation in disturbances (ui,t) . As we mention in our methodology,

a high p-value of Sargan tests implies that instruments are valid. The results of the Sargan test in

system GMM indicate that instruments in system GMM are valid, while the Sargan test rejects this

hypothesis in difference GMM method. The results of AR(1) and AR(2) show that the residuals in

the first-differenced equations of GMM methods have the first-order serial correlation (low p-value
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of AR(1) ), but not the second-order serial correlation (high p-value of AR(2)), these results imply

that residuals in level equation (ui,t) don’t have the first-order autocorrelation. This shows that

estimators in GMM methods seem to be consistent. Since specification tests on the system GMM

regression are valid and estimated coefficients in system GMM and corrected fixed-effects methods

are relatively consistent, we use the results of these regressions to explain our issues.

The impacts of trade liberalization (dummy variable, lib) on imports and the extensive and

intensive margins of imports have predicted signs and statistical significance across all cases. Trade

liberalization makes the total imports increase by 9.69%, the extensive margin of imports increase

by 3.05%, and the intensive margin of imports go up to 8.05% according to the corrected fixed-

effects method. This result shows that trade liberalization has more significant impacts on the

intensive margin in the case of imports. The results from system GMM method are quite similar

to the one of fixed-effects methods.

The results show that the extensive margin of imports insignificantly responds to the adjust-

ments of import duties, while the response of the intensive margin is very significant (from column

5th to column 12th of Table 3.3). The impact of the real effective exchange rate on the extensive

and intensive margins of imports has the expected signs but does not have statistical significance.

It seems that the intensive margin of imports responds more strongly to the change of the real

effective exchange rate.

The above descriptive analysis shows that the response of the extensive and intensive margin

to liberalization depends on the levels of import duties. The regression results in Table (3.4) further

support these predictions. Liberalization in countries with high import duties causes an extensive

margin increase of 2%, while its impact on the intensive margin of imports is not significant. For

groups of countries with medium and low import duties, the impact is the opposite. For instance,

liberalization accounts for the increase of the intensive margin by 12.5% and for the increase of the

extensive margin by 2.19% in the case of countries with low import duties. We use only the correct

fixed effects method to estimate the models in this case since this method gives the best estimators

in the case of small sample size (Judson and Owen (1999), Bruno (2005)).
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So, the impact of import duties and liberalization on the extensive and intensive margins of

imports are consistent with our predictions: The extensive margin of imports only responds signif-

icantly to broad changes in trade barriers (trade liberalization) but not significantly to moderate

reductions of import duties, while the intensive margin of imports responds significantly to both

broad and normal changes of import duties.

3.4.3.2 Exports

Similar to what we did in the case of imports, we use three estimation methods (fixed effects,

difference GMM, and system GMM) to estimate the export regression equations. Since some

countries (i.e., Korea, Venezuela, Romania, Turkey, Hungary, and Bulgaria) have zero export duties

in all years, we exclude these countries. As a result, the sample size for our study of exports includes

only 29 countries. The results are presented in Table (3.5). In general, the regression results are

consistent across different methods. Since the p-value of Sargan tests in difference and system

GMM methods are high, this implies that all instruments in difference GMM and system GMM

methods are valid. In addition, the serial correlation tests (AR(1) and AR(2)) in the first-differenced

equations also show that the residuals in these equations have the first-order serial correlation, but

not the second-order serial correlation. These imply that the residuals in level equations ui,t are

not the first-order serial correlation. As a result, the estimators of GMM methods seem to be

consistent.

The regression results show that trade liberalization only has significant effect on the extensive

margin of exports, while its impact on the intensive margin of exports is not significant. When

developing countries undertake trade liberalization, essentially removing import barriers, they are

more likely to receive preferential treatment from importers. As a result, these countries can export

new products or export products to new markets. As we mentioned in the methodology section, the

method used to calculate the extensive margin of exports in this paper considers export products

to different countries to be different. So, when countries export products to a new market after

trade liberalization, the extensive margin of exports of countries increases. Since the intensive
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margin of exports can depend on trade barriers of importers, the trade liberalization of export

countries doesn’t have a significant impact on their intensive margin of exports. Through the

regression results of the normal fixed-effects method, the impact of liberalization on the extensive

margin of exports is 9.68%, while its impact on the intensive margin is negative and not statistically

significant. Like the case of imports, the intensive margin of exports significantly responds to the

normal adjustments of the export tariffs (eduty), while the extensive margin of exports doesn’t.

In contrast to imports, the impact of the real effective exchange rate on the extensive margin of

exports is more significant than the one on the intensive margin of exports.

The above results show that export duties have remarkable effects on the intensive margin,

but not on the extensive margin, while the impact of trade liberalization is the opposite. To

test whether the export duties have a role on the effect of liberalization on the intensive margin

of exports, we exclude the export duties from the regression models. The results of regressions

are presented in Table (3.6) for the sample of 36 countries just as they were for imports. The

regression results still show that liberalization doesn’t have a significant effect on the intensive

margin of exports, while its impact on the extensive margin is still remarkable. The impact of the

real effective exchange rate on the extensive margin of exports is still more significant than its effect

on the intensive margin of exports.

3.4.3.3 Robustness check

The above results are based on our calculated value of the real exchange rate. The World

Development Indicator (WDI) from World Bank also has the real effective exchange rate for the

countries in its database. However, data concerning the real effective exchange rate in WDI is

missing for many developing countries. Therefore, we estimate the real effective exchange rate to

use for as many countries as possible.

In this section, we use the change in real effective exchange rate of countries from WDI

(relative to 1995 prices) to examine the robustness of our results given above. The real effective

exchange rate in WDI is computed as a weighted geometric average of the level of consumer prices in
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the home country relative to that in its trade partners. This method for calculating the real effective

exchange rate is similar to our method as mentioned above. From the World Development Indicator,

we have 20 developing countries for data involving imports (Table (3.7)). The regression results are

presented in Table (3.8). In general, the sign and statistical significance of trade liberalization and

import duties are still consistent with our predictions: Both the extensive and intensive margins

of imports respond significantly to trade liberalization, but only the intensive margin of imports

responds significantly to moderate changes in import duties. Except for the results produced by

the system GMM method, the effect of the real effective exchange rate has expected signs and its

effect on the intensive margin of imports is more significant than the one on the extensive margin

of imports.

In the case of exports, since Romania and Venezuela have zero export duties, we only have

18 countries in the sample. The regression results in Table (3.9) show that the extensive margin

of exports responds significantly to trade liberalization, but not to the normal change of export

duties, while the intensive margin of exports is the opposite. These results are consistent with the

ones of the previous data set. The impact of the real effective exchange rate is also consistent with

the above results. The real effective exchange rate has a more significant effect on the extensive

margin of exports than on the intensive margin of exports. This result also contrasts with the

results in the case of imports.

3.5 Conclusion

This paper examined how the extensive and intensive margins of trade respond to change

in trade barriers. We studied these issues through the export and import demand functions for

developing countries. We use trade flows classified as four-digit SITC and the method of Hummels

and Klenow (2002) to measure the extensive and intensive margin of imports (exports). This

method assumes that products imported from different countries are different, and products of a

country exported to different countries are also different.

Our results show that profound trade policy reforms (liberalization) of developing countries
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Table 3.7: Developing countries- Robustness case

Code Country name Region Lib. Year Data period

1 CMR Cameroon 2 1993 1980-1997
2 COL Colombia 3 1991 1980-1997
3 CRI Costa Rica 3 1986 1980-1997
4 CIV Cote d’Ivoire 2 1985 1981-1997
5 DOM Dominican Republic 3 1992 1980-1997
6 ECU Ecuador 3 1991 1980-1994
7 GMB Gambia, The 2 1985 1980-1990
8 GHA Ghana 2 1985 1980-1993
9 HUN Hungary 5 1990 1982-1997
10 MWI Malawi 2 1988 1980-1990
11 MYS Malaysia 4 1988 1979-1997
12 MAR Morocco 2 1984 1980-1997
13 PAK Pakistan 1 1988 1980-1997
14 PRY Paraguay 3 1991 1980-1993
15 PHL Philippines 4 1988 1979-1997
16 ROM Romania 5 1992 1990-1997
17 ZAF South Africa 2 1991 1979-1997
18 TUN Tunisia 2 1989 1983-1997
19 URY Uruguay 3 1990 1980-1997
20 VEN Venezuela, RB 3 1989 1980-1997

Region 1 is South Asia, region 2 is Africa, region3 is Latin America,
region 4 is East Asia, and region 5 is Europe.
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have a significant impact on the extensive margin of imports and exports of these countries. In

addition, this study finds that the yearly adjustment of import and export duties has a significant

impact on the intensive margin, but not on the extensive margin. These results seem to be consistent

with the results of Kehoe and Ruhl (2009) and the theoretical predictions of Ruhl (2008). However,

the effect of the real effective exchange rate on the extensive and intensive margin are inconsistent

across the cases of imports and exports. For imports, while real effective exchange rate does not

have statistically a significant impact for imports generally, it seems to have a greater impact on

the intensive margin of imports. For exports, however, the impact of the real effective exchange

rate on the extensive margin of exports is stronger and statistically significant; this is similar to

the results shown in Colacelli (2009).

This paper provides evidence that trade liberalization significantly affects the extensive mar-

gin of imports and exports of developing countries, while ordinary adjustments of tariffs have

unremarkable effects on the extensive margin of imports and exports. These findings suggest sev-

eral implications for economic policies of developing countries. Since the minimal adjustments of

tariffs will not have significant impact on the extensive margin of trade, developing countries should

undertake significant reforms in their trade policies to increase the extensive margin of trade and

as a result, reduce the loss of social welfare. The results of this paper are consistent with new

trade theories which suggest that not all products can be traded when countries participate in

international trade and the extensive margin changes significantly during trade liberalization (i.e.

Melitz (2003), Ruhl (2008)).
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Appendix A

Chapter 1

Assume that the productivity of firms in industry h in country i has the Pareto distribution,

then dG(a) = kak−1da. The price index of industry h in country i is

P ih =

nei∫
0

p(v)1−σ

= ni

aiD∫
0

pii(v)1−σdG(a) + nj

ajX∫
0

pji(v)1−σdG(a)

=
k

α1−σ(k − σ + 1)
(ni(a

i
D)k−σ+1 + njτ

1−σ(ajX)k−σ+1)

We have xii = βhYi(pii(v))
−σh∫ ne

i
0 p(v)1−σhdv

and xij =
βhYj(pij(v))

−σh∫ nej
0 p(v)1−σhdv

A firm with the productivity aid has zero profit in the domestic market and a firm with the

productivity aiX has zero profit in the exporting market.

πid = pii(v)xhii(v)− (aidx
h
ii(v) + fd) = 0

πix = pij(v)xhij(v)− (aixτx
h
ij(v) + fx) = 0

Substituting P ih, xii(v), xij(v) of country i into above equations:

πid =
βYi(k − σ + 1)(1− α)(aid)

1−σ

k(ni(aid)
k−σ+1 + njτ1−σ(ajx)k−σ+1)

− fd = 0

πix =
βYj(k − σ + 1)(1− α)τ1−σ(aix)1−σ

k(nj(a
j
d)
k−σ+1 + niτ1−σ(aix)k−σ+1)

− fe = 0
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It is similar for country j:

πjd =
βYj(k − σ + 1)(1− α)(ajd)

1−σ

k(nhj (ajd)
k−σ+1 + njτ1−σ(aix)k−σ+1)

− fd = 0

πjx =
βYi(k − σ + 1)(1− α)τ1−σ(ajx)1−σ

k(ni(aid)
k−σ+1 + njτ1−σ(ajx)k−σ+1)

− fe = 0

From these questions, the following relationships are withdrawn:

aid
ajx

= τ

(
fd
fx

) 1
1−σh

(A.1)

ajd
aix

= τ

(
fd
fx

) 1
1−σh

(A.2)

We also get the value of aid and ajd

(aid)
k =

1

fd

(1− α)βhYi(k − σ + 1)

k

(
ni + njτ−k

(
fd
fx

) k−σ+1
σ−1

)
(ajd)

k =
1

fd

(1− α)βhYj(k − σ + 1)

k

(
nj + niτ−k

(
fd
fx

) k−σ+1
σ−1

)
If we call the fe is the entry cost in country i

aid∫
0

(pii(v)xii(v)− fd)dG(a) +

aix∫
0

(pij(v)xij(v)− fx)dG(a) = fe

(1− α)βhYi(a
i
d)
k−σ+1

ni(aid)
k−σ+1 + njτ1−σ(ajx)k−σ+1

− fd(aid)k+

+
(1− α)βhYj(a

i
d)
k−σ+1

nj(a
j
d)
k−σ+1 + niτ1−σ(aix)k−σ+1

− fx(aix)k = fe

(
σ − 1

k − σ + 1

)
(fd(a

i
d)
k + fx(aix)k) = fe (A.3)

It is similar for country j:

(
σ − 1

k − σ + 1

)
(fd(a

j
d)
k + fx(ajx)k) = fe
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From (A.1), (A.2), (A.3), we have the following results

aid = ajd = ad

aix = ajx = ax

and

Bi = Bj = B

Ai = Aj = A
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Appendix B

Chapter 2

B.1 Fixed domestic costs

We use some expense costs in Annual Manufacturing of Survey to represent fixed domestic

costs. These costs include:

• costs of electricity

• temporary staff and leased employee expenses

• Costs of software, computers, communication services

• Repair and maintenance services of building and machinery

• Advertising and promotional services

• Purchased professional and technical services

• Taxes and licenses fees
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Table B.1: Groups of industries with high and low home market effects

Order ISOC Country Regions UNIDO Sample

1 CAN Canada 1 Canada
2 USA USA 1
3 AUS Australia 2 Australia
4 NZL New Zealand 2 New Zealand
5 HKG China, Hong Kong SAR
6 JPN Japan 3 Japan
7 KOR Rep. of Korea 3 Rep. of Korea
8 SGP Singapore
9 AUT Austria 4 Austria
10 BEL Belgium 4
11 CZE Czech Rep. 4
12 DNK Denmark 4 Denmark
13 FIN Finland 4 Finland
14 FRA France 4
15 DEU Germany 4 Germany
16 GRC Greece 4
17 HUN Hungary 4
18 IRL Ireland 4
19 ISR Israel
20 ITA Italy 4
21 NLD Netherlands 4
22 NOR Norway 4
23 PRT Portugal 4 Portugal
24 ESP Spain 4 Spain
25 SWE Sweden 4 Sweden
26 CHE Switzerland 4
27 TUR Turkey 4 Turkey
28 GBR United Kingdom 4 United Kingdom

Sample 1 is the main sample of our study (28 countries). In this case,
country pairs are chosen from all countries in the sample (C2

28 = 378
pairs)
Sample 2 is separated by regions. Region 1: US and Canada, region
2: Australia and New Zealand, region 3: Japan and Korea, and region
4: 19 countries in European Union. Country-pairs are formed from
different regions (1 + 1 + 1 + C2

19 = 174 pairs)
Unido sample is countries in the sample when UNIDO database is
used (C2

14=91 pairs)
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Chapter 3
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Table C.1: Change of import duties, extensive and intensive margins of imports

Duties Change of

ISOC Country name Region Before After Duty Import IM EM

High duties
IND India 1 36.2 23.5 -35.1 104.3 79.5 17.5
CIV Cote d’Ivoire 2 27.2 24.0 -11.9 -13.0 -23.2 11.1
TUN Tunisia 2 27.0 19.4 -28.2 71.6 49.4 14.6
PAK Pakistan 1 24.9 25.4 2.2 43.8 25.0 15.1
GMB Gambia, The 2 23.6 26.7 13.4 23.6 -0.2 23.2
MWI Malawi 2 23.5 22.1 -6.2 -0.7 -9.1 8.1
MDG Madagascar 2 22.6 24.0 5.9 -16.7 -32.7 22.6
CMR Cameroon 2 22.4 20.4 -9.1 -11.4 -10.9 1.2

Medium duties
BRA Brazil 3 45.5 16.5 -63.8 151.4 106.1 21.8
EGY Egypt, Arab Rep. 2 25.6 16.1 -37.3 11.5 -2.5 14.3
GHA Ghana 2 21.1 15.4 -27.2 -64.4 -69.7 15.5
MAR Morocco 2 19.2 16.8 -12.4 78.3 41.0 23.1
PER Peru 3 18.8 12.5 -33.3 71.3 37.8 23.5
DOM Dominican Republic 3 18.7 15.3 -18.3 147.2 123.9 12.8
MUS Mauritius 2 17.2 16.3 -5.1 175.6 115.5 27.1
KEN Kenya 2 16.1 12.8 -20.6 107.4 90.0 9.1
PHL Philippines 4 14.2 14.6 3.0 173.5 120.8 21.8
LKA Sri Lanka 1 13.2 11.8 -10.6 107.0 80.8 18.7
HUN Hungary 5 7.5 10.2 36.1 105.9 48.8 36.3
CRI Costa Rica 3 6.7 10.9 63.1 102.1 64.1 21.7

Low duties
ECU Ecuador 3 16.2 8.4 -48.0 52.1 29.4 16.2
URY Uruguay 3 15.5 8.7 -43.7 209.2 152.1 22.5
COL Colombia 3 14.9 8.5 -43.0 137.8 93.1 23.5
NPL Nepal 1 14.7 9.7 -34.3 142.1 112.9 17.9
THA Thailand 4 12.8 9.3 -27.4 358.7 283.8 20.6
ARG Argentina 3 10.1 9.1 -9.8 132.7 88.8 27.6
VEN Venezuela, RB 3 10.1 9.8 -2.8 21.8 11.7 8.6
KOR Korea, Rep. 4 8.7 6.1 -30.1 321.9 223.3 30.9
MYS Malaysia 4 8.7 4.3 -50.5 383.4 319.9 15.8
PRY Paraguay 3 8.6 5.5 -36.0 323.0 263.5 14.8
MEX Mexico 3 8.1 4.9 -39.0 143.5 96.3 22.0
TUR Turkey 5 6.3 4.1 -35.0 77.5 57.9 11.4
ZAF South Africa 2 5.5 4.6 -17.3 55.9 32.8 16.3
IDN Indonesia 4 4.1 4.7 12.5 135.6 96.6 19.2
BGR Bulgaria 5 3.6 4.4 21.4 -77.0 -80.7 17.6
ROM Romania 5 3.4 5.7 67.9 83.4 32.5 34.4

All countries 107.5 73.6 18.8

Region 1 is South Asia, region 2 is Africa, region3 is Latin America, region 4 is East Asia, and region 5
is Europe.
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Table C.2: Change of export duties, extensive and intensive margins of exports

Duties Change of

isoc countryname Region Before After Duty Imports EM IM

IND India 1 1.2 0.2 -86.4 241.3 145.9 47.7
NPL Nepal 1 3.0 1.1 -61.5 398.5 131.3 93.3
PAK Pakistan 1 4.6 0.0 -100.0 200.4 158.5 18.9
LKA Sri Lanka 1 12.9 0.3 -97.5 294.6 154.4 72.4
CMR Cameroon 2 3.8 3.3 -11.3 107.5 170.6 -15.0
CIV Cote d’Ivoire 2 6.7 7.3 8.4 9.7 -39.0 79.1
EGY Egypt, Arab Rep. 2 2.3 0.0 -100.0 128.9 33.6 72.5
GMB Gambia, The 2 4.7 1.1 -76.0 141.7 57.1 81.8
GHA Ghana 2 27.8 14.0 -49.5 -23.0 -66.2 114.8
KEN Kenya 2 1.3 0.0 -99.9 110.9 61.1 66.1
MDG Madagascar 2 6.0 3.0 -49.0 24.6 -9.0 33.3
MWI Malawi 2 0.5 0.0 -100.0 -13.0 -57.4 99.0
MUS Mauritius 2 7.4 2.1 -72.3 283.0 100.0 73.8
MAR Morocco 2 2.1 0.5 -77.1 225.2 76.2 82.6
ZAF South Africa 2 0.2 0.0 -100.0 84.9 31.8 43.5
TUN Tunisia 2 1.2 0.2 -79.7 215.7 106.1 53.8
ARG Argentina 3 5.8 0.8 -87.1 65.7 22.3 33.5
BRA Brazil 3 1.9 0.0 -99.7 75.0 56.2 13.2
COL Colombia 3 4.5 0.1 -96.7 286.3 76.1 128.7
CRI Costa Rica 3 7.5 4.5 -39.9 104.0 1.1 95.0
DOM Dominican Republic 3 5.3 0.0 -99.8 226.0 137.2 54.8
ECU Ecuador 3 1.6 0.2 -88.8 156.4 -16.7 201.1
MEX Mexico 3 2.0 0.1 -96.9 506.2 307.8 40.4
PRY Paraguay 3 0.6 0.0 -100.0 91.3 32.7 68.7
PER Peru 3 5.4 0.2 -97.1 103.5 26.1 54.3
URY Uruguay 3 0.9 0.2 -73.5 63.8 47.5 12.2
IDN Indonesia 4 0.6 0.5 -12.8 473.3 149.7 121.2
MYS Malaysia 4 6.9 1.7 -76.0 419.6 207.9 66.9
PHL Philippines 4 1.2 0.0 -100.0 111.7 40.6 48.6
THA Thailand 4 2.3 0.2 -93.4 452.1 203.2 91.7

All countries -77.1 185.5 78.2 68.3

Region 1 is South Asia, region 2 is Africa, region3 is Latin America, region 4 is East Asia, and region 5 is
Europe.


