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High harmonic generation makes it possible to measure the fastest spin and charge dynamics

in materials on femtosecond to attosecond timescales. However, the extreme nonlinear nature of

the high harmonic process means that intensity fluctuations can limit measurement sensitivity. In

this work, I present a noise-cancelled, tabletop high harmonic beamline for time-resolved reflection

mode spectroscopy of magnetic materials. I use a reference spectrometer to independently normal-

ize the intensity fluctuations of each harmonic order and also eliminate long term drift, which allows

us to make spectroscopic measurements near the shot noise limit. These improvements allow us

to significantly reduce the integration time required for high signal-to-noise (SNR) measurements

of element-specific spin dynamics. I also present time- and element-resolved measurements of the

spin dynamics of two half-metallic Heusler compounds, NiMnSb and Co2MnGa. I show that we

can directly control the spin dynamics of these materials with optical pulses due to their unique

band structures, enabling the transfer of magnetization from one element to another. These re-

sults demonstrate our ability to precisely manipulate the magnetization of complex materials on

femtosecond timescales. Looking forward, improvements in EUV flux, optical coatings, and grat-

ing design can further reduce the acquisition time for high SNR measurements by an additional

1-2 orders of magnitude, enabling dramatically improved sensitivity to spin, charge and phonon

dynamics in multilayer and alloyed magnetic materials.
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To my friends and family, and to the beauty of the natural world, that in our study of it, we
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Chapter 1

Introduction

Condensed matter systems have multiple kinds of internal degrees of freedom: charge

(corresponding to the presence or absence of electrons), spin (corresponding to the angular mo-

mentum of electrons), orbital (corresponding to the spatial distribution of electrons), and lattice

(corresponding to the spatial distribution of atomic nuclei). The structure of and couplings between

these degrees of freedom defines the behavior of all condensed matter systems, and the observation

of ultrafast laser induced demagnetization has fundamentally restructured our understanding of

the coupling between these degrees of freedom.

When a femtosecond laser pulse is incident on a magnetic material, it excites electrons

into a highly non-equilibrium distribution. These excited electrons can then exchange energy and

angular momentum with each other and with the lattice. Before the observation of laser induced de-

magnetization, the fastest spin-lattice interaction was thought to be 10s or 100s of picoseconds. The

discovery that demagnezation could proceed in under 1 ps revealed there must be strong unknown

interactions coupling the spin system to the lattice. Since this discovery, ultrafast magnetism has

become an active area of research with aims both to uncover the fundamental interactions of con-

densed matter systems and to use these fundamental interactions to control a material’s magnetic

state on femtosecond timescales for technological purposes.

Because these magnetic interactions take place on subpicosecond timescales, ultrafast laser

pulses are not only a suitable excitation, but also an ideal probe. Extreme ultraviolet (EUV) light is

a particularly good probe because it can excite atomic core-to-shell transitions and thereby obtain
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element specific magnetic information which is critical for the study of multi-element alloys. A

process called high harmonic generation (HHG) can produce these EUV wavelengths by converting

infrared light into EUV light. HHG additionally offers perfect temporal synchronization between

the driving infrared laser and the generated EUV light, making it the ideal light source for studying

ultrafast magnetism.

In this thesis, I will discuss the fundamentals of magnetism with particular emphasis on

magnetic metals, magneto-optical effects, and known ultrafast magnetic interactions (Chapter 2). I

will also discuss the physics of high harmonic generation and practical methods of its implementa-

tion (Chapter 3). I will then describe the intensity normalizing ultrafast EUV spectrometer I built

for measuring magnetic dynamics using the transverse magneto-optical kerr effect (TMOKE), and

I will demonstrate that this instrument operates near the shot-noise limit, significantly improving

the signal-to-noise ratio (SNR) and acquisition time of our measurements (Chapter 4). Finally, I

will discuss measurements taken with this new instrument on two different half-metallic ferromag-

nets in the Heusler family, NiMnSb and Co2MnGa. I present evidence for optical intersite spin

transfer (OISTR) in these materials, where magnetization is directly transferred from one element

to another by an optical pulse. In fluence dependent studies of NiMnSb, I present evidence for

laser induced changes to the material’s band structure. In Co2MnGa, a magnetic Weyl semimetal,

I observe a large transient enhancement of the Co TMOKE signal as well as an unexpected time

delay between magnetic and electronic responses of this material. The new instrument presented

in this thesis represents a significant advance in HHG experimentation with special applicability

to the study of ultrafast magnetism, as demonstrated by challenging measurements on complex

magnetic compounds with extremely small magnetic moments. The scientific results of this thesis

elucidate the spin dynamics of multi-element compounds at multiple points throughout their band

structures, an important step forward in understanding optical interactions in condensed matter

systems.



Chapter 2

Magnetism

Magnetism is a complex topic of study with a long history, and many large textbooks

have been written on the matter. It has historically been the subject of a variety of strange and

interesting theories (for example, until the 1700s it was commonly believed that garlic and magnets

were “enemies” [1]). Rather than attempt to review the entirety of magnetism, I will start from first

principles to describe a minimal amount of background information on magnetism necessary for

understanding the interaction of light and magnetism on femtosecond time scales. I will start with

the origin of magnetism in materials, especially in metals, and describe two complementary models

of magnetism. I then discuss a variety of common magnetic interactions and their applicability

to optically induced magnetic phenomena. I review Maxwell’s equations in magnetic materials

and the dielectric tensor, which allows us to describe various magneto-optic effects. I describe the

geometry and effect of three magneto-optic Kerr effects (MOKEs): longitudinal (LMOKE), polar

(PMOKE), and transverse (TMOKE). Finally, I discuss the microscopic origin and selection rules of

x-ray magnetic circular dichroism, and discuss the origin and interpretation of extreme ultraviolet

(EUV) TMOKE.

2.1 The origin of magnetism

2.1.1 Current Loops

Since there are no magnetic monopoles, all magnetic fields must originate from arrange-

ments of magnetic dipoles. The simplest way to generate such a field is by running a current in a
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wire loop, as shown below:

Current

Direction

X

Y

Z

Magnetic Field

Figure 2.1: The dipolar magnetic field generated by flowing wire through a current

loop. The loop encloses a total area A.

The Biot-Savart law gives us the magnitude of the magnetic induction at an arbitrary point

in space:

dB =
µ0I

4πr2
(dL× r) (2.1)

where dB is the infinitesimal magnetic induction, µ0 is the permeability of free space, I is the

current, dL is the infinitesimal length of wire, and r is the vector from the wire to the given point

in space. We can write the strength of the magnetic dipole moment as:

µ = IA (2.2)

where I is again the current and A is the area enclosed by the loop.

Considering the magnetic dipole from this approach, we can intuitively understand why

magnetic fields carry angular momentum: they are always mathematically equivalent to a circular

current loop that carries with it an associated angular momentum.
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2.1.2 Electron Spin

All known fundamental particles have an intrinsic spin (or lack thereof) that cannot be

altered: fermions have half-integer spin and bosons have integer spin. This spin gives charged

particles an intrinsic magnetic dipole moment, as if they were spinning about their axis (although

whether or not fundamental particles actually spin is unclear). A particle’s spin obeys the same

laws as other quantized angular momenta, and so it can be considered a particle’s intrinsic angular

momentum. An electron’s spin quantum number is always 1/2, but it’s measured value can be

positive or negative (this can be interpreted as pointing with or against the measurement axis).

The eigenvalues of the spin operator ŝi are:

ŝi |ψs,ms⟩ = ms |ψs,ms⟩ (2.3)

where i is the measurement axis, s = 1/2, ms = ±1/2. We will generally take the measurement

axis to be the z-axis. We can find the total spin angular momentum by looking for the eigenvalues

of the total spin operator Ŝ2 = ŝ2x + ŝ2y + ŝ2z:

Ŝ2 |ψs,ms⟩ = ℏ2s(s+ 1) |ψs,ms⟩ = 3ℏ2/4 |ψs,ms⟩ (2.4)

Note that |ψs,ms⟩ is a simultaneous eigenstate of Ŝ2 and ŝi because they commute:

[
Ŝ2, ŝi

]
= 0 (2.5)

Importantly, ŝx, ŝy, and ŝz do not commute: it is impossible to know the projection of the electrons

angular momentum on two axes simultaneously. This fact can be represented as the two spin

operators having a non-zero commutator:

[ŝi, ŝj ] = iℏ (2.6)

We can now relate the electron’s z-component of angular momentum (±ℏ/2) to its magnetic

moment by assuming the electron has a classical circular orbit with angular momentum ℏ/2. First,
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we compute the current of a single electron orbit:

I = − e

T
(2.7)

= − ev

2πr
(2.8)

= − ev

2πr2
mer

me
(2.9)

where e is the electron charge, T is the orbital period, v is the electron’s velocity, and r is the radius

of the orbit. In the final step, we have simply multiplied by 1 = mer/mer for convenience later.

Now, we note that the area of the circular orbit is simply A = πr2. Finally, we combine these into

the electron’s magnetic moment, remembering that L = mr × v, classical expression for angular

momentum:

µz = IA (2.10)

= − ev

2πr2
mer

me

(
πr2

)
(2.11)

= − e

2me
(merv) (2.12)

= − e

2me
Lz (2.13)

= ±1

2

ℏe
2me

(2.14)

= ±1

2
µB (2.15)

where we have used Lz = ℏ/2, the z-component of the electron’s angular momentum, and have

defined a new quantity called the Bohr magneton:

µB =
ℏe
2me

(2.16)

The Bohr magneton is a natural, atomic scale unit for magnetic moment. It might have seemed

strange to assume that an electron has an intrinsic magnetic moment that is equivalent to it moving

in a classical circular orbit, but interestingly, the measured magnetic moment is about double that

of the expression in Equation 2.15. The correct expression is as follows:

µs,z = ±1

2
gsµB (2.17)
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where we have introduced the electron spin g-factor gS ≈ 2. (In fact, the electron spin g-factor

is known very precisely: gS = 2.00231930436256(35). This small deviation away from exactly 2

arises as a consequence of relativistic quantum mechanics [2, 3], but we can safely ignore this for

our purposes). The electron spin g-factor is a phenomenological proportionality factor between the

electron spin and it’s magnetic moment. Thus, the z-component of the magnetic moment for a

free electron is roughly one Bohr magneton. If we wish instead to consider the total spin magnetic

moment, we can see that it is proportional to the total spin angular momentum S:

µS =
S

ℏ
gSµB (2.18)

2.1.3 Orbital magnetism

Since we calculated the electron’s intrinsic magnetic moment by considering a classical

orbit, we can reason that the electron’s actual orbital should also carry some angular momentum

and therefore carry a magnetic moment. This can be done relatively simply: we take Equation

2.13 and insert the value of the angular momentum for a given electron orbital. Orbital angular

momentum values are given in Table 2.1 below:

Orbital ℓ mℓ

s 0 0

p 1 -1, 0, 1

d 2 -2, 1, 0, 1, 2

f 3 -3, -2, 1, 0, 1, 2, 3

Table 2.1: Azimuthal quantum numbers for atomic orbitals.

We we can now write the orbital magnetic moment as:

µL = −L

ℏ
gLµB (2.19)

where L is the total angular momentum and we have introduced the orbital g-factor gL = 1. The



8

magnetic moment of an electron orbital is exactly what we would expect from a classical calculation

of the magnetic moment (while also taking into consideration that these orbits are quantized). This

orbital magnetic moment can contribute substantially to material’s magnetic moment (like cobalt

platinum alloys), or not at all (like hydrogen in its ground state), depending on the material in

consideration.

2.1.4 Spin-orbit coupling

We can intuitively understand the spin-orbit coupling through the lens of magnetic dipole

interactions. The electron’s orbit generates a magnetic field which interacts with the electron’s

spin (which is its intrinsic magnetic moment). In order to compute this interaction, we will find

the total angular momentum of our electron by adding the spin angular momentum to the orbital

angular momentum. To do so, we call to mind the rules for adding vectors in quantum mechanics

[4] and obtain:

J = |ℓ− s|, |ℓ− s|+ 1, ..., ℓ+ s, mJ = −J,−J + 1, ..., J (2.20)

meaning that J can take any value between |ℓ− s| and ℓ+ s Now that we have obtained the total

angular momentum J for our electron, we can express the magnetic moment of the associated state

as:

|µJ | = −|J |
ℏ
gJµB (2.21)

where gJ is the Landé g-factor:

gJ = 1 +
J(J + 1) + s(s+ 1)− ℓ(ℓ+ 1)

2J(J + 1)
(2.22)

To relate the total magnetic moment to the total angular momentum in Equation 2.21, we must

compare magnitudes of µJ and J . This is because µJ does not lie along J since µJ = µL+µs and

J = L+S, and the values of the g-factors relating L and S to their respective magnetic moments

are different.

In real materials, the magnitude of the spin-orbit interaction varies greatly. We can write
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a simple Hamiltonian for this interaction:

ĤSO = ξnℓŜ · L̂ (2.23)

where ξnℓ is the spin-orbit coupling constant that depends on the quantum numbers n and ℓ and has

units of energy [5]. The spin-orbit interaction in 3d transition metals is weak, roughly 10-100 meV

in their valence shells, and in these materials the orbital magnetism does not play a large role in the

overall magnetization of the system. Nevertheless, the spin-orbit coupling plays an important role

in solid-state magnetism for 3d metals because it couples the spin system to the crystal lattice. This

coupling to the lattice sets a preferred direction for the overall magnetization of the system because

of the arrangement of the unit cell; this phenomenon is called magnetocrystalline anisotropy. This

lattice coupling also allows for a material to exchange angular momentum between the spin system

and phonon modes, an important interaction in the study of ultrafast magnetic dynamics.

The spin-orbit interaction also mixes spin states, so that spin is no longer a good quantum

number. The amount of this mixing can vary greatly - in the d shell, the spin mixing is quite small

and spin is a “pretty good” quantum number, although the spin-orbit interaction still plays in

important role in processes that flip electron spins (See Chapter 2.5.1). The spin-orbit interaction

also converts the p orbitals into triplet and singlet manifolds which play an important role in x-ray

measurements of magnetism (see Chapter 2.8).

In heavy elements, like lead or uranium, the spin-orbit interaction can lead to large energy

shifts in their valence shells on the order of multiple eV. Because the spin-orbit interaction is so

strong, we must consider the total angular momentum quantum number of the electron and can

no longer consider its spin and orbital numbers to be good approximations, meaning that the spin-

orbit coupling can no longer be treated as a perturbation to the original energy levels. Calculating

magnetic effects for such materials can be substantially different than for the 3d transition metals.

When the spin-orbit interaction is very strong and spin is no longer a good quantum number,

every electron is defined by its total angular momentum and we call this the j-j coupling scheme.

For lighter elements, by contrast, the spin orbit coupling is weaker and we can consider the spin
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and orbital components of the electron’s angular momentum independently - this is called the

Russel-Saunders coupling scheme.

2.1.5 The exchange interaction

The exchange interaction in magnetism refers to the interplay of the Pauli principle and

the Coulomb interaction that generates magnetic order. The Pauli principle states that the total

wavefunction for fermions must be antisymmetric under the exchange of any two particles. The

total wavefunction Ψ can be expressed as follows:

Ψ(r1, r2) = Φ(r1, r2)σ(r1, r2) (2.24)

where Φ(r1, r2) is the spatial part of the wavefunction and σ(r1, r2) is the spin part of the wave-

function. Since the total wavefunction is a product of the spatial and spin wavefunctions, one must

be symmetric and the other anti-symmetric. The two possibilities for spatial wavefunction can be

written as:

Φ(r1, r2) =
1√
2
[ϕ1(r1)ϕ2(r2)± ϕ1(r2)ϕ2(r1)] (2.25)

where the sum combination is the symmetric state and the difference combination is the antisym-

metric state. The spin wavefunction has 4 possibilities, three symmetric and one antisymmetric:

Symmetric: σ(r1, r2) =



σ↑(r1)σ↑(r2)

σ↓(r1)σ↓(r2)

1√
(2)

[σ↑(r1)σ↓(r2) + σ↑(r2)σ↓(r1)]

(2.26)

Antisymmetric: σ(r1, r2) =
1√
2
[σ↑(r1)σ↓(r2)− σ↑(r2)σ↓(r1)] (2.27)

This implies that the spatial wavefunction of two electrons in the same spin state must be anti-

symmetric, since their spin wavefunction is symmetric.

The exchange interaction plays a role in determining whether a particular atom is magnetic.

To make such a determination, we need to know an atom’s ground state. It is not immediately



11

obvious how to do this. A cobalt 2+ atom, for example, has 7 valence electrons that must be

distributed in 5 3d orbitals: there are 120 possibilities! Friedrich Hund developed phenomenological

rules for determining the electronic ground state of an atom that obeys the Russel-Suanders coupling

scheme. Hund’s three rules are:

(1) Electrons minimize their Coulomb interaction by avoiding each other, and the exchange

interaction then tends to align their spins.

(2) The orbital angular momentum must be maximized.

(3) The spin and orbital angular momenta must be parallel. This means that if the valence

shell is less than half filled, J = |L− S|. If the shell is more than half filled, J = L+ S. If

the shell is exactly half filled, J = S.

An element’s magnetic moment is proportional to its total electron angular momentum J , as

described in Equation 2.21.

In order to determine whether individual magnetic atoms will form ferromagnetically

ordered solids, let us now consider the energy of the Coulomb interaction between an electron and

a nucleus:

Hen = − Ze2

4πε0r12
(2.28)

where Z is the atomic number, e is the electron charge, ε0 is the permittivity of free space, and r1,2

is the distance between the electron and the nucleus. When the electron is near to the nucleus, its

energy is low, and its energy increases the further the electron is from the nucleus.

We can now create an intuitive picture of this exchange interaction by combining the

Coulomb interaction with the Pauli principle. If the nuclei are close together, a symmetric spatial

wavefunction allows an the electron to stay close to both nuclei, minimizing the Coulomb energy -

this requires the spin wavefunction to be antisymmetric, meaning the spins must be anti-aligned.

If the nuclei are further apart, an antisymmetric wavefunction allows the electron to be closer to

both nuclei, minimizing the Coulomb energy - this requires the spin wavefunction to be symmetric,
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meaning the spins must be aligned. Read this paragraph and study the diagram in Figure 2.2 as

many times as necessary. This is a crucial point that lies at the very heart of magnetism in all

condensed matter systems.
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Figure 2.2: The interatomic exchange interaction. The black circles are the positions of the

nuclei, the red lines are the positions of the electrons in antisymmetric spatial wavefunctions, and

the blue lines are the positions of the electrons in symmetric spatial wavefunctions. When the

nuclei are far from each other, the electron has a higher probability of being close to the nuclei in

an antisymmetric spatial wavefunction (the area under the red line has more overlap more with

the black circles). When the nuclei are close, the electron has a higher probability of being close to

the nuclei in a symmetric spatial wavefunction (the area under the blue line has more overlap more

with the black circles). The symmetry of the spin wavefunction must be opposite the symmetry

of the spatial wavefunction, since the total wavefunction must be antisymmetric. This figure was

adapted from [6].

In summary, electrons will act to minimize the energy of their Coulomb interaction with

their neighboring nuclei. This can occur in a spatially symmetric or antisymmetric wavefunction,

depending on the nuclear separation. Once the symmetry of the spatial wavefunction is determined,

the symmetry of the spin wavefunction follows. Heuristically, this lets us determine the type of
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magnetic order that appears in a given material.

An atom is magnetic if it has many unpaired electrons. This occurs in many materials, but

such materials are often paramagnetic, meaning that their net magnetization is simply proportional

to an applied external field and they maintain no magnetization in the absence of an applied

field. For paramagnetic materials, the exchange interaction between atoms is not large enough to

overcome thermal fluctuations and spontaneously form magnetic order. Magnetic materials, like

the 3d transition metals Cr, Mn, Fe, Co, and Ni have large exchange energies and a relatively large

nuclear charge that pulls the electrons in the poorly shielded 3d orbitals closer to their own nucleus,

preventing them from bonding with other atoms. The electrons in these poorly shielded and more

localized orbitals have a symmetric spin state (meaning their spins are aligned) in order to satisfy

the antisymmetry requirement of fermionic wavefunctions. This can be contrasted with a material

like carbon, where its covalent bonds are a symmetric spatial wavefunction with an antisymmetric

spin wavefunction that is therefore non-magnetic. Some 4f metals are also magnetic because the 4f

orbitals, like the 3d orbitals, are poorly shielded from the nuclear charge, causing them to localize,

making them ineffective at bonding, making them spatially antisymmetric and spin symmetric.

Once we have a material made of magnetic atoms with a strong enough exchange inter-

action to form long range magnetic order, the magnetic moments of those atoms will align if their

nuclear separation is far enough. If their nuclei are too close, the magnetic moments of those atoms

will be anti-aligned. These states are called ferromagnetic and antiferromagnetic. We can see the

effect of this nuclear separation in real materials by examining the Bethe-Slater curve in Figure

2.3 below. This model successfully predicts the magnetic ordering of 3d transition elements, as Cr

and Mn have the closest packing and are antiferromagnetically ordered, and Fe, Co, and Ni are

ferromagnetically ordered.
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Figure 2.3: The Bethe-Slater curve, which shows how the magnetic ordering of ma-

terials switches from antiferromagnetic to ferromagnetic as their interatomic spacing

increases. Note that γFe is a face centered cubic (fcc) ordering of iron with a smaller interatomic

distance than αFe which is body centered cubic (bcc). This γFe ordering is not commonly encoun-

tered because it occurs when Fe is heated above 912 °C.

We can formalize our intuitive understanding of the exchange interaction in materials into

an expression of the exchange energy:

Hex = −JexŜ1 · Ŝ2 (2.29)

where Jex is called the exchange integral, and Ŝ1,2 are the spin operators for each electron. The

details of exchange integral depend on the specific system under consideration, but the spins will

align if it is positive and anti-align if it is negative. Having discussed the origins of magnetism and

magnetic ordering, we are ready to move on to modelling magnetism in metals and the associated

challenges of understanding magnetism when the electrons that contribute strongly to the magnetic

moment are delocalized.

2.2 Modeling magnetic materials

In both metals and non-metals, the Heisenberg and Ising models of magnetism allows

us to describe the alignment of individual, localized, magnetic moments and successfully predicts
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phenomena like the temperature dependence of magnetization and the magnetic susceptibility,

including critical points and magnetic order phase transitions. The Heisenberg model does not

consider the important role that delocalized electrons play in the properties of metals and requires

that each spin stay localized to a single site.

The Stoner model, in contrast, takes into account the delocalized nature of electrons in

metals. This model approximates magnetism with a non-interacting system of electrons to calculate

a band structure and density of states (DOS) and then shifts the energy of the DOS for the spin-up

electrons relative to the spin-down electrons by an amount called the “exchange splitting”. The

magnetism is then assumed to be proportional to the spin polarization of the total number of filled

states. While this model accurately predicts the strength of metallic feromagnets and is useful for

studying the behavior of electrons in magnetic materials near the Fermi energy, it unfortunately

fails entirely to accurately predict magnetic phase transition temperatures. Both models are needed

to accurately predict magnetic behavior in real systems.

2.2.1 The Ising model and the mean-field model

In the Ising model, we consider a lattice of identical spins, where each spin is constrained

to its own site. The Hamiltonian for this system can be written as:

HIS = −
∑
i,j

Ji,j ŝi · ŝj (2.30)

where

Ji,j =


J if i, j are neighbors

0 otherwise

(2.31)

In this model, Ji, is normally assumed to be a model parameter because of the difficulty of eval-

uating the exchange integral in real solids. Ji,j is also assumed to exist only for nearest neighbor

interactions. We can make an additional simplifying assumption that a spin interacts with the

average magnetic field produced by its neighbors, rather than each individual neighbor:

ŝi · ŝj → ŝi · ⟨ŝ⟩ (2.32)
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This allows us to write the mean-field Hamiltonian:

HMF = −
∑
i

ŝi · zJ ⟨ŝ⟩ (2.33)

where z is the number of nearest neighbor atoms, called the coordination number. We can then

define an effective field:

BMF =
z

µB
J ⟨ŝ⟩ (2.34)

This effective field, also called the Weiss field, is 100s of T for 3d transition metals. The energies

of the possible magnetic states in this field are:

E± = −µ ·BMF = ∓µBBMF (2.35)

We can now find the fraction of spins in each orientation using the Boltzmann distribution:

N↑
N

=

exp

(
µBBMF

kBT

)
exp

(
µBBMF

kBT

)
+ exp

(
−µBBMF

kBT

) (2.36)

N↓
N

=

exp

(
−µBBMF

kBT

)
exp

(
µBBMF

kBT

)
+ exp

(
−µBBMF

kBT

) (2.37)

(2.38)

where N↑ is the number of spin up electrons, N↓ is the number of spin down electrons, N is the total

number of electrons, kB is Boltzmann’s constant, and T is the temperature. The magnetization

per unit volume is:

M = nµ tanh

(
µBMF

kBT

)
(2.39)

where n is the number of magnetic moments per unit volume. Equation 2.39 is called the self-

consistent equation of state for M because M depends on BMF , which in turn depends on M .

While this may seem circular, it will allow us to derive the temperature dependent properties of

ferromagnets. In particular, we will define the saturation magnetizationMS = nµB and the critical

temperature Tc = zJ/kB. We can now simplify Equation 2.39 to:

M =Ms tanh

(
TC
T

M

Ms

)
(2.40)
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and by further parameterizing this equation with m =M/Ms and t = T/Tc, we obtain:

m = tanh
(m
t

)
(2.41)

If we solve this transcendental equation numerically, we obtain the following behavior for the

magnetization fraction m as a function of temperature:

Figure 2.4: Magnetization fraction as a function of temperature in the mean-field model.

We can see clearly that at the critical temperature, the magnetization fraction drops to zero.

The material will not spontaneously magnetize beyond this temperature. In ferromagnets, this

critical temperature is called the Curie temperature, below which the material is ferromagnetic. A

ferromagnetic material’s magnetic susceptibility χ is given by the Curie-Weiss law :

χ =
C

T − Tc
(2.42)

where C is the material specific Curie constant:

C =
µ0µ

2
B

3kB
ng2JJ(J + 1) (2.43)

where µ0 is the permittivity of free space, µB is the Bohr magneton, kB is Boltzmann’s constant,

n is the number of magnetic moments per unit volume, gJ is the Landé g-factor, and J is the
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total angular momentum of the atom. In this expression for the magnetic susceptibility, we can

see that it it diverges near the critical temperature as long range interactions become increasingly

important because the energy scale of thermal fluctuations exactly matches the energy scale of spin

realignments.

Throughout this derivation we have made one additional assumption that J is positive,

meaning that aligned spins are a lower energy configuration than anti-aligned. If J is negative, then

anti-aligned spins are the lowest energy configuration and there is no spontaneous net magnetic

moment at any temperature - the material will be antiferromagnetically ordered. Antiferromagnets

also have a critical temperature called the Neél Temperature, below which they are antiferromag-

netic.

The Heisenberg model does a good job of predicting the temperature dependent behavior

of magnetic materials, but it is unable to predict the strength of the magnetic moments within

those materials. This is because it does not take into account the delocalized nature of electrons in

metallic magnets. In order to accurately determine the strength of metallic ferromagnets, we turn

to the Stoner model of magnetism.

2.2.2 Stoner magnetism and the density of states

In a metallic system, electrons are not well localized and instead can travel throughout

the material. To understand how this is possible, let us consider N atoms arranged into a crystal.

In an individual atom, the energy levels of electrons are discreet and well defined. When an atom

bonds with its neighbors, the original orbital is hybridized into new orbitals, and its corresponding

orbital energy levels are also adjusted. There will be N new hybrid orbitals, spaced by ∼ 1/N eV.

In a macroscopic system where there are on the order of 1022 atoms, the energy levels of these new,

hybrid orbitals will be spaced by 10−22 eV. These very tightly packed orbitals can be approximated

as a continuous “band” of energies. After making the assumption that the energies levels within a

given band are continuous, we can then define a density of states, which describes how many states
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are available for an electron at a given energy:

g(E) =
dN

dE
(2.44)

The exact form of the density of states depends on the material in consideration. Note that these

states do not need to be occupied, although they can be; they simply need to be available.

Once we have defined the electronic bands, we can discuss the thermodynamic properties

of electrons within those bands. The probability of a state with an energy E being occupied by an

electron is given by the Fermi-Dirac distribution:

f(E) =
1

e(E−EF )/(kBT ) + 1
(2.45)

where EF is the Fermi energy, kB is Boltzmann’s constant, and T is the temperature in Kelvins.

There is exactly a 50% chance of an electron occupying a state with the Fermi energy EF , by

definition. At 0 K, all energy states below EF are filled, and none above EF are filled. As

the temperature increases, the slope of the Fermi-Dirac distribution near EF decreases, allowing

more states above EF to be occupied while reducing the occupation below EF . The width of the

sloped portion of the Fermi-Dirac distribution is ∼ kBT . The Fermi-Dirac distribution at various

temperatures is shown in Figure 2.5 below:

Figure 2.5: Fermi-Dirac distribution at various temperatures, assuming EF = 11.1 eV

(the Fermi energy of Fe). At room temperature (∼300 K), the occupation is very similar to

that at 0 K.
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Depending on how the energy levels of the original atom hybridize, multiple bands can be

formed, and these bands may have a large energy spacing between them, a small energy spacing, or

they can overlap. We can understand the difference between metals, insulators, and semiconductors

by considering the location of the Fermi energy relative to the material’s band structure. If there

is a large density of states at the Fermi energy, the material is a conductor. If there is no density

of states at the Fermi energy, the material is an insulator. If there is no density of states at the

Fermi energy but there are states available nearby, the material is a semiconductor.

Metal Semiconductor Insulator

E
F

E

Figure 2.6: Cartoon depiction of the density of states for metals, semiconductors, and

insulators near the Fermi energy. In a metal, the valence and conduction bands are joined

and electrons can flow freely in the material. In a semiconductor, small excitations can promote

electrons across the band gap, allowing them to conduct. In an insulator, the band gap is large

and there is no conduction at low temperatures.

With the band structure description of metals in hand, we are ready to understand how the

delocalized, or itinerant, electrons in 3d transition metals can give rise to magnetism. We consider

the case of a material with an equal number of spin up and spin down electrons. If the density

of states for up and down electrons are shifted relative to each other, a difference in the total

occupancy of spin up and spin down electrons leads to a net spin polarization, which causes the

material to be magnetic. We now ask the questions: why would the band structure spontaneously
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form a net spin polarization? Under what circumstances is it energetically favorable to “split” the

density of states of the spin up and spin down electrons?

E
F

E

Figure 2.7: Band splitting of the up and down electrons in the Stoner model of mag-

netism. After the splitting occurs, there are more spin up electrons than spin down electrons and

the material is magnetized.

We can write the total energy of our system as the sum of a kinetic energy term and an

interaction term:

E = EK + EU (2.46)

with

EK =

∫
E
g(E)f(E)dE (2.47)

EU = J

[∫
E
g↑(E)f(E)

] [∫
E
g↓(E)f(E)

]
(2.48)

where g(E) is the density of states at a given energy E, f(E) is the filling factor given by the

Fermi-Dirac distribution, J is the exchange integral, and g↑(E), g↓(E) are the density of states for

spin up and spin down electrons, respectively. If we consider an infinitesimal band splitting of δE,

the kinetic energy increases by:

∆EK = g(EF )(δE)2 (2.49)
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and the exchange energy decreases by:

∆U = −Jg2(EF )(δE)2 (2.50)

giving us a total energy change of:

∆E = g(E)(δE)2 [1− Jg(EF )] (2.51)

If Equation 2.51 is negative, the bands will spontaneously split and the material will be ferromag-

netic. We can write the condition under which this occurs, called the Stoner criterion:

Jg(EF ) > 1 (2.52)

This indicates that in order to have ferromagnetic order in a metal, we must have sufficient density

of states at the Fermi energy and a sufficiently large exchange interaction. For the 3d transition

metals, only Fe, Ni, and Co have a Stoner criterion greater than one. Since the Stoner model defines

the magnetism as the total spin polarization, fractional magnetic moments are possible. This agrees

with measurements of the average magnetic moment in bulk metals. Unlike the Heisenberg model,

however, the Stoner model predicts critical temperatures for 3d transition metals that are several

thousand K [7]. Why are these predicted temperatures so different than the actual transition

temperatures which are well predicted by the Heisenberg model? The answer lies in the fact that

the exchange energy refers to a slightly different quantity in each model of magnetism.

2.2.3 Revisiting the meaning of the exchange interaction

The exchange interaction has three different meanings depending on whether it is referring to

the singlet-triplet intra-atomic exchange interaction, the inter-atomic exchange interaction in the

mean field model, or the Stoner exchange interaction. In a two-electron atom, we can interpret the

exchange energy as the energy cost of flipping one electron. In the mean-field model, the exchange

energy is the energy cost of flipping the magnetic moment of an entire atom. In the Stoner model,

the exchange energy is the energy cost of flipping a single spin in a sea of delocalized electrons.

These different scenarios are illustrated below in Figure 2.8:
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Singlet-triplet
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Figure 2.8: Illustration of the three different types of exchange interaction. Figure adapted

from [5].

With these differences in mind, we can clearly see that the exchange energy in the Stoner

model and the exchange energy within a single atom are similar to each other and dissimilar and

the exchange energy between neighboring atomic sites in the mean-field model. Why are the Stoner

and mean-field exchange energies so different? For a given electron spin in the Stoner model, the
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intra-atomic Coulomb interactions are large and responsible for most of the exchange energy; as

the distance from a given spin increases, other Coulomb interactions are screened by delocalized s-p

conduction electrons in the metal and therefore do not contribute strongly to the exchange energy.

In the mean-field model, by contrast, the entire atom’s magnetic moment flips and there are no

screening conduction electrons.

Understanding of how the exchange interaction differs in different models of magnetism

gives us intuition about the behavior of ferromagnets. We can see why the Curie temperatures

predicted by the mean-field and Stoner models are so different: the mean-field model exchange en-

ergy is the energy required to flip an entire atom’s magnetic moment; this is considerably less than

the energy to flip a single spin within that atom (as is required in the Stoner model). This energy

difference also explains why the local moments of atoms persist at temperatures well above the

Curie temperature, as evidenced by their paramagnetic susceptibility (the temperature dependent

proportionality constant with which a material’s internal magnetic field aligns with an external

field). Presumably at extremely high temperatures, the spins within the atoms will also become

disordered and the atoms will lose their local moments, although this has not been experimen-

tally observed. In summary, the Stoner exchange energy is the energy of local magnetic moment

formation and the mean-field exchange energy is the energy of long range magnetic order formation.

2.3 Magnetic excitations

Magnetic excitations can be divided into Stoner excitations and Heisenberg excitations. A

Stoner excitation is simply a single electron spin flip. Such an excitation changes the system’s an-

gular momentum by ∆sz = ℏ and its energy by the Stoner exchange energy (∼ 1 eV, as discussed in

previously in section 2.2.3). Since these excitations are very high energy, they cannot be responsible

for the changes in magnetization below Tc shown in Figure 2.4. In order to find the excitations

responsible for the T < Tc changes in magnetism, we will return to the mean-field model, and then

generalize back to the Stoner model.

In the Weiss mean-field model of localized magnetic moments, we can define a collective
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excitation of spins called a magnon. These magnons are spin waves with quantized angular mo-

mentum. A magnon can be viewed as a synchronized precession of spins on different sites with

a uniform phase shift between adjacent sites, just as a phonon can be viewed as a synchronized

position oscillation of atomic nuclei with a phase shift.

N N+1N-1

Figure 2.9: Spin wave in a 1-dimensional spin chain.

In effect, a magnon allows us to distribute the excitation of a single spin flip over multiple

lattice sites. The less localized the magnon is (meaning that more spins are participating), the

lower its energy. This means that arbitrarily small magnon energies are possible by recruiting more

lattice sites to participate. In the limit of very short wavelength magnons, the magnon becomes a

single spin flip and its energy is equal to the exchange energy in the mean-field model.

While their energy is allowed to vary with the number of spins participating in the collective

behavior, magnons always carry an angular momentum of ℏ. Because they have integer spin,

magnons are bosons and obey boson statistics, like photons or phonons. Since they obey boson

statistics, multiple magnons are allowed to exist in the same state. This implies that at non-zero

temperatures, all the thermal energy could go into low energy magnon formation and immediately

destroy the magnetic order! Why does this not occur? There is an energy gap generated by the

magnetic anisotropy (a preferential direction of magnetization) that prevents long range magnon

formation - this is the result of the Mermin-Wagner theorem.

Now that we have addressed magnon formation in the mean-field model, we can generalize

it to the Stoner model. In the mean-field model, a whole atom spin flip is distributed over multiple

lattice sites. In the Stoner model, we can distribute a single electron spin flip over multiple lattice



26

sites. Practically, this simply increases the upper bound on the energy which a magnon can carry,

increasing it from ∼ 0.3 meV to ∼ 1 eV. The low energy bound allowed by the magnetic anisotropy

allows remains unchanged. In summary, magnetic excitations always carry angular momentum ℏ,

but they exist on a continuum between long wavelength spin waves and single electron spin flips

with energies ranging from ∼ 0 to 1 eV.

2.4 Ultrafast electronic excitation

When a laser pulse is incident on a magnetic material, electrons can be promoted from

their ground state below the Fermi to an excited state above the Fermi energy. This transition is

modeled as an electric dipole transition from an initial state |i⟩ to a final state |f⟩. The transition

probability per unit time Γ between these two states is given by Fermi’s golden rule:

Γi→f =
2π

ℏ
∣∣⟨f |H ′ |i⟩

∣∣2 g(Ef ) (2.53)

where ⟨f |H ′ |i⟩ is the matrix element of the driving laser field perturbation between the initial and

final states, and g(Ef ) is the density of states at the energy of the final state Ef .

During the laser pulse and immediately after the laser pulse arrival, the electrons are in a

highly non-equilibrium, non-thermal distribution, as shown below:
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Figure 2.10: The filling factor in a hypothetical material before and after an incident

laser pulse. The black arrow shows the transition and the shaded regions indicate initial and final

states of the transition. The excitation shape is a function of the laser spectrum, the density of

initial states, and the density of final states.

Figure 2.10 shows a cartoon of how the filling factor based on the Fermi-Dirac distribution

would change after laser excitation. The exact shape of the excitation depends on the density of

states in the material’s ground state and the photon energy of the incident laser pulse. Once this

non-equilibrium electron distribution is formed, the electrons will thermalize via electron-electron

scattering and form a new Fermi-Dirac distribution with a higher temperature. In this thesis we

will only consider electric dipole transitions, although magnetic dipole transitions (where the laser

pulse’s magnetic field couples directly to the electron spin) are also possible.

This very simple understanding of how a laser excitation interacts with a material will give

us a starting point to understand ultrafast magnetism. The fastest timescale in this experiment is

the direct interaction between the electrons and the laser pulse, and other interactions will allow

for the transfer of energy and angular momentum between the excited electrons and other systems.

2.5 Ultrafast magnetic interactions

At this point, we have discussed the origins of magnetism and various ways to model it in

real materials. We now turn our attention to ultrafast magnetic interactions that are relevant to
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non-equilibrium magnetic processes. Understanding these interactions and their associated length

and time scales will help us to understand the complex behavior of ultrafast magnetic dynamics in

real systems. In 1996, Beaurepaire first observed that the ultrafast demagnetization of Ni occurred

on a sub-picosecond timescale after excitation with an ultrafast laser pulse [8]. This was surprising

because: (1) electric dipole transitions preserve electron spin polarization and (2) the only known

mechanisms to transfer angular momentum into or out of the spin system involved coupling the

electrons to the lattice, and the spin-lattice relaxation timescale was known to be 10s or 100s

of picoseconds [9, 10, 11, 12]. In order to demagnetize a ferromagnet, the spins must become

disordered, meaning that the angular momentum of the spin system must change. We will consider

both the energy balance and angular momentum balance of the spin system, since these quantities

must be globally conserved (although they are not conserved within the spin system). In particular,

we will look at fundamental interactions that allow the angular momentum of the spin system to

change, since magnetism is fundamentally angular momentum. A change in angular momentum

can happen in three ways - it can be:

(1) transferred between electron spins and the lattice

(2) transferred between electron spins and other electron spins

(3) removed from the area under observation

Each of these can occur in ultrafast demagnetization and can occur on ultrafast timescales. Elec-

tron spin angular momentum can be exchanged with the lattice, and this can occur on femtosecond

timescales, despite earlier beliefs to the contrary. Electron spin angular momentum can be trans-

ferred to other electron spins via magnon generation and spin-flip exchange scattering. Finally, the

electron spin can be removed from the area under observation by superdiffusive spin currents or by

moving from one element to another in a compound. We will consider each of these interactions in

turn.
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2.5.1 Electron spin to phonon angular momentum transfer

In Elliott-Yafet spin scattering [13, 14], electrons have a probability of flipping their spin in

each scattering event because spin-orbit coupling mixes the spin up and spin down states, making

the electron spin no longer a good quantum number - each scattering event thus changes the

electron’s momentum and therefore its spin mixture. This occurs even though the spin mixing

is generally small. Elliott-Yafet scattering involves electrons scattering from non-magnetic defects

and phonons. The spin-orbit coupling of the electrons can be modified by lattice vibrations. Thus,

there is an interaction between electron spin and phonons, i.e. quantized lattice vibrations.

Figure 2.11: Cartoon of Elliott-Yafet scattering. The electron scatters off of acoustic phonons

or lattice defects, and each scattering event has a small probability of flipping the electron spin due

to spin-orbit coupling.

In the electron-phonon Elliott-Yafet scattering process, the spin precession rate exceeds the

scattering rate, and thus the spin relaxation time (the timescale of an electron spin flip) is propor-

tional to the electron-phonon scattering rate. This spin relaxation time has been measured to be

roughly 50 fs in nickel at room temperature [15].

Importantly, single electron spin flip processes change the total angular momentum in

the spin system by changing a material’s total spin polarization. Since angular momentum must

be conserved, this angular momentum must be transferred into a different degree of freedom. In

Elliott-Yafet scattering, the angular momentum is transferred into the lattice.
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There are other ways for the spin system to exchange angular momentum with the lattice.

In the presence of spin-orbit coupling that mixes spin up and spin down channels, any momen-

tum dependent scattering event can change the spin mixture and therefore flip an electron spin.

Electron-electron Coulomb scattering in the presence of spin-orbit coupling is inelastic because

scattering events can dissipate angular momentum into the phonon bath [16]. In this way, electron-

electron scattering also become a spin angular momentum dissipation channel and can act on much

faster timescales than electron-phonon scattering. A different channel for transferring electron spin

angular momentum to phonons involves the valence-electron localization during the first 120 fs after

an intense laser pulse; the valence electron localization changes the spin-orbit interaction, just as

phonons can change the spin-orbit interaction [17]. These alternate channels open the possibility

to transfer angular momentum from the electron spins to the phonon system on a time scale much

faster than the spin-lattice relaxation time of 10-100 ps.

2.5.2 Electron-electron angular momentum transfer

One method for electron-electron angular momentum transfer is scattering on spin waves,

whereby a minority electron can flip its spin to a majority spin, exciting a spin wave (or magnon).

The reverse can also occur: a majority electron can flip its spin to a minority spin, absorbing a

spin wave. The spin-flip time tsf is inversely proportional to the energy of the spin wave Esw,

which itself is proportional to the square of the spin wave vector q = 2π/λ, giving us tsf ∝ E ∝ q2.

The magnon wavelength λ cannot be shorter than the lattice constant, giving us an upper bound

on the timescale of spin wave scattering. At room temperature, a typical timescale for spin wave

scattering is ∼ 300 fs [5, Chapter 12.7.1].

Another method for electrons to transfer angular momentum between themselves is spin

exchange scattering. In this process, the indistinguishability of electrons can allow for two electrons

to effectively “trade places”, while appearing that the spins of the original electrons have flipped.

(In fact, indistinguishability means there is no meaningful way to refer to the “original” electron

- these two pictures are completely identical.) The time scale for this process is typically on the



31

order of ∼ 1 fs [5, Chapter 12.7.2].

Figure 2.12: Spin exchange scattering. An incident spin up electron can drop into an unoccupied

3d↑ state, exciting an occupied 3d↓ state. In this exchange scattering interaction, there is an energy

loss Ei
kin − Ef

kin ≈ ∆ and a momentum change q = ki − kf . Figure adapted from [5, Chapter

12.7.2].

While this process is very fast and may play a role in ultrafast magnetization dynamics, differ-

ent experiments offer dramatically different estimates for the likelihood of spin exchange scattering.

If the exchange scattering rate is high, spins should easily flip into the opposite spin state, causing

their lifetimes and scattering lengths to equilibrate. Experiments on the lifetime ratios of majority

to minority spins in Co show that the spin lifetimes are similar near the Fermi energy and diverge

as the energy increases [18, 19]. Experiments on the spin dependent scattering length in Ni81Fe19
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show the opposite trend, where majority and minority spins have more similar lifetimes far above

the Fermi energy that diverge as they approach the Fermi energy [20]. Although these different

experimental approaches give different results as to whether the electron excited state lifetimes are

spin dependent, I will assume in this thesis that scattering lengths are spin dependent because this

spin dependent scattering length is the basis for spin polarized currents which have consistently

been observed in a variety of ferromagnetic materials and will be discussed in the next section.

2.5.3 Superdiffusive spin currents

A superdiffusive spin current [21] is the transport of hot, spin polarized electrons (and a

compensating flow of oppositely polarized, cooler electrons so that charge is conserved) that can

occur immediately following the ultrafast excitation of a magnetic metal. This process is different

from both ballistic and diffusive transport - for all isotropic transport processes, the size of the

particle distribution σ2 is a function of time:

σ2 = tγ (2.54)

where γ = 1 for diffusive transport and γ = 2 for ballistic transport. In the superdiffusive transport

regime described here, 2 ≥ γ ≥ 1, where γ = 2 at short times and γ = 1 at long times, and thus

transport evolves from ballistic to diffusive as the hot electrons cool.

This super diffusive spin transport can lead to demagnetization because of high velocities

of the laser-excited electrons (∼1 nm/fs) and because of a difference in excited state lifetimes for

majority and minority electron spins. This lifetime difference leads to a long mean free path for

majority electrons and a short mean free path for minority electrons, allowing for majority electrons

to be depleted near the sample surface because they are transported away.

Superdiffusive spin transport has been measured in magnetic multilayers [22, 23]. In these

materials, a stack of three materials are deposited on top of each other. A Ni thin film is at the

top of the stack and an Fe thin film is at the bottom; in the middle is a non-magnetic conductor

or an insulator. An ultrafast laser pulse is incident on the top of the stack and is absorbed as it
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passes through the stack. This preferentially excites electrons near the top of the stack, though

electrons towards the bottom are also excited. If the Ni and Fe layers are separated by a conductor,

majority spins from the Ni pass through the conductor into the Fe, enhancing the magnetization

of the Fe while reducing the demagnetization of the Ni. If the Ni and Fe layers are separated by

an insulator, majority spins cannot travel from the Ni to the Fe, and both layers’ magnetization is

reduced. This behavior is shown below in Figure 2.13:

Figure 2.13: Ultrafast demagnetization of ferromagnetic multilayers after laser excita-

tion. When the ferromagnetic Ni and Fe layers are separated by an electrically conductive Ru

layer, majority spin currents from the Ni are transported into the Fe layer below. When the Ni

and Fe layers are separated by an insulator, no spin current can occur. Figure adapted from [23].

2.5.4 Optically induced spin transfer (OISTR)

All of the ultrafast magnetic interactions discussed thus far are secondary interactions that

occur after a laser pulse excites electrons from their ground state. The initial interaction between

the laser and the material can be modeled as an electric dipole transition, whereby electrons are

excited from their ground state below the Fermi energy to states above the Fermi energy (see Section

2.4). The timescale for this electric dipole transition sets the speed limit on any interaction between

the laser pulse and the spin system - no faster interactions are possible without violating causality.

In optically induced spin transfer (OISTR), a light pulse directly affects the material’s spin system
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because of electric dipole selection rules that enforce a spin polarized excitation. This direct optical

control of the spin system occurs on the fastest possible timescale for the optical control of magnetic

materials, making it a promising building block for future spintronic applications.

When a laser pulse is incident on a multi-element magnetic material, it is possible for a

net transfer of magnetic moment from one elemental sublattice to another on very short timescales

(< 10 fs) [24]. The OISTR occurs because of the structure of spin- and element-projected density

of states (DOS) in certain compounds and alloys. To understand how a compound’s DOS can allow

for the transfer of spins from one elemental sublattice to another, let us consider the the spin- and

element-projected DOS for Co2MnGe:

Figure 2.14: Density of states for majority (up) and minority (down) spins for each

element in Co2MnGe. The red arrow represents a 1.5 eV pump photon and the red dashed lines

guide the eye to one set of possible initial and final states that can be excited by the 1.5 eV pump.

Figure adapted from [25].

For the majority spins, there are few available states above the Fermi energy, which make

optical transitions unlikely. For the minority spins, the occupied states just below the Fermi energy

are predominantly Co in character, whereas the available states just above the Fermi energy are



35

primarily Mn in character. Since the optical transition will drive primarily minority spins from Co

to Mn, this will increase the spin polarization of Co and decrease the spin polarization of Mn. As

long as spin-orbit coupling is a relatively small portion of the material’s net magnetization, the spin

polarization is a good approximation of the magnetic moment. Thus, in Co2MnGe, we see a net

transfer of magnetization from Mn to Co as a result of excitation with an ultrafast laser pulse. In

general, OISTR can occur between different elements if the ground state Fermi energy lies between

d-states of different elements [24].

2.6 Maxwell’s equations and the dielectric tensor

Having discussed the foundations of magnetism and the ultrafast magnetic interactions

that can occur, we need tools to study these magnetic interactions. We will focus our attention on

optical probes of magnetism, since only optical probes are capable of sub-picosecond measurements.

To that end, we will discuss generic light-matter interactions and magneto-optical effects.

Electromagnetic dynamics are governed by Maxwell’s equations, which can be written in

SI units as:

∇ ·D = ρf (2.55)

∇ ·B = 0 (2.56)

∇×E = − ∂

∂t
B (2.57)

∇×H = Jf +
∂

∂t
D (2.58)

whereE is the electric field andH is the magnetic field, the fundamental fields in electromagnetism.

ρf indicates the free charges, and Equation 2.56 refers to the fact that there are no magnetic

monopoles (aka magnetic charges). Jf is the free current, and B is the magnetic induction.

We will pay special attention to the displacement field D = ε0E +P , which accounts for

the polarization density P of the material; in a linear and homogenous dielectric, the polarization

is directly proportional to the material’s electric susceptibility χ̂ and to an applied electric field,



36

giving:

D = ε0E + P (2.59)

= ε0E + ε0χ̂E (2.60)

= ε0(1 + χ̂)E (2.61)

= ε̂E (2.62)

where ε̂ = ε0(1 + χ̂) is the permittivity of the medium, and this quantity is is also called the

dielectric tensor. Note that we have not assumed the medium is isotropic; the polarization density

can vary with direction. For a material magnetized along the z-direction, the elements of the

dielectric tensor can be expressed as follows:

ε̂ =


εxx iεxy 0

−iεxy εyy 0

0 0 εzz

 (2.63)

If the medium is not birefringent, then εxx, εyy and εzz will be equivalent. The existence of

an εxy term can be thought of as a manifestation of the Lorentz force inside the material. The

Lorentz force law states that F = qE+ qv×B, where q is the particle charge and v is the particle

velocity. The Lorentz force induces circular motion in the material’s electronic response in the plane

perpendicular to the magnetic field, and this circular motion is the origin of many magneto-optical

effects.

The dielectric tensor is related to the index of refraction n by:

ε̂ = n · n (2.64)

where n is often expressed as the sum of a dispersive term δ and adsorptive term β:

n(ω) = 1− δ(ω)− iβ(ω) (2.65)

Here, ω is the frequency of light under consideration. The refractive index and the dielectric tensor

are both wavelength dependent, though generally I will not write this wavelength dependence

explicitly.
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2.7 Magneto-optical Kerr effects (MOKEs)

Light is a powerful tool for studying magnetism. Polarized light couples to the orbital motion

of individual spin-polarized electron states, and the orbital motion couples to the electron spin via

the spin-orbit interaction. In this way, light is able to probe all aspects of magnetic order in a

material. In this thesis, I will focus on a light matter interaction called the magneto-optical Kerr

effect (MOKE) which is able to access information about the off-diagonal elements of the dielectric

tensor discussed in Section 2.6. The three versions of the magneto optical Kerr effect are shown

below:

M M

M

PMOKE LMOKE TMOKE

Figure 2.15: Schematic of the three types of MOKE: polar (P), longitudinal (L), and

transverse (T). In PMOKE, the sample magnetization points out of plane. In LMOKE, the

sample magnetization points along the plane of incidence and parallel to the sample surface. In

TMOKE, the sample magnetization is normal to the plane of incidence. A general MOKE mea-

surement can combine all of these effects, but most experimental setups use only a single type of

MOKE in order to simplify the analysis.

All MOKEs involve reflecting a beam of polarized light off a magnetized sample (the trans-

missive equivalent of the Kerr effect is known as the Faraday effect). In PMOKE and LMOKE,

linearly polarized light becomes elliptically polarized on reflection, and the principle axis of the

ellipse is rotated relative to the original polarization. These effects are referred to as the Kerr

ellipticity and Kerr rotation, respectively.

In TMOKE, the intensity of the reflectivity is measured instead of the polarization. If
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the incident light is s-polarized relative to the sample, the polarization is parallel to the sample’s

magnetization; charge oscillations in the sample are thus parallel to the magnetic field and therefore

experience no Lorentz force. Thus the sample’s magnetization does not affect the reflectivity of

s-polarized light. For p-polarized light, the charge oscillations are perpendicular to the magnetic

field and therefore experience a Lorentz force. Thus we expect the magnetization to modulate the

reflectivity of p-polarized light. If the magnetization points to the right of the incidence plane as

viewed from the source (out of the page as viewed in Figure 2.15), the reflectivity is increased. If

the magnetization points to the left (into the page in Figure 2.15), the reflectivity is reduced. The

Fresnel coefficients for s- and p-polarized light are:

rss(M±) = r̄ss (2.66)

rpp(M±) = r̄pp

[
1± ε0εxy sin 2θi

ε2xx cos
2 θi − ε0εxx + ε20θi

]
(2.67)

as given in [26, 27, 28], where r̄ss and r̄pp are the non-magnetic Fresnel coefficients for s- and

p-polarizations, ε0 is the permittivity of free space, εxy is the off-diagonal element of the dielectric

tensor, θi is the incidence angle, and εxx is the diagonal element of the dielectric tensor. The

normalized difference between the reflectivity of p-polarized light from a material magnetized in

these two different directions is called the asymmetry, or the magnetic asymmetry:

A =
I+ − I−
I+ + I−

(2.68)

= Re

(
2ε0εxy sin 2θi

εxx cos2 θi − ε0ε2xx + ε20 sin
2 ε20θi

)
(2.69)

where I+ is the intensity of the reflected beam when the sample is magnetized in one orientation, and

I− the intensity of the reflected beam when the sample is magnetized in the opposite orientation.

The sign of the asymmetry depends on the choice of which field is “positive.” We can see that

this asymmetry is directly proportional to the off-diagonal element of the dielectric tensor, and as

such, is directly proportional to the sample’s magnetization. In this thesis, I will focus exclusively

on TMOKE because it is easier to measure changes in reflected intensity for EUV light than it is

to measure polarization changes. Equation 2.68 gives us a simple experimental way to measure



39

the magnetism of a sample: measure the reflectance of a sample with p-polarized light in one

magnetization direction, flip the magnetic field and measure the sample’s reflectance again, then

take the difference of these intensities and divide by their sum.

In this thesis, we will use the TMOKE that occurs in p-polarized reflectivity measurements

to measure the sample’s magnetic dynamics. Since the s-polarized reflectivity is not affected by

the sample’s magnetization, we will use it to measure hot electron dynamics and acoustic waves

without any magnetic contribution. By combining these measurements, we can study all the degrees

of freedom in magnetic thin films.

2.8 X-ray magnetic circular dichroism (XMCD)

In the x-ray region of the electromagnetic spectrum, magnetized materials exhibit a dif-

ferential absorption between left and right circularly polarized light. This effect was first predicted

in 1975 at the Ni M -edge (a 3p → 3d transition) [29] and is called is called x-ray magnetic circu-

lar dichroism, or XMCD. In order to understand the origins of this effect, we will consider a two

step process: in the first step, partially spin polarized electrons are excited from a core level to

the valence shell by circularly polarized light. In the second step, this valence shell acts as a spin

sensitive detector and only allows for the transition of a single spin polarization.

Although the experiments in this thesis all useM -edge transitions (3p → 3d), we will follow

Stöhr and Wu [30] and consider L-edge transitions (2p → 3d) because the L2 and L3 edges (2p1/2

→ 3d and 2p3/2 → 3d transitions, respectively) are intense and do not overlap energetically (the

spin-orbit-splitting of the initial state manifold is ∼15 eV), whereas the M2 and M3 edges overlap

energetically (the spin-orbit splitting of the initial state manifold is ∼1 eV) and the transitions

are much less intense. For these reasons, the L-edges are preferred for XMCD. As an aside, we

use the M -edge in this thesis because we are primarily interested in ultrafast magnetic dynamics,

which are most accessible by use of high harmonic generation (HHG) sources (see chapter 3). These

HHG sources are currently limited to energies below 100 eV (corresponding to the transition metal

M -edges) for practical applications, but many HHG soft x-ray sources (0.1-1 keV, corresponding to
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the transition metal L-edges) have already been demonstrated, such as those found in References

[31, 32, 33, 34].

We can probe the magnetic characteristics of an element by using dipole transitions from

a non-magnetic core shell to a magnetic valence shell. Assuming that the material is magnetized

along the z-axis and that the x-rays are incident along the z-axis, these transition matrix elements

are given by:

D± = ⟨f | P̂± |i⟩ (2.70)

where P̂± = x̂± iŷ are the dipole operators for right and left circularly polarized light, respectively,

the initial and final states are |i⟩ and |f⟩, respectively, and the probability of a given transition

is |D±|2. Before computing transition probabilities, we can consider the dipole selection rules in

order to reduce the number of transitions we need to compute. These dipole selection rules are:

∆l = ±1 (2.71)

∆ml = 0,±1 (2.72)

∆ms = 0 (2.73)

where l is the orbital quantum number, ml is the magnetic quantum number, and ms is the spin

quantum number. A dipole transition must change the orbital quantum number and it cannot

change the spin quantum number - this means that a dipole transition cannot flip an electron’s

spin. The magnetic quantum number either changes by ±1 in the case of circularly polarized light,

or by 0 in the case of linearly polarized light. Here, we will consider only circularly polarized light,

so ∆ml = ±1.

We are interested in the magnetic properties of the 3d transition elements, and so we need

to probe the 3d orbital - this will be our final state |f⟩. For such an orbital, m = 2, and since we

require that ∆m = ±1, we will chose our initial state to be a p orbital with m = 1. As mentioned

before, we will specifically consider the L-edge transitions, and so we will examine the 2p → 3d

transition. The six p orbitals are split by the spin-orbit interaction into two p1/2 orbitals and four

p3/2 orbitals. These orbitals are shown below in Table 2.2:
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Orbital |lsjmj⟩ basis |lsmlms⟩ basis

mj Y ml
l Φms

p1/2 1/2

√
1

3
Y 0
1 ↑ +

√
2

3
Y 1
1 ↓

-1/2

√
2

3
Y −1
1 ↑ −

√
1

3
Y 0
1 ↓

p3/2 3/2 Y 1
1 ↑

1/2

√
2

3
Y 0
1 ↑ +

√
1

3
Y 1
1 ↓

-1/2

√
1

3
Y −
1 1 ↑ +

√
2

3
Y 1
1 ↓

-3/2 Y −1
1 ↓

Table 2.2: Wavefunctions for the p1/2 and p3/2 levels, expressed as linear combinations
of |lsmlms⟩ states. The functions Y ml

l are the spherical harmonics.

In order to determine the spin polarization of the electrons excited from the initial state,

we will assume that the final state is spin polarized, i.e. the spin up states are completely full and

the only available state is spin down. Since the dipole transition cannot flip the electron’s spin, we

will only consider transitions from the spin down portion of the p orbitals. These initial states will

take the form:

|i⟩ = aml
Y ml
1 ↓ (2.74)

where Y ml
l are the spherical harmonics and aml

are given in Table 2.2. The final states are:

|f⟩ = Y ml
2 ↓ (2.75)

We can calculate the transition probabilities between these states by using the dipole matrix ele-

ments given in Bethe and Salpeter, Chapter 4 [35]:

⟨n′, l + 1,ml ± 1| P̂± |n, l,ml⟩ = −(l ±ml + 2)(l ±ml + 1)

2(2l + 3)(2l + 1)
R (2.76)

where all other matrix elements are 0 and R is the radial matrix element R =
∫
R∗

nl(r)Rn′l′(r)r
3dr.

The total transition probability is the sum of the transition probability from each initial

state to each final state. By way of example, let us calculate explicitly the transition probability

from a single p state to all possible final states using right circularly polarized light. We will choose
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the |j = 3/2,mj = 1/2⟩ state (omitting writing l = 1, s = 1/2 since this is true for all p states).

We can write this state in the |lsmlms⟩ basis as:

|j = 3/2,mj = 1/2⟩ =
√

2

3
|ml = 0,ms =↑⟩+

√
1

3
|ml = 1,ms =↓⟩ (2.77)

Here, we reiterate that we can only excite down spin electrons because the d orbital is completely

spin polarized. Thus, we neglect the first term of Equation 2.77 since it cannot serve as an ini-

tial state. Since we can only have a single final state from the second term of Equation 2.77

because of the selection rules, we can compute the probability of that transition using Equation

2.76 (remembering to take into account the coefficient of the initial state wavefunction):

| ⟨n′ = 3, l = 2,ml = 2| P̂+ |n = 2, l = 1,ml = 1⟩ |2 = 1

45
R2 (2.78)

We can now obtain the transition probabilities for the L3 edge (2p3/2 → 3d transition)

by summing the transition probabilities for all 4 initial states in the p3/2 manifold and all 10 final

states in the d manifold:

I+L3
=

∑
i,f

| ⟨f | P̂+ |i⟩ |2 = 1

3
R2 (2.79)

I−L3
=

∑
i,f

| ⟨f | P̂− |i⟩ |2 = 5

9
R2 (2.80)

We can do the same for the L2 edge by summing over the 10 final states in the d manifold and the

2 initial states in the p1/2 manifold:

I+L2
=

∑
i,f

| ⟨f | P̂+ |i⟩ |2 = 1

3
R2 (2.81)

I−L2
=

∑
i,f

| ⟨f | P̂− |i⟩ |2 = 1

9
R2 (2.82)

We can determine the relative intensities of the right and left circularly polarized transition by

dividing by the total transition intensity. In this way, we get that right circular polarized light

excites 32.5% spin down electrons and left circular polarized light excites 67.5% spin down electrons

at the L3 edge, and right circular polarized light excites 75% down electrons and left circular

polarized light excites 25% down electrons at the L2 edge.
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The XMCD signal is given by ∆I = I+ − I−. If the material is non-magnetic, there is

no splitting in the d band, both up and down electrons can be excited, and there is no dichroic

effect. If the material is ferromagnetic, the d band is exchange split and one spin polarization will

be preferentially excited. We have assumed so far that the d band is entirely spin polarized, but in

reality there will usually be available states for both spin up and spin down electrons. In this case,

the XMCD signal is proportional to the sample’s magnetization. For a more complete treatment

of XMCD, see Stöhr and Wu [30].

We can treat the M -edge transitions in the exact same way as we have treated the L-

edge transitions. In fact, the relative transition probabilities of spin up and spin down electrons

for the the M2 and M3 edges are exactly the same as for the L2 and L3 edges. The absolute

intensities of these edges are different, however, due to the difference in the radial matrix element

R =
∫
R∗

nlRn′l′r
3dr. The energy difference between the M2 and M3 edges is also smaller than the

difference between the L2 and L3 edges due to a smaller spin-orbit interaction in the 3p initial

states than in the 2p initial states.
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Figure 2.16: XMCD schematic and absorption spectra. The XMCD effect is generated by

preferentially exciting one spin polarization with left or right circularly polarized light. On the left,

the d band is shown for nickel and a large spin polarization at the Fermi energy is apparent. In

computing the relative transition probabilities of left and right circularly polarized light, we have

assumed that the spin polarization at the Fermi level is 100% and that the only available final

states are spin down. On the right, the absorption of right and left circularly polarized light (µ+

and µ−) in Ni, along with their difference, is shown. This difference is the quantity referred to as

XMCD. The figures on the right are adapted from [36].

2.9 EUV TMOKE

We can calculate the EUV TMOKE signal of a given sample using ε̂, as described in

Section 2.7. Since many samples are complex multilayers or have capping layers and substrates

that are different materials, we must consider reflections from every interface to accurately calculate
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the TMOKE response [37].

Despite our ability to calculate the TMOKE response of the material using macroscopic

parameters like ε̂, a microscopic description of TMOKE is sadly lacking. Such a description would

likely enable us to study the dynamics of majority and minority spins independently. While de-

veloping an accurate microscopic description of EUV TMOKE is beyond the scope of this thesis, I

will sketch a rough argument for how to understand EUV TMOKE on a microscopic level.

When p-polarized light is incident on the sample, an evanescent wave with a strange

polarization state forms. The evanescent wave’s polarization is elliptical, with an axis of rotation

in the sample plane, perpendicular to the incident p-polarized light. This polarization state also

forms in total internal reflection, and is shown in Figure 2.17 below:

M

E
incident

K
reflected

E
evanescent

K
evanescentSample plane

M
+

M
-

Figure 2.17: Evanescent wave polarization in TMOKE. Notice that the polarization of the

wave is circular and perpendicular to the sample plane, and the polarization is therefore perpen-

dicular to the sample magnetization. In the top right, I show how the helicity of the polarization

changes relative to the magnetic field direction when the magnetic field direction is switched.

If we examine Figure 2.17, we see the emergence of a strange polarization state. This po-

larization state is circular, but the polarization is sometimes parallel with the propagation direction

of the electromagnetic wave! While this may seem impossible based on the requirement that all

electromagnetic waves are polarized transverse to their direction of propagation, such a state does

not break any fundamental laws of electromagnetism. Milosevic provides an in depth discussion of
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this polarization state [38].

Once this polarization state is obtained, we note that it rotates perpendicular to the

direction of the magnetic field. If the direction of the magnetic field is switched, the helicty of the

rotation relative to the magnetic changes sign; this is the same geometry that occurs in XMCD,

implying that TMOKE and XMCD share the same underlying selection rules.

This discussion is only meant to give an approximate understanding of the selection rules

for TMOKE and demonstrate heuristically that they are similar to the selection rules for XMCD.

A detailed study is necessary to confirm that these selection rules are similar. Such a study would

be of great interest to the field and it is my hope that this brief sketch might provide a productive

avenue of investigation.

Having discussed a simple heuristic for understanding EUV TMOKE, we now turn our

attention towards experimental measurements. We can see a representative EUV TMOKE mea-

surement in Figure 2.18 below. This measurement was taken with the instrument described in

Chapter 4. We first note that, even though there is only a single magnetic element (Ni) measured

in Figure 2.18, the magnetic asymmetry nevertheless extends all the way from 48 eV to 72 eV, with

the largest asymmetry present in the vicinity of the NiM2 (66.2 eV) and M3 (68.0 eV) edges. The

shape of this asymmetry can be calculated using Equation 2.68, taking into account that εxx and

εxy are both functions of the photon energy. The large spectral extent of the magnetic asymmetry

allows us to probe multiple parts of the band structure near the Fermi energy simultaneously, but

it can also cause challenges in multi-element alloys because of the difficulty in assigning particular

spectral features to particular elements. Practically, this means that we can only measure alloys

where their M -edge resonances are spectrally well separated.
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Figure 2.18: Calculation of the TMOKE asymmetry from measured EUV spectra from

the instrument described in Chapter 4. The sample is a 5 nm Ni thin film with a 5 nm Si3N4

capping layer. The yellow and purple curves show the EUV spectra at opposite sample magneti-

zations, while the black curve shows the TMOKE asymmetry obtained by taking their normalized

difference. When making time delayed measurements, we will integrate over one harmonic peak

(one possible region is shown in gray), and record this value at various laser-pump, EUV-probe,

time delays in order to map the evolution of the magnetization dynamics. The inset shows the

TMOKE measurement geometry. Figure adapted from [39]

The broadband HHG source allows us to simultaneously investigate multiple transitions from

the 3p orbitals to valence states above and below the Fermi energy. Not all states are accessible,

however, due to the finite bandwidth of each harmonic peak and the spacing between harmonic

peaks. The width of these peaks and the harmonic comb emission pattern are explained in Chapter

3.

In order to determine which elements we can measure simultaneously, let us examine the

resonances of 3d transition metals. The transmissivity of 200 nm of each magnetic 3d transition
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metal with photon energy is plotted below in Figure 2.19. Their M-edges (where transmission drops

sharply) are clearly visible.

Figure 2.19: Transmission of 200 nm of the 3d transition metals near their M -edge

resonances. Curves calculated using atomic scattering factors from [40].

Heuristically, if the resonances overlap, we cannot easily attribute a particular portion

of the spectrum to a particular element. Specifically, this means that NiCo and FeCo alloys are

challenging to study. This is an important limitation, but not a crippling one. Firstly, many other

interesting compounds are available (in this thesis, we will look at NiMn and CoMn compounds).

Secondly, advances in HHG will produce practical soft x-ray sources that will enable spectroscopy

at the L-edge, where elemental resonances are further separated, allowing us to study NiCo and

FeCo compounds in the future.



Chapter 3

High Harmonic Generation

High harmonic generation (HHG) allows us to convert low energy photons in the visible

or infrared (IR) spectral range to high energy photons in the extreme ultraviolet (EUV) or soft

x-ray range (SXR). While HHG is an active research area in its own right, in this thesis I am

focused on the utility of HHG as an element specific, ultrafast probe for magnetism. Therefore, I

will discuss only the most basic theory for HHG, along with some practical considerations for an

experiment. In this thesis I will convert ∼1.6 eV IR photons into 40-72 eV EUV photons using

neon gas as the nonlinear medium. This requires optical intensities on the order of 1014 W/cm2,

and so I will focus ∼50 fs pulses up to 1.5 mJ from a regenerative Ti:Sapphire amplifier into Ne

gas. A more in-depth discussion of the experimental considerations can be found in Chapter 4. In

the rest of Chapter 3, I will discuss HHG in a single atom picture, how to add the emission from

multiple atoms coherently, and different gas target geometries that have various advantages and

disadvantages for experimental use.

3.1 Three-step model

High harmonic generation (HHG) is most easily understood as a semi-classical three-step

model where the atom is treated quantum mechanically and the electric field is treated classically.

In this model, a strong electric field comparable to the atomic binding potential (∼ 3× 1010 V/m)

ionizes the atom by distorting the Coulomb potential into a finite barrier, allowing the electron

to tunnel through the barrier and escape. The electric field then reverses direction and the free
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electron is accelerated back towards the parent ion. Finally, the electron recombines with the parent

ion, releasing its kinetic energy as a high energy photon. Pulsed laser sources are need to obtain

the high electric fields required by HHG, and noble gasses are the most common nonlinear medium.

HHG is most efficient when driven by linearly polarized lasers, and the polarization is maintained

in the HHG process. While HHG generally cannot be driven by circularly polarized light with a

single wavelength, circularly polarized EUV can be generated through HHG by using two colors

with counter rotating polarizations simultaneously [41, 42].

Figure 3.1: The three-step model of high harmonic generation. An intense laser field first

distorts the Coulomb potential of the atom, allowing an electron to escape via quantum tunneling.

When the laser field reverses direction, the electron returns to the parent ion. Finally, the electron

can recombine with the parent ion, releasing the kinetic energy it has acquired as radiation. Figure

adapted from [43].

As seen in Figure 3.1, the process of high harmonic generation happens within a single

optical cycle. This allows for the emission of an isolated attosecond burst by using a driving laser

with very short pulse duration [44, 45, 46]. If a longer driving laser pulse duration is used, an

attosecond burst will be emitted every half-cycle of the driving laser. These bursts form a “pulse

train” with a duration that is somewhat shorter than the driving laser pulse, since the bursts will

only be emitted during the portion of the pulse where the field intensity is high enough to ionize
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the gas. Because the attosecond bursts occur at every half cycle of the driving laser, they can be

represented with a Fourier series consisting of components spaced by 2ω. When the driving laser

is short, these Fourier components are wide and eventually form a continuum. When the driving

laser is many cycles long, these Fourier components are sharp and well defined. The result is that

the HHG spectrum is a well-known “comb” shape, with each tooth spaced 2ω from the next.

Figure 3.2: Temporal and spectral characteristics of high harmonic generation. (a) A

single driving laser pulse generates multiple attosecond bursts that form an attosecond pulse train

which is shorter than the driving laser pulse. The emission of attosecond bursts are brighter at the

leading edge of the laser pulse in real media because of time dependent ionization effects. (b) The

harmonic frequencies are spaced by 2ω, starting with the fundamental frequency and reaching the

cutoff frequency, because the attosecond bursts are emitted every half-cycle of the driving laser.

More driving laser cycles causes the width of an individual harmonic tooth to narrow. Figure

adapted from [47, 48].

We can calculate the maximum photon energy that HHG can produce by considering the

ionization potential of the nonlinear medium and the maximum kinetic energy that the recombining

electron can acquire from the driving laser [49]. This maximum photon energy is:

Emax = Ip + 3.17Up (3.1)
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where

Up =
e2I

2cε0mω2
(3.2)

is the ponderomotive energy, e is the electron charge, I is the laser intensity, c is the speed of light

ε0 is the permittivity of free space, m is the electron mass, and ω is the driving laser frequency.

This maximum photon energy is clearly visible in Figure 3.2. From Equation 3.1, we can see that

choosing a nonlinear medium with a higher ionization potential allows for higher photon energies.

We can also see in Equation 3.2 that the Ponderomotive energy scales with the inverse square of

the driving laser frequency - using a longer wavelength driving laser allows us to obtain higher

photon energies. Intuitively, we can understand this because a longer wavelength leads to a longer

electron trajectory (since each electric field period is longer), and thus a greater kinetic energy

upon recombination.

Although moving to longer wavelengths allows for increased photon energies, the free

electron wavepacket diffuses more the longer it spends in free space, reducing the probability of

recombination and thereby decreasing the conversion efficiency by ∼ λ−6 if the driving laser inten-

sity is fixed [50]. Increasing the density of emitters can partially compensate for the substantially

decreased yield at longer wavelengths. As we consider adding additional emitters, we must address

the issue of adding the light from each emitter coherently.

3.2 Phase matching

In order to achieve high efficiency in any nonlinear process, all emitters need to emit light

in phase with each other. This means that the driving laser wavelength and generated wavelength

need to have the same phase velocity in the medium. This is referred to as phase matching. We

can write the condition that the phase velocities of the driving laser and the generated harmonic

must be equal as:

ωf

kf
=
ωq

kq
(3.3)
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where ωf and ωq are the fundamental and qth harmonic angular frequencies, and kf and kq are the

fundamental and qth harmonic wavenumbers. Since ωq = qωf , we can write the phase mismatch

as:

∆k = qkf − kq (3.4)

When ∆k = 0, the signal builds over distance and is limited only by the absorption of the nonlinear

medium. When ∆k ̸= 0, the signal can only build over a short distance called the coherence length

lc = π/∆k. Our goal is to tune our system parameters such that ∆k = 0.

In high harmonic generation, we assume that the phase velocity of the generated light

has an index of refraction very near to 1, and therefore its phase velocity is unchanged relative

to vacuum. Thus, we only need to consider how the nonlinear index of refraction changes for the

driving laser. In this thesis I will only address HHG in a gaseous medium, and because HHG is an

ionizing process, we must consider both the neutral atom contribution and the plasma contribution

to the phase matching equation. We can write the phase mismatch as:

∆k = qP (1− η)
2πλ

∆δ + n2
+ qPη(Nareλ)− qkg (3.5)

where q is the harmonic order, P is the pressure, η is the ionization fraction, λ is the driving laser

wavelength, ∆δ is the difference between indices of refraction of the gas at the driving laser wave-

length and at the generated wavelength, Na is the number density of atoms per unit of pressure,

re is the classical electron radius, and kg is the geometric wavenumber [51, 52]. Since the plasma

contribution is negative and the neutral atom contribution is positive (and the geometric contribu-

tion is usually negative), there is an ionization fraction that causes ∆k < 0 at any pressure. This

ionization fraction is called the critical ionization, above which phase matching cannot occur. This

critical ionization is wavelength and medium dependent and sets an effective maximum field inten-

sity for HHG. The cutoff photon energy scaling with wavelength for various noble gasses, taking

into account the critical ionization, is shown below [53, 32]:
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Figure 3.3: The HHG phase matching cutoff for different gases and driving laser wave-

lengths. Ti:Sapphire lasers are indicated because of their prevalence in HHG. Figure adapted from

[32].

Another consequence of Equation 3.5 is that there is an optimal pressure for phase matching

a particular harmonic order. The specific values of the critical ionization and phase matching

pressure also depend on the final term in the phase matching equation: the geometric wavenumber

kg. In considering this term, we turn our discussion towards various gas target geometries for HHG.

3.3 Gas target geometries

While there are many varieties of gas targets that can be used in HHG, we will consider

three popular geometries here: the gas jet, the capillary waveguide, and the semi-infinite gas cell.

Each of these geometries has various advantages and disadvantages.

Gas Jet

The gas jet is the simplest gas target for HHG. It consists of a small nozzle that releases a plume

of gas into a vacuum chamber. The driving laser is then focused very tightly to a position slightly

before the plume of gas which maximizes the interaction volume while minimizing the effects of

the Guoy phase shift on phase matching. The geometric terms in the gas jet geometry are the
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Guoy phase term (always negative) and the atomic dipole term (switches sign on either side of the

focus). A more detailed discussion of the geometric contributions for the gas jet can be found in

[54, Chapter 1.2.2]. Skimmers can be placed near the gas jet to enhance differential pumping of

the gas and minimize the re-absorption of EUV light. The major challenges of using a gas jet are

the short interaction length (the gas target is only 100s of microns in length), difficulty achieving

high pressures (there is no confinement and so the gas will rapidly disperse into the vacuum), and

high gas use.

Despite its limitations, the gas jet geometry continues to be popular in HHG applications

because (1) it is a good choice if you have limited pulse energy since a tight focus is then required

to achieve high electric fields, (2) it is easy to set up, requiring only a small aperture nozzle, and

(3) since the laser is always propagating through free space and no optical coupling is required,

the driving laser mode shape and size can be changed on the fly. For these reason, it remains the

standard gas target for light science research [55, 56, 57, 58, 59].

Laser propagation
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Figure 3.4: Image of plasma flourescence from an Ar gas jet. The laser propagates left to

right. The gas flows from top to bottom, and there are two “skimmers” present to remove excess

gas. Image courtesy of Henrike Probst at the University of Göttingen.
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Capillary waveguide

The capillary waveguide improves on the gas jet by confining the driving laser to a particular

guided wave mode in a hollow core fiber. This guided wave mode introduces a geometric wavenum-

ber kg = u211λ/4πa
2 to Equation 3.5 where u11 is the guided mode factor, λ is the driving laser

wavelength, and a is the inner radius of the hollow waveguide [53]. This geometric wavenumber

allows us to cancel neutral atom and plasma contributions from Equation 3.5 to set ∆k = 0 and

achieve true phase matching for HHG. Phased matched HHG in a capillary can be 2-3 orders of

magnitude brighter as compared to that of a gas jet because of the long interaction length that

allows a coherent build up of EUV photons [52]. Moreover, a capillary enables the production

bright soft x-ray harmonics driven by mid-IR lasers. This is because the low single-atom yield due

to quantum diffusion must be compensated by using very high gas pressures (10-140 atm) [53, 32].

Figure 3.5: HHG in a capillary waveguide. Left: A driving laser is focused into a capillary

filled with a noble gas. The guided wave mode has a propagation velocity which can be tuned by

varying the inner diameter of the fiber. The wave speed of the driving laser can thereby be matched

to the wave speed of the coherent EUV / x-ray emission. Figure adapted from [53]. Right: a 2018

capillary from KM Labs. There is a pumped-out presection with no ionization that cleans the laser

mode before it enters into the active section, where there is strong ionization and the HHG occurs.

In reality there is still some plasma present in the presection, but substantially less than in the

active section. Newer capillary designs include water cooling which helps ensure thermal stability.
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The capillary can also be combined with a differential pumping aperture to minimize

reabsorption. The complexity of this geometry can make it challenging to use: difficulties coupling

the driving laser into the capillary and power dissipation into the waveguide can cause long term

intensity and pointing instabilities, fabricating gas inlets incorrectly can distort the mode, and

sloped gas pressure profiles around the active section can make proper phase matching difficult.

Despite these challenges, the capillary waveguide has become a popular choice for applications

including angle resolved photoelectron spectroscopy (ARPES) [47, 60, 61, 62, 63] and coherent

diffractive imaging (CDI) [64, 65, 66, 67] because of its high brightness and high spatiotemporal

coherence.



58

Semi-infinite gas cell

In this thesis, I use a semi-infinite gas cell (SIGC) as a gas target for HHG. The SIGC combines

the ease of alignment of a gas jet with the long interaction length of a capillary and, in my opinion,

this combination makes it an ideal light source for applications because it has high brightness, good

mode quality, is easy to use after an initial alignment, and is very stable over the long term. In the

SIGC geometry, a long cell is filled with a noble gas and a laser is loosely focused into it, to a point

just before a copper foil. The laser drills a hole through the copper foil, allowing the generated

EUV light to exit the SIGC. Since the laser drills its own exit aperture, no alignment is necessary.

After the driving laser and EUV exit the SIGC, they enter a high vacuum environment and no

longer interact with the gas medium.

Copper foil

Gas filled tube

Driving laser

EUV emission

High vacuumAtmosphere

Entrance window

Figure 3.6: Schematic of a semi-infinite gas cell.

Although phase matching in the SIGC is not fully understood, there is evidence that this

geometry can support laser filamentation and self guiding [68, 69], allowing phase matching over

several millimeters of propagation length [70]. Like the capillary waveguide geometry, this extended

interaction length allows for the build-up of much brighter EUV emission than in the non-phase

matched case.

Phase matching can be optimized for different harmonic energies by moving the focus

relative to the exit foil, as shown below:
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Figure 3.7: Illustration of phase matching in a SIGC for different focal positions relative

to the exit foil. High or low energy harmonics can be optimized depending on the focal position.

These measurements were taken using a pressure of 50 torr of He, which does not have sufficient

nonlinearity to create a laser filament with the powers used here. Figure adapted from [71].

In our own setup, we observe the ability to change which harmonics are phase matched by

adjusting the position of the focus relative to the exit foil. This may indicate that no filamentation

occurs and thus the physics is similar to that described in [71], or the phase matching condition

for different energies may still depend on the focal position even in the presence of filamentation

due to self focusing and self compression as seen in [72]. We did not investigate this beyond noting

that it is possible to tune our optimal phase matching energy by adjusting the lens position, gas

pressure, and chirp (second order dispersion) of our driving laser.

3.4 Practical considerations

When designing an HHG source, we need to balance many competing interests:

(1) We need to separate the EUV from the driving laser

(2) Single atom yield decreases with increasing driving laser wavelength

(3) Phase matching pressure increases with increasing driving laser wavelength
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(4) Cutoff energy increases with increasing driving laser wavelength

(5) Cutoff energy increases with increasing ionization energy

(6) Total number of emitters increases with increasing density-length product

(7) Reabsorption increases with increasing density-length product

(8) Different gasses have different, energy-dependent reabsorption profiles

(9) Changing emitter type, density, driving laser wavelength, driving laser power, and laser

focal plane changes the phase matching condition

(10) Vacuum pumps struggle more with light gasses and less with heavy gasses

(11) A tighter focus increases maximum field intensity and decreases the number of emitters

that participate in HHG

(12) The Guoy phase shift is more important with a tighter focus

(13) Having an iris for shaping the transverse spatial mode and for shaping the evolution of the

longitudinal mode can be very important for bright harmonics [73].

I will address these considerations for our particular setup. If you find yourself designing your

own HHG setup, hopefully this will serve as a useful example for what kind of thought process is

involved in building an ultrafast EUV source.

(1) We let the driving laser and EUV propagate 2 meters from the source plane so that the

driving laser has diverged enormously and the EUV beam is ∼ 2 mm in diameter. This allows us to

use a single 200 nm Al filter on copper mesh to remove the 780 nm driving laser light and allow the

short wavelength EUV light to pass through. Many setups use rejector mirrors that reflect only the

EUV light, but such mirrors are highly polarization sensitive. In this setup, we require the ability

to rotate freely between vertical and horizontal polarizations, and so free space propagation is the
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easiest way to reduce the power density of the driving laser, preventing us from burning through

our Al filters.

(2-4) The best laser is the one you have. We have a KM Labs Wyvern, which is a cryo-cooled

Titanium:Sapphire regenerative amplifier with a central wavelength at 780 nm, a ∼ 50 fs pulse

duration, 5 kHz repetition rate, and 2 mJ pulse energy.

(5-9) Choosing the right gas and geometry requires some thought about what interaction

lengths you can phase match over vs how severely it will reabsorb. If you can phase match, a

longer density-length product will probably help you get brighter harmonics. Helium has low

reabsorption, but if you can’t phase match over really long distances, it might not offer much

benefit over neon (depending on what energy range you’re targeting). Argon reabsorbs strongly

and has a curious spectral feature called the Cooper minimum [74]. Xenon and krypton are good for

low energy harmonics. Reabsorption is going to limit you no matter what, and the most important

thing you can do to mitigate this is to develop a good differential pumping scheme where you can

quickly drop from high pressure to low pressure. We do this in our setup by going straight from the

SIGC to high vacuum and allowing supersonic expansion to drop our pressure as fast as is possible.

Using our laser, for our target energy range of 40-72 eV, means that we will choose neon as a gas

target.

(10) If you chose to work with helium, especially at high phase matching pressures, you’re

going to need a lot of pumping power to get it out of your vacuum system. This typically means

big, expensive pumps - or lots of pumps. Neon and argon are both much easier, with neon being

somewhat more challenging than argon.

(11-12) If you can ensure that your confocal parameter is longer than your absorption depth

limited interaction length, you should strive to reach the critical ionization threshold for your HHG

process, otherwise you are leaving photons on the table. If your laser has low pulse energy, you

may have to focus very tightly in order to achieve the requisite electric fields for critical ionization.

This can make you much more sensitive to the Guoy phase if you are working in a gas jet, or make

it impossible to couple into a fiber with an appropriate diameter. Additionally, the very tight focus
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reduces the total number of emitters that participate in HHG, reducing your total yield.

(13) Shaping the transverse mode of your beam into an Airy disk is essential for good coupling

into a capillary waveguide. It can also greatly extend the phase matching cutoff for phase matching

in a gas jet [75], and anecdotally from our own setup, it substantially increases the brightness of

our SIGC.



Chapter 4

Experimental design and setup

In this chapter, I will describe an instrument named X-MATTER (XUVMagneticAsymmetry

with Tabletop Temporal and Elemental Resolution) that I developed. X-MATTER is an ultrafast

EUV spectrometer for measuring magnetic dynamics using the transverse magneto-optical Kerr

effect (TMOKE). This instrument uses a secondary, reference spectrometer to cancel the inten-

sity fluctuations of the HHG source, substantially improving the signal-to-noise ratio (SNR) and

acquisition time of our measurements. The development and construction of X-MATTER is the

first main achievements of this thesis. Much of this chapter is adapted from my paper titled “An

extreme ultraviolet beamline for ultrafast magneto-optical spectroscopy near the shot noise limit”

[39], currently under review.

4.1 Motivation

While the fundamental length- and time-scales for magnetic phenomena are set by the

exchange length and the exchange interaction (Å to nm and fs, respectively), methods for accu-

rately probing these dynamics have only recently become available. Since the first observation of

sub-picosecond demagnetization [8], ultrafast spin dynamics has developed into an active field of

research, particularly because of its relevance to future energy-efficient spintronic devices. In the

intervening two decades, ultrafast lasers have been used to quench or switch the magnetic orien-

tation of materials [76, 77, 78, 79], while superdiffusive spin currents (see Chapter 2.5.3) provide

alternative routes for selective magnetic control in multilayers [21, 23]. In addition, light-induced
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spin transfer has been used to manipulate spin polarization on few-femtosecond timescales [80, 81,

82, 83]. Despite this progress, a comprehensive understanding of how magnetic materials behave

on short time scales has not yet emerged.

Ultrafast visible lasers can probe the magnetic state of a material on femtosecond timescales

using magneto optical effects such as the magneto optical Kerr effect (MOKE) or magnetic circu-

lar dichroism (MCD). These methods can in some cases provide limited information on elemental

specificity through careful analysis of measurements using tunable or broadband probes [84, 85].

However, direct element specific magnetic dynamics can be obtained by using extreme ultraviolet

(EUV/XUV) light sources, which probe transitions from atomic core shells to near the Fermi level.

The EUV transverse magneto-optical Kerr effect (TMOKE, see Chapter 2.9) has been used to study

fundamental demagnetization timescales [86, 87], spin transport between magnetic multilayers [23,

22], temperature-dependent element-resolved magnetization [88], and light-induced spin transfer

between elements in magnetic sublattices of complex alloys [25, 81]. EUV TMOKE has the benefit

that it operates in reflection mode, which is ideal for the study of magnetic thin films and mul-

tilayer devices. The primary disadvantage of using reflection-mode EUV TMOKE measurements,

in contrast with transmission-mode x-ray magnetic circular dichroism measurements (XMCD, see

Chapter 2.8), is a large photon loss – generally on the order of 99% or more. This occurs because

the TMOKE signal is largest near Brewster’s angle – where for example, the reflectivity of a pure Ni

sample at 66 eV (at the Ni M -edge) is only 10−3 at an angle of 40 degrees from glancing incidence

(the angle at which all data in this thesis was acquired). TMOKE can also measure depth depen-

dent magnetization effects that make interpretation challenging, especially for complex multilayer

structures [89].

One issue that must be mitigated when using either large scale or tabletop scale EUV

light sources is their higher intensity fluctuations compared with visible femtosecond lasers (up

to 100% shot-to-shot intensity fluctuations depending on the source, compared with 0.5% for a

visible femtosecond laser). The high repetition rate of most HHG experiments (1-100 kHz) allows

for temporal averaging to reduce the measurement noise, and some HHG sources have pushed to
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even higher repetition rates to further reduce their measurement noise[88]. These extremely high

repetition rate fiber-laser based HHG sources effectively reduce their noise through fast averaging,

but their low pulse energy limits the total HHG flux and thereby limits their achievable SNR. In

the case of x-ray free electron laser (XFEL) sources, extensive beam diagnostics combined with

post-processing allow them to achieve similar noise levels to HHG experiments [90, 91]. HHG

sources have an additional advantage of perfect synchronization in time between the driving laser

and generated HHG light, which has made it possible to uncover new spin and charge dynamics

behaviors –– including the ability to distinguish between electron-electron scattering and screening

[60], the ability to distinguish between spin transport and spin-flip processes [23], and the ability

to directly observe light-induced transfer of spin polarization [25]. In practice, the HHG intensity

fluctuations essentially limit what signal can be measured within a given time period. Previous

research overcame this limit for probing spin dynamics by implementing an intensity-normalizing

beamline for HHG based x-ray magnetic circular dichroism (XMCD) in a high-efficiency transmis-

sion mode geometry. The element-specific magnetic dynamics of CoPt alloys were then measured

with high signal-to-noise ratio (SNR) [92, 93].

Here we present a setup for implementing time-resolved EUV measurements of magnetic

samples near the shot noise limit, in the challenging low-efficiency reflection-mode geometry, and

over a wide range of pump fluences (see Figure 4.1). This instrument, named X-MATTER (XUV

Magnetic Asymmetry with Tabletop Temporal and Elemental Resolution), allows us to measure

element-resolved spin dynamics, hot electron dynamics, and acoustic dynamics on their intrinsic

timescales, from femtosecond to picosecond and longer time scales. We implement a reference

spectrometer that acts as a digital noise canceller, allowing us to cancel the noise of each harmonic

order independently, thus reducing the EUV intensity fluctuations to near the shot noise limit.

We also present intensity measurements of our EUV flux after propagation through our beamline,

demonstrating that we are near the theoretical noise floor as determined by the addition of photon

shot noise and electronic noise from our CCD cameras. Finally, we present ultrafast spin dynamics

measurements of single-element and multi-element-alloy thin films to demonstrate the capabilities
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of this new setup. This approach reduces the time taken to acquire a given signal-to-noise data

set by more than an order of magnitude and is particularly beneficial for studying small magnetic

asymmetries associated with small magnetic moments. Further improvements in the EUV flux,

optical coatings, and grating design can reduce the acquisition time by an additional 1-2 orders of

magnitude.

Figure 4.1: X-MATTER (XUV M agnetic Asymmetry with Tabletop Temporal and

E lemental Resolution) experimental setup for near shot noise limited reflection mode

ultrafast EUV spectroscopy of magnetic thin films.

4.2 Design considerations for an intensity normalized EUV reflection mode

beamline

We designed the sample and reference spectrometers shown in Figure 4.1 to span a photon

energy range of 45-72 eV simultaneously, allowing for the measurement of M -edge reflectivities of

the 3d transition metals Mn (∼48 eV), Fe (∼55 eV), Co (∼60 eV), and Ni (∼66 eV), as well as the

magnetically active edges of some 4d and 5d transition metals. By measuring the reflectivities on
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and off these resonances for different polarizations of the EUV probe, we can directly access and

separate the spin, charge, and acoustic dynamics in the sample after excitation by a femtosecond

laser.

In addition to implementing a sample spectrometer, we also implement a reference spec-

trometer for monitoring (and then cancelling) the intensity fluctuations associated with each har-

monic order. This is important because small laser intensity fluctuations can change the fractional

ionization of the gas, and as a result, change the optimal HHG phase matching conditions that

are different for each harmonic order [51]. We use a grazing incidence diffraction grating as an

EUV beamsplitter – as shown in 4.1, we send the zeroth diffracted order (which contains the full

harmonic comb) onto the sample, and use the first diffracted order of the reference spectrometer

to monitor the intensity fluctuations of each harmonic order.

When designing the beamline, we required that the sample and reference spectrometers

have the same photon throughput. This requirement ensures that we can operate both the sample

camera and reference camera with the same exposure times, thereby allowing both cameras to

measure the same number of EUV pulses. This is not a trivial requirement in the EUV because

of the spectrally varying reflectivity and strong absorption of all optics throughout the entire EUV

spectrum. In addition to designing the beamline so that each spectrometer has similar photon

throughput, we also implement a timing scheme that ensures both cameras measure the same EUV

pulses. This timing scheme, synchronizing the cameras, shutters, and electromagnet, is shown in

Figure 4.2:
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Figure 4.2: Timing diagram for the X-MATTER beamline. Importantly, both cameras are

gated by the same shutter, ensuring that we have the same number of pulses on both cameras and

allowing the noise cancellation procedure to work correctly. We allow for the electromagnet to cycle

during the camera readout time to maximize data collection efficiency. The pump shutter is open

the entire time, with timing synchronization between the pump and the probe implemented by a

delay stage.

After designing the beamlines to have similar photon throughput and properly synchronizing

the cameras with the shutters, we need to verify that they actually have similar throughput, since

many of the assumptions we make about the reflectivity of the mirrors and diffraction efficiency of

the gratings can be highly inaccurate. We verify this photon throughput with a 5 nm Si3N4 / 5

nm Ni / SiO2 sample, as shown in Figure 4.3 below:
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Figure 4.3: Measured sample and reference spectra for a 5 nm Si3N4 / 5 nm Ni / SiO2

sample. Note that the TMOKE measurement geometry requires that the sample spectrum must

be measured with a sample in-line. The CCD cameras can operate with the same settings and

exposure times because the HHG flux on both cameras is comparable. The intensity variations

across the sample spectrum relative to the reference spectrum are due to the presence of different

optics in the sample and reference spectrometers, and do not affect the ability to normalize the HHG

fluctuations. The slight “shoulders” in the sample spectrum come from sample imperfections. For

both spectra, the spectral resolution is reduced at lower energies because the spectrometer focuses

onto a circle while the detector is flat, leading to lower energies being further from the focus than

higher energies. This can be corrected by using a flat field grating spectrometer. Camera counts

were converted to photon flux by using the energy dependent quantum efficiency and electron-hole

pair generation for these detectors.

We probe the femtosecond laser-induced spin dynamics of the sample by using the EUV

transverse magneto-optical Kerr effect (EUV TMOKE), as described in Chapters 2.7 and 2.9. We

spectrally resolve the EUV TMOKE signal, allowing us to access transitions from the 3p orbital to

final states above and below the Fermi level in the valence shell.

Finally, this setup also allows for high-sensitivity studies of hot electron and acoustic

dynamics [94]. These capabilities are important for understanding the full properties of magnetic
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thin films, including transport, mechanical and magnetic properties. To measure these nonmagnetic

properties, transient reflectivity measurements in s-polarization must be implemented. The setup

shown in Figure 4.1 enables such measurements by making it possible to rotate the EUV polarization

relative to the sample, simply by rotating the polarization of the driving laser beam. This is

impossible if polarization sensitive optics are used to separate the EUV from driving laser.

4.3 Experimental setup and photographs

Here I describe my setup for implementing near-shot-noise limited spectroscopic EUV re-

flectivity and TMOKE measurements to precisely capture ultrafast magnetic dynamics in reflection

mode. I also show photographs of the beamline to show how this instrument is implemented in the

laboratory.

4.3.1 The laser system and high-harmonic generation (HHG)

We generate ∼50 fs laser pulses centered at 780 nm at a 5 kHz repetition rate using a

commercial cryo-cooled Ti:sapphire regenerative laser amplifier (KM Labs Wyvern). We can tune

the laser pulse energy between 0.2-2 mJ using a λ/2 waveplate and a pair of thin film polarizers.

The amplified pulse has 0.7% shot-to-shot RMS intensity noise. The beam position and pointing are

locked using a closed-loop feedback system involving 2 piezo-actuated mirror mounts and a pair of

cameras that images the beam in-focus and out-of-focus. This beam stabilization system maintains

the beam position to within < 3 µm and the beam pointing to within < 5 µrad indefinitely.

The amplified pulse is split to generate the laser pump and EUV probe pulses, with 90%

of the power used for the probe arm, and 10% of the power used for the pump pulse. The EUV

probe pulse is generated by focusing 1.44 mJ of laser energy (using a 50 cm CaF2 lens), in a ∼50

fs pulse duration, to a 96 µm spot size (1/e2, central lobe) into a Ne filled semi-infinite gas cell

at a pressure of 140 torr. The 96 µm focal spot size is attained by adjusting the aperture of an

iris placed immediately after the lens. The focused laser intensity of 5× 1014 W/cm2 is chosen to

achieve critical ionization near the peak of the laser pulse for the Ne gas HHG medium (ionization
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potential 21.56 eV and critical ionization of 1% for a 780 nm driving laser). This gas pressure

balances between driving a sufficient number of emitters to ensure a strong HHG signal, mitigating

ionization-induced defocusing and phase-mismatch due to the presence of a plasma, and reducing

residual absorption of the harmonics by the gas medium. This gas pressure is controlled with an

electronic needle-valve pressure regulator (MKS TYPE 640), tunable from 10 to 100 or 100 to 1000

torr.

Figure 4.4: Delivery of the laser beam to the semi-infinite gas cell (SIGC) for HHG. The

beam is vertically polarized relative to the table. Two piezo actuated mirrors (only the second is

shown here, the first is inside the amplifier before the compressor gratings) control the beam pointing

together with two cameras that image the beam in-focus and out-of-focus. A 90:10 beamsplitter lets

us generate both a probe beam (90% of the total laser power) and a pump beam (10% of the total

laser power). Chirped mirrors perform the final stages of pulse compression. The λ/2 waveplate

lets us rotate the polarization to any angle, writing that polarization onto the EUV beam. The

lens focuses the beam, and the iris apertures it. The beam then passes into the SIGC containing

∼140 torr Ne through the entrance window.
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After the semi-infinite gas cell (SIGC), the beam exits into a vacuum chamber with a 1600 L/s

turbo-pump (Leybold Oerlikon Mag W 2010 C) without any intermediate high pressure regions,

allowing for the steepest possible pressure gradient after the copper or stainless steel exit foil

to reduce reabsorption of the EUV light. The HHG flux from the semi-infinite gas cell is ∼

1010 photons per second per harmonic, measured immediately after the aluminum filter using a

NIST calibrated EUV photodiode. We calibrate the throughput of each filter by adding a second

filter, measuring the flux, then removing the first filter and measuring the flux again. The beam

delivery to the SIGC is shown in Figure 4.4 (without the waveplate and thin film polarizers that

are placed immediately after the amplifier exit). Including filter attenuation and losses due to

detector quantum efficiency, the beamline transmission for each arm ∼ 2 × 10−7 in p-polarization

and ∼ 4× 10−6 for s-polarization, for a total beamline transmission of ∼ 4× 10−7 and ∼ 8× 10−6,

respectively.

4.3.2 Pump arm

A beamsplitter allows for 10% of the amplified pulse to be transmitted for use as a pump-

beam, while the rest of the beam is used for generating the EUV probe, as described above. The

pump beam intensity is electronically controlled by a combination of a λ/2 waveplate (mounted in

a Newport AG-PR100P), thin film polarizer, and transmission polarizer. After intensity control, we

use a motorized linear translation stage (Aerotech ANT130-110-L-25DU-MP) and a retroreflector

to adjust the timing of the pump pulses relative to the probe. We set the pump beam polarization

relative to the sample using an additional λ/2 waveplate, and we control the spot size on the sample

with a 1 m lens. The 780 nm pump beam is p-polarized relative to the sample, is aligned to a

near-collinear path with the EUV probe beam, and enters the vacuum system through a 0.5 mm

thick anti-reflection-coated CaF2 window.
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4.3.3 Sample environment

The sample is glued to a thin sapphire disk (0.5 mm thickness x 15.875 mm diameter,

Meller Optics). This disk is pressure fit into a custom ceramic mount and the mount is attached to

a 3-axis positioning stage (SmarAct XYZ-SLC17:30). The entire assembly is held under vacuum at

roughly 2× 10−5 torr. We use a camera to view the sample and to spatially overlap the pump and

probe beams, where the probe arm is aligned by removing the aluminum filter and using the red

driving laser beam as a proxy. Temporal overlap between the IR pump and IR/EUV probe beams

is achieved using a β-barium borate (BBO) crystal to generate second harmonic light. The sample

and positioner are housed in a custom vacuum chamber that allows for a 35-45° angle of incidence

of the pump and probe beams, and for easy application of an in-plane magnetic field up to 200 mT

using an out-of-vacuum projection field electromagnet (GMW Magnet Systems, Model 5201).

4.3.4 EUV beam delivery and spectrometers

After the exiting the HHG cell, the infrared driving laser and EUV beams co-propagate 2

m in vacuum to a 12 mm stainless steel aperture, which rejects the majority of the driving laser.

The EUV and the remainder of the driving laser are coincident on a 200 nm thick aluminum filter

supported by a copper mesh (Luxel), which passes the EUV light below 72 eV and rejects the

infrared laser light. The remaining EUV light is then focused by a gold toroidal mirror (13° angle

of incidence, 50 cm focal length), and incident on a 1200 groove/mm grating (Richardson Gratings)

with a 1° blaze in the conical dispersion configuration (referred to later as the reference grating).

The zeroth order, which contains the full HHG spectral comb, is focused on the sample with a

focal spot size of 58 x 64 um. After the zeroth order is reflected by the sample, it is incident on

a 200 nm Al filter (to reject the collinear pump light), refocused by a toroid (B4C, 12° angle of

incidence, 27 cm focal length), and diffracted by a 1200 groove/mm grating (Richardson Gratings)

with a 5.2° blaze in the conical dispersion configuration. The resultant spectrum is imaged with a

spectroscopy format CCD (Andor Newton 940, BN coating).
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The first order of the reference grating, which is spectrally dispersed, is reflected by a

45° gold mirror, passed through a 200 nm Al filter to block stray light from the pump beam, and

focused onto a CCD camera (Andor Newton 940, BN coating) where it is used to monitor the

spectral intensity of each tooth of the HHG comb and normalize the intensity fluctuations of the

EUV source. The spectral resolution of both spectrometers is ∼0.5 eV at 71 eV, and sufficient to

easily distinguish between adjacent harmonics that are separated by 3 eV.

A photograph of the EUV beamline is shown below in Figure 4.5:

Figure 4.5: A photograph of the X-MATTER beamline. The pump arm is contained within

the labeled box to reduce air currents, and all the EUV optics are located inside their labeled

vacuum chambers.
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4.3.5 Noise analysis

Although HHG is the most extreme nonlinear optical process uncovered to date, good

phase matching allows us to achieve 2-5% RMS intensity fluctuations with a 0.3 s exposure in this

setup. The % RMS noise of a signal is equal to its standard deviation divided by its mean. This

quantity provides a scale invariant measure of the signal-to-noise (or more precisely, noise-to-signal)

ratio. To further reduce these intensity fluctuations, we implement a post-processing digital noise

canceler by splitting the EUV beam and measuring the spectrum on two cameras (one reference

camera placed before the sample, the other camera placed after the sample, see Figure 4.1). Once

both spectra are obtained, we can bin the counts by energy into separate harmonic “teeth,” and

cancel the noise of each tooth independently.

In designing this noise reducing beamline, our objective is to use the measured noise of

a reference signal to minimize intensity fluctuations of the sample signal. To minimize the sample

signal’s intensity fluctuations, we can write a simple equation that combines the measurements of

these two signals:

x̃s(t) =
xs(t)

xr(t)/µr
(4.1)

where x̃s(t) is the reduced noise sample signal at each time point, xs(t) is the original sample signal

intensity at each time point, xr(t) is the noisy reference signal intensity at each time point, and

µr is the mean of the reference signal intensity over time. Equation 4.1 shows that, to obtain the

reduced noise sample signal, we divide the original sample signal xs(t) by the normalized reference

signal xr(t)/µr. Normalizing the reference signal allows us to reduce the noise on the sample signal

without changing its mean. We use Equation 4.1 throughout this paper to reduce the noise of our

sample signal.

We can only cancel noise that is correlated between the reference camera and the sample

camera. Some noise, like the photon shot noise, will remain uncorrelated and cannot be canceled.

If we assume that all the correlated noise is canceled and the uncorrelated noise remains, we can
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write the standard deviation of our noise-reduced signal as:

σx̃s =
1

µr

√
σ2rµ

2
s + σ2sµ

2
r (4.2)

Where µr is the mean reference signal, µs is the mean sample signal, σs is the sample signal noise,

and σr is the reference signal noise. If the photon shot noise is substantially larger than all other

noise sources, the sample signal noise and reference signal are both well approximated by their

respective photon shot noise. We can see this by writing the total signal noise for a single camera

as:

σsinglecamera =
√
n2shotnoise + n2darkcurrent + n2readout + n2ADC (4.3)

The photon shot noise is equal to the square root of the mean number of photons. The dark

current noise is 0.01 electrons / pixel / second when operating at -60 °C, and the readout noise

is 4.6 electrons per full vertical binned pixel (equivalent to 512 actual pixels). We operate the

camera in full vertical binned mode, and assume that there is dark current and readout noise for

any pixels in the total integrated region we analyze. The dark current noise and readout noise

were attained from Andor’s factory calibration. The quantization error nADC (also called analog-

to-digital converter noise or ADC noise) is the error that occurs whenever an analog signal is

discretized. This error can be modeled as a white noise source with nADC =
√
1/12 LSB [95],

where LSB is the least significant bit (2−16 for our cameras). The exposure time is 0.3 s. With this

exposure time, the photon shot noise dominates all other noise terms if there are more than 100

photons per harmonic.

If we divide Equation 4.2 by the total sample signal, we get the % RMS noise floor. By

integrating the total flux across the 66 eV harmonic and across all harmonics in Fig. 4.6, we can

calculate the shot noise of our measurement. Then, by combining the shot noise of both beams

in Equation 4.2, we can compute the measurement noise floor. We calculate the noise floor of the

measurement to be 2.78% RMS for a the 66 eV harmonic and 1.08% RMS for all harmonics in

p-polarization with a 5 nm / Si3N4 / 5 nm Ni / SiO2 sample. We can observe the actual intensity

noise for a single harmonic and for all harmonics in Figure 4.6:
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Figure 4.6: Intensity normalization of the HHG signal. Each point corresponds to a 0.3 s

exposure containing 1500 EUV pulses. The top figure shows the normalization of a single 66 eV

harmonic, and the bottom figure shows the normalization of all harmonics simultaneously. For the

66 eV harmonic, the % RMS noise on the sample camera is 4.29% before normalization and 3.19%

after normalization. The % RMS noise of all harmonics on the sample camera is 3.06% before

normalization and 1.18% after normalization. Note that, while the harmonic source is very stable

without the normalization, large fluctuations are eliminated and long-term drifts are minimized.

By comparing our normalized intensity noise with the shot noise limit, we see that the

intensity % RMS noise is within 15% of the noise limit for a single harmonic (3.19% measured vs

2.78% theoretical) and within 10% of the noise limit for all harmonics (1.18% measured vs 1.08%

theoretical). Some of the unaccounted noise may come from slight energy shifts in the harmonics,

for example associated with small fluctuations in the Ne ionization levels. Based on estimates of

the reflectivity of our optics, we calculate that near the Ni M-edge, a 10 meV shift in the harmonic

energy leads to a 0.1% change in the relative reflectivities of the sample spectrometer beam path

and the reference beam path. Comparing the noise of a single harmonic with the noise of all

harmonics demonstrates that our beamline operates near the shot noise limit over a wide range of
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photon fluxes.

4.3.6 Time-resolved experimental results

To demonstrate the capability of our new instrument, we present time-resolved data on

single element ferromagnets and magnetic alloys, including the fluence dependence of the magnetic

dynamics, the presence of hot electron dynamics and acoustic waves, and ultrafast spin transfer

between different magnetic elements. To perform these measurements, the samples were excited

with a ∼50 fs, 780 nm pulse at various fluences.

a. Single element ferromagnets

We present measurements of a single element ferromagnet (5 nm Ni thin films) in order

to demonstrate our capabilities for measuring fluence dependent magnetic dynamics, hot electron

dynamics, and acoustic waves. The flux difference of the reflectivity measurements that compose a

TMOKE measurement is the product of a sample’s reflectivity and asymmetry. For this Ni sample,

the s- and p-polarized reflectivities between 40 eV and 72 eV average 0.03 and 0.003 respectively,

while the static asymmetry is 14%. With this relatively large asymmetry, high quality time-resolved

TMOKE data can be acquired in under 1 hour using this setup.

i. Fluence dependent demagnetization

To observe laser-induced magnetization dynamics, we pump the sample with a ∼ 50 fs pulse

at 780 nm and measure the EUV TMOKE asymmetry at a given time delay between the infrared

pump and the EUV probe, as seen below in Figure 4.7:
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Figure 4.7: Time-resolved EUV TMOKE data for a 5 nm Si3N4 / 5 nm Ni / SiO2

sample, using the selected region shown in Figure 2.18. The x-axis is on a log scale.

The blue intensity-normalized data points have smaller error bars than the red, non-normalized,

data points. The pump is incident on the sample at t=100 fs. At different pump fluences, the

sample behaves differently, as expected: (top curve) three timescales are present for a low pump

fluence below that required to completely drive a ferromagnetic to paramagnetic phase transition –

a fast demagnetization, a fast recovery, and a slow recovery; (lower curve) only two timescales are

present above the critical fluence – a fast demagnetization and a slow recovery, as shown previously

[80]. The error bars show the standard error. The data shown here uses a slightly different noise

reduction method than the one described in Equation 4.1; for the data shown here, the noise of

the sample spectrometer is rescaled to match the noise of the reference spectrometer before the

normalization occurs, although the difference between these two algorithms is imperceptible in this

case.

In Figure 4.7, we fit the TMOKE data to a three-exponential curve:

1 + Θ(t− t0)
[
A1e

−(t−t0)/τ1 −A2e
−(t−t0)/τ2 −A3e

−(t−t0)/τ3
]

(4.4)
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Here, Θ represents the Heaviside step function and allows the three exponential behavior to begin at

t0. This three-exponential curve is a phenomenological model describing the behavior of the mag-

netism of the system, as validated by recent correlated ARPES and EUV TMOKE measurements.

As expected, we note that the behavior of the magnetization dynamics varies significantly with

laser pump power - this is because to drive a full ferromagnetic to paramagnetic phase transition

in nickel [80, 61], the laser fluence must exceed a critical fluence that drives the hot electron bath

to temperatures at or beyond the Curie temperature. We note also that the time delays in Figure

4.7 (and in Figure 4.8) are taken in a random order to ensure that sample damage or long-term

drift do not influence these measurements. We observe a clear improvement in data quality based

on our HHG intensity normalization procedure and an improvement in fitting accuracy. Quantita-

tively, the demagnetization timescale associated with the 0.82 mJ/cm2 pump pulse (below critical)

is estimated to be 104 ± 22 fs without intensity normalization and 96 ± 6 fs with intensity nor-

malization. The demagnetization timescale associated with the 1.86 mJ/cm2 (above critical) pump

pulse is estimated to be 77 ± 6 fs without intensity normalization and 79 ± 2 fs with intensity

normalization. These estimates correspond to a 3-4x increase in the accuracy of demagnetization

timescale estimation.

ii. Transient reflectivity – observing hot electrons and acoustic waves

In addition to time-resolved EUV TMOKE for the element-specific magnetic state, we can

measure the time-resolved reflectivity of s-polarized light at multiple harmonic energies from our

sample, which gives us access to both the excited electronic (i.e. hot electrons) and acoustic dynam-

ics, as has been shown previously [94, 96, 97]. We observe a significant improvement in the data

quality for the time-resolved reflectivity data, which manifests most obviously as a greatly reduced

number of outlier data points. The harmonic near 65 eV probes the M -edge transition closest to

the Fermi energy, and a fast reflectivity spike corresponding to hot electron excitation is clearly

visible in the s-polarized reflectivity data. In the time-resolved reflectivity data at all energies, we

can see oscillations corresponding to acoustic waves. The time-resolved reflectivity data is shown
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below in Figure 4.8:

Figure 4.8: Change in reflectivity of different s-polarized high harmonic photon energies

of the 5 nm Si3N4 / 10 nm Ni / SiO2 sample after pumping with a laser pulse with 1.6

eV photon energy and a fluence of 1.86 mJ / cm2. The laser pump pulse is incident on the

sample at t=0 fs. The error bars show the standard error. The solid black lines show the fit to a

sum of two exponentially decaying sinusoids corresponding to acoustic modes in Ni and in Si3N4.

By fitting these oscillations to exponentially decaying sinusoids corresponding to acoustic

oscillations based on the speed of sound in our sample, this technique may therefore offer an ap-

proximate non-destructive in-situ confirmation of film thickness, which is important for fluence

absorption calculations in all magnetic pump-probe experiments. We note that extremely accurate

characterizations of film thickness can be performed with variable angle EUV reflectometry mea-

surements [98]. If we take the Fourier transform of the intensity normalized reflectivity data in
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Figure 4.8 (blue points), we can confirm that the measured acoustic waves are consistent with the

sample composition and geometry, as seen below in in Figure 4.8.

Figure 4.9: Fourier transform of the time-resolved s-polarized reflectivity data in Figure

4.8. We display in gray the windows of the acoustic frequencies corresponding to calculated acoustic

wave periods in 4-6 nm thick Ni and Si3N4, based on longitudinal acoustic velocities of 6040 m/s

[99] and 11500 m/s [100], respectively. We observe spectral density corresponding these acoustic

wave periods. Before applying the Fourier transform to the data in Figure 4.8, we apply a Savitzky-

Golay filter with polynomial degree 7 and a 21 time point window and then interpolate onto linearly

spaced points in time. (The data in this figure is actually the Fourier transform of the data in Figure

4.8 after the sample signal noise was rescaled to match the reference signal, and then normalized.

This resulted in barely perceptible differences in the normalization, and so the Fourier analysis was

not repeated for the case where the sample signal noise was not rescaled.)

The acoustic oscillations observed in the s-polarized reflectivity data are consistent with

the sample geometry and may even indicate that the Ni and Si3N4 layers are both slightly thicker

than 5 nm, since that is where we see the greatest spectral density. There may also be variability
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in the acoustic velocity due to thin film effects. We fit the data in Figure 4.8 to two sinusoidal

oscillations that decay exponentially; one oscillation has a period corresponding to 2 ps for Ni, and

the other has a period corresponding to 0.98 ps for Si3N4. The amplitudes and relative phases of

the sinusoids, as well as the exponential decay and an overall offset, vary as a fit parameters.

b. Magnetic compounds and ultrafast light induced spin transfer

Next, we present measurements of a magnetic Heusler compound (Co2MnGe) in order

to demonstrate the capability of this setup to measure small changes in sample magnetization in

a multi-element sample. In Figure 4.10 below, we show low-noise measurement of light-induced

spin transfer in Co2MnGe, achieving better data quality than in our previous work [25]. For this

Co2MnGe sample, the s- and p-polarized reflectivities between 40 and 72 eV are 0.03 and 0.003

respectively, while the static asymmetries of Co and Mn in the magnetic Heusler alloy Co2MnGe

are 2.5% and 4%, respectively. With these small asymmetries and reflectivities, such a sample is

challenging to measure without a way to eliminate HHG intensity fluctuations.

We observe a transient enhancement of the Co signal at 40 fs, which is indicative of light-

induced spin transfer between the Mn and Co sublattices [25]. This transient enhancement is 6%

of the Co asymmetry, corresponding to an absolute difference in asymmetry of 0.15%. We obtained

this data over the course of ∼2 days without adjusting the setup, demonstrating the long-term

stability of our instrument. To observe these same dynamics in the data without noise cancellation

would require a roughly 15x longer acquisition time (a few weeks), as indicated by the large error

bars on the time-resolved Co asymmetry without intensity normalization.
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Figure 4.10: Magnetization dynamics of the Co and Mn in the Co2MnGe Heusler alloy,

showing how optical pumping directly and immediately transfers magnetization from

Mn (green) to Co (blue). The laser pump pulse is incident on the sample at t=0 fs. The inset

shows the static asymmetry of the sample and highlights which parts are used for determining a

given element’s magnetization. Both data sets were acquired over the same 40-hour time period

and contain the same non-normalized sample spectrometer data. The lower plot uses the reference

spectrometer to normalize intensity fluctuations, improving the data quality substantially.



Chapter 5

Ultrafast dynamics of Heusler Compounds

In this chapter, I will discuss measurements of Heusler made with the X-MATTER beamline

from Chapter 4. I will first describe the crystalline structure, electronic properties, and magnetic

properties of Heuslers. I will then discuss two specific Heusler compounds in detail (NiMnSb and

Co2MnGa), along with measurements of their ultrafast magnetic and electronic dynamics. The

measurement of the ultrafast magnetic and electronic dynamics in these compounds is the second

main achievement of this thesis. Nevertheless, the experimental results in this section are thus far

unpublished and some of the interpretation of the data remains uncertain.

5.1 What are Heuslers?

Heuslers are a class of ternary alloys discovered by Fritz Heusler. He synthesized the

alloy Cu2MnAl and realized that it has a remarkable property: it is ferromagnetic despite the fact

that none of its constituent elements is ferromagnetic! Altogether, there are now more than 1000

Heusler compounds in existence. These Heuslers exhibit interesting properties including magne-

tocaloric effects [101], superconductivty [102], half-metallicity [103, 104], semiconductivity [105],

and topological electronic states [106, 107]. These Heusler alloys may also be useful in spintronic

applications because of the prevalence of high spin polarization at their Fermi energy. Amazingly,

many of the Heusler’s properties can be predicted simply by counting its valence electrons. We will

discuss the crystal structure and the simple rules for determining some of the properties of many

Heusler compounds here, following the excellent review of Graf et al. [108].
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Structurally, Heuslers take the form X2YZ or XYZ, with the former sometimes referred

to as full-Heuslers and the latter as half-Heuslers. The X and Y elements are considered to have

a cationic character, and the Z element an anionic character. Thus, the Heusler compounds can

be broken into sublattices consisting of a covalent part (X2Y), and an ionic part (X2Z, YZ). The

elements that can be chosen for positions X, Y, and Z, as well as the crystal structure for half-

Heuslers and Heuslers, are shown below in Figure 5.1:

Figure 5.1: The Heusler periodic table and crystal structure. The top figure shows the

periodic table of elements, highlighting which elements can be used in which positions of the

Heusler compound. There are an enormous number of potential compounds that can be formed

by these elements. The bottom figure shows the crystal structure of half-Heusler and full-Heusler

compounds. Figure adapted from [108].
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Half-Heusler compounds with 8 electrons are semiconductors in what is referred to as a

Nowotny-Juza phase [109, 110, 111]. Half-Heusler compounds 18 valence electrons (VE = 18) are

also semiconductors and can be modeled as having no valence electrons on X, a d10 configuration

for Y and a s2p6 configuration for Z [112]. The closed shell configuration leads to their particular

stability, and since all the shells are either completely full or completely empty, they are diamagnetic

semiconductors. Deviating from VE = 18 leads to instability, except in cases where a rare earth

element allows for additional valence electrons in the 4f orbital, and in the case of NiMnSb, which

has 4 electrons in the manganese 3d orbital. In both the case of rare earth half-Heuslers and

NiMnSb, the high degree of localization for the additional valence electrons is essential for the

compound’s stability. Because of its 4 extra d electrons, NiMnSb has a magnetic moment of 4µB

per unit cell.

For full-Heuslers, compounds with VE = 24 are semiconductors. The full-Heuslers obey

the Slater-Pauling rule for localized magnetic moments, and the magnetic moment of a single unit

cell in a full-Heusler compound is given by m = VE − 24, as shown for the Co2YZ compounds in

Figure 5.2 below:

Figure 5.2: Comparison of the Slater-Pauling curve and the magnetic moment of Co2YZ

compounds. The blue dots are measured magnetic moments and the dotted line is the theoretical

prediction for the magnetic moment based on the Slater-Pauling rule. Figure adapted from [108].
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Full- and half-Heuslers are additionally distinguished by the distribution of their magnetic

moments throughout the unit cell. Half-Heuslers have a magnetic moment only on atoms occupying

the octahetral sites. In the full-Heusler, the two atoms occupying the tetrahedral sites can have

a magnetic interaction, and this interaction creates a second magnetic sublattice distinct from the

octahedral magnetic sublattice. Due to these two distinct magnetic sublattices, more types of

magnetic order are possible in full-Heuslers than in half-Heuslers.

Figure 5.3: (a) The magnetic sublattice of a half-Heusler, and (b) the multiple magnetic

sublattices of a full-Heusler. Note that, while the spins on X and Y are anti-aligned in (b),

this is only one possibility and is not always the case. Figure adapted from [108].

As a note of subtlety, although the half-Heuslers nominally have a magnetic moment on the

octahedral sites, the tetrahedral sites can in fact carry a much smaller induced magnetic moment,

as is the case in NiMnSb [113, 114].

Both full- and half-Heuslers can exhibit half-metallic ferromagnetism, whereby the material

is conducting for the majority spin orientation and insulating (or semiconducting) for the minority

spin orientation. A strong imbalance of the density of states below the Fermi energy always causes

these half-metallic materials to exhibit ferromagnetism. The densities of states near the Fermi

energy for metallic ferromagnets and half-metallic ferromagnets are compared below in Figure 5.4:
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Figure 5.4: Comparison of the density of states near the Fermi energy for a metallic

ferromagnet and a half-metallic ferromagnet. The metallic ferromagnetic is conducting for

both majority and minority spins, and the half-metallic ferromagnetic is conducting only for the

minority spins - in its majority spin state, it has an energy gap near EF .

In considering the half-metallic character of a material, we can define it’s spin polarization

at the Fermi energy:

P (EF ) =
N↑(EF )−N↓(EF )

N↑(EF ) +N↓(EF )
(5.1)

We can clearly see that the spin polarization is simply the fraction of electrons that are

spin up (or spin down), and the value can range from −100% to +100%. A true half-metallic

ferromagnet should have P (EF ) = ±100%.

Finally, let us consider disorder in the crystal structure of these Heusler compounds. Figure

5.5 shows the possible types of disorder for full- and half-Heusler compounds.
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Half-Heusler Disorder Full-Heusler Disorder

Figure 5.5: Classifications of intersite disorder shown for half-Heuslers on the left and

full-Heuslers on the right. Figure adapted from [108].

The electronic structure of Heuslers is strongly dependent on the arrangement of atoms in

the crystal lattice, and so disorder in Heuslers can substantially alter their electronic and magnetic

properties. For example, the band gap of TiNiSn can close in the presence of L21 or C1 disorder

[108], and Co2MnGe maintains its half-metallic character in the B2 phase, but not in the A2 phase

[25]. Since this thesis is not focused on the growth and characterization of samples, I will not discuss

methods for structural determination here, but the interested reader is encouraged to consult Graf

et al. for more information [108].

With a basic understanding of Heuslers’ crystal structure, electronic and magnetic prop-

erties, we are now ready to examine the ultrafast laser induced spin and charge dynamics of these

interesting materials.
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5.2 NiMnSb

NiMnSb is a half-Heusler with 22 valence electrons, C1b crystal structure, a saturation mag-

netic moment of 4.04 µB / unit formula, and a Curie temperature of 732 K [115]. It is a half metallic

ferromagnet with 100% spin polarization at the Fermi level and an energy gap around the Fermi

level in the majority spin state of ∼0.5 eV. The magnetic moment of the Mn atoms is expected to

be highly localized due to the strong localization of the 3d electrons in Mn. The magnetic moments

of the Ni and Sb atoms are predicted to be induced by the Mn moments [113, 114]. These small

induced moments may be changed by temperature or structural changes, and the half-metallicity

of the material can be affected by mechanical strain [116]. The magnetic moments of Ni, Mn, and

Sb as measured or calculated by different references are shown below in Table 5.1

Ni (µB) Mn (µB) Sb (µB) Temperature Theory / Experiment Reference

0.18 ± 0.02 3.79 ± 0.02 - 10 K Experiment [117]

0.19 ± 0.02 3.55 ± 0.02 - 260 K Experiment [117]

0.20 3.85 -0.10 0 K Theory [114]

0.25 3.72 -0.07 0 K Theory [104]

Table 5.1: Atomic magnetic moments of NiMnSb.

While there is generally good agreement here between theory and experiment, some temper-

ature dependent XMCD measurements show a nearly 50% decrease of atomic magnetic moment as

the temperature is increased from 50 K to 200 K [118], in disagreement with the neutron scatter-

ing measurements presented in [117]. I am not aware of room temperature measurements or high

temperature measurements of the individual atomic moments for NiMnSb.

Using density functional theory (DFT), it is possible to calculate the element resolved

density of states (DOS). The element resolved DOS and crystal structure for NiMnSb are shown

below in Figure 5.6:
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Figure 5.6: Ground state density of states and crystal structure for the half-metallic

half-Heusler NiMnSb. A large band gap is apparent in the minority spin states. Theory predicts

that the Sb moment is antiferromagnetically ordered relative to the Mn moment, while the Ni and

Mn moments are ordered ferromagnetically. Figure adapted from [83].

By examining the element resolved density of states in Figure 5.6, we can see that the

ground state Fermi energy lies between Ni and Mn d-states, and thus we expect that optically

pumping spins from one sublattice to another should be possible if we choose the correct photon

energy (see Section 2.5.4). Indeed, Steil et al. predicted that a large optically induced spin transfer

(OISTR) should be present for a 1.5 eV pump photon energy for NiMnSb, as shown below in Figure

5.7 [83]. Note that, while the magnetic moment of the Ni is expected to increase by 40-60% relative

to its initial value and the magnetic moment of the Mn is expected to decrase by 10-15% relative

to its initial value, the absolute change in the Mn moment is still larger than the change in the Ni

moment.
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Figure 5.7: Time domain density functional theory (TD-DFT) calculations for the rel-

ative change in magnetic moment on Ni and Mn in the half-Heusler NiMnSb. We see

an increase on the magnetic moment on the Ni of 40-50%, and a corresponding decrease on the Mn

sublattice of 10-15%. Figure adapted from [83, Supplemental Information].

These theoretical calculations show the largest predicted relative OISTR signal of any mate-

rial (Ni magnetization increase of ∼50% after pumping with 800 nm light in NiMnSb, 5-10x more

than the ∼7% increase in Co magnetization observed in Co2MnGa after pumping with 800 nm light

[25]). To test these theoretical OISTR predictions, Steil et al. measured the ultrafast laser induced

spin dynamics of NiMnSb using a 60 fs bichromatic 800 nm pump, 400 nm probe setup [83].
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Figure 5.8: Demagnetization of NiMnSb measured with MOKE at 400 nm. Figure

adapted from [83].
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There is a clear increase in Kerr rotation from 0-100 fs, corresponding to an increase in mag-

netization. Since the probe wavelength is 400 nm and visible MOKE is not element selective, it is

unclear which elements contribute most strongly to the MOKE signal. Element specific measure-

ments are needed to determine the full picture of the magnetic dynamics in this material, and I

will present such measurements in the next section.

5.2.1 EUV TMOKE measurements of NiMnSb

We measured a thin film NiMnSb sample with a structure of 2 nm Ru / 13 nm NiMnSb /

(In,Ga)As / InP:Fe (top to bottom) using two complimentary HHG setups: the setup described

in Chapter 4, and Möller et al.’s setup at the University of Göttingen, as described in [88]. The

harmonic comb in our HHG setup has an energy spacing of 3.16 eV between teeth, and the harmonic

comb in the Göttingen setup has an energy spacing of 2.4 eV between teeth. Each setup has a

harmonic bandwidth of ∼100 meV. Combining the measurements of these two setups allows us

to sample the material’s band structure more finely than either measurement could accomplish

independently. Importantly, these setups use two slightly different angles of incidence: our setup

in Boulder uses a 40° angle of incidence (AOI) from grazing, and the setup in Göttingen uses a 45°

AOI. Changing the angle of incidence can change the shape of the asymmetry, as demonstrated in

[119].

The ground state TMOKE asymmetry can be calculated using DFT and compared to

the ground state measurements from our EUV TMOKE setup and the EUV TMOKE setup in

Göttingen. For reference, the Sb N 4/N 5 edge (4d → valence transition) is located at ∼ 33 eV,

the Mn M 2/M 3 edge (3p → valence transition) is located at ∼ 47 eV, and the Ni M 2/M 3 edge

is located at ∼ 67 eV. The comparison between the experimental and theoretical ground states is

shown below in Figure 5.9:
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Figure 5.9: Theoretical and measured ground state asymmetry for NiMnSb. The solid

black line shows the calculated TMOKE asymmetry for a 45° measurement of bulk NiMnSb. The

blue bars show the energy bandwidth for each harmonic in the Boulder setup (40° AOI), and the

green bars show the energy bandwidth for each harmonic in the Göttingen setup (45° AOI). The

black dots show the measured asymmetry at a given harmonic. Both experiments measure the

asymmetry of a 2 nm Ru / 13 nm NiMnSb / (In,Ga)As / InP:Fe (top to bottom) sample. The

colored regions indicate which portions of the asymmetry correspond with which elements. Using

harmonic combs from different sources allows us to sample the magnetic asymmetry more densely.

The experimental asymmetries from each experiment have been multiplied by an arbitrary scaling

factor across the entire energy range in order to find the best match with theory.

In comparing theory and experiment, we notice a few important differences. First, we

notice that experimental and theoretical Mn asymmetries are in excellent agreement from 47 eV

to 60 eV, but that the measurements from Boulder and Göttingen diverge from each other in the

42-47 eV range. This divergence is likely because the asymmetries are measured at two different

angles (40° in Boulder, and 45° in Göttingen). Next, we notice that the sign of the Ni asymmetry is

opposite what is predicted by theory, and its magnitude is ∼10x smaller than predicted. The small

size of the Ni asymmetry makes it a good candidate for testing the sensitivity of our beamline, as
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based on the analysis in Chapter 4, measuring such a signal previously would have required months

of data acquisition time. Finally, we note that the sign of the Sb asymmetry is opposite what is

predicted.

The difference in sign between the theoretical prediction for the Ni asymmetry and the

measured asymmetry is particularly important. The fact that this sign has flipped implies that the

coupling between the Mn and Ni sublattices is antiferromagnetic, rather than ferromagnetic. Since

the antiferromagnetic coupling is not predicted in the ground state, we verified the sample integrity

in a variety of ways. A thicker sample (20 nm NiMnSb, other stack materials the same) was also

measured to ensure that the asymmetry sign flip between Ni and Mn was not due to thin film

effects. The samples were measured with SQUID magnetometry to ensure their magnetic moment

is consistent with theoretical predictions. We are in the process of calculating thin film interference

effects of the Ru capping layer, but preliminary calculations suggest this capping layer is not

responsible for reversing the sign of the Ni asymmetry. Although the experimental measurements

of the Boulder and Göttingen setups are in agreement, they contradict the ferromagnetic coupling

between the Ni and Mn measured by neutron diffraction in [117]. The source of this discrepancy

has not yet been determined.

Since the experimental and theoretical ground states are so different, a comparison of the

theoretical and experimental excited state dynamics is not meaningful. The theoretical ground state

asymmetry must be corrected to make such a comparison useful, but unfortunately, the mechanism

through which this theoretical ground state asymmetry might be corrected is not forthcoming.

Nevertheless, experiment need not wait for theory. We can measure the excited state

dynamics of this sample without calculating anything. We pump the sample with 1.58 eV photon

energy at multiple fluences and measure the asymmetry at multiple energies and time delays. The

laser induced dynamics of three energies (two associated with Mn and one associated with Ni) are

shown below in Figure 5.10:
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Figure 5.10: The laser induced dynamics of the NiMnSb asymmetry with two different

fluences, measured at three harmomic energies from the Boulder experiment (described

in Chapter 4). The x-axis shows logarithmic time, and t0 = 100 fs. The 67.7 eV harmonic is

associated with Ni, and the 48.8 and 45.7 eV harmonics are associated with Mn. The inset shows

the average value of the asymmetry from 2 ps to 3 ps (dashed line), along with the standard

deviation of that value (colored box). The two headed arrow indicates the difference in the “final”

asymmetry value between the two harmonics associated with Mn.

The magnetization dynamics of NiMnSb are shown in Figure 5.10. First, we note the rapid

increase in asymmetry of the 45.7 eV harmonic and a rapid decrease in the asymmetry of the 67.7

eV harmonic. This may be a result of pumping minority spins from Mn (associated with 45.7 eV)

to Ni (associated with 67.7 eV). The potential magnetization transfer from Ni to Mn is opposite of

the theoretical predictions in [83]. Interestingly, in the low fluence regime, the 67.7 eV harmonic

recovers very quickly to an equilibrium value, consistent with the maximum demagnetization of the

Mn harmonics. This equilibrium value is reached when the electronic and spin degrees of freedom
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attain equilibrium with each other. We also note that there is approximately a 100 fs delay before

the 48.8 eV harmonic begins to demagnetize.

In the high fluence regime, the 45.7 eV and 48.8 eV harmonics reach different equilibrium

values. This likely occurs because the band structure of the sample is changing. When the sample is

pumped at high fluence, it should demagnetize and pass through a phase transition [80, 61]. When

a metallic ferromagnet is heated beyond its Curie temperature, the exchange splitting described

by the Stoner model (Chapter 2.2.2) will collapse. This collapsing exchange splitting causes the

harmonics to probe different energies, meaning that the measured asymmetries no longer equilibrate

to their unpumped value, since the entire band structure is changing and no longer reflected by the

pre-t0 normalization.

5.3 Co2MnGa

Co2MnGa is a full-Heusler with 28 valence electrons, L21 crystal structure, a saturation

magnetic moment of 4.05µB per unit formula, and a Curie temperature of Tc = 694 K [120]. Much

of the interest in this material comes from the fact that it is a magnetic Weyl semimetal [121].

Ultrafast excitations of magnetic Weyl semimetals are almost entirely unexplored [122]. In this

section, I will discuss the structure and properties of Co2MnGa, previous ultrafast measurements

of Co2MnGa, and our own measurements of Co2MnGa using the setup described in Chapter 4.

Co (µB) Mn (µB) Ga (µB) Temperature Theory / Experiment Reference

0.688 2.775 -0.093 0 K Theory [123]

0.52 ± 0.08 3.01 ± 0.16 - 4.2 K Experiment [120]

Table 5.2: Atomic magnetic moments of Co2MnGa.

The magnetic moments of Co, Mn, and Ga as measured or calculated are shown above

in Table 2.2. Our sample is a 20 nm thick Co2MnGa sample grown with Magnetron sputtering,

as described in [124]. This sample has a 3 nm SiO2 capping layer and a MgO (001) substrate,
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and has a tetragonal strain induced distortion because of its form factor. Its lattice constants were

measured to be a = 5.804 Å in the film plane and c = 5.740 Å perpendicular to the film plane

[124]. Using DFT, Galakis et al. calculate the element resolved density of states for bulk Co2MnGa

[123]. Mohamed Elhanoty at the University of Uppsala calculated the element resolved density of

states for us based on the lattice constants for a 20 nm thin film, as shown in 5.11. This density of

states shows that the Fermi energy lies between Co and Mn d-states, meaning that we may expect

OISTR between these two elemental sublattices.

Figure 5.11: The element resolved (partial) DOS for Co2MnGa. A gap is apparent in the

minority spin states at the Fermi energy, and a high degree of spin polarization is observed. The

band structure for each of two Co atoms per unit formula is calculated separately, and they are

identical. The Fermi energy is indicated by EF , and the blue band shows where partial occupation

occurs around the Fermi energy. Calculations performed by Mohamed Elhanoty at the University

of Uppsala.

While the Fermi energy lies between Co and Mn d-states, it is important to note that there

is a large Co DOS at 1 eV above the Fermi energy, where the Mn DOS is relatively small. This

implies that, with a 1.6 eV pump photon energy, Co → Co transitions will also be important in
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this material. There are three possible transitions:

• Transitions from occupied states below the Fermi energy to occupied states above the Fermi

energy within a single element for the same spin channel.

• Transitions from occupied states below the Fermi energy to occupied states above the Fermi

energy between elements for the same spin channel, given that their orbitals overlap.

• Spin flips mediated by spin-orbit coupling.

5.3.1 Previous ultrafast measurements of Co2MnGa

To my knowledge, the only previous ultrafast measurements of Co2MnGa were performed at

the FEMTOSPEX femtoslicing facility [125] at BESSY II by Serej Solopow [126]. Their sample is

a 100 nm Co2MnGa thin film grown by magnetron sputtering on a MgO (001) substrate. After

sputtering, the sample is annealed at 500 °C to form the L21 phase. The sample is capped with a

3 nm Al capping layer, which oxidizes to Al2O3.

To study the temporal dynamics of this system, Solopow uses 50 fs, 1 eV, 2.1 mJ/cm2

pulses from a Ti:Sapphire OPA as a pump to excite the system. They use a ∼ 100 fs, soft x-

ray probe that is tunable across multiple elemental L-edge transitions for a probe. This x-ray

probe is generated with a femtoslicing technique, whereby an electron bunch in the storage ring is

modulated by a sub-50 fs laser pulse. The laser pulse is temporally much shorter than the electron

bunch, and so only a portion of the bunch is modulated. The modulation gives that portion of

the electron bunch a different energy than the rest of the bunch, making it possible to separate

out the modulated electrons. Solopow uses reflection mode x-ray absorption spectroscopy (XAS)

to determine charge dynamics, and reflection mode x-ray magnetic circular dichroism (XMCD) to

measure spin dynamics, as shown below in Figures 5.12 and 5.13:
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Figure 5.12: (a) Charge and (b) spin dynamics of Co at the L-edge in Co2MnGa after

excitation by a 1 eV pump pulse, measured by a femtoslicing x-ray probe. Figure

adapted from [126, Chapter 5.2].

Figure 5.13: (a) Charge and (b) spin dynamics of Mn at the L-edge in Co2MnGa after

excitation by a 1 eV pump pulse, measured by a femtoslicing x-ray probe. Figure

adapted from [126, Chapter 5.2].

Solopow does not observe any spin transfer between elemental sublattices, though there is

a suggestive bump in the XMCD signal of Co near t0, but the data is too noisy to draw any

substantive conclusions about OISTR processes between elements in this material.
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5.3.2 Theoretical predictions and EUV TMOKE measurements of Co2MnGa

Since our beamline is designed to operate at the shot noise limit, we may be able to ob-

tain a sufficiently high SNR to determine if OISTR processes between elements are happening in

Co2MnGa. Theoretically, OISTR is predicted to occur between Mn and Co, with minority spins

being pumped from Co to Mn, increasing the total Co moment by nearly 10% of its initial moment

and reducing the Mn moment by nearly 20%. The theoretically predicted magnetization dynamics

of Co and Mn are shown below in Figure 5.14:

Figure 5.14: Co2MnGa theoretical magnetization dynamics during excitation with a 1.6

eV laser pulse. The top figure shows an incident laser pulse with 1.6 eV photon energy and a

fluence of 8.4 mJ/cm2. The bottom figure shows the magnetization dynamics of different elements

in Co2MnGa based on the Kohn-Sham Hamiltonian using TD-DFT. The y-axis is in units of µB.

The two cobalt atoms per unit formula are treated independently, but are shown to follow the same

dynamics. These calculations were performed by Mohamed Elhanoty at the University of Uppsala.

Here we see a clear increase in the magnetization of Co, which we expect based on our

heuristic rule that the Fermi energy lies between the Mn and Co d-states. If we choose a specific

time, e.g. the peak electric field of the laser pulse, we can examine how the occupation of different

elements has changed at different energies, as shown below in Figure 5.15:
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Figure 5.15: Theoretical change in occupation for Mn and Co sublattices in Co2MnGa.

The change in occupation is plotted relative to the ground state Fermi energy. The time is chosen

to be 72 fs because that is the arrival time of the peak electric field intensity, as shown in Figure

5.14. These changes in occupation take into account all three possible excitation channels. The

change in magnetization of a given element can be determined by summing the entire change in

the partial density of states (PDOS) of both spin channels from -5 eV to 5 eV. Note that these

plots have very different y-axis scalings. These calculations were performed by Mohamed Elhanoty

at the University of Uppsala.

Relative to the Fermi energy, we see especially large depletions of the minority state in Co

near -0.8 eV, and a large increase in the minority state near 1 eV. For Mn, we instead see a large

depletion of the majority state at -0.8 eV, and a large increase in the minority state at 1 eV.

Qualitatively, the integrated area of the Mn minority state peak at 1 eV is much larger than the
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integrated aread of the Mn minority state trough at -1.2 eV. These extra minority state electrons

must, therefore, come from Co.

Experimentally, we pump the sample using a 45 fs pulse with 1.6 eV photon energy and

3.2 mJ / cm2 fluence incident fluence. (The discrepancy between this fluence and the fluence used

in theory is due to a mirror coating that caused us to misestimate our actual fluence. We plan to

re-do the theory calculations.) We probe the sample with multiple energies, measuring both the

transient reflectivity and time-resolved TMOKE. A few of the selected energies are shown in Figure

5.16 below:

Figure 5.16: Experimental laser induced dynamics of Co2MnGa with a 1.6 eV, 3.2 mJ

pump at and below the Co edge (58.9 eV), and above and below the Mn edge (47.2

eV). The TMOKE signal at and below the Co edge peaks at ∼ 40 fs, whereas the reflectivity peaks

at ∼ 60 fs, indicating a lag between the spin dynamics and total charge dynamics. The Mn TMOKE

signal above the Fermi energy decays rapidly without any increase, and the Mn TMOKE below the

Fermi energy, though noisier, also decays after excitation. Interestingly, a second reflectivity peak

at ∼ 120 fs is present at all energies.
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Here, we observe an increase in the Co TMOKE signal that is ∼ 3x larger than the increase

in the Co TMOKE signal for Co2MnGe [25]. The Mn TMOKE signal, by contrast, decays quickly.

This data is consistent with the interpretation that we can transfer Co minority spins to Mn,

increasing the magnetization of the Co and decreasing the magnetization of the Mn. The time delay

between the Co TMOKE peak and the Co reflectivity peak is evidence that the initial excitation

of electrons is highly spin dependent (which is expected because dipole transitions do not flip the

spin state). The origin of the second reflectivity peak near 120 fs is unclear and it is currently the

subject of theoretical investigation.



Chapter 6

Conclusions and future directions

We have demonstrated the performance of a new beamline called X-MATTER (XUVMagnetic

Asymmetry with Tabletop Temporal and Elemental Resolution) for measuring element-resolved

dynamics of magnetic thin films in reflection-mode near the shot noise limit. We present measure-

ments showing a noise floor within 5% of the shot noise limit for a single harmonic, and we show

how the low measurement noise improves the SNR of fluence dependent magnetic dynamics, excited

electron dynamics, acoustic wave detection, and the ultrafast transfer of spin polarization between

different elemental sublattices in a magnetic alloy. This new beamline already offers more than an

order of magnitude improvement over the noise performance of the previous beamline, enabling us

to study previously inaccessible phenomena.

Further optimization of the laser and HHG source by increasing the repetition rate and

flux, as well as enhanced instrument control and optimization of the data acquisition approach,

can improve our data acquisition rate by ∼10-100x. Specifically, the EUV flux can be enhanced

by increasing the repetition rate of the laser driver by ∼10x or more (e.g. from 5 to 50 kHz), by

optimizing the reflectivity of the EUV focusing optics and gratings, and by optimizing the geometry

of the HHG source.

We also note that our measurements and analyses are performed using Ne as the gas

medium, which can span a photon energy range of 40-72 eV simultaneously, using 780 nm driving

lasers. By shifting to longer wavelength driving lasers (> 1 µm) [53], further increases in the HHG

flux would be possible, since the same photon energy range can be reached by phase matching the
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HHG process in Ar gas, which exhibits less residual absorption of the EUV beam.

We used the X-MATTER beamline to study the ultrafast magnetic dynamics of NiMnSb

and Co2MnGa. The Ni moment of NiMnSb is much smaller than theoretically predicted (exper-

imentally, the asymmetry is ∼ 0.5%), and so our measurement of its temporal evolution is an

excellent demonstration of the capabilities of this beamline. We are currently working to under-

stand why the coupling between the Ni and Mn sublattices are measured to be opposite to what is

theoretically predicted. Nevertheless, NiMnSb still shows evidence of OISTR between Mn and Ni

(even though it is not in the expected direction) and it shows evidence of exchange collapse after

intense pumping. In Co2MnGa, we notice a pronounced increase in the Co TMOKE asymmetry

after laser excitation, indicative of a minority spin transfer from Co to Mn. We also observe the

presence of a time delay between the peak of the TMOKE signal and the peak of the reflectivity

signal, which seems to indicate that the excitation of one spin channel proceeds faster than the

excitation of the other spin channel and may be further evidence of an OISTR type mechanism.

The ability to make low-noise, element-resolved measurements of ultrafast magnetic, elec-

tronic, and acoustic excitations unlocks the possibility to explore the fundamental interactions in

magnetic thin films on their natural timescales. This setup enables a shot noise limited approach

to studying magnetic dynamics that can be further improved with increases to photon flux and

throughput. The high SNR of this new instrument has enabled us to study the spin dynamics of

multi-element magnetic compounds across their entire band structure, an important advance that

is yielding new insight into light matter interactions in magnetic materials.
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[88] Christina Möller et al. “Ultrafast element-resolved magneto-optics using a fiber-laser-driven

extreme ultraviolet light source”. In: Review of Scientific Instruments 92.6 (2021),

p. 065107.

[89] Martin Hennecke et al. “Ultrafast element- and depth-resolved magnetization dynamics

probed by transverse magneto-optical Kerr effect spectroscopy in the soft x-ray range”.

In: Phys. Rev. Research 4 (2 June 2022), p. L022062. doi: 10.1103/PhysRevResearch.

4.L022062. url: https://link.aps.org/doi/10.1103/PhysRevResearch.4.L022062.

https://link.aps.org/doi/10.1103/PhysRevResearch.2.023199
https://link.aps.org/doi/10.1103/PhysRevResearch.2.023199
https://doi.org/10.1103/PhysRevResearch.4.L022062
https://doi.org/10.1103/PhysRevResearch.4.L022062
https://link.aps.org/doi/10.1103/PhysRevResearch.4.L022062


119

[90] Filippo Bencivenga et al. “Nanoscale transient gratings excited and probed by extreme

ultraviolet femtosecond pulses”. In: Science advances 5.7 (2019), eaaw5805.

[91] Albert Beardo et al. “A General and Predictive Understanding of Thermal Transport from

1D-and 2D-Confined Nanostructures: Theory and Experiment”. In: ACS nano 15.8 (2021),

pp. 13019–13030.

[92] Kelvin Yao et al. “A tabletop setup for ultrafast helicity-dependent and element-specific ab-

sorption spectroscopy and scattering in the extreme ultraviolet spectral range”. In: Review

of Scientific Instruments 91.9 (2020), p. 093001.

[93] Clemens von Korff Schmising et al. “Element-specific magnetization dynamics of complex

magnetic systems probed by ultrafast magneto-optical spectroscopy”. In:Applied Sciences

10.21 (2020), p. 7580.

[94] Kathleen M Hoogeboom-Pot et al. “Nondestructive measurement of the evolution of layer-

specific mechanical properties in sub-10 nm bilayer films”. In: Nano Letters 16.8 (2016),

pp. 4773–4778.

[95] Philip CD Hobbs. Building electro-optical systems: making it all work. John Wiley

& Sons, 2022.

[96] Travis D Frazer et al. “Full characterization of ultrathin 5-nm low-k dielectric bilayers:

Influence of dopants and surfaces on the mechanical properties”. In: Physical Review

Materials 4.7 (2020), p. 073603.

[97] Albert Beardo et al. “Thermal transport from 1D-and 2D-confined nanostructures on sil-

icon probed using coherent extreme UV light: General and predictive model yields new

understanding”. In: arXiv preprint arXiv:2103.03776 (2021).

[98] Michael Tanksalvala et al. “Nondestructive, high-resolution, chemically specific 3D nanos-

tructure characterization using phase-sensitive EUV imaging reflectometry”. In: Science

Advances 7.5 (2021), eabd9667.



120

[99] David R Lide. CRC handbook of chemistry and physics. Vol. 85. CRC press, 2004.

[100] RJ Bruls et al. “The temperature dependence of the Young’s modulus of MgSiN2, AlN and

Si3N4”. In: Journal of the European Ceramic Society 21.3 (2001), pp. 263–268.

[101] Thorsten Krenke et al. “Inverse magnetocaloric effect in ferromagnetic Ni–Mn–Sn alloys”.

In: Nature materials 4.6 (2005), pp. 450–454.

[102] Tomasz Klimczuk et al. “Superconductivity in the Heusler family of intermetallics”. In:

Physical Review B 85.17 (2012), p. 174505.

[103] I Galanakis, Ph Mavropoulos, and Ph H Dederichs. “Electronic structure and Slater–Pauling

behaviour in half-metallic Heusler alloys calculated from first principles”. In: Journal of

Physics D: Applied Physics 39.5 (2006), p. 765.

[104] I Galanakis and PhMavropoulos. “Spin-polarization and electronic properties of half-metallic

Heusler alloys calculated from first principles”. In: Journal of Physics: Condensed Mat-

ter 19.31 (2007), p. 315213.

[105] F Casper et al. “Half-Heusler compounds: novel materials for energy and spintronic appli-

cations”. In: Semiconductor Science and Technology 27.6 (2012), p. 063001.

[106] Stanislav Chadov et al. “Tunable multifunctional topological insulators in ternary Heusler

compounds”. In: Nature materials 9.7 (2010), pp. 541–545.

[107] Hsin Lin et al. “Half-Heusler ternary compounds as new multifunctional experimental plat-

forms for topological quantum phenomena”. In: Nature materials 9.7 (2010), pp. 546–

549.

[108] Tanja Graf, Claudia Felser, and Stuart SP Parkin. “Simple rules for the understanding of

Heusler compounds”. In: Progress in solid state chemistry 39.1 (2011), pp. 1–50.

[109] Hans Nowotny and Wilhelm Sibert. “Ternäre Valenzverbindungen in den Systemen Kupfer
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