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Dust impacts on spacecraft are commonly detected by antenna instruments as transient

voltage perturbations. The signal waveform is generated by the interaction between the impact-

generated plasma cloud and the elements of the antenna – spacecraft system. A general electrostatic

model is presented that includes the two key elements of the interaction, namely the charge rec-

ollected from the impact plasma by the spacecraft and the fraction of electrons and cations that

escape to infinity. The clouds of escaping electrons and cations generate induced signals, and their

vastly different escape speeds are responsible for the characteristic shape of the waveforms. The

induced signals are modeled numerically for the geometry of the system and the location of the

impact. The model employs a Maxwell capacitance matrix to keep track of the mutual interaction

between the elements of the system. Two reduced-size model spacecraft are constructed for labo-

ratory measurements using the dust accelerator facility. Each model spacecraft is equipped with

multiple antennas, simultaneously operating in monopole and dipole modes. Submicron-sized dust

particles are accelerated to hyperspeed and are used for test measurements, where the waveforms

of each antenna are recorded. The electrostatic model provides a remarkably good fit to the data

using only a handful of physical fitting parameters, such as the escape speeds of electrons and

cations. The presented general model provides the framework for analyzing antenna waveforms

and is applicable for a range of space missions investigating the distribution of dust particles in

relevant environments.
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Chapter 1

Introduction

1.1 Overview

Dust is abundant in our galaxy and solar system and it plays a vital role in their formation

and evolution. The solar system resides in the Orion Arm of the Milky Way and travels through

the Local Interstellar Cloud (LIC). Neutral gas molecules and dust particles larger than about

100 nm from the LIC can pass through the heliospheric boundary and start their journey across

the solar system with an inflow direction (approximately 256° ecliptic longitude and +5° ecliptic

latitude) and a characteristic speed of about 26 km/s. The micron and sub-micron sized interstellar

dust (ISD) particles interact with the interplanetary magnetic field (Lorentz force), solar gravity,

and radiation pressure. The flux and directionality of ISD grains are modulated by interactions

with the interplanetary magnetic field periodically over the timescales of the solar cycle. Larger

particles are delivered to Earth’s orbit, where they can be detected and analyzed in situ. These ISD

particles from the LIC are the closest representation of the building blocks that formed the solar

system 4.5 billion years ago. Interplanetary dust particles (IDPs) bound to the solar system are

continually generated, transported, and destroyed through a range of universal physical processes.

Asteroids and comets are the primary sources that feed the interplanetary dust complex. The

particles have a finite lifetime orbiting the Sun, as they slowly move inward due to the Poynting-

Robertson drag. Mutual collisions, sputtering, and sublimation are the major loss processes of

IDPs close to the Sun. These loss processes then locally generate atoms, molecules, nanometer-

sized, and sub-micron sized dust particles. The former two become pickup ions and accelerate
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outward by interacting with the solar wind (SW) magnetic field. There is a relatively narrow size

range of sub-micron sized particles that become β-meteoroids; i.e., particles that are accelerated

outward due to solar radiation pressure dominating over gravity. On smaller scales, dust particles

exhibit interesting phenomena in some planetary systems (e.g., Saturn’s E-ring) or can be actively

or passively generated. Examples of the former are the volcanoes and cryo-volcanoes on Io and

Enceladus, respectively. Airless bodies, such as moons and asteroids, eject dust particles due to the

continual bombardment of their surfaces by IDPs and micrometeoroids. In summary, by detecting

and analyzing dust particles, we can learn about the formation and evolution of the solar system,

including the original and processed materials and the vast range of physical processes in action.

Before satellites, our understanding of cosmic dust was limited to optical observations. In-

terplanetary dust could be observed as the zodiacal light, for example. In situ dust detector instru-

ments have been implemented from the very beginning of the space age. The Explorer 1 satellite

carried an acoustic sensor for the detection of micrometeorite or cosmic dust impacts, for example

(Dubin, 1960). Dust instruments have evolved significantly since then. They can be divided into

two categories: Dust detectors typically measure the mass of individual particles and can be used

to characterize the mass/size distributions of dust particles as well as determine the flux and di-

rectionality of the particles from the statistics of observations. On the other hand, dust analyzer

instruments can also provide the composition of the dust particles using a physical phenomenon

known as impact ionization. This thesis focuses only on dust detection.

Dedicated and well-calibrated dust instruments have been flown only on a handful of missions

with interplanetary trajectories over the last decades (e.g., Galileo, Ulysses, Cassini). Heliophysics

missions, however, often carry plasma wave instruments with antennas. It has been known that such

instruments are sensitive to dust impacts ever since the Saturn flybys by the Voyager spacecraft.

Dust detection by antennas is complementary to measurements by dedicated dust instruments, as

they offer a much larger collection area (the full spacecraft surface), which makes it possible to

characterize dust populations with lower fluxes. Antenna instruments thus often provide the only

means of making dust measurements in previously unexplored environments (e.g., the FIELDS



3

instrument onboard the Parker Solar Probe mission). The utility of dust detection data by antenna

instruments, however, has been limited due to the lack of detailed understandings of how dust

impacts lead to the generation of measurable electrical signals. Specifically, the calculation of the

mass of the impacting particle with useful certainty remained a difficult task. The impact of dust

particles with speeds ≥ 1 km/s generate a small puff of plasma in a process known as impact

ionization. It is the interaction of the impact plasma with spacecraft and the antenna that leads

to the generation of measurable signals.

Recently, dust accelerators have enabled the study of the properties of dust impact plasmas

and their interactions with antenna instruments in well-defined laboratory conditions. Collectively,

these measurements lead to the understanding of (1) some key properties of dust impact plasmas

and (2) the basic physical mechanism of how the voltage signal is generated on the antennas. The

former includes the measurements of the impact charge yield for common spacecraft materials and

the effective temperatures of the electrons and cations of the impact plasma. This thesis reports the

development of the electrostatic antenna model based on first principles and provides a qualitative

and quantitative understanding of the antenna waveforms recorded in laboratory conditions. The

model is based on the different expansion speeds of electrons and ions during the expansion of the

impact plasma cloud. The spacecraft floating potential determines the fraction of electrons and ions

from the impact plasma that are collected by the spacecraft or are allowed to escape. A combination

of the net collected charge and the induced charge from the escaping electron/ion populations is

responsible for generating a voltage difference between the elements of the system. The charges

are converted to voltages over the effective capacitance of the elements. Maxwell’s capacitance

matrix is employed in order to account for the coupling between the elements. The analytical

model is also used to calculate the signal waveforms in realistic environments. These calculations

indicate that the amplitudes of the impact signals can be significantly reduced due to discharging

effects from the ambient plasma and mutual charging effects between elements due to their voltage

differences. Recently, the model has been expanded to describe the antenna signals as a function

of the dust impact location. Laboratory measurements reported that dust impacts occurring close
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to one of the antennas register a larger signal amplitude than other antennas according to the

induced charging. Hence, a geometry function has been introduced to describe the effect of charges

escaping in space/time, thus inducing different voltage signals on different antennas. The validity

of the electrostatic model is verified for laboratory dust impacts with ≥ 20 km/s. An experimental

campaign has been carried out to investigate the effect of dust materials (iron versus aluminum),

impact location, impact speed, and antenna mode of operation (monopole versus dipole).

The presented electrostatic model is intended to be used as the framework for the improved

analysis of dust impact waveforms from a range of current and future missions. The fitting of the

data by the model can provide the impact charge and the location of the impact on the spacecraft

(SC). The impact charge is a measure of the dust particle’s mass, and determining the impact

location constrains the origin (and therefore velocity) of the dust particle. All prior studies used

statistical guesses at the impact velocity and the origin of the particles and used simplified models

for the capacitances of the spacecraft elements and their interactions.

The thesis is organized as follows. The next Section 1.2 provides a quick overview of the dust

populations that can be observed in situ within the solar system, followed by the basic physical

processes responsible for the evolution of the interplanetary dust complex. Instruments capable of

detecting and analyzing dust particles and their history in prior missions are described in Section

1.3. Chapter 2 is an overview of antenna instruments, their characteristics, and operation principle.

The impact ionization process is described in Chapter 3, along with its relevant properties for the

work presented in this thesis. Chapter 4 presents the developed electrostatic model. The laboratory

and measurement setup for validating the electrostatic model are presented in Chapter 5. Chapter

6 provides the details of the data analysis and interpretation. Finally, the summary and conclusions

are provided in Chapter 7.
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1.2 Dust in the Solar System

1.2.1 Dust Populations

Dust particles populating the interplanetary space can be identified based on their parent

bodies and dynamical interactions that result in their orbital evolution. Interplanetary dust parti-

cles originate from the asteroid belt, Edgeworth-Kuiper objects, or comets (long-period Oort-cloud

comets and Halley-type comets, as well as short-period Jupiter-family comets) (Poppe, 2016). In

addition, a stream of interstellar particles passes through the solar system originating from the Local

Interstellar Cloud (LIC) (Grün et al., 1993). On more localized scales, dust is present in planetary

environments in the form of circumplanetary rings (e.g., Saturn), as populations of ejecta particles

around airless bodies generated by the continual micrometeoroid bombardment of their surfaces

(e.g., Moon, asteroids), or as the product of volcanic or cryovolcanic activity (e.g., Io, Enceladus)

(Horányi, 1996, Burns et al., 2001, Szalay et al., 2018). The latter are the sources of high-speed,

nanometer-sized dust particles, so-called “stream particles” accelerated to high velocities by elec-

tromagnetic forces and ejected from the Jovian or Saturnian systems (Grün et al., 1993, Kempf

et al., 2005). Dust particles are continually generated and have finite lifetimes determined by grav-

itational force, solar radiation pressure, and electromagnetic forces. The processes taking place in

the solar system are relevant to dust evolution in other planetary systems.

Interplanetary Dust Particles (IDPs) concentrated around the ecliptic plane can be observed

with remote sensing techniques; for example, through the scattered sunlight known as the zodi-

acal light shown in Figure 1.1, as well as thermal infrared emission (Gustafson, 1994). IDPs are

continuously supplied from the main asteroid belt (∼ 2 − 4 AU) and various comet populations.

In the main asteroid belt, mutual collisions between objects and impact by meteoroids generate

fragments with a broad size distribution. The estimated dust production rate from asteroids is

on the order of 108 to 1010 kg/s (Mann et al., 1996, 2006). Comets are another source of dust in

the inner solar system. Recent modeling work based on in situ measurements carried out by the

New Horizons and Pioneer 10 missions indicated that the dust grains originate from Jupiter-family
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comets, Oort-Cloud comets, and Edgeworth-Kuiper Belt objects are the dominant source of dust

particles for heliocentric distances for ≤ 10 AU, 10 − 25 AU, and ≥ 25 AU, respectively (Poppe,

2016).

To summarize, in the inner solar system within 5 AU, the major population of interplanetary

dust is supplied by (1) catastrophic collisions that happened in the asteroid belt, (2) Jupiter-family

comets in addition to (3) small contributions from Oort-Cloud comets (Nesvorný et al., 2010).

Figure 1.1: Zodiacal light (scattered light in the center of the image) and the Milky Way (arc), as
seen from Western Australia. Image Credit: Michael Goh.

Cosmic dust is also found in planetary systems and around airless bodies, i.e., moons and

asteroids. The main rings of Saturn that can be easily observed with telescopes from Earth consist

of particles ranging from boulders to dust particles. Dusty rings are also found around Jupiter,

Uranus, and Neptune. Airless bodies are continuously bombarded by meteoroids and produce

ejecta particles, whose dynamics are determined by the size of the airless body (Szalay et al.,

2018). The Moon, for example, is engulfed by a permanent dust cloud sustained by the meteoroid
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bombardment, as characterized by the NASA Lunar Atmosphere Dust and Environment Explorer

(LADEE) mission (Horányi et al., 2014, Szalay and Horányi, 2015, 2016). Active moons, including

Io, Enceladus, and potentially Europa, are also known cosmic dust sources in the magnetospheres

of gas giants.

In addition to the endogenous dust populations, there is an influx of dust particles from

the Local Interstellar Cloud (LIC), including interstellar neutral gas and dust particles, traverses

through the heliosphere with a relative speed of ≥ 26 km/s (Grün et al., 1993, Frisch et al., 1999).

The submicron-sized interstellar dust particles (ISDs) (10−18 to 10−14 kg) were first measured in situ

by the Ulysses spacecraft during its first Jupiter flyby in 1992 (Grün et al., 1993). The estimated

mass flux is approximately 6 × 10−20 kg m−2 s−1, which is much less than that of IDPs (Grün

et al., 1993). The ISDs show very different dynamical signatures compared to IDPs, including high

relative speeds and more homogeneous spatial distribution across the heliospheric latitude ranges.

1.2.2 Dust Dynamics

Another interesting aspect of cosmic dust is that their dynamical evolution is affected by

various perturbation forces, such as the Lorentz forces and radiation pressure effects, which vary

with particle size. After generation, the orbits of interplanetary dust particles start to evolve

differently from their parent bodies. Figure 1.2 shows the production and loss mechanisms as well

as the dominating dynamical processes of dust particles in the solar system as a function of dust

size and heliocentric distance. For grains larger than 100 microns (> 10−8 kg), their dynamics are

dominated by gravity, and collision is the primary loss process. With decreasing sizes, radiation

pressure and electromagnetic forces become more important in shaping the orbital evolution of

IDPs.

For smaller grains in the 1− 100 micron size range (∼ 10−8 − 10−14 kg in mass), dynamical

effects caused by the solar radiation pressure start to govern their long-term evolution. This can

be understood as the radiation pressure is proportional to the surface area, i.e., Frad ∝ a2 where a

is grain radius. On the other hand, the momentum of a dust grain is linearly proportional to its
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Figure 1.2: Drawing of dust in different mass/sizes corresponds to dominant forces and effects in
the solar system. Image Credit: Mihaly Horanyi adapted from Morfill et al. (1986).

mass, or ∝ a3. Thus, for smaller grains, the radiation pressure becomes increasingly significant.

Next, considering the directionality of solar photons and thermal emission from the dust particles,

small IDPs experience an inward migration towards the Sun because of the Poynting-Robertson

(P-R) drag. The P-R drag can be understood as the following: photons from solar radiation are

absorbed from the direction of the Sun. However, the thermal emission from small dust grains can

be considered isotropic. According to momentum conservation, the P-R drag effectively reduces
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the dust grain’s angular momentum and results in an inward spiral towards the Sun.

For even smaller grains, in the sub-micron range (∼ 10−14 − 10−18 kg in mass), radiation

pressure dominates over gravity, and these particles can be expelled from the solar system (Zook

and Berg, 1975). These particles are known as β-meteoroids, and the term “β” is defined as the

ratio between the radiation pressure and the gravitational force from the Sun. It is written as

β =
Frad
Fgrav

=
L∗A 〈QPR〉
4πGM∗mc

, (1.1)

where L∗ represents the stellar luminosity, A and m are the cross-section and mass of the dust grain,

respectively. 〈QPR〉 represents the radiation pressure coefficient as a function of the spectrum of

the incident light, G represents the gravitational constant, and M∗ is the solar mass (Mann et al.,

2006). β is mainly a function of
A

m
∝ a−1, which is independent of the heliocentric distance (Zook

and Berg, 1975). Note that the β value also depends on the optical properties of dust grains and

would ultimately decrease with decreasing grain size (Burns et al., 1979).

Dust grains with radii smaller than about 1 micron are also sensitive to electromagnetic forces,

as shown in Figure 1.2 (Mann et al., 2004, 2006). Grains smaller than 0.1 micron are conventionally

called nano-dust (. 10−18 kg in mass), and electromagnetic forces start dominating their dynamics.

Once acquiring electric charges, the Lorentz force typically governs their motion because of the high

charge-to-mass ratio. Thus, their dynamics are sensitive to the changing of the electromagnetic

environment. High-speed nanodust stream particles from the Jovian and Saturnian systems have

been detected by the Ulysses, Galileo, and Cassini missions (Grün et al., 1993, Horányi, 2000,

Kempf et al., 2005). Once ejected from the planetary magnetosphere, their motion is coupled to

the interplanetary magnetic field structure. The magnetic term in the Lorentz force equation is

F = q ~V× ~B, where ~V = ~vdust − ~vSW , and depends on the relative speed with respect to the solar

wind. Hence, these particles can be accelerated to speeds comparable to that of the solar wind,

i.e., hundreds of km/s.

Overall, following Figure 1.2, the journey of an IDP in the solar system primarily starts from

collisions in the asteroid belt or as ejecta from comets. Through collisional fragmentation, IDPs keep
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grinding down and simultaneously lose angular momentum due to the P-R drag. As moving closer

to the Sun with a slow inward migration, the IDP number density and orbital speed increases with

decreasing heliocentric distance. With the erosion continues (i.e., collision, bursting, sputtering, and

sublimation), these IDPs eventually fall into the Sun or escape from the heliosphere into interstellar

space. The balance between production and loss processes and the dynamical interactions within

the environment determine the distributions of the cosmic dust populations observed today.

1.3 Dust Detection in Space

1.3.1 Detection Methods

The characterization of cosmic dust, including their size and spatial distributions, dynamical

and compositional properties, enhances our understanding of the formation and evolution of celestial

bodies as well as the solar system. The information about dust particles can be obtained through

various detection methods, including the observation of scattered solar radiation, thermal emission,

or in situ measurements. Figure 1.3 illustrates the applicable detection methods as a function of

size and mass from nano-dust particles to small meteoroids.

Due to their low flux, larger particles (& 100 µm) can be observed individually only through

remote sensing observations, for example, by meteor radars, when the particles enter Earth’s at-

mosphere. One of the observations of cosmic dust is the zodiacal light, i.e., sunlight scattered by

IDPs ranging from 1 − 100 µm in the inner heliosphere. Through photometry, polarization, and

spectroscopic observations, we can learn about their size, density, and spatial distributions (Mann

et al., 2006). For example, the IDP density from 1.0 to 0.3 AU is found to increase with decreasing

heliocentric distance, n(r) ∼ r−1.3, based on photometric measurements from the Helios spacecraft

(Leinert et al., 1981). Only micron and submicron-sized particles have sufficiently large fluxes for in

situ detection using instruments deployed on space missions. The most sensitive detection method

in this range is based on impact ionization. The impact ionization phenomenon, which will be

discussed in detail in chapter 3, occurs during hyper-speed impacts (& 1 km/s), where a fraction of
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incident dust particle and target material is ionized, forming an impact plasma cloud (Auer, 2001).

The generated impact plasma can be detected as transient voltage signals that are able to provide

precise measurement of the amount of impact charge, which can be used to derive the properties

of the incident dust particles (e.g., their mass).

Figure 1.3: Applicable dust detection methods as a function of dust size or mass. Image Credit:
Mann et al. (2006).

Compositional measurements inform the source bodies and the chemical evolution of cosmic

dust particles in a solar system. Remote sensing methods only provide limited information on

composition. Modern in situ cosmic dust analyzer instruments based on impact ionization, however,

can provide the elemental and chemical makeup of dust particles by employing time-of-flight (TOF)

mass spectroscopy techniques. For example, this had been demonstrated on the Cosmic Dust

Analyser onboard the Cassini spacecraft (Srama et al., 2004).
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1.3.2 Dedicated Dust Instruments

Several dedicated dust instruments have been flown on planetary and heliophysics missions

since the beginning of the space era, including the Helios, Ulysses, Galileo, Cassini, LADEE (Lunar

Atmosphere and Dust Environment Explorer), and New Horizons missions (Grün et al., 1985,

1993, Srama et al., 2004, Poppe et al., 2010, Horányi et al., 2014). There are two common types

of detection mechanisms: impact ionization dust instruments and PVDF (Polyvinylidene fluoride)

detectors.

Figure 1.4 shows the picture and a schematic diagram of the Dust Detection System onboard

the Galileo spacecraft as an illustrative example of the operation principle of a dust detector. Once

a dust particle passes through the entrance and charge grids, Qp registers the charge signal due

to induced charging. Upon impacting the instrument target, the incident dust particle and the

instrument target close to the impact site are vaporized and partially ionized. The bias potentials

on the target plate and ion collector grid are configured to collect the electrons (QE) and ions (QI)

from the impact plasma cloud. Then QC represents the ion signal received at the channeltron.

Combining these measured signals as coincidence detection allows for a reliable characterization

of each dust impact event. This method can provide the properties of impacting dust particles,

including their impact speed, mass, and grain charge.

Dust analyzers also provide compositional information of the incident dust particles by em-

ploying a time-of-flight mass spectrometer. In the following, the Cosmic Dust Analyzer (CDA)

onboard the Cassini spacecraft offers an illustrative example. Cassini’s CDA instrument detects

dust particle impacts through the impact ionization detector (IID), while the chemical analyzer

target (CAT) is dedicated to compositional analysis. The example signals are shown in the left

and right of Figure 1.5 (Srama et al., 2004). The charge signal QP detected by two entrance grids

provides information of the incident direction in two dimensions. During the detection, both QC

and QT measure the induced charging by the escaping cations generated upon impact (signal goes

negative), while QA and QI measure the charges induced by the cations passing through these grids
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Figure 1.4: Picture and schematic diagram of Galileo Dust Detection System (DDS). The notation
of QP , QE , QI , QC represents the charge signals detected by charge grid, target plate, ion collector,
and the channeltron detector, respectively. Image Credit: ESA and Kruger et al. (1999).

Figure 1.5: Left (A): Picture of the Cosmic Dust Analyzer (CDA) onboard Cassini. Right (B):
Hyper-velocity dust impact signals collected by impact ionization detector (IID) or chemical ana-
lyzer target (CAT). Image Credit: Srama et al. (2004).
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(signal goes positive). The major difference between the CAT and IID impacts is that the CAT

target is biased at a high potential of +1000 V to accelerate the cations from the impact plasma

towards the multiplier located in the center of the instrument. Since the time required to arrive

at the multiplier depends on the mass-to-charge ratio of each cation species, the time sequence of

the multiplier (MP) signal waveform is the time-of-flight mass spectrum of the impact generated

cations, representing the grains’ elemental composition. The bias potential on the CAT increased

the mass resolution in the MP signal in comparison to the mixing MP waveforms obtained when

impact occurred onto the IID target. The composition information has proven to be valuable for

cosmic dust studies. Two of the dust instruments are currently under development: the SUrface

Dust Analyzer (SUDA) onboard the NASA Europa Clipper mission and the Interstellar Dust EX-

plorer (IDEX) onboard the NASA Interstellar Mapping and Acceleration Probe (IMAP) mission.

Both are capable of measuring the composition of incident dust particles with an optimized mass

resolution.

Taking advantage of high-speed encounters, another type of dust instrument utilizes a thin

film composed of Polyvinylidene Fluoride (PVDF), a polarized polymer, for dust detection. With

a foil thickness of a few to tens of microns, high-speed dust particle impact will either (a) produce

an impact crater or (b) penetrate the foil, thus altering the capacitance of PVDF foil to trigger

a small charge pulse as registration of an impact event. Compared to dust detectors and analyz-

ers discussed above, the advantages of the PVDF dust detectors include lower cost, lightweight

composition, lower energy consumption, as well as a larger sensitive area. For example, PVDF

detectors typically have an effective area of > 0.1 m2, greater than that of dust instruments with

the impact ionization method (Srama et al., 2004). Therefore, they are feasible and beneficial to

measuring low dust density environments or focusing on larger grain populations. Several mis-

sions have carried PVDF detectors, for example, the Student Dust Counter (SDC) onboard the

New Horizons mission (Szalay et al., 2013) and the Arrayed Large-Area Dust Detectors for IN-

terplanetary cruising (ALADDIN) onboard the JAXA IKAROS mission (Hirai et al., 2017). For

completeness, the former had a sensitive area of 0.125 m2, and the latter had 0.54 m2, compared
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to the ∼ 0.1 m2 area of instruments carried by the Ulysses, Galileo, and Cassini missions (Srama

et al. (2004) and references therein). The Cassini mission also utilized two PVDF sensors as high

rate monitors to measure the flux in dust-rich environments as a part of its Cosmic Dust Analyzer

(CDA) instrument. The PVDF detector is mainly employed for the detection of particle size > 1µm

since it is more sensitive to noise related to mechanical agitation and thermal effects according to

its piezoelectric and thermoelectric properties. It also provides no direct constraints on the impact

velocity and compositional information of incident dust particles. Only the flux, and hence the

density or size distributions, can be derived from the PVDF dust instrument data set, given that

the impact speed is known.

Figure 1.6: Left (A): Schematic of a polarized PVDF detecting impact signal from an incident dust
particle penetration. Right (B): Picture of student dust counter carried by New Horizons mission.
Image Credit: Srama et al. (2004) and Szalay et al. (2013).

To summarize, dedicated dust instruments flown on space missions can provide a detailed

in situ characterization of the dust populations in the solar system, including their dynamical

and compositional information, to study the microscopic solid particles that cannot be achieved

otherwise. By analyzing the plasma produced from hyper-speed dust impacts, impact ionization

dust analyzers provide the most comprehensive information, including grain composition, velocity,

and mass. The PVDF detectors provide less information but can be used as a dust counter for

various environments with lower costs.



16

1.3.3 Antenna Instruments

Antenna instruments on spacecraft are primarily designed to measure electric fields and

plasma waves in planetary ionospheres and magnetospheres, or the interplanetary medium (Gur-

nett, 1998). Interestingly, antenna instruments are also sensitive to high-speed dust impacts. Sev-

eral missions have demonstrated the capability of antenna dust detection, including the Voyager

1 and 2 (Gurnett et al., 1983, Meyer-Vernet et al., 1986, Gurnett et al., 1997), Wind (Malaspina

et al., 2014, Kellogg et al., 2016), Cassini (Kurth et al., 2006, Meyer-Vernet et al., 2009, 2017, Ye

et al., 2014, 2016a, 2018, 2019), STEREO (Solar TErrestrial RElations Observatory) (Thayer et al.,

2016, Zaslavsky et al., 2012), Juno (Ye et al., 2020), MMS (Magnetospheric multiscale) (Vaverka

et al., 2018, 2019), Parker Solar Probe (Malaspina et al., 2020, Szalay et al., 2020), among others.

Antenna instruments register dust particles through the transient electric signals associated

with the plasma generated upon dust impacts. One major advantage of using antenna instruments

for dust detection is that the corresponding sensitive area is large, i.e., the entire surface of the

spacecraft. This allows the detection of larger particle populations or those in lower fluxes. The

other benefit is that the registered signals provide information on impact plasma parameters and

ambient plasma environment. However, the nature of the antenna dust impact signals has not been

well understood, which complicates the interpretation of data. Given that antenna instruments

are common on space missions, antenna dust detection provides unique and complementary data

sets to dedicated dust instruments. This thesis aims to construct a detailed numerical model to

interpret dust impact signals registered by antenna instruments. The goal is to (1) comprehensively

understand the signal generation mechanisms and (2) quantitatively improve data interpretation

of cosmic dust detection using antenna instruments.



Chapter 2

Antenna Instruments

Spaceborne antenna instruments have been developed to investigate electric and magnetic

fields as well as plasma waves in space since the 1960s. For example, Alouette 1 was the first satel-

lite carrying an electric dipole antenna into space to study natural and artificial very-low-frequency

(VLF) signals propagating in the top of Earth’s ionosphere (Barrington et al., 1963). As for dust

detection, Voyager 2 was the first mission to collect both the voltage waveforms and intensive

broadband noise in frequency spectra caused by dust particles (Gurnett et al., 1983). The main

design parameters for antenna instruments are: (a) the number of orthogonal axes measured, (b)

the desired frequency range, as well as (c) the sensitivity and dynamic range of the instruments.

First, antennas measure the intensity of the electric field that can be coordinated with measure-

ments from magnetometers to provide the directional energy flux, i.e., Poynting vector ~S = ~E× ~B.

These parameters illustrate the propagation and interaction of fields and waves in space. Second,

the desired frequency range may span from DC or just below the ion cyclotron frequency (few Hz)

to higher than the electron plasma or cyclotron frequencies (tens of MHz). In detail, the number

density of surrounding charged particles sets the plasma frequency, while the ambient magnetic

field determines the cyclotron frequency. Thus, the frequency range is constrained by these pa-

rameters of the measured environment. Third, sensitivity and dynamic range describe the spectral

intensity that an antenna instrument can detect. Overall, the large variety of measured plasma

environments makes every antenna instrument customized to satisfy mission requirements. As for

the complementary detection of dust particles, we will introduce the relevant characteristics, spatial
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arrangements, and data products of antenna instruments in this chapter. Several representative

missions are also discussed.

2.1 Antenna Characteristics

2.1.1 Physical Length

There are two dominant charging mechanisms in space: photoelectron emission and thermal

electrons collection, which drive the spacecraft’s potential positive or negative (relative to infin-

ity). An equilibrium potential established on the spacecraft means that these two mechanisms are

in balance. The Debye length of the ambient plasma is the characteristic length of electrostatic

shielding. If it is desired to measure DC electric fields accurately, the antenna length should be

longer than the Debye length in order to isolate the interference from the SC body. For instance,

interplanetary space has a Debye length of ∼ 10 m. A relatively dense plasma environment corre-

sponds to a shorter Debye length; for example, . 2 m in the near-Sun environment (Bale et al.,

2016). From the aspect of radio and plasma wave measurements, the plasma sheath effect is no

longer an important issue. The antenna’s physical length only determines the detectability of the

frequency/wavelength range and the antenna capacitance. Overall, the antenna length is set by

the desired frequency range and the parameters of the ambient plasma environment.

2.1.2 Measurement Configurations

In electric field and plasma wave measurements, antenna instruments are operated either

in monopole or dipole modes. The former measures the potential difference between the antenna

and spacecraft (Vmeas = VANT − VSC), while the latter measures the potential difference between

two antennas (Vmeas = VANT,1 − VANT,2). Monopole mode treats the spacecraft body as electric

ground; however, it may be susceptible to noise generated by onboard electronics. On the other

hand, dipole mode eliminates the spacecraft influences, thus allowing more precise field and wave

measurements. Dipole configuration is the common choice for space plasma measurements.
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Dust detection by antenna instruments relies on the effective area to register transient voltage

perturbations upon impact. The monopole configuration usually has a larger effective area than

that of the dipole. Note that this does not imply that the dipole configuration is insensitive or

inappropriate for dust detection. Both configurations can perform dust detection but have different

effective areas and specific advantages. The analysis and interpretation of monopole versus dipole

detection will be discussed in Section 6.4.

Figure 2.1: The geometry of a cylindrical dipole antenna and a spherical double probe. The
differential amplifier provides the ∆V voltage outputs are denoted. Image Credit: Gurnett (1998).

In traditional dipole configuration, the two types of geometries are cylindrical dipole antennas

and spherical double probes, as shown in Figure 2.1. The main difference is due to their sensitive

area. For a cylindrical dipole antenna, the entire antenna body takes measurements in space plasma,

and the preamps are integrated at the stub of the cylinders near the SC body. For spherical double

probes, the sensitive elements are only the tips, and the preamps are integrated locally, while the
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supporting booms are held at the SC potential (Gurnett, 1998). The former refers to missions

carrying stacer booms (e.g., STEREO) or whip antennas (e.g., PSP), while the latter corresponds

to the MMS mission, as introduced in the next section.

2.1.3 Capacitance and Capacitive Coupling

Antenna capacitance in different geometries can be estimated through the equations provided

below. For the cylindrical shape (the top panel in Figure 2.1), the antenna capacitance relative to

infinity can be approximated as:

CA,cylinder =
2πε0(L)

ln(La )− 1
, (2.1)

where L and a are the length and radius of the cylindrical element, respectively, followed by the

vacuum permittivity ε0 (Jordan, 1951, Gurnett, 1998, Gurnett et al., 2004). On the other hand, a

spherical probe (the bottom panel in Figure 2.1) is much simpler and given by

CA,sphere = 4πε0 a, (2.2)

where a is the radius of the spherical probe.

Antenna instruments in arbitrary spacecraft−antenna systems have capacitive coupling ef-

fects that reduce the signal amplitude of measurements in certain frequency range. An “antenna

gain” is introduced to describe the ratio of output voltage against the input one given by the

capacitive divider,

GA =
∆Vout
∆Vin

=
CA

CA + Cx
, (2.3)

where CA represents the antenna’s physical capacitance to infinity and Cx is the mutual coupling

capacitance between the antenna and the SC. The Cx includes the capacitance of base, cables,

preamps, and geometry of the SC−antenna system (Gurnett, 1998, Bale et al., 2008, Shen et al.,

2021b). These capacitance values can be measured in the laboratory. In order to achieve an ideal

voltmeter and reduce the coupling effect, it is better to make CA � Cx. Comparing the capacitance

of cylindrical and spherical geometry, we can find that the cylindrical one performs well through a

larger value of CA due to its aspect ratio of L� a (Gurnett, 1998).
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2.1.4 Front-End Electronics

The front-end electronics of antenna instruments requires high input impedance in order

to avoid interfering with the voltage measurement. In addition, the bandwidth and rise time of

the electronics determine the measured frequency range and how fast they can respond. The

corresponding data volume and power budget are constrained by the mission design.

2.2 Antenna Categories and Arrangements

In this section, we will discuss the mechanical arrangements of antenna instruments, including

the conical stacer, cylindrical whip, and spherical double probe.

2.2.0.1 Stacer Antenna

Several missions have applied the stacer antennas for plasma wave measurements; for exam-

ple, Cassini (Gurnett et al., 2004) and STEREO (Bale et al., 2008). Figure 2.2 shows a stacer

boom antenna on the STEREO mission (size not to scale). A stacer boom is made as a flat spring

that is rolled with a constant helical pitch and fixed diameter. The deployed stacer antennas are

thus conical in shape with typical lengths of 1− 10 meters, and the diameters of the tip are in sizes

of 4− 55 mm (Bale et al., 2008). The spring element is usually made out of beryllium copper and

may be painted dark to reduce intrusions upon optical measurements.

Figure 2.2: Photo of Beryllium copper stacer antenna used in the STEREO mission. The aspect
ratio is exaggerated for display purposes and not to scale, meaning that it should be a narrower
diameter in practice. Image Credit: Bale et al. (2008).
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Figure 2.3: Photo of Radio and Plasma Wave System (RPWS) antenna assembly on Cassini space-
craft. The three deployment stubs are shown in the view and the rest are the integrated electronics
housing inside the assembly. Image Credit: Gurnett et al. (2004).

Figure 2.3 displays a three-axis deployment device carried by the Cassini spacecraft. At

deployment, each stub slowly releases the stored stacer and further extends it to the designated

length. For instance, the full lengths of electric antennas equipped by Cassini and STEREO missions

are 10 m and 6 m, respectively (Gurnett et al., 2004, Bale et al., 2008). Note that the deployment

structures are installed close to one another in both the Cassini and STEREO missions (see Figure

2.3). Such spatial arrangement increases the capacitive coupling between antennas, thus altering

the measurement characteristics (details in Section 5.4.2). In laboratory measurements, we have

employed a reduced-size model of Cassini SC with the same spatial arrangement (see Figure 5.5).
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2.2.0.2 Whip Antenna

The Parker Solar Probe (PSP) mission carries four whip electric antennas (V 1−V 4) mounted

near the front heat shield, as shown in Figure 2.4. These antennas are 2 m in length and 3.2

mm in diameter, and made out of thin-walled Niobium tubes in order to withstand the thermal

environment near the Sun. Each antenna can be operated as a monopole or in a dipole configuration.

These PSP antennas can perform DC electric field measurements when operated as double probes

Figure 2.4: Photo of FIELDS instrument carried by Parker Solar Probe, including four electric
antennas (V 1− V 4) and a voltage sensor (V 5) along with three magnetic sensors (MAGi, MAGo,
SCM) to measure electromagnetic field and waves in the near-Sun environment. Image Credit:
Bale et al. (2016).

(Mozer, 2016), or make radio and plasma wave measurements from below the ion cyclotron to

beyond the electron cyclotron frequency (Bale et al., 2016). Considering that the whip antennas
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are not placed near each other, the capacitive coupling between antennas is small. It means the

amplitude of signals is affected only by the coupling between antennas and the spacecraft. A

simplified spherical SC built for laboratory measurements follows a similar arrangement of the

antennas. It aims to characterize the signal coupling between monopole and dipole modes with

respect to different impact locations (see SC model in Figure 5.5 and the analysis is provided in

Section 6.4).

2.2.0.3 Double Probe

The MMS mission has a unique suite equipped with six voltage probes, three magnetometers,

and an electron drift instrument to study the electromagnetic field and plasma waves in Earth’s

magnetosphere. Two probes are configured as axial double probes (ADP), and the remaining four

as two pairs of spin-plane double probes (SDP) (Figure 2.5). Each dipole pair measures the voltage

difference between two probes placed on the opposite side of the SC (180◦ apart). Figure 2.6 shows

the schematic of one of the spin-plane double probe (SDP), where the spherical probe connects

to the deployer through a long boom cable and a fine wire. In contrast to whip antennas that

are fully exposed, the double probe has only the probe tips that take measurements. The rest

of the supporting structures are electrically connected to the spacecraft chassis. Referring to the

schematic presented in the bottom panel of Figure 2.1, the preamp is integrated near the sensing

area (the probe and thin wire). Similarly, each side of the axial double probe (ADP) has a sensor

of 1 m in length, extending ∼ 13 m away from the spacecraft body through a boom held at ground

potential (Ergun et al., 2016).
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Figure 2.5: Photo of FIELDS instrument sute carried by the MMS, including a pair of axial double
probe (ADP), two pairs of spin-plane double probe (SDP), an electron drift instrument (EDI), and
three magnetometers (AFG, DFG, and SCM). Image Credit: Torbert et al. (2016).

Figure 2.6: Schematic of the spin-plane double probe instrument, including a deployer, the boom
cable, the preamp, a thin wire, and the probe. Those detected potentials at corresponding locations
are indicated. Image Credit: Lindqvist et al. (2016).
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2.3 Data Products

Considering the wide bandwidth spanning from few Hz to MHz and the dynamic range

of the measurements, the data volumes generated by the antenna instrument can be substantial.

Therefore, onboard processing is needed to optimize the data storage but should still satisfy scientific

purposes. The integrated electronics include analog processing, digital processing, and the field-

programmable gate array (FPGA) control unit (Bale et al., 2016). The analog processing performs

signal separation (e.g., DC-coupled or AC-coupled), produces differential signals (i.e., monopole

or dipole modes), applies anti-aliasing and amplifications. Digital processing is responsible for

conditioning, filtering, digitization, and signal processing. The FPGA logic unit controls the data

flow and acts as an interface between instruments and spacecraft subsystems. In addition, a time-

domain sampler is usually applied to make rapid sampling and perform data acquisition, triggering,

analysis as well as selection. It has the highest sampling rate to register burst events, which

benefits the registration of transient voltage perturbations generated upon dust impacts. Primary

data products include (1) time-domain voltage waveforms and (2) frequency spectra. The voltage

waveforms are initially dedicated to electric field analysis through E = −dV/dx. When dust impact

occurs, the voltage perturbations will interfere with or overwhelm the field and wave measurements,

thus detecting a unique signal response to the expansion of impact-generated plasma. On the other

hand, radio and plasma wave measurements utilize frequency spectra to characterize space plasma

parameters and identify different modes of plasma waves. Dust impacts can also be detected as

wideband noise in the antenna signals’ power spectrum (Aubier et al., 1983, Meyer-Vernet et al.,

2009). However, this provides limited information on dust particles.



Chapter 3

Impact Generated Plasma

Individual dust particles in space can be detected in situ by a variety of methods that were

summarized by Auer (2001), and are illustrated in Figure 3.1. These include non-destructive

methods, for example, the detection of the scattered light from a particle or the charge it carries.

The impact of the dust particle on a solid target surface generates a number of physical phenomena

that can be used for their detection and characterization. These include the perforation of thin foils,

impact cratering of polarized material, impact momentum, the generation of impact light flash, or

the impact ionization of the dust particle. The latter phenomenon provides the most sensitive

detection method and has been employed in a range of dust instruments. In impact ionization, the

initial kinetic energy of the particle is used for the heating, evaporation, and ionization of some

fraction of the dust particle and the target material. Impact ionization may also be used to analyze

dust particles, as the ion species generated in the process are characteristic of its composition.

As mentioned earlier, impact ionization also makes antenna instruments sensitive to dust impacts.

This chapter provides a brief review of impact ionization, the existing (and limited) models of this

process, and the characteristics of the impact plasma determined from laboratory measurements.

Section 3.3 is a description of new laboratory data, namely the measurements of the impact charge

for heat shield material used on the Parker Solar Probe mission.
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Figure 3.1: Illustration of in-situ detection methods of dust impacts. Image Credit: Auer (2001).

3.1 Impact Ionization

Several models have attempted to describe the process of impact ionization. Each of these

models has demonstrated success in the qualitative description of certain aspects in space observa-

tions and laboratory measurements. However, to date, there is no model based on first principles

that would provide comprehensive agreement with the observations. In the following, three models

will be introduced.

The plasma ionization model presented by Drapatz and Michel (1974) assumes that the

impact generates a shock wave that propagates through the material and reflects from the interfaces.

The initial energy is dissipated into heat and results in a hot and dense plasma. The ionization

probability for the atomic species scales with their ionization energy Ei in the form of a Boltzmann

distribution, exp(−Ei/kT ), where kT is the thermal energy. In the model, the shock-wave ionization

is followed by the adiabatic expansion of the impact plasma, where ion-molecular reactions may

continue until the plasma becomes collisionless.
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The desorption ionization model proposed by Kissel and Krueger (1987) and Krueger (1996) is

a semi-empirical approach, where the ions are generated from the adsorbed layer on the particles.

The impact provides the energy for the desorption of the molecules and the chemical cleavage

forming the ions. In this model, ion production scales with the effective area of the impact and the

dissipating energy density. However, this model cannot explain, for example, the presence of cluster

ions that are frequently observed in the impact plasma plumes. In addition, it also cannot explain

the substantial increase of impact charge generation with increasing impact speed; i.e., beyond the

number of the adsorbed molecules.

Finally, the volume ionization model developed by Hornung and Kissel (1994), and Hornung

et al. (1996) was aiming for high impact speeds (v > 50 km/s). The model employs a complex,

multi-parametric function for the description of the ionization efficiencies of the species. Actual

data of ion compositions are then used in an iterative procedure to derive the ionization efficiency

function.

3.1.1 Ionization Process

In summary, impact ionization is a process of a dust particle evaporating and partially ioniz-

ing upon impacting a solid surface with velocities larger than about 1 km/s. Charged particles are

released from the impact in the form of a plasma cloud, which allows dust compositions to be ana-

lyzed through a time-of-flight mass spectrometer. Both the dust and target materials contribute to

the impact ionization process. Volume and surface ionization likely take place as parallel processes.

Mocker et al. (2013) measured the charge yield of iron (Fe) dust impacting the silver (Ag)

target, and the results agree with the above description. In Figure 3.2, the relation between the

charge yield and the impact speed indicates that two regimes of ionization correspond to the surface

and volume ionization processes, occurring at low (≤ 10 km/s) and high impact speeds (≥ 20 km/s),

respectively. At low impact speeds, only the outer part of the dust grain is affected by impacts, as

the energy released is not sufficient enough to affect the entire dust grain. With increasing impact

speeds, the increasing impact energy implies that the entire grain is eventually consumed by the
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vaporization and ionization processes. Thus, the charge yield is proportional to the volume of the

dust particles. Since the surface and volume of a dust particle can be approximated as a2 and

a3 (assuming a spherical particle with a radius a), one can understand why the linear relation of

impact speed in volume ionization has a steeper slope than that of surface ionization, as shown in

the right panel of Figure 3.2.

Figure 3.2: Impact charge yield of iron dust impacting the silver target. The impact charge yield
depends on the impact speed. The areas colored red, purple, and blue denote the regimes of surface
ionization, transition zone, and volume ionization, respectively. The relations of impact charge to
dust’s mass ratio versus impact speed are listed in the right panel, having different exponent
coefficients. Image Credit: Mocker et al. (2013).

3.2 Impact Plasma Characteristics

3.2.1 Charge Yield (QIMP )

An impact ionization plasma cloud generated from dust impacts consists of electrons and

cations (assuming anions can be neglected for simplification). The total impact charge (QIMP )

scales with the mass (m) and speed (v) of the impacting particle following a power law:

QIMP = Qi = |Qe| = γ mα vβ, (3.1)
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where parameters γ, α, and β can be determined from laboratory calibration measurements (e.g.,

Auer (2001), Collette et al. (2014), and Table 3.1). An assumption is made here that the total

charges of positive (Qi) and negative (Qe) charge carriers are equal. In this equation, the generated

impact charge (QIMP ) is a linear function of the dust mass (i.e., α ' 1) and a steep function of the

impact speed with β ' 3− 6. If the impact speed of particles on target surfaces can be determined

from orbital mechanics or other detection methods, the mass of the dust particle can be derived

from the amount of impact charge. This is provided that the measured impact charge yield through

the detection process is thoroughly understood. The coefficients (e.g., γ and β in Equation 3.1) are

mostly set by the target material and can be obtained from laboratory calibrations using a dust

accelerator. Table 3.1 provides the scaling relations of common spacecraft materials.

Table 3.1: Impact charge yield relations reported in literature and this thesis.

Target Material Scaling Relationa Impact Speed (km/s) Reference

Ag 8.9× 10−3mv3.9 2− 40 Collette et al. (2014)

Al 7.0× 10−1m1.02v3.48 2− 40 McBride and McDonnell (1999)

Al 1.4× 10−3mv4.8 8− 46 Grün (1984)

Au 6.3× 10−4mv5.6 9− 51 Grün (1984)

Ag/BeCu (Antenna) 5.0× 10−2mv3.9 3− 40 Grün et al. (2007)

BeCu 1.2× 10−2mv3.8 2− 30 Collette et al. (2014)

Heat shieldb 4.3× 10−2mv3.46 16− 40 This thesis work, see Sec. 3.3

Kapton (Al coated) 1.0× 10−2mv4.6 3− 40 Grün et al. (2007)

Kapton (Ge coated) 2.5× 10−3mv4.5 2− 40 Collette et al. (2014)

MLIc 1.7× 10−3mv4.7 2− 40 Collette et al. (2014)

PCBd-Z paint 4.7× 10−3mv4.1 3− 36 Grün (1984)

Polyimide 1.2× 10−1mv3.3 3− 45 Grün et al. (2007)

Solar cell 4.7× 10−3mv4.2 2− 40 Collette et al. (2014)

W 5.1× 10−1mv3.5 2− 40 Dietzel et al. (1973)

a The units in scaling relation are mass in kg and speed in km/s.

b Heat shield for Parker Solar Probe is made of Carbon-Carbon base with Alumina coated.

c MLI, Multi-layer insulation.

d PCB, Print citcuit board.
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3.2.2 Effective Temperatures (Te and Ti)

The effective temperatures of electrons and ions of an impact plasma cloud determine its

electrodynamic effects, including the escape/recollection fraction from the charged target surface.

The temperatures of impact plasma electrons (Te) and ions (Ti) can be measured by laboratory

impact experiments. The experiments measure the collected charges normalized to the dust’s mass

as a function of the bias potential on target. Several assumptions have to make here, which are:

(1) both positive and negative charge carriers have equal quantities, (2) these charge carriers are

singly charged, and (3) the escaping charges move away to infinity and leave behind the recollected

ones. An equations is provided to fit the net charges (Qcol) recollected on target at various biased

potentials (Ubias) to obtain the effective temperatures Ts for species s (s = e, i):

|Qcol|
m

=
QT
m

(
1− e

−|Ubias|
Ts

)
. (3.2)

Note that QT represents the quantity when the produced charges upon impact are entirely collected

at a high bias potential (i.e., |Ubias| → ∞). Collette et al. (2015) performed experiments using iron

dust particles as projectiles impacting on a tungsten (W) target. Results showed that Te . 5

eV and Te is independent of the impact speed within the range of 4 − 20 km/s. On the other

hand, Ti increases from 4 to 25 eV, corresponding to a low speed of 4 km/s to the hyperspeed

20 km/s, respectively. Nouzák et al. (2020) provided similar results with Te on the order of 1

eV, and Ti ranges from 10 to 15 eV with the impact speed of ≥ 20 km/s using the same Fe-W

dust-target combination. Another laboratory experiment performing olivine particles (with the

same W target) showed that the Ti ' 7 eV and is independent of impact speeds ranging from 2

to 18 km/s. In contrast, Te varies from 1− 10 eV. The authors suggest that this discrepancy may

be caused by anions generated in the impact plasma cloud due to the organic coating of olivine

particles (Kočǐsčák et al., 2020).

In addition, the proposed model in this thesis (details provided in Chapter 4) has recently

been employed to obtain effective temperatures by fitting the model to the waveforms collected in

laboratory measurements. The fitting results provided that Te = 6 − 9 eV, and Ti = 12 − 38 eV
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for impact speed ≥ 20 km/s (see Section 6.1), both are higher than the reported values. However,

given the complex coupling between the fitting parameters in the model, these of the same order

values are still in qualitative agreement with previous results. Nonetheless, this method discussed

in Section 6.1 provides an alternative way to obtain effective temperatures.

3.2.3 Expansion Speeds (ve and vi)

The duration of the transient impact plasma cloud is determined by the expansion speeds of

its constituents. As the cloud expands, the lighter and faster electrons move outward isotropically,

leaving behind heavier and slower ions. Typically, the expansion speed of electrons and ions are on

the order of 1,000 km/s and 10 km/s, respectively. Lee et al. (2012) reported the expansion speed

of impact plasma ranges from 10 to 30 km/s depending on the combination of dust and target

materials. The most recent analyses, as described in Section 6.1 and 6.2, obtained a similar ∼ 10

km/s ion expansion speed through fitting the laboratory impact signal waveforms with the newly

developed electrostatic model (Shen et al., 2021a,b).

3.2.4 Angular Distribution

In contrast to the isotropic expansion of electrons, the motion of ions has been considered a

conical plume. For low-speed impacts (1− 4 km/s), the only existing work was done by Abramov

et al. (1991), who reported that the ion plume’s half-opening-angle ranges from 5◦ − 65◦ with the

most probable values around 16◦ − 36◦. Only until recently, constraints for high-speed impacts

(≥ 20 km/s) have been derived. Based on our laboratory analysis of dust impact signals registered

by the antenna instruments, the ion plume produced from high-speed impacts expands in the

form of a divergent cone rather than a narrow beam, as discussed in Section 6.2. Further direct

measurements are required to characterize the impact plasma expansion and to provide constraints

on its dependence on the impact speeds and possibly dust-target material combinations.



34

3.3 Charge Yield Measurements of Parker Solar Probe’s Heat Shield

A calibration measurement of the impact charge yield of the heat shield used on the Parker

Solar Probe (PSP) was carried out using the dust accelerator facility. Parker Solar Probe is the

first solar observation probe with the most adventurous orbit to closely approach the Sun, deeper

into the solar atmosphere, with a record high speed at perihelions. In order to overcome the

temperature threat, PSP carries a heat shield known as the Thermal Protection System designed

by the Applied Physics Laboratory at Johns Hopkins University. The dimension is 2.4 meters in

diameter and approximately 115 mm thick. It was built with multiple carbon layers consisting

of a carbon composite foam interjacent between two carbon plates. The surface treatment is a

layer of plasma-sprayed alumina (Al2O3) at the sun-facing side to reflect sunlight and reduce heat

deposition. In a thermal vacuum test, the heat shield is demonstrated to hold up to 1650◦C. In

the shadow of the heat shield, the spacecraft body and instruments thus sit at a normal operating

temperature at ∼ 30◦C−70◦C.

Figure 3.3 shows the experimental setup for the impact charge yield measurements. A piece

of heat shield material with 2.5 cm by 2.5 cm size is attached to an electrically isolated PEEK

mount, as shown in the left panel. Note that only one side of this heat shield sample was covered

with alumina and is non-conductive at room temperature. The surface on the opposite side is made

of conductive carbon composition material. Since both sides are rough surfaces and are brittle for

drilling, the experimental wiring is soldered on a copper slice attached to the target using conductive

carbon tapes for charge measurements.

The right panel of Fig. 3.3 provides a schematic of the measurement setup, similar to that

performed in other experiments (Kočǐsčák et al., 2020). An opening of 25 mm in diameter on the

front plate at the right allows the incident dust beam (∼ 1 mm diameter) to access the heat shield

sample. Both the front plate and the gridded aperture are biased at ±100 V for measuring neg-

ative and positive charge yields, respectively. These high bias potentials (±100 V) are applied to

ensure obtaining the full amount of charges produced from impacts since the effective temperatures
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Figure 3.3: Impact charge yield measurement for iron dust impacting Parker Solar Probe’s heat
shield. The left panel shows the heat shield material with a rough surface sprayed by alumina, and
the right panel illustrates the schematic diagram of the measurement setup.

are expected to be < 100 eV, as discussed. The rest of the aluminum housing box is grounded.

The distance between the target surface to the biased grid is 4 mm, in order to provide a uni-

form electric field for the escaping charges generated upon impact. Because of the non-conductive

alumina-sprayed surface, only the induced charges on the back conductive side of sample can be

measured. In other words, there is no measurement of charges deposited on the alumina surface,

and only the induced charges will be collected through a charge-sensitive amplifier (CSA). The

signal caused by the induced current is integrated by the CSA, producing a voltage signal with

an amplitude proportional to the incoming input charges. Due to the characteristics of charge to

voltage conversion, the charge sensitivity of the CSA (Amptek A250) used in this measurement is

5.75 × 1012 V/C. The charge yield, QIMP = Qi = |Qe|, can thus be calculated by converting the

voltage amplitude back to the amount of impact charges.

Preliminary results of the impact charge yield of the PSP heat shield target are presented in

Figure 3.4. A total of 1,809 impact events have been registered in the speed range of 6− 80 km/s.
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77 % of the events are recorded with impact speeds between 16− 40 km/s, and 21 % events for the

range between 10 − 16 km/s. In comparison, the relative impact speeds between IDPs in circular

Keplerian orbits (i.e., α-particles) and the PSP are expected to be around 12− 50 km/s, which are

within the range of this measurement. Note that impact events with speed ≥ 50 km/s, which are

roughly the impact speed range of β-meteoroids (Szalay et al., 2020), are not well covered.

The results indicate two different scaling relations for two speed ranges, consistent with the

surface versus volume ionization scenarios presented in Figure 3.2. In this measurement, events

with impact speeds ≥ 16 km/s are considered to be in the volume ionization regime, while the

rest of 10 − 16 km/s may be under the transition or surface ionization regime. The former has a

scaling relation of 4.3× 10−2mv3.46, which is surprisingly comparable to metal targets, considering

the impact-facing surface is non-conductive at room temperature. The latter, for completeness,

requires more data points at low-speed (1− 10 km/s). In addition, the measured charge yields are

notably more scattered than those measurements with other materials commonly used on spacecraft

(Collette et al., 2014). A hypothetical interpretation is that, due to the rough surface of the heat

shield material, the impact ionization may be less uniform, so the assumption of Qi = |Qe| may be

invalid. For the purpose of PSP dust hazard investigation, more experiments in the hyper-speed

impact regime are needed (e.g., impact speed ≥ 40 km/s).
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Figure 3.4: Impact charge yield measurement for iron dust impacting the heat shield sample de-
signed for the Parker Solar Probe. The upper panel shows that the impact charge yield increases
with impact speeds followed by two scaling relations, depending on the speed regimes. There are
no significant differences between electron and ion charge yields, though both measurements show
relatively large measurement deviations. The bottom panel shows the statistics of impact events,
which mostly concentrate between 10− 50 km/s.



Chapter 4

Electrostatic Model

Dust impacts are detected as transient voltage signals generated by the expanding plasma

cloud after impact ionization. These transient voltage signals (waveforms) measured by the an-

tenna instruments can provide valuable information on dust particles. The antenna and SC acquire

equilibrium potentials in space due to charging currents from photoelectron emission and the col-

lection of electrons and ions from the ambient plasma. The equilibrium potential can be positive

or negative (depending on the relative magnitude of the charging currents), and it will affect the

expansion of the impact ionization plasma cloud. The dust impacts are registered as transient volt-

age perturbations imposed on top of the equilibrium potentials then relax back to the equilibrium

values over timescales which are characteristic of the environment.

Having an appropriate generalized model to analyze and interpret these impact waveforms

is crucial. The obtained parameters from fitting the model to measured waveforms can provide

(1) information of dust particles, (2) characteristics of impact-generated plasma cloud, and (3)

characteristics of ambient plasma environment. This chapter will first introduce the evolution of

physical models and then provide our qualitative and quantitative model based on electrostatics.

Note that the interpretation of waveforms in the following is limited to individual impact events.
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4.1 Evolution of Antenna Detection Models

Several models have attempted to describe the physical mechanisms leading to the generation

of voltage signals measured by antennas. Gurnett et al. (1983, 1987) assumed that a significant

fraction (α) of the impact charge electrons is collected by the antennas with positive equilibrium

potentials. As illustrated in Figure 4.1, the voltage measured by the antenna is then V = Q/CA,

where CA is the capacitance of the antenna and the charge collected on antenna is Q = αQIMP .

In addition, Gurnett et al. (1987) considered the collection of the impact charge by the SC in the

Figure 4.1: Schematic illustration of expanding plasma cloud generated upon dust impact, and the
resulting charge Q collected by the electric antenna. Image Credit: Gurnett et al. (1983).

dipole mode, as the schematic provided in Figure 4.2. In this case, a small fraction of the SC voltage

is measurable by the antennas, given as V = γ QIMP /CSC , where CSC is the SC capacitance, and

γ is the common-mode rejection coefficient of the electronics.

In theoretical work, Oberc (1996) identified three mechanisms that can lead to the generation

of voltage signals: (1) charging of the antenna, (2) charging of the SC, and (3) sensing of the charge

separation electric field. The first two mechanisms are similar to the models described above. In
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Figure 4.2: Schematic illustration of expanding plasma cloud generated upon impact detected by
Voyager dipole antenna instrument. Image Credit: Gurnett et al. (1987).

the third one, the antennas are sensing the electric field of the ion cloud during the expansion of

the impact plasma. The model assumes that the impact plasma is moving away from the impact

location and simultaneously is expanding over time. At some point during the expansion, the

electrons are decoupled from the plasma cloud, leaving behind the cloud of slower ions with a

positive space charge potential on the order of the electron temperature expressed in the units of

eV. The antennas then detect the separated electric field of the cloud. Oberc (1996) has pointed

out that the measured signals generated by antenna charging would also strongly depend on the

impact geometry, that is, the impact location relative to the geometry of the antennas and the SC.

On the other hand, signals generated by spacecraft charging would be independent of the impact

geometry. Oberc (1996) noted that for monopole antennas, the dominating mechanism is due to

SC charging. For dipole antennas, the measured signals are from the differential charging of the

two antennas and sensing the separated electric field. The relative importance between the latter

two mechanisms depends on the physical characteristics of the antennas, such as their lengths.



41

Zaslavsky (2015) proposed the floating potential perturbation model for the data collected by

the STEREO/WAVES instrument (Bale et al., 2008, Bougeret et al., 2008). This model assumes

that both the SC and the antenna recollect some fraction of the impact plasma. The signal measured

by the antenna is then the difference of the voltage perturbations on the antenna and the SC due

to charge collection. The final characteristic shapes of the measured waveforms are set by the

different discharge time-constants of the two elements through the ambient plasma. Meyer-Vernet

et al. (2017) proposed an analytical model for calculating the risetime of antenna signals. This work

pointed out several additional key aspects of the signal generation mechanisms. For example, the

electrons in the impact plasma acquire an isotropic velocity distribution due to their high thermal

speed; thus, half of the electrons move toward the spacecraft rather than away from it after charge

separation. In addition, charge Q at a small distance from the surface of the SC will induce a

potential with magnitude ∼ Q/CSC , i.e.; it has a similar effect as the same charge collected on

the SC. Kellogg et al. (2018a,b) noted that there is capacitive coupling between the SC and the

antenna elements. In addition, the base resistor installed in between these elements needs to be

considered in determining the discharging time constant.

Figure 4.3: Schematic of time domain sampler circuit (denoted as “Signal”) coupling to the space-
craft and antenna elements in impact signal detection. Image Credit: Kellogg et al. (2018b).
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The investigation of the antenna signal generation processes in laboratory conditions was

made possible by the dust accelerator facility at the University of Colorado (Shu et al., 2012).

Using a simplified setup shown in Figure 4.4, Collette et al. (2015) identified three different signal

generation mechanisms, namely (1) SC charging, (2) antenna charging, and (3) induced charging.

The polarity of the SC and antenna charging signals can be reversed by changing the polarities

of the applied bias voltages on the elements. Numerical analysis has later shown that charge

Figure 4.4: A simplified setup of antenna instrument for identifying signal generation mechanisms
in laboratory conditions. In the left schematic panel, dust particles impact the tungsten target
attached to the plate (simulated SC), generating an impact plasma. The right panel shows the
picture. Image Credit: Collette et al. (2015).

collection by the antennas is effective only for dust impacts occurring in the close vicinity of the

antenna base (O’Shea et al., 2017). For typical impacts analyzed for the STEREO SC and its

antenna instruments, the collection efficiencies of the antenna themselves are only on the order

of 0.1 − 1%. Nouzák et al. (2018, 2020) performed laboratory studies using a 20:1 scaled-down

model of the Cassini SC and the Radio and Plasma Wave Science (RPWS) instrument, in both

monopole and dipole modes (see Figure 5.5). The measured waveforms in the laboratory are in

good qualitative agreement with those measured in space and demonstrated how the waveform
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features vary with bias voltage on the SC. The measurements also confirmed that antennas in a

dipole mode are relatively insensitive to dust impacts on the SC body (Ye et al., 2016b), and that

of the magnetic field affects the recollection of electrons from the impact plasma considering the

gyro motions (Ye et al., 2018).

The lab measurements collectively lead to a refined qualitative physical model for the gen-

eration of antenna signals that can be summarized as follows: The impact plasma, consisting of

electrons and ions, can be divided into fractions recollected by the spacecraft or escape. The ratio

of collected/escaping fractions of electrons and ions is determined by the SC potential and the

effective temperatures of the respective species. The two main signal generation mechanisms are

SC charging from the net recollected charge and induced charging from the escaping fraction. The

characteristic waveforms are generated in four successive and somewhat overlapping steps. First,

the fast escape of the electrons leaves behind a net positive charge on and near the SC, generat-

ing a steep, negative-going signal measured as VANT (t) − VSC(t). This feature is known as the

‘preshoot,’ which is commonly observed by antenna instruments that operate with sufficiently wide

bandwidths and adequate sampling rates (e.g., O’Shea et al. (2017), Nouzák et al. (2018, 2020),

Shen et al. (2021a,b)). Second, the escape of electrons is followed by that of ions, driving the signal

more positive. Third, once the charge escape is completed, the SC is left with the net collected

charge that is responsible for the main peak in the waveform. And fourth, the voltages on the

SC and antennas relax back to their equilibrium values as the system is discharging through its

ambient environment. This discharge process operates through the duration of the event and may

significantly reduce the amplitude of the main peak (Shen et al., 2021a). The time constant of the

discharge process is set by the magnitudes of charging currents from the environment (Zaslavsky,

2015). The description of the overall antenna signal generation processes is also provided in a

review article by Mann et al. (2019).

In the following sections, we will introduce the quantitative analytical form of the model

described above. It is first applied on a simplified system consisting of one antenna and a spherical

SC (Section 4.3). The latter assumption allows expressing the induced charge on the SC in a simple
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analytical form, QSC,ind(t) = Qesc

(
RSC

RSC + r(t)

)
. Here, RSC is the SC radius, r(t) = vt is the

radial distance of the charge escaping with velocity v, and the escaping charge Qesc is approximated

as a point charge moving radially outward (Jackson, 1999). The quantitative model provides good

fits to the waveforms collected using a model SC. Several fundamental parameters of the impact

plasma cloud are determined by fitting the model to the data, including the impact charge (QIMP ),

ion expansion speed, etc. Then, we expand this simplified model and generalize it for an arbitrary

geometry of the SC−antenna system (Section 4.8). The model employs a capacitance matrix to

calculate the voltages developed on the elements from the collected and induced charges. A new

laboratory model SC has also been constructed to investigate the effects of the impact location on

the waveforms. The model SC is spherical for simplicity and employs four antennas: two operated

as monopoles and one dipole pair (Figure 5.5). The analysis of the dataset demonstrates that the

electrostatic model can accurately describe waveforms measured in the laboratory using the dust

accelerator (Chapter 6).

4.2 Collected and Escaping Charges

The generated impact charge is expressed as a power law of QIMP = Qi = |Qe| = γ mvβ,

where m is the particle mass, and v represents impact speed. Parameters γ and β are characteristics

of the target material, and their values can be determined from laboratory measurements, as listed

in Table 3.1. In the first approximation, the impact plasma consists of electrons (Qe) and cations

(Qi) in equal quantity. The next necessary assumption is that QIMP is reasonably small such that

(a) it introduces only a relatively small perturbation to the equilibrium potential of the spacecraft

(VSC), and (b) the electrons and ions in the impact plasma decouple from one another (meaning that

the electrons are no longer trapped by the positive space charge of the ion cloud) over a distance that

is small compared to the characteristic size of the spacecraft (RSC). The corresponding relations are

QIMP < CSCVSC , and QIMP < 4πε0
Te
e0
RSC , respectively, where CSC is the capacitance of the SC,

Te is the temperature of the electrons of the impact plasma (expressed in the units of eV), ε0 is the

permittivity of free space, and e0 is the elementary charge. The faster electrons decouple from the
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plasma soon as the space potential of the ion cloud drops below the electron temperature during the

expansion. The corresponding assumption from above was derived by Meyer-Vernet et al. (2009)

and O’Shea et al. (2017), and allows treating the ions and electrons independently (each expanding

with their characteristic speed), as particles whose trajectories are mostly governed by the potential

of the SC. For a typical SC operating near 1 AU in interplanetary space (e.g., Zaslavsky (2015)),

and Te = 5 eV, the above conditions are satisfied for impact charges QIMP . 1 × 10−9 C (Shen

et al., 2021a).

The total impact charge, both the positive ion (i) and electron (e) parts, can be divided into

fractions that are collected by the SC, and escaping from the SC, that is,

Qi = Qi,esc +Qi,col

Qe = Qe,esc +Qe,col.

(4.1)

The collected and escaping fractions are determined by their effective temperatures (Te and Ti in

unit of eV), and the spacecraft potential. For VSC > 0,

Qe,esc = −κQIMP e
−VSC
Te

Qe,col = −QIMP −Qe,esc

Qi,esc = QIMP

Qi,col = QIMP −Qi,esc = 0.

(4.2)

The third equation from 4.2 above expresses the assumption that ions are moving away from the

impact location in form of a plume. On the other hand, the light and fast electrons acquire an

isotropic velocity distribution through collisions during the early phases of the expansion. The

geometric coefficient κ (with a value between 0 and 1) is introduced in order to account for the

geometry of the SC body around the impact site. In an ideal case of a semi-infinite target and no

obstructions in the field-of-view of the expansion, κ = 1 / 2 would account for the fact that half of

the electrons are moving away from the SC and will be escaping, provided that it is energetically
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feasible. For a negative spacecraft potential (VSC < 0) the corresponding equations are:

Qe,esc = −κQIMP

Qe,col = −QIMP −Qe,esc

Qi,esc = QIMP e
VSC
Ti

Qi,col = QIMP −Qi,esc.

(4.3)

The effective temperatures of the positive and negative charge carriers have been measured in

laboratory conditions using a dust accelerator. The measurements by Collette et al. (2014), using

iron (Fe) dust particles impacting onto a tungsten (W) target found that the effective temperatures

of negative and positive charge carriers vary from Te = 1 to 4 eV, and Ti = 4 to 20 eV, respectively,

with increasing impact speed from 4 to 20 km/s. Nouzák et al. (2018) found Te to be on the order

of 1 eV, and Ti between 10− 15 eV for impact speed in the range of 20− 25 km/s using the same

Fe/W dust-target material combination. In a more recent study by Kočǐsčák et al. (2020), using an

organic-coated olivine dust sample impacting onto a W target, the authors found Ti ≈ 7 eV over a

wide impact speed range of 2−18 km/s, while Te varied between 1−10 eV non-monotonically over

the same impact velocity range. The authors suggested that the varying relative fraction of anions

to free electrons is the reason for the significant variation observed for Te. Olivine was selected for

the study as a rock-forming mineral that is also common in meteorites, and the organic coating on

the dust sample was applied in order to make the sample usable in the accelerator (Fielding et al.,

2015).

The next step is to describe the temporal evolution of the antenna signal. We will first

assume the simple case of a monopole configuration, where the antenna is far from the impact

location and not in the way of the expanding plasma cloud. The antenna instrument measures the

potential of the antenna with respect to the SC body. In space, both the antenna and the SC are at

the equilibrium floating potentials, where the charging currents are in balance. The two dominant

currents in interplanetary space are due to photoelectron emission and the collection of electrons

from the ambient plasma (Zaslavsky, 2015), which result in floating potentials on the order of +5 V.
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Since the electronics is AC-coupled, the monopole antenna measures the deviation in the potential

differences due to the transient dust impact event, that is,

Vmeas(t) = δVANT (t)− δVSC(t). (4.4)

4.3 Simplified Case Considering Spacecraft Charging Only

We will further assume a dust impact on the spacecraft body and that the antenna potential

is not affected (see the Cassini SC model shown in Figure 5.5). In other words, the measured signal

is simply the variation of the spacecraft potential, Vmeas(t) ∼= −δVSC(t). The spacecraft potential

is related to charge on the spacecraft through its capacitance, that is, δVSC(t) = δQSC(t) /CSC .

For completeness it is added that there is some capacitive coupling between the antenna and the

SC. The consequence of such coupling is that the measured voltage is somewhat reduced, that is,

Vmeas(t) ∼= −Γ δQSC(t) /CSC , where Γ is known as a coupling parameter with a value between

0 − 1. The extent of the capacitive coupling, however, has not been established experimentally for

the simplified Cassini SC model setup, and for simplicity Γ = 1 is assumed.

The qualitative description of the spacecraft charging model is based on the works by Meyer-

Vernet et al. (2017) and Nouzák et al. (2018, 2020), and its high-level description is also provided in

Ye et al. (2019) and Mann et al. (2019). Briefly, a fraction of the electrons from the impact plasma

(described in Equation 4.2 or Equation 4.3) escape quickly, resulting in a rapid positive charging

of the spacecraft. The escape of the slower ions takes place simultaneously and it is charging the

spacecraft negatively. Once the escape processes are completed, the spacecraft is left with the net

collected charge of electrons and ions from the impact plasma. Throughout the process, the effect

of the ambient plasma drives the spacecraft potential back to equilibrium. The following charging

equation describes the transient event of a dust impact (occurring at time t = 0):

δQSC(t) = Qi,col +Qe,col +Qi,esc
RSC

RSC + vit
+Qe,esc

RSC
RSC + vet

+

∫ t

0
Idis(τ)dτ. (4.5)

This relation assumes that the generation of the impact charge is an instantaneous process. It

is important to note that a small cloud of charge in the close vicinity of the SC has a similar
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effect on its potential as the same charge collected on the SC. This is called induced charging.

For this reason, the collection of the electron and ion charges by the SC (Qe,col and Qi,col) can be

considered to take place instantaneously, even though some of the electrons or ions are on ballistic

orbits before returning to SC. For a spherical approximation of the spacecraft body (effective

radius RSC), the induced charges of the escaping fractions (Qe,esc and Qi,esc) scale as ∼ 1 / r with

radial distance (Jackson, 1999), as expressed in the third and fourth terms on the right-hand-

side of Equation 4.5. The characteristic expansion speeds of ions and electrons are vi and ve,

respectively. The last term in Equation 4.5 accounts for discharging through the ambient plasma

environment. Zaslavsky (2015) and O’Shea et al. (2017) derived the equations and the time constant

of the discharge current for conditions, where the equilibrium spacecraft potential is maintained

by the balance between photoelectron emission and electron collection from the ambient plasma

environment (e.g., in interplanetary space). The corresponding discharge time-constant for an

assumed spherical symmetry is

τdis =
1

2

CSCTph
e0neweSSC

, (4.6)

where Tph is the characteristic temperature of photoelectrons, ne is the density of ambient plasma,

SSC is the surface area of the spacecraft, and we =
√
e0Te,ap / 2πme is the electron thermal speed,

with Te,ap and me being the temperature of the ambient plasma electrons and electron mass,

respectively.

Differentiating Equation 4.5 and using Equation 4.1 we arrive to the transient charging equa-

tion in the following form:

d

dt
(δQSC) = −Qi,esc

viRSC
(RSC + vit)2

−Qe,esc
veRSC

(RSC + vet)2
− QSC

τdis
. (4.7)

This equation can be solved numerically.
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4.4 Characteristics of Antenna Signals

4.4.1 Antenna Signals in Interplanetary Space

In this section, we illustrate the solution of the signal-generation model from above for an

ideal spacecraft in interplanetary space. Specifically, we will consider the STEREO spacecraft at 1

AU and refer to the works by Zaslavsky (2015) and O’Shea et al. (2017). The relevant parameters

considered are the following: The equilibrium floating potential of the spacecraft is VSC = 5.5 V,

the spacecraft capacitance is CSC = 200 pF, the surface area is SSC = 10 m2, with an effective

radius of RSC = 1 m. The typical parameters of the plasma environment are ne = 5 cm−3, Te,ap = 8

eV, and Tph = 2 eV. For these condition we = 0.47× 106 m/s and τdis = 0.053 ms. The following

parameters are used to describe the impact plasma: κ = 0.5, ve = 106 m/s, vi = 104 m/s, Te = 7

eV and Ti = 25 eV. The latter values will be justified in Section 6.1.

Figure 4.5 shows the antenna signal for a model spacecraft operating in interplanetary space

near 1 AU by solving Equation 4.7. For simplicity, the impact charge is set to QIMP = CSC (1V ) =

200 pC. The sharp negative going feature is known as the “preshoot” and is generated by the

rapid escape of free electrons from impact plasma, as it has been explained by Nouzák et al. (2018,

2020). The signal shape and characteristic time-constants are in good qualitative agreement with

the “triple-hit” signals from the STEREO spacecraft described by Zaslavsky et al. (2012), Collette

et al. (2015), or O’Shea et al. (2017).

A noteworthy observation in Figure 4.5 is that the amplitude of the signal is significantly

lower than the QIMP /CSC = 1 V value. Following Equation 4.2 and the parameters defined above,

the escaping electron charge is −0.23×QIMP . However, the amplitude of the preshoot never reaches

the full 0.23 V because the ions from the impact plasma are expanding simultaneously, albeit with

a slower speed. Without discharge from the ambient plasma environment, the net collected charge

on the SC after the plasma expansion is completed is Qcol = Qe,col +Qi,col = −(Qe,esc +Qi,esc) =

−0.77×QIMP . Such collected charge would generate a signal with corresponding amplitude of 0.77

V. The actual amplitude, however, is significantly lower, only about 0.15 V. The reason for this
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Figure 4.5: The antenna signal for a model spacecraft operating in interplanetary space near 1 AU.
See text for more detail.

Figure 4.6: The antenna signal and contributions from selected terms on a logarithmic time scale.
Vmeas(t) is the same as the measured signal shown in Figure 4.5. The red curve is the contribution
from the escaping electrons, Ve,esc(t) and the purple dashed curve represents the sum of signals
from the escape of electrons and ions, Ve,esc(t) + Vi,esc(t). The detailed list of parameters used for
the calculations is shown in Table 4.1.
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is the ongoing discharge from the ambient plasma, where the corresponding time-constant from

Equation 4.6 is relatively short. Figure 4.6 shows the details of contributions from the escape of

electrons (Ve,esc(t)) and ions (Vi,esc(t)) along with the measured voltage accounting for ambient

discharging (Vmeas(t)).

In summary, the simplified antenna signal model from Section 4.2 has three characteristic time

constants: (1) electron escape is described by τe,esc = RSC / ve, (2) ion escape by τi,esc = RSC / vi,

and (3) the plasma discharge time constant τdis. The amplitudes of the preshoot and the main signal

are affected by the interplay between these competing effects. For the model case of a spacecraft

in interplanetary space described above, the signal amplitude is significantly reduced compared to

the theoretical maximum of QIMP /CSC .

4.4.2 Antenna Signals in Laboratory Measurement

This section discusses the similarities and differences between the measurements in a con-

trolled laboratory environment and those that can be expected in space. The discharge of the SC

through the ambient plasma is modeled as a discharge through the biasing resistor (RBIAS), as de-

scribed by Nouzák et al. (2018). The corresponding discharge time constant, RBIAS CSC , is selected

to be relatively long (a schematic of front-end electronic is provided in Figure 5.6), such that the

amplitudes of the signals are not significantly affected, as demonstrated in Figure 4.7. Other than

discharging, the ambient plasma has little effect on the expansion of the impact plasma and related

charging processes. Provided that near 1 AU the Debye length of that ambient plasma is large

compared to the characteristic size of the spacecraft, the potential profile around the spacecraft is

not altered significantly by the plasma sheath.

The measurements and data analysis are limited to impact speeds ≥ 20 km/s (see Section

6.1), similarly to the work done by Nouzák et al. (2020). The goal is to demonstrate a simplified

physical model from Section 4.3 can be used to explain the generated signal shapes. Generally,

the parameters of the impact plasma, including ion composition, or the effective temperatures of

positive and negative charge carriers, vary with impact speed. In particular, for ≥ 20 km/s volume
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ionization is expected to dominate and the plasma consists mainly of electrons and atomic cations

(Mocker et al., 2013, Hillier et al., 2014). In other words, the characteristics of the impact plasma

from the described measurements are the closest to assumptions made for the signal generation

model described above.

The laboratory measurements are performed using an Fe-W target-dust material combination

such that the results are directly comparable to prior studies (Collette et al., 2015, 2016, Nouzák

et al., 2018, 2020). The parameters determined from the experimental data described below may

or may not be representative to cosmic dust particles with complex composition impacting onto

spacecraft materials.

Figure 4.7: Same as Figure 4.6, except using the parameters of laboratory setup shown in Table
4.1.

Figure 4.7 shows the solution of Equation 4.7 for the parameters of the experimental setup

and those determined from the lab measurements described below. Due to the smaller physical size

of the model, both the preshoot and the main peak are shifted to earlier times. The amplitudes of

the impact signals are also reduced due to the limited capabilities of the dust accelerator (QIMP

is typically on the order of 10−14 − 10−15C). The comparison of typical values between a SC in

interplanetary space and the laboratory model are presented in Table 4.1.
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Table 4.1: The Parameter List of Calculated Antenna Signals Shown in Figures 4.6 and 4.7.

Interplanetary space (Figure 4.6) Laboratory model (Figure 4.7)

VSC +5.5V +5.0V

QIMP 2.0× 10−10C 3.5× 10−14C

CSC 200 pF 48 pF

RSC 1.0 m 0.08 m

ve 1,000 km/s 1,000 km/s

vi 10 km/s 10 km/s

Te 7 eV 7 eV

Ti 25 eV 25 eV

κ 0.50 0.50

τdis 53µs (Equation 4.6) 240µs = RBIAS CSC

|Qe,esc/QIMP | 0.23 0.24

|Qe,col/QIMP | 0.77 0.76
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4.5 Simplified Case Incorporating One Antenna

Here, the simplified yet illustrative example of a SC with one antenna is provided, considering

only collected charges on one of the elements. Figure 4.8 depicts this case, where CSC and CANT

are the physical capacitances of the respective elements. The mutual capacitance, Cx, consists

of several components. It includes the ”base” capacitance (CB), the capacitances of the cables

and preamp input capacitance (CWP ), and the capacitance of the antenna to the SC body that is

determined by the geometry of the system (CG) (see, for example, Bale et al. (2008)). Since these

three capacitances are effectively connected in parallel, Cx = CB + CWP + CG.

Figure 4.8: Schematics of the simple system consisting of a spacecraft (SC) and one antenna (ANT).
See text for details.

The next step is considering that charge δQSC,col is deposited onto the SC. The notation

”δ” designates perturbation, that is, the deposited charge is in addition to that responsible for the

development of the equilibrium potential. The voltage that develops on the SC is then given by

δVSC = δQSC,col /CSC,eff , where CSC,eff = CSC +
CxCANT
Cx + CANT

is the effective capacitance of the

SC that includes the contribution from CANT and Cx. Even though no charge is deposited onto the

antenna, the voltage of these element is affected by the voltage on the SC. This voltage is given as

δVANT = δVSC [Cx / (Cx+CANT )], following the rule of capacitors connected in series. The voltage
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measured between the antenna and the SC is then:

δVmeas = δVANT − δVSC = −
δQSC,col
CSC,eff

CANT
Cx + CANT

. (4.8)

The ratio at the end of Equation 4.8 is usually considered as the antenna gain, GA = CANT / (Cx+

CANT ), corresponding to the description in Gurnett (1998) and Bale et al. (2008).

Similarly, for charge deposited on the antenna, the measured voltage is:

δVmeas = δVANT − δVSC =
δQANT,col
CANT,eff

CSC
Cx + CSC

. (4.9)

where CANT,eff = CANT +
CxCSC
Cx + CSC

is the effective capacitance of the antenna.

For the considered simplified cases, Equations 4.8 and 4.9 can be used to calculate the de-

posited charge from the amplitudes of the voltage signals. There are two noteworthy comments to

make: One is that in the case of charge deposited onto the antenna, the antenna gain GA is no

longer applicable. The second is that contrary to common practice in previous studies, the effective

values of the SC and antenna capacitances need to be used to convert charge to voltage and vice

versa. When the SC−antenna system is immersed in plasma, the capacitances of the elements will

increase. This effect is, however, negligible for conditions where the Debye length of the plasma is

longer than the characteristic size of the SC, e.g., in interplanetary space near 1 AU.

4.6 The Matrix Form

The calculations of the effective capacitances and measured voltages increase complexity

quickly with increasing the number of antennas. Fortunately, Maxwell’s capacitance matrix can be

employed to keep track of how the SC and the antenna elements interact (Maxwell, 1873). For n

antennas, the matrix form can be written as δVSC
...

δVANT,n

 =

a00 · · · a0n
...

. . .
...

an0 · · · ann


 δQSC,col

...

δQANT,n,col

 , (4.10)

which allows calculating the voltages on objects from known collected charges. In this form, [a ] is

the elastance matrix with (n+ 1)2 elements. The inverse form to Equation 4.10 is [δQ] = [b] [δV],
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where [b] = [a ]−1 is the Maxwell capacitance matrix (Maxwell, 1873, Di Lorenzo, 2011, de Queiroz,

2012). For the remainder of this section, it will be assumed that the elastance and capacitance

matrices are known for the system. Section 5.4 below will provide the details of how the matrices

can be calculated.

Here, we present illustrative exercise calculations for the simplest case of a SC with one

antenna that demonstrates: (1) the capacitance matrix is properly tracking the effective capacitance

of the system, and (2) the physical meaning of the elastance matrix. The potential of elements of

the simple SC–antenna system is written using the elastance matrix [a ]:[
δVSC
δVANT

]
=

[
a00 a01
a10 a11

] [
δQSC,col
δQANT,col

]
. (4.11)

The charge can be calculated from the voltage using the inverse form,[
δQSC
δQANT

]
=

[
b00 b01
b10 b11

] [
δVSC
δVANT

]
=

[
CSC + Cx −Cx
−Cx CANT + Cx

] [
δVSC
δVANT

]
, (4.12)

where [b] = [a ]−1 is the capacitance matrix. The right-hand side of the equation above demon-

strates the physical meaning of the elements (also see [b] in Section 5.4 and Equation 5.5). The

charges on the SC and the antenna can be expressed as:

δQSC = (b00 + b01)δVSC + b01(δVANT − δVSC)

δQANT = b10(δVSC − δVANT ) + (b11 + b10)δVANT ,

(4.13)

where the potential differences between the SC and antenna are introduced. By substituting for

the physical meaning of the matrix elements from Equation 4.12, we obtain:

δQSC = CSC δVSC + Cx(δVSC − δVANT )

δQANT = Cx(δVANT − δVSC) + CANT δVANT ,

(4.14)

This set of equations can be solved when the charge is deposited only onto the SC, i.e., δQANT = 0.

Expressing δVANT = δVSC [Cx / (Cx + CANT )] from the second equation and substituting to the

first, we obtain:

δQSC = CSC δVSC + Cx

(
δVSC −

Cx
Cx + CANT

δVSC

)
. (4.15)
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And from here the effective capacitance is obtained as:

δQSC
δVSC

= Ceff,SC = CSC +
CxCANT
Cx + CANT

. (4.16)

The effective capacitance of the antenna can be calculated similarly.

The last thing to demonstrate is the physical meaning of the diagonal terms of the elastance

matrix. Following the rules of matrix transformation, we obtain from Equation 4.12:

[a ] =
1

(CSC + Cx)(CANT + Cx)− C2
x

[
CANT + Cx Cx

Cx CSC + Cx

]
. (4.17)

It can be shown easily from here that a−100 = Ceff,SC and a−111 = Ceff,ANT , as those two effective

capacitances described in previous Section 4.5. In other words, the diagonal elements conveniently

provide effective capacitances for each element of the system.

4.7 Induced Charging and Geometric Function

Induced charging refers to the fact that a free charge in the vicinity of a conductive object

will induce a potential on this object. An analytical solution for the established potential exists for

the simple case of a spherical object, where the magnitude of the induced potential scales as ∼ 1/r

with radial distance from the surface (see Section 4.3 and Jackson (1999)). We have presented the

analytical solution for this simple case with the SC in the spherical approximation in Equation

(4.5) and (4.7).

The general solution for induced charging for the SC and the antenna elements can be calcu-

lated numerically, provided that the geometry of the system and the charge distribution are known.

In order to describe the fraction of the charge induced on the i -th element from a test point charge

(Qtest) located at position ~r, the geometric function is introduced. For the system of a SC and n

antennas, the geometric functions are defined as:

gSC(~r) =
QSC,ind(~r)

Qtest

gANT,n(~r) =
QANT,n,ind(~r)

Qtest
,

(4.18)
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whereQSC,ind(~r), for example, is the charge induced on the SC, while the unit point charge is located

at ~r. The geometric functions provide unitless values and sum up to gSC(~r) +
∑

n gANT,n(~r) ≤ 1

for all locations. The value of the geometric function approaches unity for a point charge in the

close proximity to one of the elements and diminishes with increasing distance.

The geometric functions can be calculated numerically using standard available electro-

static solver tools (e.g., commercial software like COMSOL Multiphysics, CST Studio Suite, or

COULOMB). The geometry of the SC−antenna system is imported into the software, and each

element of interest is treated as a conductive object that is electrically isolated from the rest of the

system. The software also calculates the elastance and/or capacitance matrices. The values of the

geometric functions can be calculated simply from the voltages established on each element using

the following relation:  gSC(~r)
...

gANT,n(~r)

 =
1

Qtest

b00 · · · b0n
...

. . .
...

bn0 · · · bnn


 VSC

...

VANT,n

 , (4.19)

The calculation of the geometric function can be performed for all locations of interest in the vicinity

of the system. The capacitance matrix in the equation above can account only for the geometric

coupling between the elements, i.e., Cx = CG. The description of how to account for the additional

contributions from CB and CWP is described in Section 5.4. Given the size and complexity of an

actual SC−antenna system and the required resolution, the numerical calculations of the geometric

function can be numerically demanding. However, these calculations have to be performed only once

and then use standard numerical techniques, e.g., lookup tables combined with linear interpolation

for determining the values for arbitrary positions.

Figure 4.9 shows the numerical calculations for a simplified case of a spherical model SC with

one antenna. The dimensions of the system resemble those of the model used in the laboratory

measurements described in Section 5.2. The SC radius is RSC = 7.62 cm, and the antenna is 27

cm long and 1.6 mm in diameter. In the model setup, there is a 5 mm gap between the surface

of the SC and the antenna, which limits their mutual coupling. The point charge is moving along

a radial line that is offset 10◦ from the antenna, as illustrated in the insert of Figure 4.9. The
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magnitude of the test point charge is Qtest = 100 pC. The left panel shows the potentials on

each element, and their difference, Vmeas = VANT − VSC . When the test point charge is near the

surface of the SC, the potentials are VSC ∼= Qtest/CSC,eff = 10.8 V, where CSC,eff = 9.60 pF

is the effective SC capacitance, as calculated. This is close to the expected value of CSC,eff =

CSC +
CxCANT
Cx + CANT

= 9.46 pF, where CSC = 4πε0RSC = 8.47 pF is the capacitance of the SC, and

the values of Cx = 1.43 pF and CANT = 1.84 pF are also from the numerical calculations. With

the point charge near the surface of the SC, the potential of the antenna is VANT ≈ 4.6 V, which is

close to the value calculated as VANT = VSC [Cx / (Cx + CANT )] = 4.7 V. The minor discrepancies

in the calculated and theoretical values are likely due to numerical errors (e.g., grid or numerical

setup in the software).

Figure 4.9: The induced potential (left panel) and the geometric function (right panel) for a simple
case of a system consisting of a spherical SC and one antenna. The numerical calculations are for
a test point charge (Qtest = 100 pF) moving radially outward on a trajectory offset by 10◦ from
the antenna (see the illustration in the left panel).

The right panel in Figure 4.9 shows the variation of the values of the geometric function with

radial distance. gSC(r) is close to unity for the point charge located near the surface and then drops

quickly with increasing distance. In the case investigated, this drop is steeper than 1/r because of
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the proximity of the antenna to the point charge since a significant fraction of the induced charge

will occur on the antenna rather than the SC. The value of gANT (r) increases quickly over a few

mm distance as the point charge gets close to one end of the antenna. There is a noticeable drop

in gANT (r) at around radial distance r = RSC + 0.27 ∼= 0.35 m, where the antenna ends.

4.8 Full Model Expression for Arbitrary Spacecraft-Antennas System

The analytical model for a simplified case presented in Equation 4.5 calculated the time

evolution of the charge on the SC in the form of

δQSC (t) = QSC,col +
∑
s= e, i

Qesc,s

(
RSC

RSC + vst

)
+

∫ t

0
Idis (τ) dτ. (4.20)

The collected charge is the sum of collected electrons and cations, QSC,col = Qe,col + Qi,col, using

Equations 4.2 and 4.3. The second term accounts for the induced charging from the escaping

fractions of electrons and ions from the impact plasma. The simplifying assumptions used here

are the spherical approximation of the SC. The escape of the electrons and ions can be effectively

approximated as a point charge moving radially outward with their respective characteristic escape

speeds (vs, s = e, i). The last term in Equation 4.20 accounts for the discharge current. The

discharge current is due to the applied bias resistor for the case of the laboratory model and due

to the charging environment for a SC operating in space. As the potential of the SC deviates from

equilibrium due to charging from the dust impact plasma, the imbalance of the electron, ion, and

photoelectron currents will drive the body back towards equilibrium (e.g., Zaslavsky (2015)). Once

the charging of the SC is calculated, the potential perturbation from the dust impact plasma is

obtained as δV SC(t) = δQSC(t) /CSC,eff .

Here we generalize the simplified analytical model from Equation 4.20 by employing the

capacitance matrix and geometric functions introduced above. The fundamental property of the

model is that recollected and induced charges can be treated similarly when it comes to calculating

the potential on the elements. The voltage perturbations on the spacecraft and n−th antennas can
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be calculated simultaneously in the following form:
δV SC(t)

...

δV ANT,n(t)

 =


a00 · · · a0n
...

. . .
...

an0 · · · ann




QSC,col +
∫
V
ρesc(~r, t)gSC(~r) dV +

∫ t
0
ISC,dis(τ)dτ +

∑n
n=1

∫ t
0

δVANT,n(τ)−δV SC(τ)

Rbase
dτ

...

QANT,n,col +
∫
V
ρesc(~r, t)gANT,n(~r) dV +

∫ t
0
IANT,n,dis(τ)dτ −

∫ t
0

δVANT,n(τ)−δV SC(τ)

Rbase
dτ

 .
(4.21)

The elements of the charge vector on the right-hand side are similar to those presented in Equation

4.20. The first term is the collected charge. The second term provides the induced charging from the

escaping charges in form of a volume charge distributions, ρesc(~r, t) = ρesc,e(~r, t)+ρesc,i(~r, t), which

accounts for both electrons and ions. This is the most general form that allows incorporating models

of electrons and ion escaping, for example, by considering the initial velocity distributions and

plume shapes of the respective species. The geometric functions in the integral enable considering

the impact location with respect to the geometry of the SC and the antennas. The third term is

the discharge from the ambient environment. A fourth term is introduced, recognizing that the

antennas and the spacecraft are electrically connected through a base resistance, Rbase (see, for

example, Bale et al. (2008)). This connection allows a current to flow and reduce the potential

difference between the SC and the antennas. This last term may or may not be significant in

comparison to the discharge through the environment, depending on the value of Rbase (typically

on the order of MΩ), the density of the ambient plasma, and the distance to the Sun, which would

drive the photoelectron emission current.



Chapter 5

Experimental Facility and Measurement Setup

A linear electrostatic dust accelerator is a unique facility that can support various impact

research activities and calibrate dust instruments for space applications. Micron and sub-micron

dust particles of various materials can be accelerated to velocities in the range of 1 − 100 km/s

(Shu et al., 2012). Figure 5.1 shows the dust accelerator facility at the University of Colorado,

and Figure 5.2 depicts the schematic diagram. The accelerator allows simulating the high-speed

range of bound grains and beta-meteoroids in space but with smaller sizes. Other techniques,

such as a light-gas gun or plasma drag accelerator, can provide impact measurement of micro-

meteoroids and meteoroids but are constrained by the speed range of . 15 km/s (Auer, 2001).

Section 5.1 introduces the characteristics and capability of the dust accelerator facility. Section 5.2

provides the descriptions of two SC models, including a scaled-down Cassini model and a spherical

model. The integrated electronics and circuit performance are described in Section 5.3. Section

5.4 introduces how the specific capacitance matrices are constructed for laboratory conditions and

space applications. Finally, a simulation of induced charging for the model spacecraft is provided

as the dataset for (1) deriving geometric functions (introduced in Section 4.7) and (2) fitting the

model to laboratory measurements (shown in Section 6.2).
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Figure 5.1: Picture of the dust accelerator facility at the University of Colorado Boulder. The dust
grains launched from the pelletron and pass the gates of the particle selection unit (PSU) to the
experimental chamber.

Figure 5.2: Schematic diagram of the dust accelerator facility. The orientation is consistent with
Figure 5.1. The dust source is housed inside the pelletron dome. The particle selection unit (PSU)
consists of a pair of pickup detectors and a deflection unit. See text for detail.
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5.1 Dust Accelerator Facility

The schematic and photo of the pelletron accelerator are provided in Figures 5.2 and 5.3.

High voltage pulses are generated in the dust source cavity, making the dust particles be levitated,

charged, and ejected away from the source region (Shu et al., 2012, Mocker et al., 2013). Then,

these dust particles will be accelerated to high speeds (≥ 1 km/s) through the high electrostatic

potential of 2− 3 MV produced by the pelletron.

Figure 5.3: The pelletron is housed with a dust source (right-hand side) and acceleration regime
(rings region).

A pair of charge pickup tube detectors is placed to measure the charge and velocity of

individual dust particles (Figure 5.2). The dust charge is detected through its image charge on

the pickup tube, while the velocity is calculated from the time of flight between the detectors.

Combining with a deflection unit, the particle selection unit (PSU) allows dust particles within

the desired range of velocity and charge to enter the experimental chamber. The experimental

chamber is 1.2 m in diameter and 1.5 m long and is capable of evacuating to < 10−6 Torr for the

measurements.
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The parameters of individual dust particles are determined when leaving the pelletron accel-

erator. The velocity of a dust particle (vd) can be measured through PSU and follow the energy

equation, expressed as

vd =

√
2Qd Up
md

, (5.1)

where Up is the electrostatic potential of the pelletron (2−3 MV), Qd is the particle charge, and md

is the particle mass. By rearranging Equation 5.1, the mass of the dust particle is then calculated

through known values of Qd and vd:

md =
2Qd Up
v2d

. (5.2)

In addition, the radius of a dust particle (Rd) can be estimated using a spherical approximation,

written as

Rd = 3

√
3Qd Up
2πρ v2d

, (5.3)

where ρ is the particle mass density.

Following Equations (5.2) and (5.3), the mass and radius of the dust particles are propor-

tional to vd
−2 and vd

−2/3, respectively. A distribution plot with mass, radius and velocity of dust

particles in logarithmic scale is then provided in Figure 5.4. This plot demonstrates the experimen-

tal capability of the dust accelerator. The charging of a dust particle follows Qd ∝ Rd
2 while its

mass follows md ∝ Rd3. Since the speed is a function of the charge to mass ratio of dust particles,

the faster particles are the smallest size and mass (Shu et al., 2012). The equation is given as

vd ∝
√
Qd
md
∝ Rd−

1
2 . (5.4)

The most common dust materials are spherical iron particles, ranging in size from ∼ 30 nm −

2 µm in radius. Alternative metallic particles such as aluminum and silver have also been applied

in various experiments. Furthermore, insulating particles of olivine with surface coated by a thin

layer of conductive organic polymer (Polypyrrole) have been performed for specific measurements

(Kočǐsčák et al., 2020). In this thesis, impact events with iron and aluminum dust materials

have been collected in laboratory measurements. The data analysis of signal variations of dust

compositions is provided in Section 6.6.
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Figure 5.4: Density distribution of mass, radius, and velocity of dust accelerator facility at the
University of Colorado. The dust velocity ranges from ∼ 300 m/s to about 100 km/s.
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5.2 Model Spacecrafts for Laboratory Studies

5.2.1 Spacecraft Models

Two spacecraft models have been constructed for laboratory measurements: a scaled-down

Cassini model and a spherical SC model.

The first measurements were performed using the reduced-size model of the Cassini spacecraft

described in detail by Nouzák et al. (2018). Briefly, in Figure 5.5 (a), the simplified 20:1 scaled

model consists of a cylindrical body, the high gain antenna (HGA), the magnetometer boom (MAG),

and three orthogonal antennas, denoted as EU , EV , and EW . The aluminum body is coated with

graphite paint that provides a uniform surface potential (Robertson et al., 2004). The antennas

are made from stainless steel rods. The dust beam is pointed at a 25 × 25 mm2 tungsten (W)

foil that is mounted near the edge of the HGA. The antennas and the W target are cleaned using

organic solvents. The model is mounted in the middle of a large experimental vacuum chamber

using electrically isolating brackets. Note that the antennas are relatively far from the location of

dust impacts, and thus the expanding impact plasma. In this arrangement, the dominant signal

generation mechanism comes from the charging of the spacecraft body.

A new model SC has been developed based on the experience from the previous laboratory

studies (Nouzák et al., 2018, 2020, Shen et al., 2021a). In Figure 5.5 (b), the new model SC is a

hollow sphere with a radius of RSC = 7.62 cm, and is equipped with four antennas arranged into

one plane and spaced 90◦ apart. Each antenna is a 27 cm long rod with a 1.6 mm diameter. The

materials of both the SC and the antennas are stainless steel. The spherical SC is coated with

graphite paint in order to provide it with a uniform surface potential (Robertson et al., 2004). The

surfaces of the antennas were cleaned using organic solvents and are not coated. The circumference

of the model SC is wrapped with a tungsten (W) foil in the plane of the antennas. The foil is

approximately 1.5 cm wide and is attached to the sphere by spot-welding. The purpose of the W

foil is to provide a target surface for the dust impacts, and thus making the measurements directly

comparable to prior studies using the same material (Nouzák et al., 2018, 2020, Shen et al., 2021a).
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The surface of the foil was also cleaned using organic solvents. The model SC is mounted onto

the bottom end of a vertical shaft such that the antennas are in the horizontal plane. The shaft is

connected to a rotary feedthrough that positions the model SC into the center of the large vacuum

chamber. In this arrangement, we aim to characterize the signal variation associated with the

impact locations (Shen et al., 2021b).

Figure 5.5: Two model spacecrafts shown when mounted inside the vacuum chamber. The dust
beam is pointed at the W-foil attached (a) near the edge of HGA on the Cassini model and (b) the
circumference of antenna plane of the spherical model, as the arrows indicated. See text for more
detail.

The purpose of transiting from the Cassini model (left) to the spherical SC model (right) is

to constrain the complexity of spacecraft geometry for characterizing the impact waveforms that

respond to specific impact locations. When applying the Cassini SC model, the antenna EW is

considered not to interfere with the expanding plasma cloud generated upon the impact on HGA.

Thus, the monopole measurements (Vmeas = δVEW−δVSC) allows characterizing the signal variation

mainly due to the spacecraft charging. Next, a spherical model with a known spacecraft radius

reduces the variables and is applicable to investigate the variation of signal waveforms due to the

impact location (as the simulation shown in Figure 5.9 and data analysis provided in Section 6.2).
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5.2.2 Measurement Conditions

Iron (Fe) dust particles are used in two sets of SC model experiments. The dust-target (Fe-W)

combination is selected such that the results are directly comparable to prior studies (Collette et al.,

2015, 2016, Nouzák et al., 2018, 2020). An additional aluminum (Al) dust campaign with the same

W-target has been performed to identify the potential signal variations due to dust composition.

The collected impact events are in the speed range of 20−40 km/s. The typical mass and radius of

these spherical impactors are about 10−18 kg and 40− 50 nm, respectively. In addition, a specific

low-speed impact campaign (∼ 5 km/s) has been performed, and the corresponding mass is on

the order of 10−16 kg. In the experiments, the dust beam is pointed near the edge of HGA of the

Cassini model and at the circumference of the spherical SC model, thus making the impacts occur

in the normal direction to the W-target foil (i.e., arrows indicated in Figure 5.5).

5.3 Instrument Characteristics

5.3.1 Electronics

The front-end electronics are integrated into the cylindrical part of the Cassini SC model

and the hollow body of the Spherical SC model (see Figure 5.5). As for the Cassini SC model,

the measurement configurations were set for EU −EV antennas in a dipole mode and EW − SC in

a monopole mode. In comparison, the spherical SC model configures two antennas as monopoles

(VANT−1−VSC and VANT−2−VSC), and one pair operates in the dipole mode (VANT−3−VANT−4).

The previous measurements reported by Nouzák et al. (2018) indicated that some of the

fine structures in the antenna signals were not fully resolved due to the limited bandwidth of

the previous setup (50 Hz − 400 kHz). The bandwidth of the electronics has been extended to

270 Hz − 5 MHz, which resolves this issue. Figure 5.6 depicts the circuit diagram of front-end

electronics. The instrumentation amplifier (INST Amp) measures the voltage difference between

elements, followed by an operational amplifier (OP Amp) and a buffer amplifier. The total voltage

gain of the electronics is G = 50. The upper limit of the bandwidth corresponds to a rise time
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of about 70 ns, and the slew rate of the amplifiers is 35 V/µs, which does not introduce further

limitations.

Figure 5.6: The schematic diagram of the front-end electronics used for the laboratory measure-
ments. See text for more detail.

The circuits also allow the external biasing of the SC and antennas. The same bias voltage

(Ubias) is applied to each of the SC and antenna elements through individual biasing resistors. Here

we take the spherical SC as an example. The measurement configurations include two monopoles

and a dipole pair. Hence, the effective values of these resistors are RBIAS,A ∼= 5MΩ resistors for each

of the antennas, and RBIAS,SC ∼= 2.5MΩ for the SC. The bias resistor values are combined with the

effective capacitances of the antennas and the SC, which provide the characteristic time constants

for the elements; for example, RBIAS,ACANT,eff for each of the antennas and RBIAS,SC CSC,eff for

the model SC. The concepts of effective capacitances (CANT,eff and CSC,eff ) have been described

in Section 4.5. Finally, the measured waveforms are recorded using a fast-digitizing oscilloscope at

a sampling rate of 200 MS/s.
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5.3.2 Impulse response

The impulse response describes the characteristics of front-end electronics and can be simu-

lated through a commercial SPICE (Simulation Program with Integrated Circuit Emphasis) soft-

ware. Convolving the calculated voltages obtained from the matrix form (i.e., Equation 4.21) with

the impulse response allows to properly restore the measured waveforms. Figure 5.7 shows the im-

pulse response of front-end electronics followed by a decay time constant of approximately 330µs.

Figure 5.7: The impulse response of the electronics performed in laboratory measurements. It
represents the circuit characteristics corresponding to the diagram displayed in Figure 5.6.
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5.4 Capacitance Matrix

5.4.1 Constructing the Capacitance Matrix for Laboratory Spacecraft Model

The elastance matrix is a key element in implementing the electrostatic antenna signal gen-

eration model presented in Section 4.6. This section describes how to calculate this matrix for the

model SC described above, how to calculate it for an actual SC, and the physical meaning of the

elements. Section 4.6 provides the details for a SC with a single antenna.

The elastance matrix [a ] is the inverse of the capacitance matrix, [b] = [a ]−1. The dimension

of the matrices is (n + 1)× (n + 1), where n is the number of independent antennas in the system,

and the +1 refers to the SC body. A diagonal element bii in [b] is called the self-capacitance

and represents the capacitance of the i -th object in a configuration, where all other elements of

the system are grounded (Jackson, 1999). For example, assuming that i = 0 refers to the SC,

it follows that b00 = CSC + 4CX . Here CSC is the physical capacitance of the SC body only

(without the antennas), and an assumption has been made that the mutual capacitances between

the SC and each of the antennas are equal. The non-diagonal elements bij represent the negative

value of the mutual capacitances between elements i and j. For example, b01 = −Cx, which is the

mutual capacitance between the SC and antenna #1. The matrix is symmetric, i.e., bij = bji The

capacitance matrix for the model SC used in the laboratory measurements can be written as:

[b] ∼=



CSC + 4Cx −Cx −Cx −Cx −Cx
−Cx CANT,1 + Cx 0 0 0

−Cx 0 CANT,2 + Cx 0 0

−Cx 0 0 CANT,3 + Cx 0

−Cx 0 0 0 CANT,4 + Cx



∼=



52 −6.5 −6.5 −6.5 −6.5

−6.5 16 0 0 0

−6.5 0 17 0 0

−6.5 0 0 19 0

−6.5 0 0 0 16.5


pF.

(5.5)
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The last term in Equation 5.5 presents the values determined from measurements made on the

model SC. It makes the simplifying assumption that the antenna-to-antenna mutual capacitances

are negligible, and the validity of this assumption is provided below. The measurements were

performed with the model SC installed into the vacuum chamber, that is, in the same conditions as

the dust impact measurements. The measurements were conducted using a function generator and

a Ctest = 10 pF test capacitor. The function generator was configured to output a square wave with

a ∆V = 50 mV amplitude, and this signal was applied onto the SC or antenna elements through the

test capacitor. The magnitude of the injected test charge was thus Qtest = ∆V Ctest = 0.5 pC. The

response of the model SC’s electronics to the test charge input was recorded using a fast-digitizing

scope. The output signals then were fitted utilizing an industry standard SPICE (Simulation

Program with Integrated Circuit Emphasis) software tool to calculate the net capacitance sensed

on the input. Figure 5.8 illustrates one instance of the waveform generator output and the recorded

signal in response to the injected test charge.

The first set of measurements were performed following the definition of the diagonal elements

of the Maxwell capacitance matrix. In these measurements, all but one element of the system was

grounded in order the calculate the net capacitance. The list below provides the results of these

measurements:

SC : Ctest + CSC + 4Cx ∼= 62.0pF

Antenna#1 : Ctest + CANT,1 + Cx ∼= 26.0pF

Antenna#2 : Ctest + CANT,2 + Cx ∼= 27.0pF

Antenna#3 : Ctest + CANT,3 + Cx ∼= 29.0pF

Antenna#4 : Ctest + CANT,4 + Cx ∼= 26.5pF.

(5.6)

This set of equations already include the simplifying assumption that the mutual capacitances

between the SC and the antennas are the same. Since there are six unknowns and only five

equations, further measurements were necessary. Additional measurements were made, where the

test charge was injected into one of the antennas while keeping the remaining three antennas
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Figure 5.8: The example waveforms of the Function Generator output (bottom panel) and the
recorded signal output from the model SC after injecting the test charge onto one of the antennas.
See text for detail.
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grounded but allowing the SC to float. The output signals of these measurements were recorded as

well. And as a final step, in a numerical procedure, the value of Cx was varied between 4 − 8 pF

with steps of 0.5 pF in order to find the solution that provided the best fit for all measurements.

This exercise resulted in Cx = 6.5 pF as the best value, which then provides the following physical

capacitances of the elements of the system: CSC = 26 pF, CANT,1 = 9.5 pF, CANT,2 = 10.5 pF,

CANT,3 = 12.5 pF, and CANT,4 = 10 pF. These values are significantly higher than the capacitances

of the elements based on their physical dimensions alone. There are several reasons for this. The

model spacecraft is installed into a vacuum chamber with grounded walls. Further, the electronic

boards mounted within the hollow spherical model SC are referenced to ground, which increases

the capacitances of the SC, but also those of the antennas. In other words, for the case of the

laboratory model SC, the parasitic capacitances CWP from the cabling and preamplifier (see Section

4.5) contribute to the antennas’ capacitances with respect to ground, rather than to the mutual

capacitance towards the SC.

The capacitance matrix can also be calculated using standard numerical electrostatic solvers

(e.g., commercial software like COMSOL Multiphysics, CST Studio Suite, or COULOMB). The

simulated matrix for the model SC is the following:

[b]sim =



+11.800 −1.2100 −1.2100 −1.2100 −1.2100

−1.2100 +3.1300 −0.0728 −0.0267 −0.0728

−1.2100 −0.0728 +3.1300 −0.0728 −0.0267

−1.2100 −0.0267 −0.0728 +3.1300 −0.0728

−1.2100 −0.0728 −0.0267 −0.0728 +3.1300


pF. (5.7)

The elements of [b]sim are considerably different from those of [b] from Equation 5.5. This is

because the simulation result can only include the geometry of the system. For example, the

simulated physical capacitance of the first antenna is only CANT,1 =
∑4

j=0 b1 ,j
∼= 1.75 pF, which

is significantly lower than the ∼ 10 pF capacitance as determined from the actual measurements.

The difference is due to the contribution from cabling, electronics, etc. Similarly, the geometric

contribution to the mutual capacitance between the SC and the antenna is only CG = 1.21 pF.
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The results in Equation 5.7 also demonstrate that the mutual capacitance between two adjacent

antennas (∼ 0.073 pF) is much smaller than that of the SC-to-antenna mutual capacitance and thus

can be neglected for the model SC system, where the antennas are placed far from one another.

On the other hand, the antennas on the Cassini or STEREO missions are mounted on the same

base and thus their mutual capacitance will likely be significant (Gurnett et al., 2004, Bale et al.,

2008).

5.4.2 Constructing the Capacitance Matrix for Space Applications

This thesis aims to provide the framework for the improved analysis of the dust impact signals

measured by antenna instruments on space missions. This section provides the recommendation

on how to estimate the capacitance matrix for any spacecraft with adequate accuracy. The first

step is importing a reasonably detailed Computer-Aided Design (CAD) model of the SC with

the antennas into the software tool and calculate the simulated capacitance matrix. This matrix

can be deconstructed following the definitions provided in Equation 5.5 in order to determine the

values of CSC , the capacitances for each of the antennas, and the mutual capacitances between the

elements. Alternatively, the antenna capacitances published by the instrument team may also be

used. The mutual capacitances between the antennas may or may not be negligible, depending on

their dimensions and arrangement. At this point, the mutual capacitance values include only the

contributions from the geometry of the system (CG). The contribution from the base capacitance

(CB) and the combined effect of cables and preamp input capacitance (CWP ) are typically provided

by the instrument team. The combined value is called the stray capacitance, Cstray = CB + CWP

(e.g., Bale et al. (2008)). The mutual capacitance between the antennas and the SC is then given

as Cx = CG + Cstray. The stray capacitance may already include the effect of CG, and in this

case, it is simple Cx = Cstray. The capacitance matrix defined by Equation 5.5 can form here be

reconstructed from the determined values.
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5.5 Simulation of Induced Charging for the Model Spacecraft

Numerical solvers can provide the induced potential from a test point charge as described

in Section 4.6. This section presents the calculated induced potentials for the three geometries

investigated in the laboratory experiments, namely with the dust impact occurring in between

antennas #1 and #2 at 10◦, 30◦, and 45◦ measured from antenna #1. Figure 5.9 shows the

induced potentials on the elements for these three configurations. The point test charge has the

value of Qtest = 100 pC and is moving on a radial trajectory, starting 0.3 mm from the surface of

the SC. This setup is similar to that shown in Figure 4.8 for a simplified case, and the relevant

capacitance matrix is [b]sim from Equation 5.7. The corresponding simulated elastance matrix is[
asim

]
=
[
bsim

]−1
.

Figure 5.9: Induced potentials on the SC and the four antennas from a test charge moving on a
radial trajectory for three different configurations relative to antenna #1 (10◦, 30◦, and 45◦). The
potentials are calculated numerically for a Qtest = 100 pF test charge and the geometry of the
model SC used in the experiments. See text for more detail.

When the test charge is closest to the SC body, the induced charge on the antennas is

negligible, and the SC potential is δVSC = asim0,0 Qtest = 10.18 V, following Equation 4.10. The

meaning of the first element of the elastance matrix is the inverse of the effective capacitance of the

SC. For the same conditions, the potentials on all of the antennas are the same. For example, on

antenna #1 the potential is δVANT,1 = asim1,0 Qtest = 4.17 V, and this relation defined the physical
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meaning of the corresponding element of
[
asim

]
. The mutual capacitive coupling from the SC to

the antenna is significant and will affect the measured voltage (δVmeas = δVANT,1 − δVSC).

The SC potential for all three cases decreases monotonically as the test charge is moving

radially outward. For the 10◦ case, the induced potential on antenna #1 is increasing sharply

due to the test charging getting in the close vicinity of this element. At its maximum of about

δVANT,1 = 12.5 V, the induced charge on this antenna is about 37% of Qtest, as it can be calculated

from the 0.37 asim1,1 Qtest ∼= 12.5 V relation. Antenna #1 has a pronounced, albeit lower maximum

potential value for the 30◦ case as well. The values of the relevant coefficients from the elastance

matrix are: asim0,0 = 1.018× 1011F−1, asim1,0 = 0.4166× 1011F−1, and asim1,1 = 3.369× 1011F−1.

The potential profiles on the antennas on the far side of the SC (#3 and #4) mostly follow that

of the mutual coupling from the SC, with only a small contribution from direct induced charging

from the point charge. The dipole signal between these antennas (δVdipole = δVANT,3 − δVANT,4)

is small, albeit zero only for the symmetric 45◦ case. Were antennas #1 and #2 connected as a

dipole, the measured signal (δVANT,1 − δVANT,2) would be significant and a strong function of the

impact location and the expansion of the plasma plumes with respect to the antenna geometry.



Chapter 6

Data Analyses and Interpretations

The physical model presented in Chapter 4 is used to fit the recorded waveforms, thus pro-

viding relevant parameters of the impact plasma. These include the geometric coefficient (κ), the

electron and ion expansion speeds (ve and vi), their corresponding effective temperatures (Te and

Ti), the impact charge (QIMP ), and the free fitting parameters of induced charging associated

with impact locations (ζe and ζi). A comprehensive measurement campaign has been conducted

to investigate the impact signal variations due to bias voltage (VSC), impact location, antenna

operation mode, impact speed (vd), and dust composition. Hundreds of dust impact waveforms

were recorded using both the Cassini and Spherical spacecraft models. These are roughly equally

distributed under certain control variables for data analyses. The primary goals for laboratory

measurements include: (1) Evaluate the validity of the proposed signal generation model and pre-

serve the basic parameters of the impact plasma comparable over the whole set of measurements

(Section 6.1 and 6.3). (2) Characterize dust detection in monopole configuration with respect to

impact locations (Section 6.2). (3) Characterize dust detection in dipole configuration with re-

spect to impact location (Section 6.4). (4) Characterize the signal variations that correspond to

impact speed and dust composition (Section 6.5 and 6.6). In Section 6.7, we will further discuss

the challenges and solutions of applying the proposed model to collected datasets in several space

missions.
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6.1 Signal Variations of Spacecraft Potential

6.1.1 Bias Potential VSC = 0V

Figure 6.1 shows the waveforms of three typical impact events for the SC bias voltage set

to VSC = 0V . This condition allows examining the free expansion of the impact plasma from the

impact location. The general shape of the signals is similar to those described in Section 4.4.2.

The waveform starts with the negative-going preshoot due to the fast-escaping electrons. The

expansion of electrons and ions from the impact plasma is over at around t = 50 µs. The subsequent

exponential decay is the discharge of the net collected charge on the SC with a characteristic time

constant of τdis,L = RBIAS CSC,eff . The first step in the data analysis is calculating the effective

SC capacitance from this exponential decay, yielding the value of CSC,eff = (48 ± 8) pF. This

capacitance value can be used to convert the measured voltage signals into charge. It is noted that

the calculated value of CSC is lower than that found by Nouzák et al. (2018) by about a factor

of 2.5 for a similar setup. The effective value of CSC is the sum from the physical capacitance

of the SC body, and contributions from the parasitic capacitances to the mount, the antennas,

the vacuum chamber, electronics boards, etc. The discrepancy between the values may be due to

updated electronics boards, the slightly modified mounting brackets, or the routing of the cables,

for example. The physical capacitance of the SC can also be estimated as C = ε0
√

4πS ∼= 18.6

pF, where S ∼= 0.35 m2 is the surface area of the convex envelope around the model (Chow and

Yovanovich, 1982).

The next step in data analysis is finding the electron and ion expansion speeds. Following

Equation 4.5, the induced charge varies with time as ∼ 1 / (1 +
vxt

RSC
), where x refers to electrons

or ions. The SC model, however, is not spherical, therefore, the “effective” value of the SC radius

is estimated to be RSC = 8 cm (Figure 5.5 (a)). For this dimension, the ion expansion speed varies

between 5 − 15 km/s, with an average value of vi = (9.3 ± 3.0) km/s. This ion expansion speed

agrees well with values reported by Collette et al. (2016), Kellogg et al. (2016), and Lee et al.

(2012). The expansion of the much faster electrons generates the steep slope of the preshoot signal
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Figure 6.1: Three example waveforms measured by the monopole antenna for VSC = 0V . The red
dashed curves are from the model fitted to the data. The parameters of the particles are provided
along with some of the parameters obtained from the fitting routine. The radius of the particle is
provided as r. The approximate values of the escaping electron and ion charges are indicated. See
text for more detail.
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with a measured rise-time of about 0.4 µs that can be fully resolved by the updated fast electronics

(Section 5.3). Nevertheless, finding a consistent value for ve turned out to be difficult, possibly

due to the simultaneous expansion of both the electrons and ions, a wide energy distribution of

the electrons, or large impact−to−impact variations. The electron escape speed is set to ve ∼= 106

m/s, as this value provides good fits to the data. This speed corresponds to the thermal speed of

electrons with about 2 eV temperature. Calculations using the model suggest that by changing

ve by a factor of 2, the change of the preshoot amplitude is limited to < 15%. The uncertainty

associated with the selection of the value for ve is thus relatively small.

Figure 6.1 clearly indicates that the ratios of the escaping electron and ion charges are

roughly equal to Qe,esc /Qi,esc ≈ 1 / 2. Under the assumption that the number of electrons and

ions generated by the impact is the same, this observation means that electrons are less likely

to escape from the surface, even at zero bias potential. This observation is consistent with the

physical picture of a stream of ions moving away from the impact location, while the faster electrons

acquire an isotropic distribution. Once the expanding plasma cloud grows sufficiently large for the

electrons and ions decouple from one another (typically within 1 mm from the surface in the lab

measurements), half of the electrons are moving back toward the target, and half of the electrons

away from the target. This physical picture is described in the model by the geometric coefficient

κ in Equations 4.2 and 4.3. Fitting the data for VSC = 0V bias voltage allows determining κ

independent of the electron temperature. The data analysis yielded a range of about κ = 0.3− 0.5,

with an average value of κ = 0.405 ± 0.078. The fact that somewhat less than half of the electrons

escape may be explained by the concave shape of the HGA, where the dust impacts occur (see

Figure 5.5).

6.1.2 Bias Potential VSC = +5V

The waveforms recorded for a spacecraft bias potential VSC = +5V (Figure 6.2) are generally

similar to the zero-bias case. A notable difference is the reduced amplitude of the preshoot, as only

a fraction of electrons is capable of overcoming the potential barrier from the applied positive bias
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voltage. The effective temperature of the electrons is then determined from the fitting of the data

while keeping the κ = 0.405 parameter constant. The meaning of the effective temperature Te is

defined by Equation 4.2; noting that the expansion away from the surface of the SC is a 3D process,

while the model is simplified to a spherically symmetric 1D case. The fitting of the data set yielded

Te = (7.8 ± 1.3) eV. This value is significantly higher than the ∼ 1 eV value reported by Collette

et al. (2016) and Nouzák et al. (2020) for the same impact speed range and dust-target material

combination. The authors in the former source calculated Te from the statistical distribution of

the retained charge on an impact plate as a function of the applied bias voltage. Nouzák et al.

(2020) collected waveforms using a similar setup as presented in this thesis, and then statistically

evaluated the reduction of the fraction of escaping electrons for 0 and +5 V bias potentials. In

comparison, each waveform in this article has been fitted to the model from Section 4.3 in order to

obtain a value for Te. The measurements presented in this thesis are collected using electronics with

an improved bandwidth that allowed fully resolving the preshoot part of the signals. This fact may

at least partially describe the reason for the higher electron temperatures reported here. A recent

study performed by Kočǐsčák et al. (2020) has measured the effective temperatures of the negative

charge carriers in the impact plasma (assuming both free electrons and anions are present) for an

olivine dust sample and tungsten target. The particles were coated with a conductive polymer in

this study that enabled their acceleration. The temperature reported for an impact velocity range

of 12− 18 km/s was 4.4 eV, which is closer to the value reported here.

The routine used for fitting the model to the measured waveforms treats the electron ex-

pansion speed (ve) and electron temperature (Te) as independent variables, while in reality they

are naturally related. The selected expansion speed of ve = 106 m/s corresponds to about 2 eV

electron temperature, which is significantly lower than the 7.8 eV effective temperature determined

above. This is not necessarily a contradiction, however, as in the assumed isotropic expansion of

the electrons, the radial component of the velocity varies over a wide range depending on the ele-

vation angle of the electrons with respect to the surface normal at the location of the impact. The

ve parameter thus describes the effective radial expansion speed of the electrons over their entire
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Figure 6.2: Three example waveforms measured by the monopole antenna for VSC = 5V . The
labeling is the same as in Figure 6.1.
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distribution. As discussed in Section 4.4, the amplitude of the preshoot is also affected by the ratio

of the electron and ion expansion speeds.

The ion expansion speed determined for the VSC = +5V case is vi = (9.3 ± 2.3) km/s, that

is, essentially the same as the zero-bias case. This makes sense, as the applied bias is small in

comparison to the kinetic energy of the cations. Besides, the potential profile scales with a distance

d from the surface of the SC as ∼ 1 / (RSC + d), and the ion speed is only weakly affected in the

early phases of the expansion.

6.1.3 Bias Potential VSC = −5V

Figure 6.3 shows waveforms for negative bias potential VSC = −5V , where the preshoot

component is again pronounced. Following the argument from the bottom of the previous section,

the negative bias has little effect on the collected versus escaping electron fraction, and thus κ =

0.405 is assumed. The effective temperature of the ions can be calculated similarly to those of the

electrons using Equation 4.3. The result is Ti = (25.4 ± 12.5) eV, noting that the confidence in this

number is lower, given that the ion temperature is high compared to the applied bias potential.

Nevertheless, it is pointed out that the effective ion temperature for this impact speed range is in

good agreement with 23 eV value measured by Collette et al. (2016), while the value determined by

Nouzák et al. (2020) was 10−15 eV. The cation temperature measured for an impact speed range of

12− 18 km/s and polymer-coated olivine particles was approximately 7 eV (Kočǐsčák et al., 2020).

The ion expansion speed is vi = (10.0 ± 3.1) km/s that is similar to the two cases from above.

Since the ion temperature is significantly larger than the bias potential, the ion expansion speed is

not significantly affected. It is interesting to note that the expansion speed and ion temperature

values are consistent with one another for an ion mass of Fe (m = 55.8 u). Iron ions are no doubt

one of the most abundant cation species in the impact plasma at these impact velocities. There

is one noticeable deviation in the waveforms collected for negative SC bias, when compared to the

other two cases. The preshoot peak is wider at the bottom and there is a ledge and a change in the

slope (Figure 6.3). This feature is likely due to an artifact by the commercial front-end amplifier.
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Figure 6.3: Three example waveforms measured by the monopole antenna for VSC = −5V . The
labeling is the same as in Figure 6.1.
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6.2 Signal Variations of Impact Location

This section presents the analysis of the collected data with a goal to demonstrate the va-

lidity of the proposed electrostatic model. The main reason for this limitation is the incomplete

understanding of the properties of the expanding impact plasma cloud. The model assumes that

the expanding electrons have an isotropic velocity distribution; however, it is not obvious what the

shape of the expanding plume of ions is. Section 5.5 above demonstrates that the voltages induced

on the antennas are rather sensitive to how close the escaping charges get to the antennas. In other

words, an ion plume in a shape of a narrow pencil beam would generate different induced voltages

than an ion plume with a wider, conical shape, for example. In order to avoid the confusion be-

tween competing mechanisms and geometrical effects, a subset of the measurements was collected

with antenna #2 connected to ground potential (VANT,2 = 0). This means that the corresponding

channel measures directly the inverted potential of the SC, i.e., δVmeas = 0− δVSC . Accounting for

the duration and shape of the ion plume goes beyond the current capabilities of the signal fitting

routine described below. Instead, we follow the simplification of spherical approximation presented

in Section 4.3, and the escaping electrons and cations are modeled as point charges moving radially

away with their respective escape velocities.

6.2.1 Fitting Routine

The numerical and simplified version of Equation 4.21 is used to fit the laboratory measure-

ments to validate the electrostatic model and calculate some of the fundamental parameters of the

escaping plasma plume. Since antenna #2 is grounded, there are only four active elements in the

experimental system. The capacitance matrix with (4 × 4) elements is constructed following the

description provided in Section 5.4, i.e.,

[bexp] ∼=


52 −6.5 −6.5 −6.5

−6.5 16 0 0

−6.5 0 19 0

−6.5 0 0 16.5

 pF, (6.1)
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and the elastance matrix is calculated as [aexp] = [bexp]−1. The geometric functions were calculated

for radial trajectories for impact locations 10◦, 30◦, and 45◦ offset from antenna #1 (see Figure

5.9). The form of Equation 4.21 for numerical calculations is:

δVSC(i)

δVANT,1(i)

δVANT,3(i)

δVANT,4(i)


=

[aexp]



δQSC,col + [δQesc,e gSC(~re(i)) + δQesc,i gSC(~ri(i))]−
∑i−1

k=0
δVSC(k)
Rbase,SC

∆t

δQANT,1,col + [ζe δQesc,e gANT,1(~re(i)) + ζi δQesc,i gANT,1(~ri(i))]−
∑i−1

k=0
δVANT,1(k)
Rbase,A

∆t

δQANT,3,col + [δQesc,e gANT,3(~re(i)) + δQesc,i gANT,3(~ri(i))]−
∑i−1

k=0
δVANT,3(k)
Rbase,A

∆t

δQANT,4,col + [δQesc,e gANT,4(~re(i)) + δQesc,i gANT,4(~ri(i))]−
∑i−1

k=0
δVANT,4(k)
Rbase,A

∆t


.

(6.2)

The numerical calculations are performed over discrete time steps ∆t, and index (i) represents

time t(i) = i ×∆t, where t = 0 marks to the instance of the impact. The dust impact plasma at

this point is approximately the size of the impacting particle with net zero charge, and thus the

initial conditions are:


δVSC(0)

δVANT,1(0)

δVANT,3(0)

δVANT,4(0)

 =


0

0

0

0

V. (6.3)

The term on the right-hand side of Equation 6.2 represents the time evolution of the charge

balance on each of the elements, including both the collected and induced charges. The first term in

the vector is the collected charge given by Equations 4.2 or 4.3 and is a constant. The second term

is the sum of the induced charges from the escaping electrons and ions. These charges are weighted

by the geometric function, where position vectors of the assumed point charges evolve over time.



89

The position vectors are ~re(i) = ~rimp+ r̂ ve i∆t for the escaping electrons, and ~ri(i) = ~rimp+ r̂ vi i∆t

for the escaping ions. Here ~rimp is the location of the impact, r̂ is the radial unit vector at the

location of the impact, and ve and vi are the electron and ion escape speeds, respectively. Two new

parameters, ζe and ζi, are introduced for the induced charge term for antenna #1, which is the

closest to the dust impact locations. These function as free fitting parameters that allow accounting

for the deviations of the shape of expanding plasma plume from a point charge moving radially

outward with a constant speed.

The last term is the integral (or summation in the numerical form) of the discharge current.

This term is somewhat different from that presented in Equation 4.21 as each element in the model

SC can only discharge through its individual bias resistor, which is referenced to ground. This

discharge current will drive the voltage perturbations on each of the elements to zero for t → ∞.

Equation 6.2 can be easily modified to be applicable for SC operating in the space environment. This

requires implementing the discharge current from the ambient plasma (Section 4.8) and modifying

the last term following Equation 6.2.

Solving Equation 6.2 provides the time evolution of the physical voltages on each of the

elements. This equation, however, does not include the effects of the electronics, namely its gain and

limited bandwidth. The actual waveforms measured by the antenna instrument can be calculated

by convolving the physical voltages by the impulse response of the electronics. Figure 5.7 shows the

impulse response of the electronics used in the model SC that was calculated using industry standard

SPICE (Simulation Program with Integrated Circuit Emphasis) software from the schematics of

the electronics and the parts used.

6.2.2 Impacts at 45◦

Figure 6.4 shows a typical set of antenna signals measured for an impact location in between

antennas #1 and #2, that is, at 45◦ off from antenna #1 (Figure 5.5 (b)). The bias voltage on

all elements is set to 0V . The two measured signals shown are δVmono,1 = δVANT,1 − δVSC , and

δVmono,2 = −δVSC , since δVANT,2 = 0. The first thing to notice is that the two signals are sig-
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nificantly different, with the maximum on δVmono,1 occurring earlier in time. This indicates that

induced charging from the escaping electrons contributes significantly to the waveforms measured

by antenna #1. Once the escaping electrons and ions expanded beyond the length of the antenna,

signal δVmono,1) relaxes back to sensing only the charge that has been collected on the SC. This

means δVmono,1 ∼= (aexp1,0 − aexp0,0 ) (δQi,col − δQe,col), where the last term is the net collected charge.

The values of the relevant elastance matrix are aexp0,0 = 2.24× 1010F−1 and aexp1,0 = 0.91× 1010F−1,

which provide the estimate for the ratio of δVmono,1 / δVmono,2 = (aexp0,0 − a
exp
1,0 ) / aexp0,0

∼= 0.6. The

measured ratio is somewhat larger for the particular example shown; nevertheless, the model ex-

plains why the signal measured by antenna #1 drops below the δVmono,2 signal at around t = 30µs.

It will be show below that this is roughly the time for the cations to expand beyond the length of

the antennas. The feature of signal δVmono,1 crossing and dropping below signal δVmono,2 is typical

for all measurements taken in this configuration.

The start of the waveforms is similar to those observed by Nouzák et al. (2018) or those

demonstrated in Section 6.1. Briefly, the sharp negative drop is known as the preshoot, and is due

to the fast-escaping electrons that leave a net positive charge near the SC, which temporarily drives

the SC potential to δVSC > 0. After reaching a minimum, the waveform signals increase due to

the escape of the slower cations. The rate of the increase, however, is different for the two signals.

This is because antenna #1 also senses the induced charges from the cloud of escaping cations, as

indicated in Figure 5.9. This effect also drives δVmono,1 to be more positive than δVmono,2) for the

duration of the cation expansion over the length of the antennas. Once the escape of the electrons

and cations is complete, the SC is left with a net negative charge. This is due to the difference in

the properties of electron and cation clouds emerging from the impact plasma. While the cations

are expanding in the form of a plume that moves away from the impact location, the electrons have

an isotropic distribution. The latter results in the recollection of about half of the electrons by

the SC for the investigated case of no bias potential applied on the elements. The charge collected

on the SC discharges through the bias resistor with a characteristic time constant, as described in

Section 5.2.
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Figure 6.4: Typical waveforms measured in the laboratory for an impact location at 45◦ from
antenna #1. The properties of the impacting dust particle are provided in the top panel. The
bottom panel provides the details in the early phases of the impact plasma expansion. See text for
more detail.



92

The model described above allows for fitting the waveforms and determining some of the

key parameters of the impact plasma. For the data shown in Figure 6.4, these parameters are

QIMP = 1.13 × 10−13 C, κ = 0.44, and vi = 12.0 km/s. The latter two values are in good

agreement with prior measurements, and electron expansion speed is set to ve ∼= 103 km/s (Shen

et al., 2021a). The values of the two new parameters introduced in Equation 6.2 are ζe = 2.50

and ζi = 1.24. It would not be possible to properly match the negative and positive amplitudes

of the δVmono,1 waveform without these auxiliary parameters. The current numerical model allows

treating the escaping electrons and cations as point charges only and are moving radially outward

with constant velocities. This physical picture, however, is oversimplified. The electrons escaping

from the plasma cloud have an isotropic distribution, and thus some fraction of the electrons will

get in the close vicinity of the antenna. This results in a stronger induced charging signal than the

model with the current geometric functions can reproduce. Similarly, parameter ζi > 1 indicates

that the cations also get closer to the antenna than they would from moving on a radial line. In

other words, the fitting results indicate that the cations are expanding in form of a divergent plume

rather than as a narrow pencil beam. The more detailed analysis of the data will require (1) having

a solution for the geometric function fall all locations in the vicinity of the SC, and (2) employing

realistic models for the expansion of the electrons and ions that would also allow calculating their

charge densities as a function of time and location as presented in Equation 4.21.

6.2.3 Impacts at 10◦

Figure 6.5 shows a set of typical waveforms for a dust impact location 10◦ offset from antenna

#1. Many features are similar to the 45◦ case treated above. The obvious difference is the much

more pronounced contribution from the induced charge signal on antenna #1, which is closest to

the impact location, and so do the expanding plasma cloud. In addition, the model does not provide

as good of an agreement with the data as in the 45◦ impact location. The impact location is in

the close proximity of the antenna base (separated by about 1− 1.5 cm), and the diverging cation

plume results in relatively large differences between the measurements and the simplified expansion
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Figure 6.5: Typical waveforms measured in the laboratory for an impact location at 10◦ from
antenna #1. The properties of the impacting dust particle are provided in the top panel. The
bottom panel provides the details in the early phases of the impact plasma expansion. See text for
more detail.
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model. Cations in a conical expansion plume would get close to the antenna faster than in the case

of a radial pencil beam that is moving close to parallel to the antenna. As a result, there is an

ambiguity in determining the ion expansion speed from the fit. The “best” fit to the data in Figure

6.5 was guided by approximately matching the intersect point between the δVmono,1 and δVmono,2

signals at around t = 30µs.

The fitting parameters determined from the model are QIMP = 9.5×10−14 C, vi = 10.6 km/s,

and κ = 0.43, with the latter two in good agreement with the results for the 45◦ impact location.

Both zeta parameters are close to unity, ζe = 0.94 and ζi = 0.95, meaning that the amplitudes

of the waveforms are reproduced accurately by the model. Generally, the model provides a good

match for the entire δVmono,2 waveform and the beginning and the end of the δVmono,1 waveform.

6.3 Impact Charge Yield QIMP

The impact charge, QIMP , is determined for each analyzed waveform. The impact charge is

an important parameter as it is characteristic to the mass and speed of the dust particle, according

to Equation 3.1. The amplitude of the main peak of the waveform is related to QIMP , but it is

also affected by the effective temperatures of the positive and negative charge carriers (Te and Ti),

the geometric coefficient (κ), the fudge factors (ζe and ζi) as well as the discharge time constant

(described in Section 4.4).

Figure 6.6 showsQIMP /m as a function of impact speed for all waveforms analyzed in Section

6.1. These impact waveforms are collected using the Cassini SC model. Several observations ought

to be made here. First, the QIMP /m ratio scales with impact speed as ∼ v3.7, which is consistent

with the ∼ v3.5±0.2 scaling from prior measurements over a wide impact speed range (Dietzel et al.,

1973). The absolute value of the charge is about a factor of two lower, however. This can be

explained by neglecting the coupling parameter Γ from Section 4.3. Since the potential developed

on the SC from impact charge is also affecting the potential of the antenna through capacitive

coupling, the measured signal Vmeas(t) is effectively reduced. The relatively large scatter of the

QIMP /m ratio is characteristic to impact ionization process (e.g., Horányi et al. (2014)).
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Figure 6.6: The normalized impact charge (QIMP /m) as a function of impact speed calculated for
the three different spacecraft (SC) bias potentials. Colored background represents an error factor
of 1.6 boundary for curve fitting.

Figure 6.7: The normalized impact charge (QIMP /m) as a function of impact speed calculated for
the two different impact locations on spacecraft with the spacecraft bias potentials at VSC = 0 V.
Colored background represents an error factor of 1.6 boundary for curve fitting.
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An improved model fitting to waveforms collected in the spherical SC measurements have

taken the capacitive coupling into account. Two sets of impact locations have been analyzed (10◦

and 45◦ offset from ANT−1 discussed in Section 6.2), as shown in Figure 6.7. The fitting result

scales with impact velocity in the power of ∼ v3.6, which remains consistent with prior studies. The

issue of the underestimated absolute value of the charge shown in Figure 6.6 has been resolved.

It implies that the proposed electrostatic model allows obtaining preciser QIMP values, leading to

a possibility for more reliable dust mass calculations. Note that the mass calculation of the dust

particle with sufficient certainty remains a difficult task. Further charge yield measurements using

the same W-target in this thesis may provide a reliable reference of scaling relation to link the

fitted values of impact charge to dust mass calculations.

6.4 Dust Detection by Dipole Configuration

Figure 6.8 shows an overview of typical antenna signals measured for different impact loca-

tions between antennas #3 and #4. These antennas are configured as a dipole (Figure 5.5). Each

column in Figure 6.8 correspond to the same impact location (10◦, 30◦, and 45◦) that is measured

from antenna #3. The applied bias voltages are 0 V, +5 V, and −5V in each row. In addition to

the dipole signal, Figure 6.8 also shows the two monopole signals from antennas #1 and #2. All

impact events shown are for speeds ≥ 20 km/s.

The monopole signals have the typical shapes dominated by the evolution of the voltages

developed on the SC. Since the impact location is relatively far from antennas #1 and #2, the

induced charging of these antennas is not significant (photo of spherical SC model in Figure 5.5).

Bias voltage VSC = 0 V allows the generated plasma cloud to expand freely upon impact. These

monopole signals are similar to previous observations shown in Section 6.1 and 6.2. The monopole

signal features are a preshoot and ion cloud expansion followed by SC discharging over hundreds of

µs. Applying a bias voltage of VSC = 5 V results in recollecting a larger fraction of electrons from

the impact plasma and thus reduces the amplitude of the preshoot. Signal fitting allows estimating

the effective electron temperature to be around ∼ 5.5 eV using Equation 4.2 and assuming κ = 0.5
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Figure 6.8: Dipole (purple) and monopole (blue and orange) antenna signals measured in the
laboratory for three impact locations (10◦, 30◦, and 45◦) and three different bias voltages (0 V, +5
V, and −5V). The impact speed, size and mass are provided for each particle. The vertical dashed
line indicates 30 µs after the impact. See text for more detail.
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as usual. This value is in reasonable agreement with that reported by Collette et al. (2016) and

Nouzák et al. (2020). On the other hand, the VSC = −5 V applied bias potential enhances the

escape portion of electrons and decreases that of ions. The result shows a fast negative−going

signal, followed by a slower recovery due to the escape of ion on time scales of a few tenths of µs.

The effective ion temperature is estimated to be approximately ∼ 5.1 eV using Equation 4.3 that

is still in a reasonable agreement with the lower end values reported by Collette et al. (2016). A

noteworthy feature in these events is that the net recollected charge is significantly reduced, thus

suppressing the main amplitude of the waveform relative to the actual impact charge, QIMP .

On the other hand, the dipole antennas are not affected by the SC potential but are only

sensitive to induced charging from the escaping electrons and ions. Hence, the shape of the dipole

signal is also limited to the duration of the escape of slower species, i.e., the ions. In Figure 6.8,

the vertical lines correspond to 30 µs. Given that the antennas are 30 cm in length and the ion

expansion speed is approximately 10 km/s, these lines mark where the expanding plasma cloud

passes by the antenna. The dipole measurements exhibit strong variation with impact location.

At 10◦, where the impact occurs in the closer vicinity of antenna #3, the dipole signal signals

are pronounced and are larger than those monopole signals. At 30◦, the dipole signals are still

significant, while they are diminished at 45◦. The latter is due to the symmetry of the system,

where the induced charge signal is very similar on both antennas #3 and #4 (90◦ apart shown

in Figure 5.5). Note that the amplitude of dipole signals at the same impact location will vary

with the bias voltages on the SC. This is due to the induced charging on the antenna with respect

to the charge amount of escaping ions. Hence, the negative bias potential will record the smaller

amplitude of dipole measurements.

Overall, monopole measurements have an advantage in identifying the occurrence of dust im-

pacts disregarding the variation of bias voltages on SC, while the dipole measurements can provide

a good indication of impact locations. The former allows providing impact plasma parameters, for

example, the impact charge, effective temperatures, and expansion speeds. The latter, however,

would be limited by the development of ion cloud expansion. The suggestion is that an antenna in-
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strument should take monopole measurements and do dipole processing later in order to obtain all

essential parameters above to characterize the population information of dust particles (monopole)

as well as the dynamics clue from impact locations (dipole) in space applications.

6.5 Characteristics of Low Speed Dust Impacts

Figure 6.9 shows the typical monopole signals measured for low-speed impacts (∼= 5 km/s)

with different bias voltages applied on the elements. In each case of bias voltages (0 V, +5 V, and

−5 V), two individual impact events with larger amplitudes are provided. At the same time, the

bottom row demonstrates the most common waveforms registered in the laboratory. The impact

location is set to be 45◦ between two monopole antennas #1 and #2. From symmetry, it is expected

that two monopole signals should be nearly identical. Statistically, about 5% of the waveforms

in the investigated speed range generate large enough impact signals for unambiguous detection.

Most of the waveforms would be challenging to identify on the noisy background without having

the controlled laboratory settings that provide an expected time stamp of impact. The features

of impact waveforms for low-speed impacts are qualitatively similar to high-speed impacts. The

waveforms capture the preshoots, which means there are free electrons in the impact plasma. It

is not immediately evident considering the kinetic energy difference is

(
5 km/s

20 km/s

)2

=
1

16
with

respect to the high-speed impacts (≥ 20 km/s). In addition, at the bias potential of VSC = 0 V,

the escaping positive and negative charges are about the same. This implies that there is no main

peak in the signal, resulting in the event become more difficult to identify as it does not have a

characteristic shape. In other words, it represents that the geometric coefficient κ = 0.5 feature of

the impact plasma is no longer valid. It is suggested that either κ ' 1.0 (i.e., no collected charges)

or not all the ions will escape. Applying a bias voltage, especially +5 V, has a more significant

effect in amplitudes on the waveforms than 20 km/s. It is unclear what this means in terms of

effective temperatures, however.

Figure 6.10 shows the typical monopole signals measured on antenna #1 and #2 when the

impact location is at 10◦ offset from the former. Two individual impact events are provided in
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Figure 6.9: Typical monopole waveforms measured in the laboratory for low-speed particles (∼= 5
km/s) at impact location at 45◦ between antenna #1 and #2 for three different bias voltages. The
information of slow dust particles are provided. See text for more detail.
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Figure 6.10: Typical monopole waveforms measured in the laboratory for 10◦ from antenna #1 for
three different bias voltages. The information of slow dust particles (∼= 5km/s) are provided. See
text for more detail.
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each case of bias voltages (0 V, +5 V, and −5 V). It is expected to have more induced charging

by escaping electrons and ions on monopole #1 signals than monopole #2 due to the geometry

of antennas. Note that most of the impact waveforms are difficult to identify from the noisy

background as the same situation described above.

In general, there are large variations between individual events, for example, comparing the

three top left panels versus their right panels. First, the amplitudes of preshoot are different

in two monopole signals due to the extra induced charging of electrons on antenna #1, as the

same effect has been identified in Section 6.2. Second, each waveform shown in the top six panels

registered the rise occurring earlier on monopole #1 than monopole #2. Besides, the induced

charging from expanding ions seems to occur faster than 30 µs. Note that this 30 µs is denoted as a

characteristic timescale for the expanding plasma cloud passes through by the antenna considering

an ion expansion speed of approximately 10 km/s. However, it is unlikely that these ions generated

upon low-speed impact may move > 10 km/s. Instead, it implies that the angular distribution of

the ion plume may behave more divergent than that generated in high-speed impacts.

6.6 Signal Variations of Dust Compositions

Figure 6.11 provides the typical monopole signals for aluminum dust impacting tungsten

target registered by monopole #1 and #2. The presented waveforms provide the comparison of

two impact locations (45◦ and 10◦ offset from antenna #1) and three bias voltages (0 V, +5 V, and

−5 V). The impact speeds are limited to ≥ 20 km/s in order to be comparable to prior studies in

Section 6.2 and Nouzák et al. (2018, 2020).

As previously observed, the features, including preshoot and ion cloud expansion followed by

the SC discharging, occur as usual. And, the effective temperatures of electrons and ions can be

fitted using the proposed electrostatic model and obtained ∼ 4.6 eV and ∼ 5.7 eV, respectively (by

applying Equation (4.2) and (4.3)). These values are consistent with results from Collette et al.

(2016). In general, the impact signals appear to show no significant variations depending on the

dust composition. It is reconcilable to the works reported by Auer and Sitte (1968) and Adams
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and Smith (1971) who found that the impact response mostly associates with the target material

rather than the composition of dust particles.

Figure 6.11: Typical monopole waveforms measured in the laboratory for 45° and 10° from antenna
#1 under three different bias voltages. The dust-target combination is Aluminum to Tungsten
(Al-W). The information of dust particles are provided.
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6.7 In Space Applications

In applying the presented electrostatic model to dust impact signals from space missions, the

ambient plasma environment is the crux that alters the spacecraft floating potential as well as the

discharging time constant through the balance of charging currents. First of all, the capacitance

matrix should be amended for space missions as discussed in Section 5.4.2. Note that unlike the

laboratory measurements treating the vacuum chamber as a grounded wall, the chassis ground

on spacecraft is considered the only electrical ground in space. This may affect the capacitance

values of elements onboard. Nevertheless, an appropriate electrostatic simulation and detailed

capacitance measurements before launch can provide critical information for examining the antenna

signal waveforms. Conversely, fitting the measured signals with an electrostatic model provides an

alternative way to obtain spacecraft potential and information of the ambient environment. The

challenges and solutions of analyzing signals collected by various missions with antenna instruments

onboard will be discussed.

Typical challenges in dust detection by antenna instruments include: (1) Signal coupling

between elements in the SC−antenna system are not fully characterized. (2) Signal variations

due to different impact locations were yet fully understood. (3) The calculation of the mass of

the impacting particle with sufficient certainty. (4) The sampling rate of instrument may not fast

enough to register the preshoot feature, a distinct indicator of impact. However, the proposed

generalized model in this thesis have quantified the signal coupling of antenna instrument via

employing a capacitance matrix and characterized the induced charging associated with impact

locations through geometry analysis and electrostatic simulation. Being able to (a) distinguish

various components contributing to the impact waveform and to (b) solve the capacitive coupling

between the spacecraft and antennas (Chapter 4), the calculation of impact charge yield thus

is improved (Section 6.3). Considering the bandwidth and sampling rate of electronics, modern

antenna instruments carried by STEREO, Parker Solar Probe, and Solar Orbiter have reported

the registration of preshoot features in the waveforms. Hence, the data from these missions are
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first recommended to apply the proposed electrostatic model for validation and investigations. In

addition, the Cassini mission had a dedicated dust instrument onboard, followed by the antenna

instruments. For future application, Fitting the electrostatic model to waveforms collected by

Radio and Plasma Wave Science instrument and comparing the results with dedicated Cosmic

Dust Analyzer are expected to help reconcile the data analyses and our understanding of dust

environment in the Saturnian system.



Chapter 7

Summary and Conclusions

The presented work has been developed in steps with increasing complexity. First, a simplified

model was developed applicable to the case where the antenna is far from the impact location.

This model was described as fully analytical and was verified against the laboratory data. The full

model is then proposed to employ the geometric functions to account for the generation of induced

charge signals on the antennas. The laboratory measurements have shown that the induced charge

is significant even for impacts relatively far from the antenna base. This has several important

consequences: (1) The model can be used to analyze the wide variety of expected waveforms from

the dust impact signals as a function of impact location (and other parameters, e.g., those of the

ambient plasma). Such analysis would be useful for recognizing valid dust impact events. (2) There

is a promising outlook that the detailed analysis of the waveforms detected by multiple antennas

can be used to constrain the impact location on the SC body, which in turn could provide useful

information on the orbital elements of the impacting particle. The induced charge signal from a

plasma plume is unique for each antenna and impact location. The variations between antenna

waveforms could thus reveal the origin of dust particles. (3) The previous point can be turned

around, and antenna waveforms for a known dust impact location can be used to characterize the

properties of dust impact plasma plumes. Our understanding of dust impact plasmas is surprisingly

limited, and antennas may provide an elegant way to learn about the expansion characteristics of

the electrons and cations. This method would be applicable both for laboratory measurements

and data collected by space missions. (4) It is found that dust impact detection for antennas
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operating in dipole mode could be sensitive to impact locations but limited by the antenna sensing

aperture and the angular characteristic of impact plasma cloud. The presented model could be

employed to analyze the variety of impact waveforms expected in this mode, which are significantly

different from those measured in the monopole mode. In additional measurements of low-speed dust

impacts and dust composition, there are three major statements: (1) The surface ionization and

partial-developed impact plasma cloud lead to a complex variety in measured waveforms. (2) The

relatively small generated impact charge in low-speed impacts consequently make the amplitudes

of measured waveforms small and challenging to identify from the noise level. (3) The impact

charge and measured waveforms depend primarily on the target materials rather than the dust

composition, as previous studies indicated. There are no significant signal variations between iron

or aluminum dust in laboratory measurements.

This thesis provides a general electrostatic model for understanding the generation of the

transient voltage perturbations detected by antenna instruments due to dust impacts. The analyses

demonstrate agreements between the presented model and the data collected in the laboratory using

spacecraft models and the dust accelerator facility. Fitting the model to the data allows for the

determination of impact plasma parameters. The four key elements of this model are the following:

First, the impact charge can be subdivided into fractions of escaping and collected charges for

both the negative (electrons) and positive (cation) components. Second, the escaping/collected

fractions of the impact cloud are determined by the energetics of the system and the nature of the

impact plasma cloud. The energetics means that escaping/collected fractions are determined by

the potential of the spacecraft and the effective temperatures of the charged species. Furthermore,

the presented work implies that it is reasonable to think about the impact plasma as a plume of

ions expanding away from the impact location while the electrons acquire an isotropic distribution

during the expansion. Third, the voltages developing on the antenna and spacecraft elements can be

understood based on electrostatics. This means that (a) direct charging due to collected fractions

from the impact plasma and (b) induced charging due to escaping fractions of the impact plasma

are identified as two primary mechanisms for antenna signal generation. The matrix form of the
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model provides a convenient way to track the interaction between spacecraft and antennas, thus

calculating the voltage differences therein. In addition, the elastance matrix offers a straightforward

course of calculating the effective capacitances of the elements needed to convert the measured

voltages to charge appropriately, or vice versa. And fourth, the restoration driven by photoelectron

emission and the ambient plasma environment to equilibrium potential needs to be considered.

The corresponding discharging currents may and likely will significantly limit the amplitude of

the signal. Thus, detailed analysis is needed to convert the antenna signals to impact charge for

obtaining the accurate mass of dust particles if impact speed is known. Overall, the presented

model will improve data analysis fidelity and calculate the impact charge from the dust particle,

which in turn allows for the determination of its mass. This is, of course, under the assumption

that we know the impact speed, spacecraft potential, and the effective temperatures of the electrons

and cations of the impact plasma. One of the fundamentals of the model is the recognition that

the collected and induced charges can be treated similarly. If desired, the model can be easily

augmented to include the charge collection by the antennas for even higher fidelity. This may be

significant for dust impacts occurring in the close vicinity of an antenna base.
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D. M. Malaspina, M. Horányi, A. Zaslavsky, K. Goetz, L. B. Wilson III, and K. Kersten. Interplan-
etary and interstellar dust observed by the wind/waves electric field instrument. Geophysical
Research Letters, 41(2):266–272, 2014. doi: https://doi.org/10.1002/2013GL058786.
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