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As the demand for cloud computing services grows, developers are looking for ways to in-

crease the security, squeeze out the highest performance, and achieve the lowest costs for their

applications. Applications require a thought out security process – e.g. how to use secure hardware

to isolate sensitive computations from an untrusted operating system. Network monitoring systems

are needed to monitor network traffic flowing in and out of an application. Applications also require

careful CPU and memory allocations for the business logic running in containers at the application

layer.

In order to manage these three components of an application, cloud providers provide an

application control and management layer that serves as an entrypoint into any application. Devel-

opers can utilize the secure hardware features to enable secure, verifiable computing. Developers

can also monitor the network traffic traversing their application’s network and manage CPU and

memory allocations. Unfortunately, despite all of these tools to deploy, monitor, and secure an ap-

plication, developers still lack the controls required to optimize their specific applications’ security,

performance, and efficiency.

In this thesis, we first explore and outline the root cause of this rigidity and lack of control

prevalent in today’s cloud. We focus on rigidity in the three areas of secure hardware, network

monitoring, and compute resource allocation. We then build new, programmable platforms and

systems that allow users to design and implement application-specific secure hardware features,

network monitoring applications, and compute resource allocation algorithms. We evaluate each

of our systems and show how a developer can now optimize their applications with fine-grained

control over the underlying compute infrastructure.
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Chapter 1

Introduction

Due to the growing demand for cloud computing services and projected rise in dollars spent

on cloud computing services [48], cloud and datacenter companies are constantly looking for ways

to support the influx of more users. Cloud computing platforms are designed for virtually everyone,

meaning providers are striving to make deploying and running applications as simple and general

as possible. At the same time, developers are constantly looking for ways to increase the security,

squeeze out the highest performance, and achieve the lowest costs for their applications. To this end,

cloud providers expose tools that allow users to control and manage the underlying hardware and

software systems. Control over the hardware gives developers the ability to optimize the security,

performance, and efficiency of their applications.

Cloud infrastructure is composed of multiple layers of abstraction all layered on top of each

other. Figure 1.1 shows a simplified, high-level view of a typical cloud architecture setup. At the

bottom of Figure 1.1 lies the cloud’s compute hardware distributed over a set of physical servers.

This layer includes CPUs, NICs, memory modules, GPUs, secure hardware, etc housed within racks

connected via a datacenter-wide network. The next layer up consists of the compute resource pool

abstraction, typically comprised of a hypervisor with an overlaying operating system. The next

layer up is the application layer, where developers can deploy their application-level code.

In the cloud, an application consists of more than just the business logic running at the

application layer. Figure 1.1 also shows a few key areas that developers must address when deploying

an application in the cloud. Applications require careful CPU and memory allocations for the
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business logic running in containers at the application layer 1○. Furthermore, network monitoring

systems must be setup to monitor network traffic flowing in and out of an application 2○. Developers

can then build network intrusion detection systems on top of the network monitoring platform in

order to secure their network and application 3○. Applications also require a thought out security

process. Developers can use secure hardware to isolate sensitive computations from an untrusted

operating system 4○. In this thesis, we focus on these four components of any cloud application,

secure hardware, network monitoring, and compute resource allocation.

At the top of Figure 1.1, we can see the application control and management later that

serves as an entrypoint into any application. This layer is provided to developers by the cloud

providers and is composed of a collection of tools that are general and designed to be simple to use.

Through this layer, developers can do a few things. First, developers can deploy containers and

allocate compute resources to their application. They can also build network monitoring application

to monitor traffic traversing their application’s network. Developers can also utilize the secure

hardware features to enable secure, verifiable computing on an untrusted platform. It is important

to note that the application control anad management layer is defined by the cloud provider,
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meaning they dictate to what extent you can access the underlying systems. Unfortunately, despite

all of these tools to deploy, monitor, and secure an application, developers still lack the controls

required to optimize their specific applications’ security, performance, and efficiency.

1.0.1 Rigidity in the Cloud Today

We can see this lack of control and flexibility in the largest cloud provider, AWS. AWS

Nitro Enclaves, is AWS’ secure hardware offering [24]. This allows users to run applications that

need secure hardware in the cloud. Nitro Enclaves provide isolated computing environments that

can protect and securely process highly sensitive data (e.g. health data, proprietary information,

etc). Nitro Enclaves also support verifiable secure enclave computing, meaning that AWS will

validate that the code that you want them to run actually runs within the enclave [335]. Despite

secure hardware support in AWS, Nitro Enclaves still fail to enable security optimization for cloud

applications. For example, Nitro Enclaves do not support remote attestation with a flexible root

of trust [24]. This means that Amazon is the root to attest that Amazon is running what you want

Amazon to run. In other words, when you give your enclave code to Amazon, you have to trust

Amazon is running your enclave code because Amazon just verifies with themselves that they ran

your code properly. On top of the need to trust AWS, since Amazon controls the secure hardware,

you are at the whim of Amazon to provide enclave updates, new features, and bug fixes. This lack

of control, from a developer standpoint, over a key security component of an application results in

poorly optimized application security.

AWS also supports network monitoring for developers’ applications with AWS CloudWatch [57].

However, AWS CloudWatch only exposes eight different network statistics to developers – in/out

byte and packet counts and in/out byte and packet drops [35]. With CloudWatch, users can only

create simple alarms based on packet and byte counts. User’s have no ability to perform a root-

cause analysis of their network nor build security applications based on network traffic. Building

any network intrusion detection system would result in poor performance as the granularity of

information one can monitor is vastly limited. The lack of insight into the network prevents users
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from optimizing their applications’ network security, performance, and efficiency.

Next, AWS EKS, one of AWS’ container platforms, supports vertical autoscaling, where

containers scale as compute demands change [11]. Autoscaling eases the burden of setting container

limits precisely, improving both performance and efficiency. Unfortunately, despite autoscaling

support, AWS EKS still typically requires container resources to be manually adjusted. EKS is

also slow to react to workload changes and requires a container restart in order to scale [21]. EKS’

heavyweight and manual scaling results in poorly optimized application performance and efficiency.

So, the question remains, why are the tools and abstractions provided to developers to control

the underlying software and hardware systems so rigid and inflexible?

1.0.2 Rigidity comes from the underlying software and hardware systems

The problem of rigidity does not necessarily lie with the cloud providers themselves. In

fact, the underlying platforms that cloud providers build on top of simply do not support a high

level of flexibility. As a result, cloud providers cannot provide the flexibility to the end user if the

underlying hardware or software systems do not support it. The rigidity of the underlying hardware

and software systems results in a lack of application control at the cloud provider level, leading to

poorly optimized application security, performance, and efficiency.

1.0.3 Flexible underlying hardware and software systems

We asked ourselves, what if we could create and then expose that flexible underlying platform

to developers? For developers, a high level of flexibility is great because they can then finely

control the underlying compute systems themselves. Fine-grained control would also enable them

to optimize their specific applications’ security, performance, and efficiency. At the same time,

high flexibility benefits the cloud provider as well; they can then build abstractions on top of our

implementations as they see fit for their business.

In this dissertation, we first identify the shortcomings and rigidity of the underlying hardware

and software systems that control and manage secure hardware, network monitoring, and compute
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resources. We then build new, programmable platforms and systems that allow users to design

and implement application-specific secure hardware features, network monitoring applications, and

compute resource allocation decisions.

The rest of this dissertation is organized as follows. Chapter 2 dives into the area of secure

hardware, and our flexible, reconfigurable secure hardware. Chapter 3 details our work in the area

of network monitoring and our solution of packet-level, network analytics at cloud scale. Chapter 4

investigates the efficacy of machine learning-based and neural network-based network intrusion

detection systems build on top of packet-level network monitoring systems. Chapter 5 looks at a

event-based, sub-second container resource allocation system that enables both high containerized

application performance and efficiency in the cloud. In each of the chapters mentioned above, we

first identify the current research and relevant work in the area. We then show how the rigidity of

the underling platform prevents application security, performance, and/or efficiency optimization.

Finally, we present our solution that enables users to define customized, application-specific systems

to optimize their applications’ security, performance, and/or efficiency. This dissertation then wraps

up with a conclusion and a discussion around future directions and research.



Chapter 2

Enabling Programmable Secure Hardware

We begin the core of this dissertation by looking at the rigidity of secure hardware. The cur-

rent state of fixed silicon, secure hardware prevents developers from optimizing their applications’

security. To combat this rigidity, we provide a novel solution that allows developers to optimize

their applications’ security through reprogrammable secure hardware.

Modern CPU designs are beginning to incorporate secure hardware features, enabling new ap-

plications that take advantage of them. However, implementing these secure functions in hardware

is expensive, time consuming, and makes it difficult to update when vulnerabilities are discovered

or new features are desired. Because of this expense, only a few large companies have entered

the market, leaving system developers that use secure hardware little choice in the set of features

they can use. Furthermore, developers have also found themselves at the whim of the hardware

providers. Developers must rely on the providers to push updates, add new features, and fix se-

curity issues, some of which cannot be fixed due to the immutable nature of silicon. The inability

for developers to define secure hardware features for their specific applications results in poorly

optimized application security.

We see an alternative to this ecosystem using reprogrammable logic (i.e. FPGAs) that are

increasingly integrated into traditional computational systems such as data centers and embedded

systems. In this chapter, we identify and overcome several challenges to using commodity repro-

grammable logic for implementing secure hardware. We present a framework for leveraging FPGAs

along with a minimal amount of fixed hardware already present in many systems that enables arbi-
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trary secure functions to be designed. Because these systems are implemented in reprogrammable

hardware, they can be custom designed, built, and manufactured with significantly lower overhead

and expense, while achieving the same security as fully silicon-based secure hardware.

To demonstrate the flexibility of our alternative architecture, we implement several proof-of-

concept secure hardware functions on our platform, including a secure co-processor enclave similar

to Apple’s Secure Enclave, and a remote attestation system similar to Intel’s SGX. We show that

these designs are practical, enabling secure applications with a modest performance overhead, but at

significantly lower cost and higher flexibility compared to existing silicon-based implementations.1

2.1 Introduction

Secure hardware provides many benefits for securing computing systems. It enables encrypt-

ing sensitive data where physical access to the device is required to decrypt it [67], authenticating

data feed systems [453], scaling blockchain transactions [300], and has the promise to address many

of the security challenges with cloud computing [168]. However, despite the potential benefits, we

are stuck with a constrained ecosystem of secure hardware providers.

Due to the cost, time, and complexity of designing and manufacturing proceessor hard-

ware [64, 63], the design choices and trade-offs are decided unilaterally by the small set of chip

manufacturers. This results in scattered support of a wide range of features, and ultimately limited

selection for users of secure hardware. Table 2.1 presents a summary of several secure hardware

systems and the features they choose to support. Even in this modest set of features, there is no

existing system that offers every feature, despite each system implementing features the other does

not.

Furthermore, updates to secure hardware systems in response to discovered vulnerabili-

ties [179, 379, 438, 431, 430, 100, 134, 135] or demand for new features are at worst impossible,

and at best gated by the chip manufacturers, leaving system designers that use secure hardware at

1 Work published at FPGA 2019 [202]
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Feature TPM TZ SGX

Flexible Root of Trust   #
TEE #   

Remote Attestation  #  
Peripheral Access #  #

Trusted Input # G# #
Hardware RNG  #  

Hardware Crypto  G# G#
Secure Storage  #  

Shared Architecture G#   
Oblivious Memory # #  
Cache SC Defense  # #

TLB SC Defense #  #

Table 2.1: Comparing the features supported by Trusted Platform Modules (TPMs), ARM TrustZone (TZ),
and Intel SGX.  represents support, G# represents partial support or support that depends on how the
design is instantiated, and # represents no support.

the mercy of a few companies.

In this chapter, we seek to empower the individuals that ultimately use secure hardware

to make decisions that are right for their needs, rather than the hardware manufacturers making

choices for them.

Prior research has proposed that programmable hardware, such as field-programmable gate

arrays (FPGAs), are suitable for implementing security functions [201, 240, 315, 406, 369, 318,

223, 196, 213]. FPGAs are programmable, providing flexibility to define the exact features that

are needed, while allowing updates and retaining the performance benefits of hardware [201, 240].

Importantly, FPGAs are no longer special purpose devices, but becoming pervasive in computing

platforms such as cloud computing (e.g., Amazon [9] and Microsoft data centers [91, 190, 358]),

and in embedded systems for which secure hardware can provide great benefits, such as self-driving

cars [29].

The programmable nature of FPGAs, however, raises a significant concern with regards to

using them as a basis for realizing secure hardware – an attacker can read or modify the contents

of the FPGA. This is in contrast to secure hardware systems built into silicon, which are “fixed”,

and cannot have their functionality changed after manufacture. Modern FPGAs include hardware

that supports encrypted bitstreams [79, 434]. While an improvement, we argue that this doesn’t
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completely solve the problem, but this only reduces the control of reprogrammability to a single

party. This party is responsible for generating and maintaining the keys that protect access and

functionality of the device. In other words, it depends on human / business processes, which, as

history has shown with the frequent password and other data leaks [432] (including secure boot

keys [100]), cannot be counted on.

In this chapter, we introduce a novel mechanism to address this problem where we build on

the capabilities provided by modern FPGAs and put the device itself in control over the

programmability, thus removing the trust dependence on a third party’s processes and providing

developers with control over how the secure hardware is protected. This consists of two key aspects.

The first is a self-provisioning mechanism where a device is initially brought up in a provisioning

configuration, and then internally generates keys, and reprograms itself using these keys. In this

way, the keys which control the configuration of the FPGA are only accessible internal to the

device. The second is a policy driven update mechanism, where the hardware running in the

FPGA is programmed with a policy which determines under what conditions to allow an update.

In this way, we empower the secure hardware developer with the choice for how updates can occur

(which could include a policy to block all updates). This allows the developer to choose (and

commit to) how updates are (or aren’t) performed on the device, allowing them to decide between

a locked-down design similar to silicon-based secure hardware, or leaving systems flexible once

deployed.

We demonstrate that this new mechanism is practical today with off-the-shelf FPGAs. Our

implementation uses the Xilinx Zynq UltraScale+ MPSoC FPGA on the ZCU102 board. The

application of this is broad, but as a single running example, we implement a secure coprocessor

with an Intel SGX-like remote attestation feature. Unlike SGX’s attestation, our remote attestation

is designed to allow the device provisioner to choose who the root of trust is (rather than Intel’s

fixed root of trust being Intel), allowing for a wider range of trusted third parties to enable verified

remote execution. We further use this running example to enable updates, which are motivated in

this case to enable a response to newly discovered vulnerabilities, such as Spectre [287]. We provide
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an SDK to compile programs to execute in this secure co-processor environment. Unique to this

FPGA environment, we can compile the developer’s C code to either hardware using high-level

synthesis, or to software to run on a soft processor (a CPU implemented using the FPGA logic).

We built two applications on top of this customized secure co-processor – a password manager

(similar to the example in the Intel SGX tutorial), and a contact matching application (emulating

the SGX-enabled private contact discovery service operated by Signal [312]).

In the remainder of this chapter we first discuss the past efforts of secure hardware on

FPGAs (Section 5.2). We then provide an overview of the system architecture, threat model, and

motivating example in Section 5.3. We describe the the architecture in Sections 2.4 and 2.5. We then

describe the implementation of the self-provisioning and secure update mechanism (Section 5.5)

and the secure co-processor with remote attestation (Section 2.7). We wrap up with evaluation

(Section 5.6), and conclusions and future work (Section 2.10).

2.2 Past Attempts (and why process trust matters)

In this chapter we propose using FPGAs as a platform to build secure hardware. Here, we

discuss past works, and identify the key unmet challenge in reaching this goal.

2.2.1 Security Functions on an FPGA

The idea of implementing security functions on an FPGA is not new. In fact, it has been

proposed for decades. Research has been published on everything from network security applica-

tions (e.g., firewalls [315] and intrusion detection [406]) to cryptographic algorithms [213]. More

recently, and highly related to our motivating examples, the SAFES architecture demonstrated the

use of FPGA components to provide security primitives and guarantee invariants in program exe-

cution [240], and Sanctum is a RISC ISA extension realized on an FPGA that mitigates software

side-channels and protects DRAM access [201].

Although these examples demonstrate the ability to implement security functions on an

FPGA, they do not address the somewhat obvious threat of an adversary who reprograms the
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Figure 2.1: Custom secure hardware on an FPGA with IP protection: A designated party shares a crypto-
graphic key with the FPGA which is used to ensure only FPGA configuration signed/encrypted with this
key can re-program the FPGA. The designated party uses processes to protect the storage of the key, but
an adversary can attack those processes and gain access to the shared key.

FPGA, changing the device configuration and functionality. We argue that for many secure hard-

ware applications, this is a particularly important threat to address. For instance, if a device man-

ufacturer wishes to offer remote attestation features (such as in Intel SGX) or hardware-protected

keys for hardware security modules (HSMs), their design must protect against an adversary with

physical (or remote) control over the device after its initial configuration.

By default FPGA’s provide no protection to their configuration, allowing an adversary to

read or reprogram whatever functionality is placed in it, allowing them to read out sensitive keys

or change the device’s behavior.

2.2.2 Security Functions with Bitstream Encryption

In response to this, FPGA manufacturers introduced bitstream protection technology, whether

for intellectual property (IP) protection or specifically to support secure hardware [79, 434]. As

illustrated in Figure 2.1, a third party programs a key into the FPGA and then maintains that key

(external to the FPGA) so that it can be used to create an FPGA configuration that is encrypted

and/or signed. In this way, knowledge of that key is needed to program the FPGA or read its
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configuration.

While an improvement, it fundamentally depends on a human-driven / business process

to protect the key that is programmed into the FPGA. Unfortunately, this has proven to be a

challenging problem and particularly fragile means for security. We have seen countless data leaks,

including passwords [432] and even secure boot keys [100] (things that we should be able to assume

won’t be leaked). In addition, governments can compel key-holders to divulge their secrets in order

to attack individuals, such as in the FBI vs. Apple [44], ultimately undermining end-user trust in

the systems. In short, IP protections only serve to focus an adversary’s efforts on the process, and

once successful would still be able to read or modify any FPGA that was under the ‘protection’ of

that party.

2.3 System Architecture

2.3.1 High-level Overview

We present our high-level design which eliminates the human / business processes from the

trust chain. We do this by designing the FPGA to have control over its own reprogrammability,

and allowing it to determine when (or if) to allow updates to itself. This design eliminates the need

for a trusted party to maintain keys through a business processes, which we argue has historically

been shown to be problematic.

The self-provisioning system is designed to allow the device to be initially provisioned once

by a system manufacturer into a secure state, and thereafter prevent any future updates externally.

To do this, we leverage existing secure hardware systems used for IP protection (e.g., secure

boot) that controls the boot process of the device. We configure the secure boot to only allow a

single configuration to be loaded into the FPGA. This configuration effectively locks out external

access, preventing an adversary with physical access from changing the hardware loaded into the

FPGA. Once in this state, not even the original manufacturer can directly change the

configuration. The private keys used to sign this configuration are generated on the FPGA
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Figure 2.2: Secure Hardware on an FPGA with Self-Provisioning and Secure Updates. As the keys are
only held within the FPGA, and updates are governed by hardware that implements an update policy, an
adversary cannot gain access to the key or re-program the FPGA.

during provisioning, and stored in a secure storage that is only accessible to the FPGA itself once

booted. Because secure boot prevents loading arbitrary bitstreams into the FPGA, nothing except

the FPGA itself has access to the secret keys needed to sign new bitstreams.

This self-provisioning process prevents any future updates from being applied from an external

source, but still allows the device itself to authorize and apply updates. We note that a developer

could decide to disallow updates entirely by programming a configuration that simply discarded

its own key, and gain the benefits of silicon-based secure hardware. However, should the developer

wish to leverage the reprogrammability of the FPGA, they can choose to do so. If they do,

the FPGA is configured with a subsystem for authorizing and applying updates to itself. This

subsystem can implement security policies that are more powerful than simply giving up a remote

key to the manufacturer. For example, in addition to a signed update from the manufacturer, the

subsystem could determine if it is currently in a certain unlocked or safe state, or could require the

user to authorize an update explicitly before it signs the new hardware and reprogramms itself.

This architecture allows a manufacturer to commit to a security policy, and force themselves (and

would-be adversaries) to follow these.
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2.3.2 Threat Model Overview

The adversary in our model is someone who desires to modify the secure hardware imple-

mented in the FPGA or to read back state of the secure hardware implemented in the FPGA. Our

work seeks to solve the problem of trusting an external party with maintaining keys that protect

the FPGA configuration/state from this adversary. This requires a distinction between trust in

operational processes and trust in functionality. In particular, we assume that the FPGA manufac-

turer is trustworthy at the time the device is created and provisioned, but that the manufacturer

may become untrusthworty at a later time, either by being compromised, legally compelled, or

having shifting business priorities. Thus, we assume that the original functionality of the FPGA as

initially provisioned contains no backdoors or other malicious components, but that any long-term

keys maintained by the manufacturer can be compromised.

We ignore the threat of implementation bugs in the secure hardware application, and side-

channels on the FPGA that may inadvertently compromise the security of the system [269]. Though

likely to exist, we stress two points: first, existing secure hardware also suffers implementation bugs

and side channel attacks, and second, our architecture is better able to handle these problems by

allowing comprehensive updates.

2.3.3 Motivating Example

As a motivating example of customized secure hardware, we will focus on a secure co-processor

with remote attestation. While there are other applications that can be built using our design,

secure co-processors are a powerful example that enables a wide range of security applications.

Intel Software Guard Extensions (SGX) [63, 64] is an extension introduced by Intel to their

CPUs which provides a Trusted Execution Environment (TEE), allowing developers to write

software that executes in a context isolated from the rest of the system, including the operating

system. SGX also supports remote attestation of the software running in this TEE, but is designed

to only allow Intel to verify remote attestations. Others that use SGX for remote attestation must
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trust Intel to verify that a remote system is running the code it claims to be running.

In our motivating example, say a company needs SGX-like capabilities, but wishes to use a

different party (or even itself) as the trusted source which provides the proof and verification needed

in the remote attestation process. This is not possible with Intel (or any existing systems today),

so this company would use or design a secure co-processor targeted at an FPGA that provides a

TEE with remote attestation. When combined with our self-provisioning system with updates,

they can trust that an adversary will not be able to alter their design and, by extension, trust that

their TEE will behave as they designed.

This company also wishes to be able to respond to vulnerabilities and deploy patches to their

secure co-processor. This comes from experience, as there are numerous examples of vulnerabilities

discovered in secure hardware after its release [179, 379, 438, 431, 430, 100, 134, 135]. With the

ability to update, the company protects itself from being locked into a vulnerable system or needing

to recall physical hardware. Updates, they determine, should be signed by them and should also be

verified by their users through the use of a PIN provided in a separate (assumed secure) channel to

the user. In Section 2.7 we will discuss our implementation of this specific co-processor system.

2.4 Self-Provisioning

The goal of this work is to ensure that we can program an FPGA with a configuration

implementing some custom secure hardware and trust that a malicious party cannot modify it.

On the surface, secure boot would appear suitable for this. A secure boot system operates by

verifying a signature over a booted configuration against a public key programmed into the system’s

configuration, such as a secure storage device. The trusted developer has the corresponding secret

key and is theoretically the only party that can generate a correctly signed configuration. However,

if this secret key is leaked to another party, then this party can put any configuration into the

device.

Our solution still makes use of the IP protection hardware used by prior work [434, 352], but

changes how the secure boot keys are managed. The problems with the use of secure boot are not
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related to how the hardware is implemented – the IP protection hardware was never compromised.

It is the business processes that are used to protect the keys that we eliminate. Our self-provisioning

system achieves this by generating the secure boot key pair on the device and storing the secret

key in the device’s storage. The system uses this key to sign a single initial configuration, which

then becomes the only configuration that can exist in the FPGA.

The self-provisioning system is simply a trusted piece of software that is run on the device

itself to generate keys which will be stored on the device and never exposed.

First, the FPGA is empty with no secure boot set up. The self-provisioner configuration

is loaded and executes a series of steps, as summarized below:

(1) Generate a keypair for the secure boot system.

(2) Sign the initial FPGA configuration with the generated secret key.

(3) Store the secret key in secure storage.

(4) Program the public key to the secure boot system on the device.

At this point, the FPGA’s secure boot has been set up and the keys are stored in secure

storage on the device. Only the single configuration, determined at provisioning time is allowed to

be loaded as it is the only one which has been signed by the secure boot keys. A power cycle of

the device will then cause this initial configuration to be loaded onto the FPGA. In order for a

different configuration to be loaded, it must be signed by the secret that only exists on the device

and must be authorized by the security policy of the update mechanism (discussed in the next

subsection) of this initial configuration.

The initial configuration could be the desired secure hardware application itself (e.g., the

secure co-processor with remote attestation), if known at provisioning time. If unknown, or if more

flexibility is desired, an option would be to load an initial configuration that does not have any

secure hardware application, but can have an update policy that suits the protection desired until

loaded with the initial application (e.g., a one-time use key). The update system would then be

used to load the actual secure hardware application onto the FPGA. Note that this will result in

overwriting the update system’s policy with that of the secure hardware application’s policy.
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2.5 Policy Controlled Secure Updates

The secure update system provides the second component of our platform that allows for

applications to make use of the FPGA’s reprogrammability. As described in the previous section,

once self-provisioning is complete, only a single configuration can exist in the FPGA. However,

since the generated secret is accessible to the FPGA, the FPGA can authorize a new configuration.

Therefore, to allow for updates, a subsystem needs to be implemented by developers that will

implement a security policy. This subsystem will receive updates and will verify that they conform

to the selected security policy before using the secret key to authorize an update.

The update subsystem will enforce a security policy, but this policy must be selected and

implemented by the developer of the application. Examples of security policies are:

• Update signed by a trusted developer.

• Correct PIN input by user at update time.

• User PIN and trusted signature required.

• No updates allowed.

This list of policies is not exhaustive, but is representative of potential policies. What this

enables is choice for the secure hardware developer. They could trust their own processes (to

safeguard keys), or, better yet, safeguard against leaks by utilizing a policy which requires signing

and a PIN, and perhaps extend the policy to allow a new key for signing updates to be regenerated

through some local action.

To support this, we require the developer to implement the enforcement of the chosen policy

as part their application. This is because these implementations depend heavily on the capabilities

of the device and developers will have their own requirements, such as signature algorithms or input

devices, that cannot be prescribed for all use cases. We give an example implementation that is not

portable outside of our device used for implementation in the next section, but can be used as an

example to build other update systems off of, even when implementing a different security policy.

In general, the secure update system is responsible for performing two tasks, irrespective of
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the implementation or chosen policy. The first task is to receive updates and enforce that these

updates adhere to the security policy before allowing them to be authorized (such as verifying a

signature or user PIN). The second task is to use the device-only secret key to sign updates that

pass verification and program the signed update to the device. Therefore, an update subsystem

must perform these steps:

(1) Receive an update.

(2) Verify that the update conforms to the update security policy.

(3) Use the secret key to sign the update.

(4) Overwrite the existing FPGA configuration such that the update will execute in future

power cycles of the device.

As the update system is implemented as part of the initial configuration of the FPGA that is

authorized by the self-provisioning system, there is no other way to change the configuration. There-

fore, the configuration is secure from being overwritten except by another update that conforms to

the chosen policy. This requires that the developer implements the update policy correctly, as there

are several attacks, such as man-in-the-middle, downgrade and rollback attacks, that can compro-

mise a security policy that performs only simple authentication. Therefore, update best-practices

should be followed, such as the use of sequence numbers and signatures, when implementing a

security policy. This is further discussed in the next section, where we discuss which attacks that

the update policy we implemented defends against and which it is still vulnerable to.

2.6 Implementation

To demonstrate our platform, we implemented a self-provisioning system and an example

application that includes an update subsystem. Our example application is a secure coprocessor

that offers similar features to SGX, and is described further in the next section. In this section,

we present how we implemented the self-provisioning system and the update subsystem, which any

implementation of our platform will need to provide. We also describe the implementation of a

secure storage capability in our device, as both the self-provisioning system and the update system
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require a secure storage system. We implemented our demonstration application using the Xilinx

ZCU102 Evaluation Kit. This system combines a quad-core ARM CPU and a Xilinx FPGA and

includes all of the needed IP protection hardware that is required for our platform.

2.6.1 Self-Provisioning

In an ideal system, the FPGA would have direct internal control over the IP protection

hardware, with all other peripherals restricted from accessing these systems. However, we were

limited by the device we used for our implementation, in that the FPGA does not have direct

access to most peripherals in the device’s interconnect design. Instead, the coupled ARM CPU is

the master of the system, meaning that our provisioning system needed to be run as a software

program rather than as a system in the FPGA. This imposes some increased risk of exposure of

generated keys, as the ARM system memory is more accessible than the FPGA, but since the self-

provisioning system is expected to execute in a trusted facility, this increased risk can be mitigated.

The self-provisioning system that we implemented performs the tasks outlined in the previous

section. The provisioner (e.g., the device manufacturer or distributor) will load the self-provisioner

onto the device’s persistent storage (in our case, an SD card) along with the initial FPGA config-

uration to be signed. We, acting as the provisioner, have generated the self-provisioning operating

system using Xilinx’s proprietary tools such that when the device is powered on, the provisioner is

executed.

Once booted, the provisioner loads a simple Ubuntu filesystem that executes a single script.

This script generates an RSA-4096 keypair for the secure boot system (the ZCU102 secure boot

hardware uses 4096-bit RSA keys) and stores it securely. As the only persistent storage available

on our device is the SD card, we also leverage additional IP protection hardware that is used for

FPGA encryption. This hardware utilizes a small amount of secure storage (battery-backed RAM

(BBRAM)) that cannot be read once it is programmed. The self-provisioning system generates

an encryption key, programs the encryption key to the BBRAM, and uses the encryption key to

encrypt the generated secure boot keypair. On each future boot, the encryption hardware can
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decrypt the secret key if needed without it being decryptable outside of the device.

Once the keypair has been generated and the secure storage initialized with the encryption

hardware, the self-provisioner uses the keypair and Xilinx’s tools to generate a signed boot image

containing the initial FPGA configuration that is in the proprietary format used by our device. The

output file is then placed onto the SD card so that it will be loaded on the next power cycle of the

device. Finally, the self-provisioner will program the generated public key into the IP protection

secure boot system of the device, locking the device to only being able to run the boot image that

was generated, which contains the initial FPGA configuration.

At this point, the self-provisioner is finished and reboots the device. On the next boot, the

signed FPGA configuration will be running and will be the only hardware that can be loaded into

the FPGA, as the secure boot system will not let any other configurations that are not signed by

the key into the FPGA, and no other such configurations can exist, since the secure boot key only

exists on the device itself.

2.6.2 Update System

As required by our platform’s architecture, the self-provisioning system locks down our device

so that only a single FPGA configuration can exist in the FPGA. To support updates, our platform

requires that developers include an update subsystem that will implement a security policy, but we

require that the developers provide their own implementations. This is because developers need to

make application-specific and device-specific decisions about how to implement the system. In this

section, we describe the implementation we used for our application that demonstrates what these

application-specific and device-specific can be.

The update system that we provided implements the required functionality of our platform.

We selected a security policy that requires a trusted signature over the update and the input of a

user’s PIN before the update will be accepted. The verification of the security policy is performed

by the FPGA, but because the FPGA does not have direct access to the SD card on our device,

and because the boot image format that the update must be converted to is also proprietary,
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the actual generation of the boot image cannot be done in the FPGA. Instead, when the FPGA

authorizes an update, the device will reboot into a simple update operating system that is similar

to the self-provisioning system previously described. This means that our update operating system

is implemented partially in the authorized FPGA configuration, but also in the update operating

system and a trusted bootloader.

When an update is authorized, the update subsystem will store a flag into the secure storage

that is only accessible to the FPGA. Upon reboot, the bootloader will check for the existence of this

flag and boot into a different operating system. This update system in the FPGA will then release

the private key to the operating system after the trusted bootloader indicates that it has booted.

The update operating system’s only task is to use the secret key and Xilinx’s tools to generate a

compatible boot image that contains the updated FPGA configuration. Once it has generated this

boot image and placed it into persistent storage, the operating system will reboot the device into

normal operation.

As can be seen, our device has several limitations that require special implementation consid-

erations, specifically the fact that the FPGA does not have direct access to most system peripherals.

In addition, for the enforcement of our security policy, we require user PINs to be six digits in length

and we require all updates to be signed using the ED25519 signature algorithm. Other update sys-

tems may choose to use different requirements. We also make use of the MicroBlaze soft CPU

to implement the update system, whereas other implementations may choose to use other meth-

ods, such as pure Verilog or a different CPU. Because of these considerations, we do not provide

a single implementation, as any implementation depends upon the capabilities of the device, the

requirements of the application, and the exact update security policy that is chosen.

2.6.3 Secure Storage

As mentioned in the previous two sections, the self-provisioning system and the update system

both need to store secrets that are only accessible to the FPGA. However, our device does not

provide such a capability directly, nor does it allow for the FPGA to directly write to the SD card.
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Figure 2.3: Secure Coprocessor and Remote Attestation Design: Here we run the FPGA as a coprocessor and
are able to enforce isolation and perform remote attestation. A remote attestation client uploads a program
to an untrusted server. The program is launched in a Isolated Execution Environment in the FPGA by
enclave logic, which also signs the program code and performs a key exchange. The driver communicates
with the program in the enclave over a shared buffer and relays data to the client.

To solve this problem, we leverage the built-in encryption hardware, as mentioned previously, in

the form of an AES accelerator that is backed by a secure encryption key storage in BBRAM. The

self-provisioning system initializes this accelerator with a random key that never is stored except

in the BBRAM and uses the accelerator to encrypt data. Using the accelerator, we can achieve a

secure storage that prevents data from decrypted outside of the device.

However, the FPGA cannot directly pass data to the AES accelerator. Instead, we require

that a proxy be run in the CPU of our device that passes data between the FPGA and the AES

accelerator, and stores the encrypted data onto the SD card. To further protect the data, we

have also implemented a corresponding subsystem in our application that interacts with this agent,

which encrypts any arbitrary data generated by our application using an FPGA-only key that is

stored in a dedicated eFuse array only accessible to the FPGA. This ensures that when passing

data to the CPU agent after boot that no cleartext data is available in the CPU’s memory.

2.7 A Customized Secure Coprocessor with Remote Attestation

In Section 5.3 we described a motivating example where a company wishes to have a secure

co-processor with remote attestation where the root of trust is flexible (i.e., not the manufacturer,
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as in SGX). In this section we elaborate on the hardware design, the software development kit

to develop software applications, and two example software applications (password manager and

contact matching) that were built with our software development kit.

2.7.1 Hardware Design

2.7.1.1 Isolated Execution Environment

The code that can be provided to the secure co-processor to run in an isolated manner is in

the form of a partial configuration bitstream. There are two options we support for the internal

architecture of this hardware. The surrounding logic is identical in both cases, but it is the contents

of the configuration bitstream which differ.

Option 1: Software Enclave.

To provide a software environment for software isolation and remote attestation, we imple-

mented a MicroBlaze [78] soft CPU inside the FPGA as part of the secure hardware application.

Any code that executes in this CPU is isolated from the untrusted operating system and can be

trusted to execute once loaded. Developers provide their code to the SDK, which will then generate

the needed logic to execute this code in a MicroBlaze CPU.

Option 2: Hardware Enclave.

Alternatively, developers can directly provide hardware, so long as it is able to perform

the interaction with the untrusted software. This does not imply the developer has to develop

hardware. They can develop logic directly for the FPGA in any manner that they choose, including

by synthesizing the developer’s software (C code) into a compatible bitstream using high-level

synthesis, as is described in Section 2.7.2.

The developer can make the decision between having their enclave’s code (provided as C

code) synthesized to hardware or executed on a soft CPU based on the complexity of the applica-

tion – more complex applications are more difficult to synthesize to hardware, but an application

synthesized to hardware will have better performance. The SDK will generate a resulting partial
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bitstream based on the developer’s choice and the synthesis results that either includes the appli-

cation directly implemented as FPGA logic, or a soft CPU in the FPGA logic that executes their

application’s code. The SDK also generates an untrusted program (i.e., the “Enclave driver”) that

runs on the device’s (untrusted) CPU to interact with the enclave program via a memory buffer in

the FPGA.

2.7.1.2 Enclave Code Loader

In order to securely program this co-processor, we utilize custom logic that ensures that

when any trusted code (i.e., a trusted “enclave” program, similar to SGX) is loaded, a hash of

this program is taken and a signature verification are performed. As illustrated in Figure 2.3, the

code of the application is provided to the logic in the form of a partial bitstream, which specifies a

configuration which will reprogram only part of the FPGA. The enclave logic will use the internal

configuration access port (ICAP) to program the partial bitstream (the enclave program) into the

area of the FPGA reserved for executing the secure enclave, leaving the rest of the FPGA (e.g.,

enclave logic) untouched.

In addition, the enclave logic reads an ECDSA private key from the secure storage, and uses

it to sign the hash of the bitstream and a message from the enclave during the remote attestation

process. As shown in Figure 2.3, a remote client can upload a program to services running in the

untrusted operating system, which will then pass the program to the enclave logic.

2.7.1.3 Remote Attestation

The attestation protocol implemented by our secure hardware and companion software is

shown in Figure 2.4. In this protocol, a remote verifier uploads a program (in the form of a partial

bitsream) signed by its Ed25519 private key (SKv) [172]). The program will be launched by the

enclave logic, and the verifier will be notified upon completion. The verifier will then request an

attestation by uploading its signed public key (PKv). The enclave logic then generates an ephemeral

key pair for this attestation to establish a shared secret for the enclave (PKenclave, SKenclave), and
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Figure 2.4: Remote Attestation Sequence: In the remote attestation protocol, the remote verifier uploads
a program (enclave) signed by its private key (SKv). The enclave launches the program and notifies the
verifier, which then requests an attestation by sending its signed public key (PKv). The enclave logic uses
this key to derive a shared secret for the enclave and responds with a signature of an ephemeral public key for
the enclave (PKenclave) and the hash of the enclave, signed by a long-term key for the enclave logic (SKel).

signs PKenclave and the hash of the enclave program with its long-term attestation key (PKel, SKel).

The enclave sends these to the verifier, along with a certificate chain configured at provision time

by the root of trust for this device. Using this certificate, the verifier then verifies the signature

and checks that the hash matches the expected hash of the uploaded enclave program. If so, the

verifier can calculate a shared secret using PKenclave and SKv, just as the enclave logic calculates

a shared secret using PKv and SKenclave. Using this shared secret known only to the verifier and

the isolated enclave, a secure channel can be established.

To generate secure ephemeral keys during this process, we have included a cryptographic ran-

dom number generator within the trusted hardware of the FPGA, as implemented by the Cryptech

OpenHSM project [384]. The module draws randomness from both the LSB of A/D conversion

noise as well as a ring of digital oscillators implemented as a set of adders with the carry out

inverted and fed back as carry in. This entropy is collected and hashed using SHA512 to whiten

it. The resulting digest is used to seed a ChaCha stream cipher’s key and IV which is used as a

PRNG to provide random numbers to the enclave logic to securely generate keypairs.

2.7.2 SDK

In addition to designing the hardware of our software isolation system, we have also designed

a software development kit to make it easier to develop software applications that run in the
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Figure 2.5: SDK Development Flow

system. Figure 2.5 shows the major components of the SDK. A developer creates untrusted code

that runs on the ARM CPU of our system in the untrusted operating system (arm.c), code that

implements the trusted functions that are run in the isolated enclave (enclave.c), and a description

of the API the application wishes to use to communicate between the trusted and untrusted code

(interface.json). This interface describes the inputs and outputs of the trusted code as well as the

function signatures of the specific methods. The developer also has access to the enclave library

(libenc.h, libenc.c) that provides functions to launch an enclave, which is done by interacting with

the enclave logic.

The developer provides their code to the SDK. For a software enclave, the SDK will output a

partial configuration bitstream (which was pre-built) that contains a MicroBlaze [78] soft CPU (i.e.,

a processor implemented in the FPGA logic). The SDK will cross-compile the enclave code and

add the memory to the configuration bitstream. For a hardware enclave, the SDK will utilize the

Vivado [115] high-level sythesis tool, which generates Verilog from C code. Then it will synthesize

that design and generate a partial configuration bitstream.

In both cases, the SDK will use the API interface definition to generate communication code

between the enclave and the ARM CPU using the dedicated shared buffer. Also, in both cases, the

SDK will cross-compile the application code for the ARM instruction set. The (untrusted) ARM
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binary’s will load the trusted code into the enclave using the enclave library.

2.7.3 Password Manager Application

As an illustration of running isolated software in this secure hardware module, we imple-

mented a password manager that encrypts stored credentials under a master password. Passwords

are encrypted and decrypted in an enclave with only the encrypted data being stored in persistent

storage. To access a password, the enclave must be provided the encrypted data and a master

password. The enclave then derives a decryption key using this password and a device-only key

that can only be accessed from the enclave.

To use the manager, a user provides their master password to a client program which interacts

with the enclave. The user then has the option to enter information for passwords, usernames and

identifiers (e.g., a website). This information is given to the enclave to encrypt, and passed back to

the client application to store in persistent storage. Retrieving data is achieved by interacting with

the client program and requesting data by its identifier, which will cause the enclave to decrypt it

and return it to the client. This password manager is similar in design to an example application

SGX provided by Intel [66].

Our implementation cannot remove all possible attack vectors, as the password manager

must still function to provide data in plaintext in order for it to be useful for users to interact

with unmodified programs. However, we can force any attacks to be online, in the sense that the

adversary must query the password manager in the trusted enclave, rather than simply be able

to make copies and reveal the entire database. This is because the encrypted password database

can only be decrypted using the user’s master password and the FPGA’s device-only key. Even if

the database is exported and the user’s password is compromised, the data cannot be decrypted

without interacting with the enclave running on the device on which it was first encrypted. We

present a performance analysis of user interaction with the password manager in Section 5.6.
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2.7.4 Contact Matching Application

As a second example to show how our isolated environment can execute code that has been

synthesized into FPGA logic using high-level synthesis, we have developed a second application.

This application emulates the SGX-enabled contact discovery service operated by Signal [312],

except implemented using C++ and synthesized into hardware using our SDK. This application’s

purpose is to receive an encrypted list of contacts (i.e., phone numbers) from a user and determine

the intersection of this with a database of all registered users of the service. The solution used

by Signal is designed to prevent the operators of the service from learning the contacts in the

uploaded list while still allowing for users to determine the intersection with the total database.

By executing in an SGX enclave, Signal is able to conceal which contacts are found to match,

and return an encrypted result to the user. Our contact matching application provides similar

functionality, but executes its code in FPGA logic that has been synthesized using our SDK. We

present the performance of this application in Section 5.6.

2.8 Evaluation

As an example secure hardware application, we built a secure co-processor with remote

attestations. Here, we we evaluate the performance of example applications for this secure co-

processor along with associated metrics about how long it takes to load and perform a remote

attestation. For all of our applications we continue to use the ZCU102 Evaluation Kit running

Ubuntu 15.10.

2.8.1 Software Enclave Performance Benchmarks

To test the performance impact of executing code on a Microblaze CPU, we designed several

microbenchmarks to test memory and computation performance, along with end-to-end perfor-

mance.
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Software Enclave SHA512 Performance We created a program that hashes a buffer

of random data using SHA512 in both an enclave and directly on the main CPU. As the enclave

executes on the embedded Microblaze CPU, we expect the performance to be much worse, and

this experiment is intended to determine if using our SDK to create enclave programs imposes

additional overhead.

The performance of the Microblaze enclave is approximately 20x worse than the reference

implementation on the ARM CPU. However, both implementations scale linearly with the size of the

data being hashed. There does not appear to be any overhead caused by using our SDK to develop

a program for the enclave, and it appears that the execution performance of the Microblaze CPU

is the main performance bottleneck, as expected. We stress that while our system has significantly

less performance than that of pure hardware implementations, very few secure applications require

the full performance of the main processor, but instead emphasize security, isolation, and ease of

implementation over raw throughput.

Password Manager Performance Illustrating the point that the performance impact

of our implementation commonly would impact a relatively small fraction of the overall perceived

performance, we measured the time to add and retrieve passwords from the password manager

application described in Section 2.7.3, for passwords of up to 100 characters in length. As seen

in Figure 2.7, both with and without running in an enclave results in an average 202ms latency

(with less than 0.3 difference in the worst case). Likewise, for reasonable passwords up to 100

characters, the latency for decrypting a password from the manager is roughly 120ms for both

implementations, well within the realm of usability (for passwords much larger than that, the

impact of the performance difference does become noticeable as more time is spent in the enclave).

Enclave Memory Access Performance To measure the memory access performance

of an enclave, the enclave is simply tasked with copying an input buffer to an output buffer, and

the performance is compared to the ARM CPU’s performance at the same task. We measured an

overhead for Microblaze access times ranging linearly from 100x for small chunks of data (0-250

bytes) to 12x for larger chunks (2 Kbytes and larger).
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Figure 2.6: Contact Matcher Performance: Performance of matching a contact list against a larger database
in a software-only implementation and an HLS-synthesized version. The hardware version achieves an average
of approximately 3x compared to the software version.

2.8.2 Hardware Enclave Performance

To show that our SDK can also achieve acceptable performance for large scale processing,

particularly through high-level synthesis (compiling C code directly to hardware), we developed

a second application that performs a similar service as the contact discovery service operated by

Signal. As discussed previously, the purpose of our application is to receive a list of phone numbers

from a user and determine the intersection with a larger database, and then return the result to

the user. We compared the performance of this application to a software-only implementation that

used the same contact list and database. As shown in Figure 2.6, the synthesized hardware version

achieves a throughout of up to 3x compared to the software solution. We used contact list sizes

of 128 contacts, represented as SHA512 hashses, and database sizes ranging from 800 contacts to

819,200 contacts, also represented as SHA512 hashes.

2.8.3 Enclave Logic Microbenchmarks

Enclave Loading Performance Our final benchmark measures the throughput of loading

enclave program binaries of various sizes. After testing using binaries ranging in size from 20 KB

to 1 MB, the throughput remained constant at 35 KB/s.
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Figure 2.7: Password Manager Write Performance: Time spent adding passwords to the password manager
when protected by an enclave and when using a reference implementation running completely on the ARM
CPU without an enclave.

Remote Attestation Performance To measure the end-to-end performance of perform-

ing a remote attestation, we implemented a private set intersection calculation program that calcu-

lates the intersection of two sets of integers in an enclave, with one set being uploaded in encrypted

form using the shared secret negotiated by the remote attestation protocol, and the other provided

to the enclave by the local host, similar the contact discovery feature used by Signal [312]. In each

attestation, a fixed amount of data is passed in each message, which is the public key of the verifier

in one message, and then the signed public key and hash of the enclave in the response. This

experiment measures the average time to pass these messages, for the enclave logic to generate

the keys and sign the message, and the time for the client to verify the response and calculate

the shared secret. After performing 1000 trials in ideal laboratory network conditions between a

verifier and the device running the trusted enclave logic, the average remote attestation time was

107.2 ms with a standard deviation of 8.604 ms.

2.9 Discussion: Ideal Hardware Support

In our design, we used commodity FPGA hardware, but there may be additional fixed hard-

ware that could simplify or improve support of flexible secure hardware. Here, we explore subtle
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architectural modifications to the fixed hardware in FPGAs that could improve or simplify our

implementation.

Dedicated FPGA storage In our implementation, we used a combination of BBRAM

and a small kernel of trusted software to load a key into the FPGA, allowing it to later encrypt

writes to and decrypt reads from a system storage without needing to trust the CPU. A more

elegant solution could allow the FPGA to directly write to its own persistent storage that is not

accessible from the CPU.

Reprogrammable Secure Boot Most existing secure boot systems, especially as are

used in FPGAs for IP protection, are essentially one-time programmable. This means that once

provisioned, it is difficult to re-provision a device to a new owner, and virtually impossible to

completely remove prior state. A partial re-provisioning is possible with the cooperation of the

previous logic under our system, as the secure boot keys can be provided to a new provisioning

step, but there is no way to force this. If manufacturers were to implement more complex secure

boot systems that could be reset under certain circumstances, such as only by an internal request

that was booted by the secure boot system, then we could have more comprehensive re-provisioning

options.

FPGA Secure Boot Our secure boot only supported booting trusted code into the main

CPU, which in turn could program the FPGA. This required a small amount of trusted code that

would program the FPGA, and then remove the CPU’s access to reprogram or introspect on the

FPGA before booting the untrusted OS on the CPU. An alternative more elegant design however,

could allow the secure boot to directly program the FPGA, obviating the need for any trusted code

to run on the CPU.

FPGA control of CPU As a further extension, the FPGA could have control over the

CPU, rather than vice versa. For example, the FPGA could be given control over the TLB, cache,

and ring level of the CPU, allowing it to halt the CPU and decide what code it should be running

and from what permission level. This would allow the FPGA to take advantage of the full power of

the CPU, running enclave code on it while keeping it isolated from the untrusted operating system,
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and clearing caches or encrypting memory before swapping the untrusted OS back in.

2.10 Conclusions

In this chapter we introduced a new mechanism that enables developers to optimize their

applications’ security by letting them define their own secure hardware features. We use FPGAs

to enable developers to implement customized secure hardware without depending on human /

business processes to provide updates, bug fixes, and maintain the secrecy of keys used to protect

the FPGAs configuration process, We introduced the concept of self-provisioning and a secure

update process which allows for policies which govern whether an update is allowed or not. As a

proof of concept, we implemented the framework on the Xilinx Zynq Ultrascale+ FPGA and built

a secure co-processor with remote attestation that has a flexible root of trust.



Chapter 3

Software Packet-Level Network Analytics at Cloud Scale

Next, we look at the current state of network telemetry and monitoring in the cloud. We

highlight the lack of flexibility, performance, and efficiency in today’s network monitoring solu-

tions. We then propose a new, highly performance, flexible, and scalable network telemetry and

monitoring platform that allows developers to optimize their network monitoring applications at a

per-packet granularity.

As networks grow in speed, scale, and complexity, operating them reliably requires continuous

monitoring and increasingly sophisticated analytics. Because of these requirements, the platforms

that support analytics in cloud-scale networks face demands for both higher throughput (to keep

up with high packet rates) and increased generality and programmability (to cover a wider range

of applications). Recent proposals have worked toward these goals by offloading analytics appli-

cation logic to line-rate programmable data plane hardware, as scaling existing software analytics

platforms is prohibitively expensive. The rigid design and constrained resources of data plane de-

vices, however, fundamentally limit the types of analysis and the number of tasks that can run

concurrently. In this chapter, we demonstrate that generality need not be sacrificed for high per-

formance. Rather than offloading entire analytics applications to hardware, the core idea of our

work is to offload only critical preprocessing tasks that are shared among applications (e.g., load

balancing) to a line-rate hardware frontend while optimizing the core analytics software to exploit

properties of network analytics workloads. Based on this design, we present Jetstream, a hybrid

platform for network analytics that can run custom software-based analytics pipelines at through-
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puts of up to 250 million packets per second on a 16-core commodity server. Jetstream makes

sophisticated, network-wide packet analytics feasible without compromising on generality or per-

formance, enabling developers to optimize their applications’ network security, network monitoring

performance, and network monitoring efficiency.1

3.1 Introduction

Effective network management requires traffic analytics: the capability to mine critical infor-

mation from packet streams, which can be used to trigger actions in the network or guide subsequent

decisions. Traffic analytics is a core component in today’s reliable networked systems that is used

to help meet stringent security [407], correctness [256, 297], and performance guarantees [143, 170].

Historically, we largely relied on humans in a network operation center to watch some transformed

version of the data (e.g., graphs) and manually interpret the data to then take action. This ap-

proach does not scale to today’s data center or wide area networks which continue to grow in

complexity, size, and traffic. Instead, today, the ability to continuously perform automated and

sophisticated analytics across the entire infrastructure is imperative [364, 255].

Given the importance of the problem, in recent years, many novel and compelling archi-

tectures and systems for fine-grained network monitoring in cloud-scale environments have been

presented [256, 332, 250, 442, 456]. At the core of each proposed system is an underlying processing

engine that analyzes raw data. The design of such a processing system is the focus of our work.

In an ideal world, the system would enable arbitrary, sophisticated analytics that consider

every single packet traversing a network. A network operator should be able to write multiple

custom analytics applications to run in parallel. These applications can be interactive queries or

long-running, continuous analyses over a network packet data stream.

In a nutshell, the analytics system must be general to enable arbitrary and runtime-configurable

applications through a programmable interface. Equally important is high performance to allow

for economically feasible network-wide coverage and parallel analytics applications. This ideal of

1 Work published in IEEE TNSM 2021 [324]
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general, software-based analytics on every packet in a cloud-scale network is expensive to realize.

Consequently, there has been a long history of work compromising on various dimensions with the

goal of making this vision practical.

Historically, flow aggregation and sampling (e.g., with IPFIX [197]) have been the main

tools of network operators to reduce the amount of information to analyze. Both approaches are

appealing because they can be practically implemented in resource-constrained hardware switches.

Aggregated network records, however, hinder fine-grained analytics that are required for a wide

range of performance- and security monitoring use cases [332, 456], while sampling compromises

on data fidelity and accuracy [220, 225, 362]. These limitations motivated researchers to propose

custom algorithms and probabilistic data structures (e.g., sketches) that provide provable accuracy

and can be implemented in hardware [291, 443, 305]. Still, sketching only supports basic statistical

analysis, limiting generality. For example, more intricate analytics logic such as detecting a network

loop, where a packet traverses the same switch twice, cannot be realized using sketches.

These compromises on generality and data granularity are increasingly problematic today,

as there is a growing number of applications that need to perform analytics on data from every

single packet in a network, for example for machine learning in intrusion detection or traffic classi-

fication systems [314, 327, 349, 416, 206, 159, 436, 375]. For these tasks, analysis is sophisticated

and application-specific, and hence impractical to implement as a sketch or in hardware. To ac-

commodate such applications, the community presented ways to analyze entire traces of packets

in software. Performance limitations, however, meant that these proposals suffered from poor vis-

ibility, e.g., limited to a single switch [364] or a specific class of flows, which again makes them

unsuitable for the many modern analytics applications mentioned above.

Today, we are left with two directions that research has taken toward the goal of being able to

analyze every packet in a network for a wide range of applications. The first direction is to compile

analytics tasks to run on modern programmable switches [332, 250] (see left side of Figure 3.1). This

is challenging as hardware resources on these switches are heavily constrained. To illustrate this,

we compiled the Sonata [250] queries available [101] to the Intel Tofino programmable forwarding
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engine (PFE) using two levels of refinement. Only two of the seven queries fit within the resource

limits of the chip (see Section 3.8.2). This leaves the other queries as not currently being practical

and raises questions about the feasibility of enabling multiple queries to run simultaneously.

The second direction is to adapt a pure software architecture for network analytics, using

a map-reduce-style, scale-out system such as dShark [442] (see right side of Figure 3.1). While

this allows for horizontal scalability and supporting multiple queries simultaneously, performance

is still a significant challenge. In an end-to-end performance evaluation, dShark’s throughput is

10.6 million packets per second on a 16-core server. This would result in needing to dedicate 96

servers to monitor a single cluster in a modern data center [376] for a single application (see more

in Section 3.8.3).

In this chapter, we introduce a third direction that balances the two previously presented

extremes. Our proposed system, Jetstream, uses a hardware-software co-design and can efficiently

analyze hundreds of millions of packets per second for multiple simultaneous applications allowing

for network-wide, packet-level analytics without compromises. Our design is based on two key

strategies.

First, we leverage programmable switches for system-level offload: Rather than pushing

down entire analytics applications to programmable data plane hardware (i.e., compiling a query

to P4 [177]), Jetstream offloads system-level tasks that are necessary for all analytics applications

to a programmable data plane frontend. For example, tasks such as extracting packet features,
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compressing and organizing packet records for efficient processing, and steering data streams can

efficiently be implemented in hardware but are expensive to run in software. By offloading them

to programmable switches, we eliminate much of a software analytics platform’s work without

overloading the programmable switch.

Our second strategy is to carefully optimize Jetstream’s software component to exploit both

the properties of network analytics workloads and our partitioning between hardware and software.

For example, the structure of packet flows is inherently suitable for distribution across servers (see

Section 3.5.1). Since load balancing is offloaded to the programmable switch frontend, Jetstream’s

analytics pipelines (which run application-specific logic) can be designed to operate independently

of each other. This eliminates resource contention to improve both performance and scalability.

Finally, guided by workload characteristics, we apply a series of domain-specific system optimiza-

tions. These optimizations allow for significant performance gains over general-purpose systems

without impacting application logic or accuracy. The resulting high-level architecture is depicted

in Figure 3.2.

We implemented a complete prototype of Jetstream. The data plane frontend runs on a

Barefoot Tofino PFE at line rate of 3.2 Tb per second and allows for dynamic adding, removing,

and scaling of analytics tasks without reloading the programmable switch. The core software
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analytics engine is implemented in C++. It consists of a framework and a library for writing

custom analytics pipelines that compute relevant metrics from network packet record input streams.

It integrates optimizations that include kernel-bypass input/output, zero-copy message passing,

high-throughput concurrent queues, batching, and accelerated hash tables. Lastly, a configurable

backend for aggregating and querying metrics provides an interface to network operators or control

platforms. We evaluate Jetstream with real-world traffic traces using seven example analytics

applications: a heavy-hitter detector, a software load balancing profiler, a Slowloris DoS attack

detector, a SSH brute force detector, a SYN flood detector, a TCP sequence analyzer, and a traffic

statistics/accounting application.

We published partial results on an early design of the software analytics component of Jet-

stream in [325]. We now fundamentally extend the earlier processing engine by integrating it with

hardware-based telemetry systems and introducing an independent, parallel processing pipeline ar-

chitecture as a core design strategy. Together with the data plane frontend and a database backend,

this article provides an end-to-end system which we evaluate in a realistic multi-server deployment.

Our evaluation shows that individual application throughputs range from 5.4 to 15.9 million

packets per second for a single core. Jetstream scales linearly with core count across machines (or

between 86.4 and 254.4 million packets per second on a 16-core server). For comparison, using a

16-core server, Spark (Sonata’s backend) can handle 1.4 million packets per second and dShark can

handle 10.6 million packets per second. A task that would take 24 servers in dShark only requires

a single Jetstream server, demonstrating how Jetstream’s design and optimizations make the ideal

of sophisticated and network-wide analytics practical.

In the remainder of this article, we first motivate the need for Jetstream by discussing the

progression of analytics systems towards increasing generality (the ability to support a wider col-

lection of applications) and performance (the ability to handle more traffic) in Section 5.2. We

then introduce Jetstream and its architecture in Section 5.3. This architecture consists of three

main components which are then detailed: the programmable data plane frontend (Section 3.4),

the core software network analytics engine (Sections 3.5 and 3.6), and the on-demand aggregation
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and query backend (Section 3.7). We evaluate Jetstream in Section 5.6 and conclude in Section 3.9.

3.2 Motivation

With recent advances in networking technology, such as software-defined networking [317] and

programmable data planes [178, 177], and the rapidly increasing scale of networks, there has been

a flurry of research toward improving network monitoring and analytics. Each proposed system

has moved us closer to the idealized goal of being able to perform general analytics on every packet

in a network. The challenge, of course, is doing so in a cost- and resource-efficient manner. This

is where each current analytics platform makes tradeoffs. In this section, we motivate the need for

and the design of Jetstream by discussing the most relevant prior systems.

3.2.1 Sketching in the Data Plane

Sketching is among the most resource efficient approaches to custom analytics. Sketches

leverage probabilistic data structures to compute summary statistics over large input datasets

using a sub-linear amount of memory [146]. OpenSketch [443] provides a library of such sketches

to be deployed in programmable hardware platforms, while UnivMon [305] introduces a universal

streaming scheme, where a generic sketch in hardware preprocesses packet records at high rates

and software applications compute application-specific metrics.

While extremely efficient in space requirements, sketches can only support certain classes

of statistical functions and aggregate analysis as they lack visibility into individual packets. For

example, an analysis task that cannot be represented with a sketch is the detection of packets that

traverse the same switch twice, i.e., a network loop. By design, sketches also over- and under-count

events and randomly lose information because of hash collisions in the underlying data structure.

In contrast, an analytics application running on top of Jetstream has visibility into every

packet and can therefore calculate any statistic with full accuracy.
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3.2.2 Packet-level Software Analytics

There is a growing set of analytics tasks (particularly machine-learning intrusion detection

and traffic classification systems) that cannot rely on sketching because they need to either analyze

fields in each packet or perform sophisticated, application-specific analysis. Examples of the re-

quired packet-level data include packet inter-arrival times [314], TCP receive window [349, 159], and

TCP flags [349, 159]. Analytics applications use these and other fields to compute: packet lengths

statistics [375, 327], packet arrival order [206], and many other advanced and derived metrics (e.g.,

Fourier transforms of inter-arrival times, flow idle times, mean packet sizes, flow duration, number

of TCP data packets) [314, 327, 375, 349, 416, 206, 159, 436].

To support such applications, there have been proposals to process entire traces of packets in

software. Planck [364] demonstrated the ability to mirror packets of interest to a management port

of a switch which then sends traffic to an attached server for processing in software. Planck has

limited scalability and incurs packet loss due to substantial oversubscription of the management

port. To reduce the workload, NetSight [256] filters out traffic that is not of interest, using Berkeley

packet-filter (BPF) style filters, before application-level processing, while Everflow [456] pushes both

filtering and shuffling into data plane hardware. While these systems improve scalability, the heavy

reliance on filtering limits their applicability to debugging tasks and increases operator burden, as

operators must know what they are looking for a priori.

Finally, distributed measurement frameworks, such as SwitchPointer [417] or Confluo [283]

collect features from regular network packets at the network’s end hosts and perform lightweight

analysis there. This approach lacks visibility into the core of the network and also requires analytics

functionality and applications to be deployed on every single host at the network edge. Finally,

Confluo applications must follow a rigid programming model limiting its applicability for the above

mentioned applications.

In contrast, Jetstream’s high throughput enables scaling without filtering, giving visibility

into all packets collected from throughout the network. Applications can flexibly extract features
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and compute metrics of interest using a general-purpose language and an unrestricted programming

model.

3.2.3 Compiled Queries in the Data Plane

With the emergence of programmable forwarding engine technologies (PFE) [178, 177], re-

searchers have sought to use these platforms to solve scalability issues introduced by previous

packet-level monitoring systems by compiling some or all of the processing into line rate hardware.

Marple [332] identified a set of fixed operators that can be compiled to a programmable

forwarding engine and used to implement parts of a network monitoring query. This approach

offers great performance, but not all queries can fit within the resource constraints of a PFE. For

those queries, performance is typically bottlenecked by the backend stream processor. Compiled

queries are also problematic for other reasons. First, due to limited resources on these devices, only

a small number of tasks can run in parallel [273, 402]. Second, reconfiguring data plane programs

(i.e., changing the running monitoring query) is disruptive as it incurs device downtimes on the

order of tens of seconds [402]. Third, applications are constrained to use the fixed set of operators

available in the PFE programming model. While general, some applications [337] require metrics

that are too complex for switch hardware to implement [392]. Fourth, deployment is challenging

because overall system throughput is highly sensitive to the application, how it is split between

hardware and software, and the workload characteristics (e.g., number of flows).

Sonata [250] reduced PFE memory requirements by introducing a method of iterative refine-

ment for the PFE component of a query. This comes with two additional drawbacks, however.

First, iterative refinement requires additional costly hardware resources. In our evaluation (see

Section 3.8.2), we find that refinement causes only two out of seven applications to be able to fit

on the PFE. Second, refinement relaxes the temporal and logical constraints of a query. Events

must last longer than a refinement window to be detected, which is on the order of seconds [250].

Further, even long-lived events can be missed because they may fail to match relaxed thresholds in

the coarse-grained early stages of a refined query.
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In contrast to these systems, Jetstream leverages hardware (switch) offload for preprocessing

logic that is expensive in software and common to all applications. All example applications that

we later discuss in Section 3.8.1 require feature extraction, record load balancing, and distribution.

By offloading this system-level functionality (rather than application-specific tasks), Jetstream

can accelerate all analytics tasks and scale predictably and efficiently with the number of running

applications while eliminating the need to re-load switch logic to run new or additional applications.

3.2.4 General-purpose Software Processing

An alternative approach to programmable data plane acceleration and offload is to opti-

mize software-based analytics. Software platforms can support virtually any application and can

be reconfigured without downtime; however, per-core processing rates are generally low, making

operation in environments with high packet rates prohibitively expensive.

There are two orthogonal lines of work in this area. First, language-based tools, such as

NetQRE [447] compile queries into efficient C++ programs. Second, and more related to Jetstream,

are stream processing frameworks designed to run many applications concurrently and at scale, e.g.,

dShark [442]. While dShark performs much better than general-purpose stream processors (e.g.,

Spark, used as the backend of Marple [332] and Sonata [250]), its throughput is still low relative

to network packet rates. Reported throughput for dShark, for example, is on the order of 10.6

million packets per second for a 16-core server running one application. This is several orders of

magnitude lower than typical data center packet rates, effectively requiring racks full of servers just

for analytics.

To understand the limitations of existing stream processing systems and build intuition for

Jetstream’s design, consider Figure 3.3a, which shows the general architecture of a software stream

processor used to analyze packets traces from across a network. The figure illustrates three main

steps in the analytics process, each of which has a significant bottleneck that Jetstream eliminates.

First, the frontend of the stream processor must handle load balancing and distribution:

forwarding a copy of each packet to an instance of each application that needs to analyze it. Given
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the high event rates in network analytics, this task of deciding where each packet should go and

load balancing across servers and processor cores is expensive in software, and can easily bottleneck

the whole system.

Second, in the application-specific analytics pipelines, sequences of operators transform input

packet streams into streams of meaningful information (e.g., metrics or alerts). In these pipelines

there are many sources of overhead that cumulatively reduce throughput by an order of magnitude.

For example, copy and locking operations in inter-operator queues, pointer-chasing in container-

based key-value data structures, and serialization overheads in message-passing subsystems. As

Section 3.5.1 explains in more depth, for many network analytics tasks frequent message passing

and lookup operations are required, making general-purpose stream processor overheads impact

network analytics tasks significantly.

Finally, a typical stream processing network analytics application would aggregate results

across the instances to output the metric(s) of interest. This requires each worker to send data to

a single aggregation node — a third bottleneck.

Takeaway. All of these systems have benefits over traditional solutions (e.g., traffic mirroring

or flow monitoring), but introduce compromises. Further, while some use programmable network

hardware, all still rely, to varying degrees, on software for final metric computation and are therefore

subject to the above mentioned bottlenecks. As a result, even for state-of-the-art telemetry systems,

Jetstream’s capability to support high-throughput and general analytics in software is essential for

meeting novel, packet-level monitoring requirements in cloud-scale networks.

Further, software processing as it is possible in Jetstream enables applications written in

a general-purpose language and does not limit the complexity of analysis or require sacrificing

accuracy to gain performance. Instead, applications can fully leverage the flexibility of general-

purpose hardware with ample memory and processing resources to implement complex analytics

using, e.g., neural networks, sophisticated stateful logic, or third-party libraries.

As we describe next, Jetstream achieves these goals through a combination of system-level

hardware offload and software optimization, which eliminate the bottlenecks outlined above to
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enable high-performance network analytics in software.

3.3 Introducing Jetstream
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Figure 3.3: Telemetry-based network analytics system architectures

Jetstream is a high-performance network analytics system that makes no compromises on

generality or performance of analytics tasks. It lets applications perform packet-level analytics,

including the calculation of arbitrary metrics, entirely in software and scales linearly with server

resources. To overcome the issues observed in Section 5.2, we follow two main design strategies.

First, as Figure 3.3b illustrates, we move distribution and load balancing functionality into

network switches. We call this analytics-aware network telemetry. We also push aggrega-

tion of computed, metric streams to external backend systems. At the core of our system then

remain independent stream processing pipelines that are primarily bottlenecked by computational,

input/output and data structure overheads. The second design strategy is to optimize these over-

heads away using a collection of techniques drawn from prior work but adapted for packet analytics

workloads.

3.3.1 Using Jetstream

Jetstream is designed to run user-defined applications on records for every packet in a net-

work. These applications are written in a general-purpose language (here C++) and can use a

highly optimized set of common network-oriented stream processing operators that are part of the
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Jetstream library. In addition to using this standard library, a user can implement operators with

entirely customized logic that still benefit from Jetstream’s system-level optimizations.

Typical applications implement, for example, header-based intrusion detection [326] or per-

formance monitoring applications, such as a queue depth monitor based on telemetry data from

data plane hardware [402]. Common across all applications is the broader goal of network analyt-

ics, that is making the vast amount of records exported from network devices comprehensible and

useful for the operator. This means that Jetstream applications must perform significant event rate

reduction through (application-specific) data aggregation. As a result, the output data of a typical

Jetstream application is again a (much lower frequency) event stream of applications-specific data

tuples (metrics) for further, sometimes interactive, analysis [447, 323], visualization, network con-

trol [170, 234], or archiving [323] in a backend system. As a proof of concept we demonstrate the

integration with a time series database system (Prometheus [72]) as one possible backend.

3.3.2 Analytics-aware Network Telemetry

Switches are the source of network traffic data (i.e., packet headers or records), as prior

network measurement systems [256, 297, 250, 332, 417, 284, 401] have observed. Offloading network

analytics tasks directly to line-rate PFEs on network switches is therefore appealing but comes with

previously explained drawbacks (Section 3.2.3). Unlike prior systems, Jetstream does not push

any application specific logic down to the switch level. Instead, we leverage programmable data

plane technology for offloading functionality common across all applications, such as compressing,

distributing, and load balancing telemetry data streams.

Jetstream’s data plane frontend builds on *Flow [402], an existing high-performance network

telemetry platform that exports digests containing per-packet measurements. We elaborate on

how we extend and make *Flow analytics-aware by implementing application-specific, runtime-

configurable distribution and load balancing of telemetry streams in Section 3.4.
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3.3.3 Highly-parallel Streaming Analytics

The streaming analytics engine performs the vast majority of analytical computations touch-

ing on every single exported packet in software. This is the core component of Jetstream, supporting

custom applications implemented as stream processing programs.

In the stream processing paradigm, an application is a graph (or pipeline) that is organized

in several stages. Each stage performs one computational task and is implemented using one or

many parallel kernels (or operators) that transform (e.g., map, filter, or reduce) an unbounded

stream of tuples [449, 169, 322, 17]. In traditional stream processing, applications scale at the

stage-level. Each operator typically runs in a separate thread and maps to a physical processor

core. This model is a clean and simple abstraction for data processing applications, but presents

two main challenges.

First, it requires load balancing between kernels in software, which introduces bottlenecks

described in Section 3.2.4. We overcome this challenge by scaling at the granularity of full pipelines.

An application consists of multiple independent pipelines that each handle a distinct subset of

flows. Jetstream’s data plane component partitions packet records between these pipelines and

encapsulates each record in a UDP packet. The UDP destination port encodes the application

instance selected to process the packet. At the analytics server, the NIC uses the port number

to select the appropriate hardware queue for each packet; each Jetstream pipeline then only ever

reads from its assigned queue.

Second, stream processing platforms add communication and data structure overheads. We

address this challenge by carefully applying a set of software optimizations that are adapted and

tuned for packet-level network analytics workloads. These optimizations have the goal to minimize

the amount of costly copy operations, improve data locality within processing pipelines and amortize

remaining, inevitable cost by using batching. We elaborate on the unique characteristics of packet

analytics workloads and their impact on our design and optimization choices in Section 3.5.
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3.3.4 On-demand Metric Aggregation and Analysis in Backend Systems

Finally, the results of stream processing pipelines, which will generally consist of high-level

information at significantly lower rates, can be fed into different backend systems, such as security

platforms as alerts [373], time series databases for visualization, auditing, offline analysis [106],

or network controllers for automated network reconfiguration [255]. In order to mine meaningful

and network-wide metrics and analytics results, event streams must eventually be merged and

aggregated across analytics pipelines and servers. As explained before, this is costly when done

within the stream processor and at rates of millions of records per second but becomes feasible

when performed on event streams of hundreds or even thousands of records per second and outside

of the critical analytics pipelines.

Consequently, to maintain pipeline independent processing, we push cross-pipeline data ag-

gregation into the backend itself. As a proof of concept, we use a time series database system

which is already optimized to aggregate data from many sources. Each metric calculation pipeline

streams data directly into a database proxy, which exposes per-instance flow metrics through an

interface that the database scrapes. We show that our model fits existing time series database sys-

tems well and dive into each phase of the on-demand aggregation and analysis part of our system

in Section 3.7.

3.4 Analytics-aware Network Telemetry

The Jetstream data plane interface connects line-rate telemetry systems with the Jetstream

analytics processing servers. As we view compression as an important system-level functionality

to support, we build our prototype with concepts taken from *Flow [402], which emits grouped

packet vectors (GPVs). A GPV is simply a variable-length list of packet features grouped by

flow for more efficient processing with software. One can think of GPVs as a deduplication-based

compression format for packet records. In an evaluation of a wide-area Internet packet trace

collected by CAIDA [108], using GPVs results in a 7.7x reduction in bandwidth over packet records
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(which already provide significant compression over full packet traces).

Jetstream’s data plane component, illustrated in Figure 3.4, extends *Flow to distribute

and load balance GPV streams to application pipeline instances, solving the problem of getting

the right telemetry streams to the right analytics servers efficiently. This, in turn, eliminates the

first bottleneck of general software stream processing for network analytics and allows application

pipelines to operate entirely in parallel.

We leverage programmable switches (e.g., in our case the Barefoot Tofino [273]) to support

three important functions at line rate: replicating streams of telemetry digests to multiple con-

current applications; filtering each application’s stream to only contain relevant packet flows; and

load balancing each application’s stream across an arbitrary number of stream processing pipeline

instances. We implemented these three functions on top of the feature extraction and compression

functionality of *Flow.

Usage. The abstraction for the Jetstream data plane interface is simple and application-

centric. Each application configures match+action tables used by the Jetstream P4 [177] program

to set the IP addresses of its Jetstream processing servers. The switch will load balance telemetry

digests destined for the application across these servers, based on a key. The key can be configured

per application and is generally the IP 5-tuple or a subset of it. For example, for an application
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that only computes statistics per destination IP address, using only the destination IP address as

the key means that packets with a particular destination IP address would always end up at the

same Jetstream pipeline eliminating the need for later data aggregation. Each application also

configures a dedicated filtering table that specifies which flows it needs to monitor. Only telemetry

digests matching the filtering table are cloned to the application’s servers. The filtering tables can

either use exact or ternary matching over the flow key. A new application is added and configured

at runtime by populating entries in the respective match+action tables using the RPC mechanisms

exposed by the data plane target [87]. This means that adding, scaling or removing a Jetstream

application does not require reloading the data plane as it is required in existing systems [332]

incurring switch downtimes of tens of seconds [402].

Design. As illustrated by Figure 3.4, the Jetstream data plane interface is implemented

as a sequence of match+action tables in the ingress, multicast engine, and egress stages of a

programmable switch. The input is a stream of telemetry digests from *Flow or any other data

plane telemetry system. During the ingress stage, Jetstream applies a set of parallel match+action

tables to determine which set of applications need to process each digest, based on its flow key.

Each table holds the filtering policy of one application and sets a single bit in a flow selection

bitvector packet metadata field, i.e., bitvec[2] == 1 means that the third application needs a

copy of the current digest.

After ingress, the digest and flow selection bitvector proceed to the switch traffic manager.

The traffic manager (TM) uses the bitvector as a reference into its multicast configuration table.

For modern switches, e.g., the Barefoot Tofino, each entry in this table maps a multicast ID to

a set of multicast groups. As Figure 3.4 shows, Jetstream configures this tree structure so that

each group represents the servers where a specific Jetstream application runs. The TM selects one

member of each group using a hash of the load balancing key, clones the digest to the associated

port, and annotates the packet with the ID of the selected member. Each ID is a 16-bit value,

which we configure to encode the ID of a specific analytics server. Finally, in the egress pipeline,

the switch encapsulates each replica of the digest. To determine the destination IP address, it uses
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a table that maps the Jetstream server ID to an IP address.

While we use *Flow as the underlying telemetry system, it is important to note, that Jet-

stream’s data plane frontend is flexible and can be used with any data plane based telemetry source.

For example, previous systems, such as Marple [332] and Sonata [250] can be integrated as teleme-

try sources and subsequently highly benefit from Jetstream’s software processing performance and

capabilities.

3.5 High-Performance Stream Processing of Network Records

The Jetstream data plane frontend sends telemetry records directly to the individual stream

processing pipelines of one or more applications. This allows the pipelines to avoid interaction for

distributing network records in software (i.e., the first bottleneck in Section 3.2.4) and enables us

to focus entirely on optimizations for the workload. In this section, we explore some of the distinct

characteristics of packet analytics workloads and describe how we can leverage them to reduce

communication and data structure overheads.

3.5.1 Packet Analytics Workloads

We identify six key differences between network packet analytics workloads and those of

general stream processing.

High Record Rates. One of the most striking differences between packet analytics work-

loads and typical stream processing workloads are higher record rates. For example, Twitter reports

that their stream processing cluster handles up to 46 million events per second [424, 425]. For com-

parison, the aggregate rate of packets leaving their cache network is over 320 million per second;

and this only represents approximately 3% of their total network.

Small Records. Although record rates are higher for packet analytics, the sizes of individual

records are smaller, which makes the overall bit-rate of the processing manageable. Network ana-

lytics applications are predominately interested in statistics (metrics) derived from packet headers

and processing metadata, which are only a small portion of each packet. A 40 Byte packet record,
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for example, can contain the headers required for most packet analytics tasks. In contrast, records

in typical stream processing workloads are much larger.

Event Rate Reduction. Packet analytics applications often aggregate data significantly

(e.g., by connection) before applying heavyweight data mining or visualization algorithms. This is

not true and applicable for general stream processing workloads, where the backend algorithm may

operate on features derived from each record.

Simple, Well-formed Records. Packet analytics records are also simple and well-formed.

Each packet record has the same size and contains the same fields that can be accessed in constant

time when in memory. Within the fields, the values are also of fixed size and have simple types, e.g.,

counters or flags. Records are much more complex for general stream processing systems because

they represent complex objects, e.g., web pages, free-form text, and are encoded in serialization

formats such as JSON and protocol buffers that require more complex parsing.

Network Attached Input. Data for packet analytics comes from one source: the network.

Be it a router, switch, or middlebox that exports records, they will ultimately arrive in software

via a network interface. In general stream processing workloads, the input source can be anything:

a database, a sensor, or another stream processor.

Partionability. There are common ways to partition packet records that are relevant to

many different applications, for example, using the flow key (e.g., IP 5-tuple) for load balancing.

Further, since the fields of a packet are well defined, the partitioning is straightforward to imple-

ment. In general stream processing workloads, partitioning is application specific and can require

parsing fields from complex objects.

3.5.2 Jetstream Optimizations for Packet Analytics Workloads

Based on the observations about packet analytic workloads, we identified five important

components of stream processing systems where we apply optimizations in Jetstream. We measure

the benefit of these optimizations in Section 3.8.1.

Data Input. In general-purpose stream processing systems, data can be read from many
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sources, such as a HTTP API, a message queue system (e.g., RabbitMQ or Kafka), or a special-

ized file system like HDFS. These frameworks can add overhead at many levels, including due to

context switches and copy operations. Since packet analytics tasks all have the same source, the

network, a stream processing system designed for packet analytics can use kernel bypass and re-

lated technologies, such as DPDK [37], PF RING [338], or netmap [372], to reduce overhead by

mapping the packet records directly to buffers in the stream processing system. Jetstream uses

netmap [372] to read packet records from individual NIC queues directly into the stream processor

without introducing overheads from the operating system networking stack.

Zero-Copy Message Passing. Through our initial experiments, we have identified that for

most applications the performance of a single processor within the stream processing graph is I/O-

bound. Specifically, frequent read, write, and copy operations into the queues connecting kernels

introduce significant performance penalties. Since packet records are small and well-formed, Jet-

stream can eliminate this overhead by pre-allocating buffers and passing pointers between kernels,

to significantly improve performance. In Jetstream, for the output of kernels that do not alter the

record data structure (e.g., filter operations), we amortize data copy overheads by using pointers

together with C++ move semantics [408] that allow the compiler to avoid deep copies.

Concurrent Queues. Elements in a stream processing pipeline communicate using queues,

which can themselves have significant impact on overall application performance. We identified

thread-safety and memory layout as primary bottlenecks in queue implementations. For example,

basic concurrent queue implementations use expensive locks to ensure thread safety and use linked

lists as their underlying data structure. Linked lists allow automatic resizing of the buffer but

are expensive due to poor cache locality and frequent pointer dereferencing. Jetstream’s design, in

which stream distribution and load balancing is offloaded to the data plane, means that most queues

connect a single producer and consumer. Based on this insight and leveraging several techniques

used in concurrent data structures [435], we implemented an efficient, lock-free ring buffer. As

records are small, we use a flat memory layout to avoid overheads of frequent pointer dereferencing.

This means that the entire ring buffer is allocated as a single fixed size array and the array cells hold
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the actual data tuples as opposed to pointers to the data. The size of the ring buffer is also locked

to powers of two allowing for cheaper bit shift operations instead of modulo operations to calculate

offsets [441]. Finally, we use atomic types for head and tail indices to enable thread-safety [408].

Hash Tables. Often, network analytics applications need to map packet records to prior

state. This requires a key-value store, which can easily be a bottleneck when processing high-rate

packet streams. As a solution, Jetstream’s library provides an optimized data structure that exploits

the fact that packet records are small, well-formed, and have fixed width fields. The reduce operator

and a flow table component that are commonly used by network analytics applications and are part

of the Jetstream library use a hash table with a flat memory layout and open addressing with linear

probing to reduce the overhead of pointer dereferencing and increase cache hit rates. Additionally,

to minimize the cost of key comparisons during lookups, Jetstream’s hash table encodes keys

using 128-bit integers so that they can be compared using a single Streaming SIMD (SSE) vector

instruction [4, 272].

Batching. Finally, the small size of individual network records makes batching appealing

and improves performance in multiple ways. Batching access to queues amortizes the cost of

individual queue and dequeue operations. Batching packet records by flow, as done by Jetstream’s

*Flow-based telemetry data plane, amortizes the cost of hash table operations necessary for a wide

range of aggregation tasks that use the flow key or a subset of it as the aggregation key.

3.6 Programmability and Applications

Jetstream analytics applications are written in C++, a popular, general-purpose language

enabling easy prototyping, testing, and deployment. Applications leverage the Jetstream library

of optimized stream processing primitives. This library not only includes the stream processing

core and runtime, but also a variety of pre-built processors that can be used to rapidly build

network monitoring and analytics applications. Additionally, application developers can define

custom processors.
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Processor Parameters Output Description

filter¡In¿ function¡bool(In&)¿ p In Filter out records of type In that do not satisfy
boolean predicate p.

gpv receiver string iface name gpv Receive GPVs from network interface
iface name.

join¡In1,In2,Out¿ function¡bool(In1&,
In2&) c,
function¡Out(In1&,
In2&) m

Out Joins two streams on matching condition c emit-
ting tuples of
new type Out assembled by m.

map¡In,Out¿ function¡Out(In&)¿ f Out Apply function f to inputs of type In, emitting
tuples of type Out.

print¡In¿ ostream& os void Print a summary of type In to a C++ output
stream os.

reduce¡K,V ¿ function¡V (V&,V&)¿
r

pair¡K,V ¿ Reduce values of type V grouped by keys of type
K using reducing
function r (e.g., std::plus to sum values by key).

Table 3.1: Processors in the Jetstream standard library (namespace prefixes js and std are omitted)

3.6.1 Input/Output and Record Format

As Jetstream’s telemetry frontend extends a prior telemetry system, *Flow, we leverage

*Flow’s record model, grouped packet vectors. Unlike traditional flow records, GPVs still contain

individual packet data (such as individual timestamps, byte counts, or TCP flags) through feature

vectors. We leverage GPVs that include individual microsecond timestamps, byte counts, hardware

queuing delays, queue ids, queue depths, IP ids, and TCP sequence numbers. Further information

on the GPV format and GPV generation in both software and hardware can be found in [402].

The primary packet input mechanism in our system leverages netmap [372], a kernel-bypass

mechanism allowing the mapping of NIC buffers directly into the stream processor’s (user space)

memory. Using this, we are able to inject packet records at high rates into the Jetstream analytics

system without allowing costly and frequent system calls to become a bottleneck in the processing

pipeline. While kernel-bypass NIC access is the primary packet interface in our system, we also

implemented the ability to read GPVs from memory, from files, from standard sockets, or to receive

raw packet records using PCAP or the TaZmen sniffer protocol.
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Function Description

a.add stage¡P¿(args...) Add stage with processors of
type P to application a; ini-
tialize the processor with ar-
guments args....

a.connect¡T¿(s1,s2 ) Connect stage s1 emitting
type T with stage s2 in the
processing graph of applica-
tion a.

a() Run application a

Table 3.2: API for composing and running applications

3.6.2 Programming Model

Jetstream applications are written as stream processing pipelines. The simplest way for a

developer to write an application is by composing Jetstream’s builtin stream processors, for example

those listed in Table 3.1. Table 3.2 shows Jetstream’s API for interconnecting these processors and

launching pipelines. A simple application counting the number of packets per source IP address

can be defined like this:

js::app a;

auto rx = a.add_stage<js::gpv_receiver>("enp2s0f0");

auto map

= a.add_stage<js::map<gpv,pair<js::ipv4_addr,unsigned>>

([](gpv x){return std::make_pair(x.ipsrc,x.pktcount);});

auto reduce

= a.add_stage<js::reduce<js::ipv4_addr,unsigned>>(plus());

a.connect<gpv>(rx,map);

a.connect<pair<js::ipv4_addr,unsigned>>(map,reduce);

a();

Here, js::app a; declares and instantiates a pipeline (or application). Calls to a.add stage()

and a.connect() define the pipeline, and its execution begins on the last line when we call the

function operator (a()). Using this API, each application defines the processing steps it requires.

Jetstream includes a standard library (short js) of common processors that can be chained

to build full network analytics applications. The library includes common data flow operations

listed in Table 3.1. Additionally, specialized domain-specific operators exist to, for example, reduce
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by flow key (i.e., a flow table). All processors in the Jetstream library leverage different software

optimizations outlined in Section 3.5.2.

3.6.3 Custom Processors

If an analytics task requires processing logic, data types, or interfaces that are not covered by

Jetstream’s library, developers can implement custom processors that automatically take advantage

of Jetstream’s scaling and load balancing.

To write a custom processor, a developer first creates a subclass of js::proc. Next, the

developer specifies input and output ports and types in the subclass’s constructor. These ports

are used to send or receive records to or from other processors, respectively. Finally, the developer

implements processing logic in the operator() method. For example, a basic version of the print

processor from Table 3.1 can be implemented like this:

class print : public js::proc {

public:

print() { add_in_port<gpv>(0); }

bool operator()() {

gpv gpv; js::signal sig;

in_port<gpv>(0)->dequeue_wait(gpv, sig);

_os << gpv << std::endl;

return sig == sig::proceed; }

private: std::ostream& _os; };

Custom processors allow developers to implement arbitrary applications that operate on

packet records or GPV inputs. They are written as standard C++ code and can use custom

algorithms and data structures, leverage third party libraries, or call external services.

3.7 On-Demand Aggregation in Backend Systems

Processing pipelines in Jetstream are optimized to efficiently extract higher-level information

from the input data packet stream. We refer to this higher-level information as metrics. In

our prototype implementation such metric tuples consist of a numeric value, a timestamp, and
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a set of key-value metadata pairs. For example, to detect elephant flows, a heavy hitter detector

implemented on top of Jetstream would periodically export the number of packets or bytes together

with flow information (i.e., the IP 5-tuple) for the most active flows [279].

3.7.1 Integrating with Backend Systems

In Jetstream, the final aggregation of computed metrics is offloaded to configurable backend

systems. This is possible as long as the analytics application already significantly (i.e., by several

orders of magnitude) reduces the event rate. Intuitively, this is the common case for analytics

applications because useful metrics aggregate data (e.g., in small time intervals), or report on

anomalies that are by definition infrequent.

The backend can then be used to automatically or interactively query, analyze, or visualize

metric data computed by Jetstream. Jetstream integrates with backend systems through an API

that can be used by applications to export metrics from pipelines. A local metric collection proxy

consumes app metrics and exposes an interface that can subsequently be polled by the backend

system. The export API used within Jetstream applications is universal while the API exposed by

the collection proxy is specific to the respective backend system. We imagine possible backend sys-

tems to be time series databases (e.g., Prometheus [72]), visualization systems (e.g., Grafana [52]),

monitoring platforms (e.g., Nagios [80]), another stream processor, or a network control platform

(e.g., ONOS [82]) to enable a network control loop.

Exporting Metrics. The metrics export API currently supports two types of metrics in-

spired by the Prometheus time series database: a counter and a gauge. A counter metric represents

a cumulative and monotonically increasing value while a gauge can be set to a specific value, in-

creased, or decreased in value. Each metric is associated with a name, a timestamp, and a set

of meta data. Other metric types, such as snapshots of full metric distributions or vectors are

imaginable. For example, upon detection, reporting a heavy hitter using a counter from within a

Jetstream pipeline looks like this:

js::metrics.update_counter("heavy_hitters", hh.pkt_count,
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{{"ip_src", hh.ip_src}, ... });

Collection Proxy. Internally, the metrics export API adds a timestamp, serializes the met-

ric object using Protocol Buffers [92], and sends a RPC message using gRPC [53] to the collection

proxy. The collection proxy sits between a Jetstream application and the backend system, con-

verting data into the appropriate format. In order to prevent data aggregation in-line resulting

in cross-core communication, a collection proxy is instantiated for each instance of a Jetstream

application and subscribes to an instance’s metric stream. We built a collection proxy prototype

for the Prometheus time series database [72]. For this integration, the proxy exposes a HTTP API

that a Prometheus instance periodically scrapes. Finally, Prometheus stores scraped metrics in its

data store for continuous aggregation across Jetstream instances.

3.7.2 Querying Metrics

Prometheus supplies a query language and API, which allows a user to retrieve network traffic

metrics from the database. Additionally, Prometheus allows configuring alerts and integrates with

Grafana [52], a framework to easily visualize query results to, for example, build dashboards.

All our example applications integrate with the metrics export system and can be queried from

Prometheus. We now show example queries for three of those applications to illustrate how a user

can interact with and extract relevant metrics from Jetstream.

For the traffic accounting application, Prometheus maintains individual counters for each

component of a packet’s IP 5-tuple. For example, a user can use the Prometheus rate() function

to calculate the average number of bytes per second sourcing from port 443 over the last minute

using this query:

rate(total_bytes{tp_src="443"})[1m]}

The heavy hitter application, which looks for flows that cause more than a configurable

percentage of the total bytes in the network, exports heavy hitter candidates with the metric name
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heavy hitters. In order to identify the top 5 frequent flows from the candidates stored in the

database, we can issue a query as follows:

topk(5, heavy_hitters)

The TCP analysis application looks for out of order packets in a TCP flow. Flows with

at least one out of order packet are exported to the database with the metric name tcp seq and

the metric value counting the number of out-of-order packets in the flow. To find which flows

originating from the 192.168.0.0/16 subnet have more than 10 out-of-order packets, the user can

issue the following query:

tcp_seq{ip_src=~"192.168.+.+"} > 10

3.8 Evaluation

We evaluate the performance and efficacy of our prototype implementation through three

different lenses. First, we measure Jetstream’s overall system throughput and scalability from both

an end-to-end standpoint as well as from an individual application throughput standpoint. We

then look at how Jetstream’s telemetry-aware data plane component compares with Sonata [250]

in terms of PFE resource consumption and accuracy. Finally, we evaluate the performance of

Jetstream’s stream processor against both Spark [449] and dShark [442].

We used the Cloudlab network experimentation platform [221] for all of our benchmarks. Our

experiment setup consisted of six servers with 2 × 10-core Intel Xeon E5-2660 v3 CPUs clocked at

2.6 Ghz. Each node had 160GB of ECC DDR4 memory. The nodes were connected over a 10Gbps

network with two Intel X520 Ethernet adapters per server for ingestion of telemetry data. We used

packet traces from a core Internet link collected by CAIDA in 2015 [108] for all experiments.

3.8.1 Macro Benchmarks

First, we benchmark Jetstream’s performance and scalability at a macro-level using the ap-

plications described in Table 3.3. In this experiment, we created a scenario where three switches
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Figure 3.5: Scalability of Jetstream applications across servers

stream GPVs across the network to three Jetstream analytics servers running application pipelines.

Our programmable switch (Tofino) is currently not physically co-located with sufficient server re-

sources. We therefore model the switches by running a software implementation of Jetstream’s data

plane component on three separate servers in the Cloudlab network, driven by real-world packet

traces from CAIDA. Each pipeline uses two cores scaling to a total of eight pipelines per server, or

24 pipelines using 48 cores across three servers. Each 10GbE network interface serves up to four

Jetstream pipelines.

Figure 3.5 shows the performance and scalability of Jetstream. We ran 24 rounds of this

experiment where we added an additional analytics pipeline (2 cores) with each round, eventually

using all 3×16 cores of our servers. Our system scales linearly with core count across machines and

can process over 200 million packet records per second leveraging only three commodity servers.

This demonstrates the effectiveness of key design choices in Jetstream.

The bottleneck in this set of benchmarks was the 10Gbps network interface card we used.

With the assumption that telemetry packets are roughly 200 bytes on average (since a packet is a

GPV record), the max rate of a 10Gbps network interface would be about 6M GPVs/sec. We had

each of the two NICs feed 4 of the pipelines (8 of the cores), which led to roughly 1.5M GPVs/sec
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Application Mean Description

Passthrough 31.8 Simple GPV passthtough (no ops.)
Traffic Count 14.0 Count total GPVs, pkts, bytes

Heavy Hitter 16.2
Find IPs sending ¿θ% of total
packets in network

TCP Seq. 15.0
Find TCP flows with out of order
packets

Slowloris 14.7
Find IPs w/ many low traffic
volume TCP connections

SLB Profiler 31.6 Software load balancer
SSH Brute Force 10.8 Identify SSH Brute Force attacks
SYN Flood 21.1 Identify SYN Flood DoS attacks

Table 3.3: Jetstream’s per-application throughput [M pkts/s]. Two cores per application.

per pipeline. With an average of 8 packets per GPV in the trace that we used, this translates to

roughly 12M packet records per second per pipeline that we can theoretically feed per pipeline, or

a maximum theoretical rate of 96 M packet records per second per server with two 10Gbps NICs.

In practice this rate is likely lower due to a variety of factors. We saw roughly 75M packet records

per second in practice of just I/O performance. As we will see next, many of our applications scale

beyond this number and would therefore benefit from higher throughput NICs.

To show the performance of the individual Jetstream applications without the NIC input

bottleneck in our setup, we also stream network traffic from memory through Jetstream. Again, in

this experiment, each application is assigned two cores as each application has one thread dedicated

to consuming records while the other thread runs the application. Table 3.3 shows Jetstream’s

application performance numbers. We can see that Jetstream achieves a maximum throughput in

excess of 31 million packets per second per pipeline while also attaining strong performance for

complex, stateful applications such as SSH Brute Force detection. As a result, Jetstream pipelines

process data between 1.5 to 3 times faster than the 10Gbit/s telemetry input over the network. In

practice, a 40 Gbit/s NIC would be able to fully utilize the analytics pipelines.

Jetstream’s high processing rates are a result of applying the different software optimization

strategies outlined in Section 3.5.2. Using GPVs provided a speedup of 5.4 over single packet

records. Our optimized concurrent queue implementation was faster by a factor of 3.0 over the

C++ standard template library queue (secured with locks). Our hash table implementation using
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# Apps Stages Tables VLIWs Metadata SRAM TCAM
1 2 5 3 888b 128KB 3.84KB
4 2 8 5 912b 128KB 15.36KB
8 2 12 7 944b 128KB 30.72KB
12 3 16 9 976b 128KB 46.08KB
16 3 20 11 1008b 240KB 61.44KB

Table 3.4: Jetstream network interface resource usage on the Barefoot Tofino. Stateful ALU usage is 0 for
all applications.

a flat layout and linear probing provided a speedup of 1.8 over the STL standard unordered map.

Finally, using netmap instead of standard sockets provided a throughput increase of a factor of 2.8.

To obtain these numbers each optimization was isolated from all others.

3.8.2 Comparison with Hardware Analytics

We next evaluate Jetstream’s data plane component, a line-rate data plane program written

in P4 that filters, replicates, and load balances telemetry digests across analytics servers. We ran

this program on a Barefoot Tofino PFE configured with ternary application filtering tables sized

for 128 entries each. Table 3.4 lists the major resource requirements of the Jetstream data plane

interface. Overall, the component is lightweight: It requires only 3 stages and 20 tables to filter for

16 different applications because of its parallel design. The most-utilized resource is TCAM. Each

application’s table uses approximately 1% of the Tofino’s TCAM. If wildcard and priority-based

filtering is not required for all applications, some or all of the tables can be replaced with exact

match tables in SRAM rather than TCAM.

We now compare Jetstream’s PFE resource consumption with that of Sonata [250], a state-

of-the-art network telemetry and analytics platform that leverages switch hardware to accelerate

network analytics. Sonata’s primary goal is to reduce the load on the software stream processor by

iteratively refining network queries and pushing them into hardware.

While Sonata is able to reduce the event rate at the stream processor, the system makes

tradeoffs to realize this performance. First, Sonata’s iterative refinement reduces the required state

maintained by the switch to execute a query. However, refinement comes at the cost of an increasing
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Query Stages Tables VLIWs Metadata sALUs SRAM

Heavy Hit. 5 13 7 912b 1 112KB
New Conn. 6 16 8 1032b 1 128KB
S. Spreader 8 19 9 840b 2 192KB
Port Scan 8 20 10 1072b 2 208KB
SSH Brute 9 26 11 984b 2 224KB
SYN Flood 11 25 17 1312b 2 288KB
Cmpl. Flows 11 26 17 1312b 2 304KB
Slowloris 11 27 17 1316b 3 336KB

With one level of refinement (Sonata)

Heavy Hit. 7 22 11 1152b 2 224KB
New Conn. 9 28 13 1184b 2 256KB
Others Compilation failed, insufficient resources

Table 3.5: Resource usage for hardware analytics queries on the Barefoot Tofino. SRAM requirement assumes
<65K concurrent keys (e.g., one 10 Gb/s Internet link [108]).

number of match+action tables to perform the same query. Table 3.5 illustrates this point, as many

queries that run with multiple levels of refinement fail to compile to the switch. If we compare

Sonata (Table 3.5) and Jetstream’s (Table 3.4) resource usage, we can see that Jetstream only

requires about as many resources (stages, tables, etc.) as a single Sonata query in hardware, even

to support expensive load balancing and filtering for many concurrent applications.

The second of Sonata’s tradeoffs also stems from query refinement and results in a reduction

in accuracy. Each iteration of refinement that reduces load on the stream processor, requires

another time window to pass by before packets are forwarded to the stream processor. As a result,

in order to get the largest reduction in event rate at the stream processor, applications must wait

multiple time windows before being able to process potentially time-critical data. Waiting one or

more time windows negatively impacts accuracy for many applications as issues lasting fewer than

one or more time windows (e.g., frequent micro-bursts [389]) will not be detected. Jetstream has no

such accuracy limitation since processing is done in software. Detection performance is predictable

and attacks will not slide through the cracks.

Finally note that, while Jetstream provides a telemetry replacement for Sonata at a lower

PFE resource cost, Sonata (or other telemetry systems) and Jetstream can technically be used in

conjunction. This may be beneficial in certain cases, e.g., when a simple, static query fits entirely

in the PFE. Doing so, however, sacrifices flexibility. For example, it makes runtime reconfiguration

more challenging (see Section 3.2.3).
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3.8.3 Comparison with Pure Software Analytics

In this chapter, we argue that software provides the programmability and flexibility needed

to support a wide range of network analytics applications. Existing software analytics platforms,

however, do not provide sufficient performance for cloud-scale network analytics workloads. To

support our argument, we now compare the performance of our system against both Spark (used

by Sonata [250]) and dShark [442]. For each test, we used the same experimental setup as described

in Section 5.6.

General-purpose Analytics (unmodified Spark)

To illustrate the impact that just the architectural changes have, we compare against Spark [449],

a general-purpose stream processing system. We ran the Traffic Accounting application, which

counts the number of packets and bytes per each component of the IP 5-tuple. We streamed GPVs

as input data over the network to both Spark and Jetstream. With two CPU cores, Spark sustains

1.4 million packet records per second, whereas Jetstream runs at 9.9 million packet records per

second. Most importantly, we found that for this workload Spark (unlike Jetstream) does not scale

with core count (or number of threads). Spark’s inability to scale in this scenario is due to the

high-volume input streams in network telemetry that Spark distributes across worker threads in

software. This imposes very high utilization in the distribution/load balancing thread and subse-

quently creates a bottleneck. In Jetstream, this critical task is offloaded to programmable line rate

switches. We gave more intuition on this in Section 3.2.4. Other Spark users have also found Spark

to scale poorly for comparable workloads [102], confirming our tests.

General-purpose Analytics (Spark with kernel bypass)

Of course, a question arises if Jetstream’s benefit just comes from its use of kernel bypass

technology. As it is non-trivial to modify Spark to include streamlined network I/O capabilities,

we use streaming from memory within the application as a way to remove the I/O component from

the evaluation. That is, we read an entire trace into memory and replay it directly within the

application. With 2 cores, Spark runs at 2.0 million packet records per second, whereas Jetstream
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runs at 14.0 million packet records per second, further illustrating Spark’s architectural bottleneck.

Network Analytics Software (dShark)

To understand Jetstream’s true software processing performance in the face of the NIC bot-

tlenecks we experienced, we compare against dShark [442], a recently introduced software-based,

packet-level, network analytics platform. A key innovation of dShark was the ability to analyze

traffic in the face of network packet header transformations. One such application which requires

this functionality is the software load-balancer (SLB) profiler in dShark. We re-created the SLB

profiler application in Jetstream and validated its correctness in a live test. Our results illustrate

Jetstream’s comparable flexibility to dShark. We acknowledge, however, that because Jetstream

relies on GPVs, which are fixed-format records, we can only support a fixed depth of header nest-

ing, whereas dShark can support any depth. We believe this limitation is not impactful for this

discussion, as in practice, it would be highly irregular to see a depth of nesting beyond some known

amount. Since dShark is not open source, we reference the performance results in their publication.

While not a perfect comparison, our results are still illustrative with Jetstream running on similar

hardware. In the dShark experiments, packet records are streamed from memory directly into the

analytics application. On a 16-core server, dShark runs at 10.6 million packets per second (Mpps)

with 6 parsers and 9 groupers (or 0.625 Mpps per core), whereas Jetstream runs at 31.6 Mpps (or

15.9 Mpps per core), a 25.44x speedup. Here, we note that performance scales linearly with number

of servers in both cases.

Resource Cost Analysis

To put the performance speedups into context, consider the resources needed to support

analytics in a modern datacenter. Here, we look at reported traffic in a cluster at Facebook [376]

where an analytics system needs to sustain at least 961 million packets per second in order to meet

the web server cluster’s peak packet rates. Assuming 16-core servers, we would need ˜96 servers

for each analytics application to run on dShark, ˜480 servers for systems using Spark, and a mere 4

servers for systems using Jetstream. These numbers also assume that dShark and Spark integrate

optimized packet input through, for example, kernel-bypass technology, as Jetstream does.
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3.9 Conclusion

This chapter introduced Jetstream, a high-performance platform for network analytics that

makes no compromises on performance or generality — records of every packet can efficiently be

processed in software. Jetstream enables fine-grained control over a developer’s network mon-

itoring application. Developers can now optimize their applications’ network security, network

performance, and network efficiency. The core insight of Jetstream is to utilize programmable

networking hardware to improve the performance of software analytics platforms, rather than of-

floading analytics applications themselves.

The resulting prototype of Jetstream can analyze between 86.4 and 254.4 million packets per

second on a 16-core commodity server. Benchmarks show that Jetstream’s approach to telemetry

data distribution and load balancing in the data plane enables linear scaling with addition of

servers and only requires moderate switch resources. Compared with a high-performance network

analytics software system (dShark), Jetstream supports over 25.4x higher processing rates. To

process a published data center workload, this would require 96 servers in dShark, but only 4 in

Jetstream — making fully flexible software-based network analytics practical.



Chapter 4

Towards the Advancement of Network Intrusion Detection Systems

The creation of Jetstream [324] (Chapter 3) allows us to build scalable, efficient, and high

performance network applications that utilize every packet in a flow. One particularly useful

application of network monitoring is towards intrusion detection. Here we explore the efficacy of

new network intrusion detection systems utilizing per-packet network features to identify malicious

internet traffic.

We first utilize PFEs and Jetstream’s processing kernels (Section 3.3.3) to build our own

network intrusion detection system to identify ransomware via its network traffic signature (Sec-

tion 4.1). The growth of malware poses a major threat to internet users, governments, and busi-

nesses around the world. One of the major types of malware, ransomware, encrypts a user’s sensitive

information and only returns the original files to the user after a ransom is paid. As malware de-

velopers shift the delivery of their product from HTTP to HTTPS to protect themselves from

payload inspection, we can no longer rely on deep packet inspection to extract features for malware

identification. We utilize PFEs to collect per-packet, network monitoring data at high rates. We

use this data to monitor the network traffic between an infected computer and the command and

control (C&C) server. We extract high-level flow features from this traffic and use this data for

ransomware classification. We write a stream processor and use a random forest, binary classifier to

utilizes these rich flow records in fingerprinting malicious, network activity without the requirement

of deep packet inspection. Our classification model achieves a detection rate in excess of 0.86, while

maintaining a false negative rate under 0.11. Our results suggest that a flow-based fingerprinting
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method is feasible and accurate enough to catch ransomware before encryption.1

We then utilize these per-packet and per-flow network features to evaluate the efficacy of

neural network-based network intrusion detection systems (NIDS). Recently, deep neural networks

have been used to identify anomalies in network traffic [144, 446, 440, 310, 326, 457, 451, 191].

However, it has been shown that neural networks are vulnerable to adversarial example attacks in

other domains [174, 415]. Adversarial examples are small perturbations of the input that can bypass

or purposely alter a neural network’s classification. For example, in the case of images, a malicious

actor might create an adversarial example by changing a few pixels (imperceptible to the human

eye) such that the classifier misclassifies a specific person as a different person or hides that person

all together (Section 4.6). Previously proposed anomaly-based NIDSs have not been evaluated in

such adversarial settings and the feasibility of crafting adversarial examples from network packets

and flows have not been explored. In the latter half of this chapter, we show how to evaluate an

anomaly-based NIDS trained on network traffic in the face of adversarial inputs. We show how to

craft adversarial inputs in the highly constrained network domain, and we evaluate three recently

proposed NIDSs in an adversarial setting.2

4.1 Machine Learning-based Detection of Ransomware Using SDN

In recent years, the prevalence of malware, has increased dramatically. In fact, ransomware

has grown into one of the most prominent strains of cybercrime. In 2017, we saw more cases of

ransomware than we have ever seen before due to its ability to autonomously propagate across the

network [227].

Clearly, ransomware mitigation techniques need to be designed in order to prevent successful

attacks of malware. Luckily, there has been some work in the detection and mitigation of mal-

ware [184, 185, 248]. However, these studies focus on ransomware identification delivered through

HTTP. Unfortunately, malware delivery is shifting heavily to HTTPS as 37% of all malware now

1 Work published at NDSS Poster Session 2018 [209] and SDN-NFV Security 2018 [208]
2 Work published at AIsec 2018 [258] and Big-DAMA 2019 [208]
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utilizes HTTPS as of June, 2017 [307]. We need a longer term approach that utilizes network

features only available in TLS traffic. Furthermore, the work in [184] sacrifices the wellbeing of

one computer in order to identify malicious servers sending and controlling malware. In this pa-

per, we leverage advances in SDN to address the ransomware problem. Specifically, we utilize the

emergence of PFEs (e.g. P4 switches), write a stream processor, and implement machine learning

to identify and intercept ransomware before it enters a network.

Figure 4.1: Operation of typical ransomware encryption key retrieval process [185].

Ransomware is a software virus that holds a victim’s files at ransom. Access to the files is

not returned until a ransom is paid. There are two main types of ransomware in circulation today,

crypto and locker-based ransomware. Crypto ransomware encrypts the files on a victim’s computer

and will only provide the decryption key for the files if a ransom is paid. On the other hand, locker

ransomware leaves the victim’s computer files intact but locks the user out of his or her computer,

only returning access once a ransom is paid. Unfortunately, detecting various types of ransomware

is an arduous task. Developing a long term solution to ransomware detection has proven difficult

since ransomware developers are constantly updating their product to circumvent new detection
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techniques. Furthermore, many flavors of ransomware are delivered via botnets [248], and as the

IoT sector grows rapidly, the number of avenues for infection are increasing dramatically. We have

also seen the emergence of Ransomware as a Service (RaaS), where a novice cybercriminal can pay

a service and easily customize his or her own ransomware and have it spread to many computers

around the world [423]. Despite the growing number of ransomware cases, the underlying method

for how the two methods operate are similar. They both require communication with a C&C server

in order to carry out an attack. This communication between the infected computer and the C&C

server is what we exploit in our classifier.

Figure 4.1 shows the communication between the infected computer and the C&C server.

In order to encrypt the victim’s files, the victim requests an encryption key from the C&C server

through multiple layers of proxies. The C&C server generates a new asymmetric key pair, keeps

the private key, and returns the public key to the victim to encrypt its files. After encryption, a

Tor hidden service communicates a method for paying the ransom. By analyzing the traffic flowing

between the victim’s computer and the proxies residing in the greater Internet, we’re able to develop

a classification model that identifies the encryption key retrieval process.

Previous work has shown that even if the victim has received the initial infection through

a phishing email, for example, if the C&C server cannot deliver the encryption key, the malware

cannot carry out the attack [185]. As a result, we look at the network traffic between the victim’s

computer and the C&C server in hopes that we can identify malicious communication, and prevent

the delivery of the encryption key.

In order to accurately monitor all traffic going into and out of the potential victim, we leverage

the recent emergence of programmable forwarding engines (PFEs). PFEs utilize switch hardware

and dynamic memory caches to achieve high packet processing speeds while simultaneously provid-

ing rich flow records. These PFE-generated flow records, provide per-packet information and allow

us to extract flow features for ransomware classification at line rate in an accurate and scalable

manner.
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4.2 Related Work

Two areas of related work help us in designing our ransomware detection application. Ran-

somware detection has been a large area of study in recent years; however, many of these solutions

fall short as ransomware developers adjust their malware delivery methods. We also look at the

emergence of PFEs, the programmable hardware we leverage for rapid per-packet, flow processing.

4.2.1 Ransomware Detection

One method of ransomware detection used machine learning to identify and classify various

types of ransomware during the ransomware installation phase on target hosts. The authors mainly

relied on Windows API calls, file system operations, registry operations, etc. to classify malware.

Their ransomware classifier, EldeRAN, was compared to various other machine learning algorithms

such as SVM and Näive-Bayes and produced a much higher true positive rate and a lower false pos-

itive rate [385]. However, EldeRAN requires the infection of a system in order to learn ransomware

behavior.

Another group of researchers used an SDN approach to ransomware identification by utiliz-

ing deep packet inspection to track the packet lengths of HTTP POST messages [184]. Once ran-

somware was identified, the command and control server IP addresses were identified and blocked.

However, this technique results in a relatively high false positive rate (up to 4.95%), leaving their

method open to a base rate fallacy issue and falsely blocking valid servers.

In fact, most malware and ransomware detection methods that look at traffic traces, like

the one above, are payload-based [185, 184, 439]. These network-based approaches to ransomware

detection all share the same, previously described problem of relying on DPI, and therefore, are

useless for fingerprinting on encrypted traffic.
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4.2.2 Recent Hardware Trends and PFEs

In recent years, we have seen the development of a few high rate stream processing systems,

which utilize switch hardware to generate network information-rich flows [297, 332, 401, 178]. PFEs

allow commodity networking equipment to support the scalable generation of rich flow records. The

recent trend of PFEs and the accompanying efforts to make programming them more accessible

has enhanced the use and development of PFEs [177].

PFEs allow us to process network data at high rates of speed, while still extracting vital,

per-packet flow information. The growth of PFEs and rich flow generation systems, provide us

with the data and speed necessary for network, flow-based ransomware classification.

4.3 System Architecture

Our system’s architecture is broken into two main parts, stream processing and classification.

The stream processor reads from a PCAP, runs and manages a custom flow table, and extracts

flow features for our classifier. The classifier takes in the extracted features and trains a model to

identify ransomware.

4.3.1 Stream Processing

In order to process rich flow records, we utilize RaftLib’s stream processing library to build

high-performance, parallel, analytics applications [169]. Each kernel we wrote using RaftLib runs

a step in the flow processing chain. We link multiple of our kernels to group incoming packets into

their respective flow records based on each packet’s 5-tuple. The 5-tuple, which consists of the

packet’s protocol, source IP, source port, destination IP, and destination port, serves as the flow

record’s key. The kernel-based approach allows us to utilize RaftLib’s parallelization feature. Since

we read in network traffic from PCAP files, we use a custom flow table and implement it as a kernel

running in parallel with the other kernels. We simulate the generation of rich flow records and use

the RaftLib framework to write a parallelized, stream processor for flow feature extraction at line
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rate. These extracted features are then used for ransomware classification.

4.3.2 Classification

We implement a random forest classifier in Python due to the random forest’s low compu-

tational training cost and its use of bagging to reduce variance and overfitting. A random forest

classifier is an ensemble algorithm, which utilizes a collection of decision trees to vote and predict

the class of the input data. Each decision tree is created from a random subset of the feature set.

Each decision tree is generated using the gini impurity metric, which measures the probability of

mislabeling a randomly chosen element from the training set if the element was labeled based solely

on the distribution of the binary labels in the set [359].

Three of the main tuning metrics for a random forest classifier include the number of decision

trees in the forest, the depth of each decision tree, and the maximum number of features that can

be included in each decision tree. The number of trees in the forest dictate the performance and

variance of the classifier. A larger number of trees results in higher classification accuracy and

lower variance but increases the computational cost of the classifier. The depth of each tree has a

similar cost-benefit situation. As the depth of each tree increases, the induced bias in the classifier

decreases; however, the added depth comes with a computational penalty.

The last main metric we used for tuning our random forest classifier is the maximum number

of features that can be included in each decision tree. The maximum number of features is used

to determine the best split when creating a decision tree. Once again, increasing the number of

features increases performance but comes at a computational cost. In the next section, we discuss

our implemented application starting with our stream processor and finishing with the ransomware

classifier.
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4.4 Implementation

4.4.1 Flow Records and Processing Kernels

We wrote five kernels on top of the RaftLib framework for processing network data and

creating compact and rich flow records. Figure 4.2 shows the structure of our flow record. The

5-tuple serves as a key for each flow, which links to the number of packets and bytes in the flow

along with a reference to specific packet features. The packet features include the packet timestamp

and the number of bytes in the packet. Each flow packet also contains a link to the packet’s IP

flags and time to live (TTL). We utilize the data in these flow records to extract features for our

ransomware classifier.

Figure 4.2: Compact and per packet flow records created in a hierarchical manner. The 5-tuple serves as

the key for matching packets in the same flow.

Figure 4.3 shows the kernels we wrote for flow generation and feature extraction. Normally,

the per packet, flow records seen in Figure 4.2 would be generated in PFE hardware, but since

we are reading from a PCAP, we wrote three kernels to simulate the rich, flow record generation

process. The initial PCAP file reading kernel reads in a PCAP and outputs a raw packet, which is

immediately read in and processed by the raw packet parser. The raw packet parser extracts the

5-tuple from the packet and sends the 5-tuple along with the packet features as a key-value pair
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Figure 4.3: All boxes except the Python-classifier are kernels we wrote for stream processing. We built the
kernels to convert a PCAP to a set of flow records for feature extraction. Each kernel executes one step in
the flow processing system.

to the flow table kernel. We wrote a custom flow table to do most of the packet processing and

memory management. The flow table stores a map of flow records, where the key is the 5-tuple and

the value is a list of packets that are members of the flow represented by the 5-tuple. When a new

incoming 5-tuple and packet arrive at the input of the flow table kernel, the kernel looks for the

arriving 5-tuple in its stored flow table. If the 5-tuple is found, the incoming packet features are

appended to the list of packets corresponding to the packet’s 5-tuple key. If the incoming packet’s

key is not found, then a new entry in the flow table is created.

Unfortunately, flows are direction dependent. In a client’s communication with a server, two

flows are extracted. One flow corresponds to the client-to-server communication, and the other flow

correlates with the server-to-client communication. In order to look at traffic burst patterns and

extract other features requiring knowledge of corresponding flows in opposite directions, we wrote

a bidirectional flow table kernel. Similar to the preceding flow table kernel, the bidirectional flow

table manages a list of flows. However, flow records are matched with each other when an incoming

flow record’s source IP and source port match another flow record’s destination IP and destination

port and vice versa. If a match is found, the two flows are exported out of the bidirectional flow

table to the next kernel. If a flow match is not found, the incoming flow is added to the bidirectional

flow table and waits for a match.

After two flows are matched, they are exported to the feature extraction kernel. The feature
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extraction kernel takes in both flow records and performs calculations using the features as seen

in Figure 4.2. Our classifier makes use of two main types of flow features, direction independent

and direction dependent. Direction independent flow features are features that do not require the

knowledge of the corresponding flow traveling in the opposite direction. Flow independent features

include flow duration, packet interarrival times, total number of packets and their respective lengths,

and the number of unique packet lengths.

Direction dependent features are flow features that rely on knowing the features of the flow

traveling in the opposite direction on the same connection. Direction dependent features include

burst lengths, the ratio of outgoing to incoming packets, and the ratio of outgoing to incoming

bytes. Burst lengths are defined as a sequence of outgoing packets which contain no two adjacent

incoming packets. The feature extraction kernel calculates the two classes of flow features and

passes them to the Python-based classifier.

4.4.2 Ransomware Classifier

As mentioned in Section 4.3.2, we tune our random forest using three main parameters: the

number of trees in the forest, the depth of each tree, and the number of features used in each tree.

Since the end goal is to run our classifier at line rate, we want as many trees as possible without

adding significant overhead. As a result, we use 40 trees in the forest, and set the depth of each

tree to 15. It should be noted that increasing the number of trees and the depth of each tree

has diminishing returns. We tested numerous combinations of total decision trees and decision tree

depth and found that increasing the number and depth of trees from 40 and 15 respectively resulted

in minimal classification accuracy gains. Finally, due partly to convention and mainly to the high

computational cost of decision tree feature splitting, we set our maximum features parameter to

the square root of the total number of features in our dataset. This reduction in features greatly

improves the learning time of the tree without a noticeable loss in classification performance.
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4.5 Results

In this section, we present the composition of our dataset and the metrics that define success

for our classifier. We also investigate the performance of our classifier in identifying ransomware as

a whole. We then move on to discuss how well our classifier can identify a specific type of crypto

ransomware.

4.5.1 Data Collection

We collect over 100MB of ransomware traffic traces from malware-traffic-analysis.net, result-

ing in 265 unique bidirectional ransomware-related flows. We collect another 100MB of network

traffic that is malware free (clean) to use as a baseline. The clean data consists of flows correspond-

ing to web browsing, file streaming, and file downloading. When analyzing the ransomware traffic,

we analyze the traffic to and from the infected machine in communication with the C&C server.

We combine both the ransomware and clean traffic and feed it into our stream processor to extract

features for the classifier.

4.5.2 Success Metrics

We next discuss our success metrics, which help us determine whether or not we have pro-

duced a strong classifier. For our first success metric, we look at the recall of our classifier. The

recall deals with the classifier’s false negative rate. In the future, we plan to implement our system

in a real-world setting to catch ransomware before it encrypts a user’s computer. To do so, we need

to ensure that our false negative rate is as low as possible to prevent misclassifying ransomware as

clean traffic.

We next look at the false positive rate of the classifier in determining its success. The false

positive rate describes how often clean traffic is misclassified as ransomware. The false positive

rate also needs to be as low as possible to prevent the unwarranted blocking of clean traffic.

Furthermore, a high false positive rate results in a base rate fallacy issue, which quickly results in
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a massive number of falsely identified ransomware traffic.

To measure the classifier’s success, we also look at the F1 score. The F1 score is a weighted

average of the recall and precision scores and provides an idea of the balance between the false

negative and false positive rates.

4.5.3 Feature Selection

We select our features based on the nature of the victim computer’s communication with

the C&C server. Since communication with the C&C server runs through multiple layers of proxy

servers, we expect a higher than normal traffic latency. We extract this increased latency by

measuring packet interarrival times. Furthermore, we also expect more incoming than outgoing

traffic from the victim computer due to the downloading of the initial infection, the encryption key

retrieval process, and the payment method notification from the Tor hidden service. We collect data

to test this expectation by extracting the inflow to outflow packet ratios and burst lengths, where a

burst length is the number of incoming packets before two adjacent outgoing packets are registered.

The combination of interarrival times, packet ratios, and burst lengths can help distinguish a clean

download from a malicious download through proxy servers.

4.5.4 Initial Classification Model

We first tune our stream processor to extract 28 unique features from our collected network

traffic. These features are fed into the classifier, which first ensures the data contains the same

number of malicious flows as clean flows in order to prevent classification bias. The data is then

split into two, unequal sets. One set consists of 70% of the data and is used for training and the

other set holds the remaining 30% of traffic and is used for testing the learned model. A 10-fold

cross validation (CV) is performed on our data splitting to ensure our splitting model is unbiased.

The confusion matrix in Figure 4.4 shows the results of our classifier using 28 different features.

Even with a smaller set of traffic data, ∼200MB, we are able to achieve a respectable recall of

0.89, a precision of 0.83, and an F1 score of 0.87. If we take a look at the corresponding ROC



80

curve in Figure 4.7a, the area under the curve is 0.935, showing promise for successful ransomware

detection. Furthermore, the average of the 10-fold CV score for our model is 0.87, indicating that

we can expect similar accuracy results on other datasets.

Figure 4.4: The confusion matrix of our 28-feature random forest classifier shows a recall of 0.89, a precision

of 0.83, and an F1 score of 0.86.

4.5.5 Feature Reduction

Feature reduction is a key method used in machine learning to increase classification accuracy

while simultaneously reducing the computational cost of the model. In order to reduce the number

of feature in our model, we identify the top eight most influential features in classifying ransomware

traffic, as seen in Figure 4.5. The eight features are made up of mostly inflow and outflow length

and interarrival time metrics. These eight features, which are circled in red and labeled in Figure

4.5 are used to develop a new random forest model for ransomware classification.
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Figure 4.5: The plot above shows the weights of each of the 28 features in classifying ransomware traffic.

The top 8 most important features are circled in red and labeled. We use these 8 features to train a new

classifier.

After training a model using only the inflow and outflow number of bytes, inflow and outflow

standard deviation of packet lengths, inflow mean burst length, outflow minimal interarrival time,

and the outflow to inflow packet ratio, we test our model and produce similar results to our classifier

using 28 features. The confusion matrix of our 8-feature classifier can be seen in Figure 4.6. It is

clear when comparing Figures 4.4 and 4.6 that the reduction in features has little impact on the

classification accuracy. The 8-feature model has a slightly lower recall score at 0.87 but produces a

higher precision and F1 scores of 0.86 and 0.87, respectively. However, Figure 4.7b shows a slightly

smaller AUC for the 8-feature ROC indicating that the 8-feature classifier performs about 1.4%

worse than the 28-feature model. This slight performance loss will be worth the computational

savings when running classification at line rate.
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Figure 4.6: The confusion matrix of our 8-feature classifier shows similar results to that of our 28-feature
classifier with a recall of 0.87, precision of 0.86, and F1 score of 0.87.

(a) 28-Feature ROC Curve. AUC: 0.93 (b) 8-Feature ROC Curve. AUC: 0.92

Figure 4.7: Comparison of ROC Curves for the 28-feature and 8-feature classifiers
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4.5.6 Cerber Ransomware Detection

After running a classifier to detect all types of ransomware communication with a C&C

server, we looked into specifically classifying Crypto-based Cerber ransomware, a ransomware which

infected over 150,000 users in 2016 [368]. Cerber is a RaaS-type ransomware, which allows any

nontechnical adversary to create and distribute their own ransomware. We chose to classify Cerber

specifically due to its large infection footprint and its availability to anybody who wants to deploy

ransomware.

We extract Cerber’s eight most important network features, which include the mean and

maximum burst lengths of the inflow stream, and create a random forest model for predicting

Cerber ransomware. While we use a smaller sample size than in our previous tests, we are able

to achieve a false negative rate of 0.0% and a false positive rate of 12.5%. Figure 4.8 shows the

confusion matrix of the classifier. Furthermore, the ROC curve also attains a high AUC of ∼0.987.

It should be noted that our 10-fold CV score average comes in at 0.905, indicating that as we

use the Cerber classifier on more network traffic, we are likely to see a slight rise in false negatives

and false positives.
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Figure 4.8: The confusion matrix of the Cerber classifier shows zero false negatives with a 12.5% false

positive rate and an F1 score of 0.94. The initial findings are promising as we move forward in collecting

more ransomware traffic.

While we use a small sample size for classifying Cerber traffic, the results indicate that

our machine learning approach may have more success in classifying specific types of ransomware

rather than ransomware as a whole. While the underlying method for distributing and launching

ransomware is similar, the individual traffic shapes likely differ slightly across ransomware flavors

based on the ransomware developer. We leave this investigation to future work and shift below to

evaluating the quality of these network intrusion detection systems.

4.6 Towards Evaluation of NIDSs in Adversarial Setting

The work above on ransomware detection lined up with a growth in neural network-based

NIDS research. Researchers have been looking at using neural networks to classify network traf-

fic in order to differentiate between ”normal” network traffic and malicious network traffic. We

noticed that while moving toward deep neural networks for NIDSs holds great promise, there is

an underlying problem that has yet to be addressed, their vulnerability to adversarial examples -

small perturbations of the input that can bypass or purposely alter a neural network’s classifica-
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tion. Previous work in other domains (e.g., image classification) has shown that neural networks

are vulnerable to adversarial example attacks [174, 415], small perturbations of the input that can

bypass or purposely alter the classification. In the case of images, this might be changing a few

pixels (imperceptible to the human eye) such that the classifier misclassifies a specific person as

a different person or hides that person all together. Unfortunately, we don’t fully understand the

implications in the context of NIDSs because previously proposed, anomaly-based NIDSs have not

been evaluated in adversarial settings [144, 446, 440, 310, 326, 457, 451, 191]. The other downside

of these anomaly-based NIDSs is that they are evaluated on outdated datasets [191].

In order to address these issues, we introduced a technique in [259] to evaluate anomaly-based

NIDSs in an adversarial setting. We also performed an evaluation of previously proposed NIDSs

with this technique on a new dataset that contains 12 different network attacks. To do so, we needed

to overcome some challenges not seen in other domains. When generating adversarial examples, we

are constrained by two key factors: (i) we must retain the network protocol correctness, and (ii) we

must retain the attack’s semantics. We illustrated how to craft adversarial examples for networks

by identifying traffic manipulations that can change the network features but remain within the

constraints above. While more details can be found in our paper [259], we outline our contributions

below.

First, we explained how an adversary can legitimately modify network traffic in order to fool

an anomaly-based NIDS and not break underlying network protocols. We then showed how these

transformations can be tailored towards a packet-based NIDS, which predicts the malicious traffic

in real-time by extracting features from each packet. We demonstrated how an adversary can fool

a flow-based NIDS that detects malicious traffic based on the high-level features extracted from the

whole flow by considering the legitimate transformations we introduce. Finally, we evaluated the

aforementioned NIDSs on a new network traffic dataset, which contains a wide range of attacks, to

show how each of these attacks can be maliciously modified to fool an NIDS.
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Figure 4.9: System overview and threat model considered when evaluating and designing anomaly-based
intrusion detection systems. 1○: The attacker sits outside the victim network and generates adversarial
examples. 2○: Adversarial examples are sent to the local copy of the NIDS for evaluation. 3○: A classification
score is produced by the NIDS based on the input. If the output score is greater than the threshold, the
attacker applies some modifications, 4○, to improve the adversarial example. This loop back process is
carried out a maximum of N times. If the score in 3○ is less than the threshold, the packet is mirrored to
the NIDS and sent to the victim network 5○.

4.7 NIDS in Adversarial Setting

4.7.1 Threat Model

Before outlining our approach, we define the threat model we consider in evaluating anomaly-

based NIDSs. Figure 4.9 provides an overview of our threat model and system overview. In order

to have a complete evaluation, we consider a white-box setting. That is to say, we consider that the

attacker has a copy of the NIDS deployed on the victim network and knows all of its parameters.

The NIDS deployed on the victim network receives a copy of all the packets that travel through the

network entrances ( 5○). We also consider that attacker’s resources are limited to what she already

used to create the original attack. In other words, in order to generate the adversarial version of a

network attack, we assume the attacker does not want to use more machines or more IP addresses.

The attacker also is considered to be outside of the victim’s network ( 1○).

4.7.2 Challenges in Crafting Adversarial Examples for NIDS

Crafting adversarial examples against NIDSs that are trained on network traffic introduces

its own complications and constraints. Thus, the crafting procedure needs to be tailored for NIDSs.
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Here, we mention some of the differences that exist between images and network traffic that prevent

an adversary from fooling the NIDSs with the same procedure used against image classifiers. First

of all, pixels in an image can be modified freely. This is not the case for a sequence of network

packets. For example, if features that are fed into an NIDS are packet headers, changing some of

the headers could cause the communication between the attacker and the victim to breakdown. To

this extent, during the crafting procedure, attackers should ensure that the communication channel

does not timeout or breakdown. Second, pixels in an image can be modified independently of each

other. This is not true for typical features fed into an NIDS. In many cases these features are

dependent on each other, and there is no guarantee that a valid network flow exists that matches

the features generated by the crafting procedure. For example, a flow’s average interarrival time

between packets is directly tied to the flow’s duration and number of packets through the following

relationship: Flow IATavg = DurationFlow
Pkt countFlow−1

As a result, we cannot arbitrarily change these features independently. We must ensure

the inherent properties of flows are not violated. In addition, all adversarial image pixels can be

modified to fool an image classifier, but this is not the case for NIDSs. Many of the features that

are fed into them are extracted from the packets generated by the victim. These are packets that

the attacker doesn’t have control over. The differences between adversarial image generation and

adversarial network traffic generation along with the security concerns that fooling an NIDS raise,

demonstrate the need to explore how an NIDS can be evaluated in an adversarial setting.

4.7.3 Legitimate Packet Transformations

If we are able to manipulate the malicious packets of an attack to have specific features that

mimic benign traffic, we will be able to bypass NIDSs.

We declare an attack a success if the manipulated attack packets meet the following three

requirements.

(1) The packets must carry out their original malicious intent effectively (e.g. a port scan,

after transformation, should scan the victim’s ports).
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(2) Packet transformations must not break the underlying protocols the attack relies on (e.g.

a TCP-based attack cannot violate TCP).

(3) The attack must not be flagged as an intrusion by the anomaly-based NIDSs. We will

evaluate this requirement for existing systems in Section 5.6.

From these requirements and from studying the features used in existing anomaly-based

NIDSs, we identify three, general, packet manipulation techniques that can be used for crafting

adversarial versions of network attacks.

The manipulations are as follows:

• Split: The attacker can increase the number of packets sent by splitting the original

payload of each packet across multiple packets. For TCP, as long as sequence numbers,

acknowledgement numbers, and IP IDs are updated properly, the attack remains effective

as no information is lost and the packets are reassembled at the victim host.

• Delay: The attacker may adjust the time between outgoing packets by either increasing

or decreasing the time elapsed between subsequent packets. Since the packets themselves

are not modified, the attack will not only maintain its effectiveness (so long as there is not

a connection timeout), but it will also adhere to the underlying network protocols.

• Inject: The attacker also has the ability to construct fake packets with arbitrary lengths,

transmission times, and flag combinations. She can send the decoy packets among the

real attack packets as long as she can ensure that these fake packets are ignored by the

victim but processed by the NIDS. By doing so, an NIDS takes into account packets that

both reach and don’t reach the victim into its decision on whether or not the current flow

is malicious. The attacker can rely on the fundamentals of TCP, UDP, and IP protocols

to guarantee these decoy packets are processed by the NIDS but not by the victim host.

For example, the attacker can inject a TCP packet with a sequence number smaller than

the ACK number acknowledged by the victim. Furthermore, by setting the TTL field of

the IP header such that the TTL is greater than zero when processed by the NIDS but

decrements to zero prior to reaching the victim, the attacker ensures the packet is dropped
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after reaching the NIDS but before the victim.

Therefore, in order to fool an NIDS which is trained on network traffic packets, the adversary

should modify the malicious traffic with a set of legitimate transformations as described above. In

the next section, we describe how we can use these transformations to attack several NIDSs.

4.8 Crafting Adversarial Examples

In this section, we first explain how to tailor the legitimate transformations introduced in the

previous section towards packet-based NIDSs, and then move on to flow-based NIDSs.

4.8.1 Adversarial Examples for Packet-based NIDSs

Algorithm 1 shows how we tailored legitimate transformations, introduced in the previous

section, towards Kitsune. In a nutshell, Kitsune keeps some internal states for each flow and each

packet moves through the network, updates the corresponding state. Then it calculates a score,

based on features extracted from the internal state to decide whether the current packet is from

a malicious traffic or not. In order to fool Kitsune, each malicious packet that is sent from the

attacker, is fed through the local neural network copy and the output score is registered. If the

score of that packet is close to the threshold found during training time, we see if waiting a few

moments can help reduce its score. More specifically, we implement the TryDelay procedure, which

performs a binary search in the range between 0 and 15 seconds to see if adding a delay can bring

the score of the current packet to less than 0.9 × threshold. In the case that the score is greater

than the threshold, we also try splitting the packet.

The TrySplit procedure tries to convert a large packet into multiple smaller packets such

that the score of all of them becomes smaller than the threshold. Since we don’t know what the

right cut-offs are to split the original packet, we search for the correct cut-off by trying different

values. More specifically, we split the payload of packet with L bytes into two packets with r and

L − r bytes of payload, where r is chosen randomly. Since this cutoff might not be the right one,

we need to backup the state of the local NIDS related to the current flow and restore it in case
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the split failed. When this happens, we try a different r. We need to do checkpoint the NIDS’s

state to make sure that the state of local copy remains the same as the remote NIDS. If the first

portion (r bytes) of payload could fool the NIDS, we would do the same thing for the second part

(the remaining L− r bytes) recursively until the whole packet’s payload would be sent and none of

them would be detected. Finally, if delaying or splitting the original packet could help to fool the

local copy, the attacker will make the appropriate change(s) and send the packet(s) to the victim.

Otherwise, the original packet would be sent.

If the malicious packet is sent from the victim and its score is larger than the threshold, the

only thing the attacker can do is to change the state of the NIDS such that the victim’s packet do

not pass the threshold. In this case, we see if injecting a fake packet from the attacker before the

victim’s packet can fool the NIDS for both packets such that the score of both of them becomes less

than threshold. More specifically, in the TryInject procedure, we send a packet from the attacker

with different payload sizes. If that packet’s score is less than the threshold, we send the victim’s

packet after that. If the score of both packets is less than the threshold, we inject that packet,

otherwise we restore the state of the local NIDS to the state before sending the fake packet. We

repeat this for another fake packet with different length. Also, since the TryInject procedure is a

slow process, we run it occasionally. We keep track of the times that TryInject succeeds and fails

for each attack. Then, for each new packet from victim, we run the TryInject procedure with the

probability of δ = #successes
(#successes+#failures) . After each success, we reset δ to one. In practice, this

means that, given a network attack, if TryInject does not work for a while, we run it less frequently.

If suddenly it succeeds for a packet, we again try it on consecutive victim’s packets more frequently.

4.8.2 Adversarial Examples for flow-based NIDSs

In order to evaluate flow-based NIDSs in an adversarial setting, we group the features fed

into them into 4 different groups. As we mentioned earlier, manipulating the features fed to an

NIDS in an adversarial manner is different from changing the pixels of an image. Here we consider
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Algorithm 1 Crating adversarial examples for Kitsune

1: procedure CraftAdvEx(x) ▷ x is a malicious packet
2: if x is sent from the attacker then
3: if scorex > 0.9× threshold then
4: TryDelay(x)
5: if scorex > threshold then
6: TrySplit(x)
7: end if
8: Send the split packets with appropriate delay if successful.
9: end if

10: else ▷ x is sent from victim
11: TryInject(x)
12: Send the fake packet before victim’s packet if successful.
13: end if
14: end procedure

two of the main differences. One difference is that some of the flow-based features can’t be changed

because the attacker doesn’t have control over them since they are extracted from the victim’s

traffic. Also, some features depend on other features. For example, the mean of packet payloads

in the forward direction can be calculated based on two other features, total length of payloads in

the forward direction and the total number of forward packets. There is another type of feature in

which their value depends on the actual packets of the flow and cannot be calculated by the value

of other features (e.g., std of packet payloads in forward direction). As a result, we group flow

features into the following four groups.

(1) Features that should not be changed because they are extracted from backward flowing

packets (victim packets).

(2) Features that can be changed independently of each other by using the legitimate trans-

formations. These include total forward packets, total number of push flags in the forward

direction, maximum packet interarrival time (IAT) in the forward direction, etc.

(3) Features whose values depend on the second group and can be calculated directly by a set

of them.

(4) Features that cannot be directly recalculated based on independent features, and a sequence

of packets affect their values.
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We tailored our adversarial crafting algorithm based on these 4 groups. We defined 3 masks

that are the subset of each other. Each mask blocks a specific numbers of features from being up-

dated by back propagating gradients through the models. The first mask only allows the procedure

to modify the independent features (e.g., the second group). The second mask adds some of the

4th group features, and finally, the third mask adds all of the features of the fourth group to the

set of modifiable features. In the crafting procedure, we first check whether we can fool the NIDS

by using the first mask. In the case of failure we use the second and third masks. More specifically,

the loss function we defined to minimize during the crafting procedure is as follows:

AdvLoss = F (x+ δ ⊙maski)

where F is the model and F (.) is the score predicted by the model. ⊙ is the element-wise multi-

plication operator and δ is the perturbation that we want to find to add to the original features

to fool the NIDS. By generating the adversarial features this way, we can be sure that applying

legitimate transformations to the malicious flows will result in each feature from the first three

groups matching the adversarial feature found.

However, the fourth group of features would have different values, and that can cause the

overall flow to be detected by the NIDS. Therefore, in order to increase the chance of fooling the

NIDS, in the crafting procedure, we do not stop the algorithm immediately after the score of a

given sample drops below the threshold. To have a confidence interval, we continue to modify

features in order to decrease the score further below the threshold. We considered this interval in

order to compensate the effect of different values between the fourth group of features and increase

the chance of fooling the NIDS with the real sequence of packets.

Algorithm 2 demonstrates how we tailored the crafting procedure for flow-based NIDSs.

In this algorithm threshold′ is a smaller value than the real threshold of the NIDS to provide

the confidence interval we discussed. Note that we start with a small learning rate to keep the

modifications small and increase the learning rate exponentially in case of failure. The adversarial

features we find with this algorithm against a given NIDS show the lower bound of the NIDSs
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robustness. This is because for some of the adversarial examples, there might not be a real sequence

of packets that have those features.

Algorithm 2 Crating adversarial examples for Flow-based NIDSs

1: procedure CraftAdvEx(x) ▷ x is a malicious flow
2: for each mask ∈ mask1,mask2,mask3 do
3: for each lr ∈ 0.001, 0.01, 0.1, 1.0 do
4: for each i ∈ [0, totalIter] do
5: take one step of GD with learning rate=lr
6: x′ ← x+ δ
7: Recalculate group 3 features
8: if scorex′ < threshold′ then
9: return x′

10: end if
11: end for
12: end for
13: end for
14: end procedure

4.9 Evaluation

In this section, we evaluate the performance of the aforementioned NIDSs in both a normal

setting and an adversarial setting with the traffic manipulations described in Section 4.7. We first

discuss the dataset used, then discuss the metrics used for our evaluation and finally, empirically

demonstrate to what degree Algorithms 1 and 2 are effective in fooling different NIDSs.

4.9.1 Dataset

To evaluate network intrusion detection systems, we used a highly cited dataset containing

network traces of twelve network attacks from the Canadian Institute of Cybersecurity (CIC) 3

[390]. Sharafaldin et al. in [390] compared eleven available datasets based on eleven criteria and

concluded that all of them have some shortages such as lack of traffic diversity and volumes, limited

number of attacks, etc. Therefore they built a new dataset which satisfies all of the eleven criteria.

The attacks are: FTP-Patator, SSH-Patator, Dos slowloris, DoS slowhttptest, DoS Hulk, DoS

3 The dataset can be downloaded at: https://www.unb.ca/cic/datasets/ids-2017.html
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GoldenEye, Heartbleed, Web attacks, Infilitration, Botnet, PortScan and DDoS. These attacks were

carried out over a 5-day work week in a controlled environment. Each attack was implemented using

popular network tools or was written in Python by the authors. The network traces of each attack

were collected to study and identify intrusion traffic characteristics.

The CICIDS2017 [390] dataset contains flows extracted from packets files using the CI-

CFlowMeter Tool [252]. The tool also extracts 80 behavioral flow features for each flow. The

full list of features can be seen in Table 4.1.

Features Fwd Bwd Flow

Total Duration ✗ ✗ ✓

Total Packets ✓ ✓ ✗

Total Length of Packets ✓ ✓ ✗

Pkt Len Min/Max/Mean/Stddev ✓ ✓ ✓

IAT Min/Max/Mean/Sttdev ✓ ✓ ✓

Bytes/s ✗ ✗ ✓

Pkts/s ✓ ✓ ✓

PSH/URG Flags ✓ ✓ ✓

FIN/SYN/RST/ACK/CWE/ECE Flags ✗ ✗ ✓

Total Length of Headers ✓ ✓ ✗

Down/Up Ratio N/A N/A ✓

Avg Bytes/Bulk ✓ ✓ ✗

Avg Packets/Bulk ✓ ✓ ✗

Avg Bulk Rate ✓ ✓ ✗

Initial Window Bytes ✓ ✓ N/A

Packets w/ payload ≥ 1 ✓ ✗ ✗

Min. Packet Header Size ✗ ✓ ✗

Active Time Min/Max/Mean/Stddev ✗ ✗ ✓

Idle Time Min/Max/Mean/Stddev ✗ ✗ ✓

Table 4.1: Features extracted from flows for classifying network traffic with flow-based NIDS. ✓ and ✗ indicate

whether or not the feature was calculated for packets in moving in the labeled direction. ”Flow” indicates

features calculated taking into account packets flowing in both directions. Features were extracted using the

CICFlowMeter Tool [252].
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Each flow and its corresponding flow features were labeled as either benign or with the specific

attack name, but the individual packets were not labeled. Thus, in order to evaluate the packet

based NIDSs, we labeled packets as malicious or benign based on the information Sharafaldin et

al. provided for this dataset. From the PCAP files provided within the dataset, we excluded

IPv6 packets and labeled the other packets in the following way: for each attack, we labeled all of

the packets sent or received between the attacker IP(s) and the victim IP(s) as malicious for the

duration of that attack. All other packets were labeled as benign. We also exclude web attacks

from our evaluation because the features extracted in our evaluation are only from packet headers

and detecting web attacks requires deep packet inspection. The whole dataset contains more than

56 million packets. We trained the packet and flow-based NIDSs on the Monday traffic, which

contains over 11.6 million benign packets (529,481 flows). The NIDSs were then tested on the

network traffic generated from Tuesday to Friday, which contains both benign and network attack

traffic. This test set contains 12 different network attacks, which make up 10.33% of the overall

packets and 24.22% of the overall flows. The dataset’s full packet and flow statistics can be found

in Table 4.2.
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Set Type # of P % of P # of F % of F

Train Benign 11,680,917 100 529,481 100

Test

Benign 39,946,287 89.67 1,741,803 75.78

FTP-Patator 110,736 0.25 7,935 0.35

SSH-Patator 138,621 0.31 5,897 0.26

DoS slowloris 47,586 0.11 5,796 0.25

DoS slowhttptest 39,257 0.09 5,499 0.24

DoS Hulk 2,245,526 5.04 230,124 10.01

DoS GoldenEye 106,177 0.24 10,293 0.45

Heartbleed 49,296 0.11 11 0.00

Web Atks 39,823 0.09 2,179 0.10

Infiltration 209,920 0.47 36 0.00

Botnet 9,871 0.02 1,956 0.09

PortScan 324,062 0.73 158,839 6.91

DDoS 1,280,602 2.87 128,025 5.57

All Attacks 4,601,477 10.33 556,628 24.22

All 44,547,764 100.00 2,298,431 100.00

Table 4.2: The statistics of the dataset used for our evaluation. Columns headers containing ”P” contain

packet information, while column headers containing ”F” show flow information.

4.9.2 Evaluation Metrics

4.9.2.1 True Positive Rate (TPR)

TPR shows the ratio of malicious traffic that is detected as malicious to all of the malicious

traffic when the model’s threshold is fixed to a specific number.

4.9.2.2 False Positive Rate (FPR)

FPR shows the ratio of benign traffic that is considered malicious to all of the benign traffic

when the model’s threshold is fixed to a specific number.
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4.9.3 Performance in Adversarial Setting

In order to see how each of the aforementioned NIDSs detect adversarially modified network

attacks, we chose their individual thresholds in a way to keep their FPR at 0.1 since those NIDSs

can detect most of the network attacks at this rate in a normal setting. In order to evaluate

Kitsune, we used GMM as its detector because it could detect malicious traffic better than using

the suggested ensemble of autoencoders. To fool this NIDS, we modified the malicious packets from

the CICIDS2017 dataset with Algorithm 1. We fed all the packets into the NIDS, as in the normal

setting, but due to the computational complexity of crafting adversarial examples, we only ran it

on the first 25,000 packets of an attack. To evaluate the flow-based NIDSs in an adversarial setting,

we used Algorithm 2 to find the adversarial features for malicious flows. Due to the computational

complexity of this procedure we only did it for the first 5000 flows of each attack in the cases where

the attack contained more than 5000 flows.

The results of this evaluation are shown in Figure 4.10. For each NIDS considered, we show

both the TPR under normal conditions, as well as under adversarial conditions. As it can be seen

in this figure, for a packet-based NIDS, the detection rate drops by up to 70% (for Heartblead) in

adversarial setting and for flow-based NIDSs the detection rate drops by up to 68% (for PortScan).

In fact, the performance of each NIDS decreases dramatically in most cases, indicating that these

NIDS are not robust in the face of adversarial examples. More specifically, for Kitsune, the average

TPR in an adversarial setting across all attacks drops to 16.6% from 43.6% in a normal setting; for

DAGMM, it drops to 35.2% from 60.8%, and for BiGAN-based, it drops to 35.7% from 49.3%.



98

Figure 4.10: The TPR of different NIDSs for each attack when FPR is 0.1 when sending normal traffic and

the adversarial version of it.

4.10 Conclusion

In this chapter, we first presented a method for detecting ransomware via its network traffic

signature and then explored the efficacy of neural network-based NIDS in the face of adversarial

examples. For the ransomware classification, we utilized the high processing rate of new hardware-

based flow generators in combination with RaftLib’s high performance and parallel framework to

process rich flow records, extract flow features, and classify ransomware. Since malware communi-

cation is moving towards HTTPS for delivery and control, we only utilize the unencrypted features

of HTTPS traffic for model creation. We wrote a stream processor using five kernels to process

rich flow records and extract high-level flow features for use in our random forest classifier. When

monitoring the communication between the infected machine and the C&C server, we were able

to significantly reduce our initial feature set and achieve a detection accuracy rate of almost 87%,

while maintaining a strong false negative rate close to 10%.

In our evaluation of NIDS in adversarial settings, we showed the effectiveness of our approach
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by tailoring the three legitimate transformations towards both packet-based and flow-based NIDSs.

We found that by using the transformations introduced in this paper, the detection rate of an NIDS

trained on packet-level features can be dropped by up to 70% and the detection rate of an NIDS

trained on flow-level features can be dropped by up to 68%.

Both of the above research advancements were enabled by both the performance of PFEs

and the programmability and structure of the Jetstream packet processing architecture. Without

PFEs and Jetstream, per packet features extraction at network speeds and scalability would be

impossible. In the future, both the ransomware classifier and a more robust neural network-based

NIDS could be built directly on top of Jetstream in order to process and identify network anomalies

at high rates and scale.



Chapter 5

Event-driven, Sub-second Container Resource Allocation

As we’ve explored in the previous chapters, the rigidity of the underlying cloud infrastructure

in the secure hardware and network monitoring domains prevents developers from optimizing the

security, performance, and efficiency of their applications. In this chapter, we continue exploring

the rigidity of cloud infrastructure in the compute domain. We first identify and evaluate the

shortcomings in both application performance and efficiency when running containerized software

in the cloud. We then build a new container scaling platform that pushes the limits of automated

resource allocation in container environments and enables developers to optimize the performance

and efficiency of their containerized applications. Recent works set container CPU and memory

limits by automatically scaling containers based on past resource usage. However, these systems

are heavy-weight and run on coarse-grained time scales, resulting in poor performance or efficiency

when predictions are incorrect.

We propose Escra, a container orchestrator that enables fine-grained, event-based resource

allocation for a single container and distributed resource allocation to manage a collection of con-

tainers. Escra performs resource allocation on sub-second intervals within and across hosts, allowing

operators to cost-effectively scale resources without performance penalty. Escra is enabled by cus-

tomized, kernel-level CPU telemetry and memory events that enable rapid, fine-grained scaling

of containers. Escra’s scaling algorithm can be customized based on a developer’s application

requirements, putting the developer in control over the optimization of their container’s scaling

decisions.



101

We evaluate Escra on two types of containerized applications: microservices and serverless

functions. In microservice environments, fine-grained and event-based resource allocation can re-

duce application latency by up to 96.9% and increase throughput by up to 3.2x when compared

against the current state-of-the-art. Escra can increase performance while simultaneously reduc-

ing 50th and 99th%ile CPU waste by over 10x and 3.2x, respectively. In serverless environments,

Escra can reduce CPU reservations by over 2.1x and memory reservations by more than 2x while

maintaining similar end-to-end performance.1

5.1 Introduction

Containerized infrastructure is quickly becoming a preferred method of deploying applica-

tions. The light-weight nature of containers coupled with rich orchestration systems enable a new

way to design automated operations that are integrated with development workflows. In these de-

ployments, per-container resources limits are used to prevent interference between containers and

unchecked resource usage.

Setting container resource limits is a trade-off between application performance and efficient

use of underlying system resources. When resource limits are set low to prioritize efficient resource

use, applications will experience an increased number of CPU throttles and out-of-memory (OOM)

events. Throttles slow processing and OOMs kill containers; both result in degraded application

performance. When resource limits are set high to prioritize application performance, resources

are underutilized which increases deployment cost [211, 186]. Developers pay the cost when cloud

providers charge tenants based on resources reserved [377, 10, 27]. Cloud providers pay the cost in

cases where developers are charged by usage, such as in serverless computing [22, 26, 33, 59].

Due to this trade-off, setting accurate limits is important. In practice, it is also difficult [145,

360, 377, 214, 81]2 . Using profiling to characterize application resource requirements will only result

in accurate estimates if there is a representative workload. As workloads are often dynamic, the

1 Work published at CoNEXT Companion Posters 2019 [211] and ICDCS 2022 [210]
2 The aggregate CPU utilization at Twitter is <20% but the reservations reach up to 80%. Memory utilization is

only slightly better at 40-50% but the reservations still greatly exceed the usage [214].
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resources needed will change over long timescales (diurnal patterns, gradual changes in application

popularity, etc.) and short timescales (bursts, failures of coupled systems, etc.). Since creating an

accurate estimate of resource requirements is so complex, developers and operators often resort to

over-provisioning resources. This results in underutilized deployments, a trend often observed by

datacenter operators [420, 306, 249, 214, 241].

Recent work has addressed some of these challenges by leveraging machine learning to pre-

dict future needs and then automatically scaling container resource limits based on those predic-

tions [377, 360]. These works eliminate the developer burden of setting resource limits but are

constrained to using coarse-grained intervals (e.g., several minutes) to set resource limits. Coarse-

grained intervals are required because the system has to learn enough information to be able to

predict resource use. This is a poor fit for some workloads with short-lived containers, such as in

serverless systems [388, 23, 56, 34]. Coarse-grained intervals also increase the odds of mispredic-

tion since the dynamics of applications can change throughout an interval. Thus, these works still

contend with the performance and efficiency trade-off.

In this chapter, we argue the performance and efficiency trade-off can be avoided by using

a fine-grained, event-based resource allocation scheme. To this end, we introduce Escra:

a fine-grained, event-based resource allocation infrastructure for single containers and distributed

resource allocation capable of managing resources of multiple containers across multiple nodes. We

find resource allocation can easily adapt to sub-second intervals within and across hosts, allowing

datacenter operators to cost-effectively scale and assign resources without performance penalty.

This scheme has numerous benefits. Instead of a container being killed when it reaches an OOM

event, an event-based system can catch the event and scale the container dynamically. Instead

of making conservative allocations in order to avoid performance degradation over coarse-grained

time intervals, a fine-grained system can always aim to right-fit allocations to current resource

demands and can quickly react to instances of CPU throttling.

Escra consists of a logically centralized controller that administers resource allocations to

containers across servers. Each server is instrumented with kernel hooks and runs an agent process
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that applies resource decisions and reports container usage to the controller. A Distributed

Container abstraction enforces resource isolation by enforcing per-application resource limits,

similar to Resource Quotas found in other container orchestration systems [97, 95, 118, 247]. In these

systems, Resource Quotas are enforced at the admission control stage. However, unlike Resource

Quotas, a Distributed Container enforces resource limits both at deployment and throughout the

lifetime of a container, allowing containers belonging to the same tenant to share compute resources

across hosts on the order of milliseconds. Runtime limit enforcement enables Escra to fully utilize

the per-application limit even when some containers are using less than their initial deployment

allocation. The contributions of our work are as follows:

• We expose fine-grained telemetry data from Linux’s Completely Fair Scheduler (CFS) [422].

This allows Escra to quickly track and react to actual resource needs, resulting in both high

performance (low latency and high throughput) and low cost (minimal slack3 ).

• We implement event-based memory scaling and periodic memory reclamation. Escra uses

memory scaling to increase container memory upon an OOM event, rather than allowing

the container to be killed. Periodic memory reclamation increases application memory

efficiency.

• We show Escra is effective by comparing slack, latency, and throughput performance to

recently proposed systems. We reduce application latency by up to 96% while increasing

throughput up to 3.2x over a state of the art container orchestrator. These low latency and

high throughput rates are achieved while simultaneously reducing the median CPU and

memory slack by over 10x and 2.5x, respectively. We show the overhead from the central

controller is minimal.

• We show Escra reduces slack and both CPU and memory reservations in serverless applica-

tions without increasing application latency, potentially reducing cost to both the developer

and the infrastructure provider.

3 Slack: a container’s CPU or memory limit minus its CPU or memory usage
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5.2 Related Work

Current container orchestration systems (Kubernetes [71], Borg [427], Mesos [261]) set static

container resource allocations. Here we present recent works that instead dynamically scale con-

tainers and discuss the limitations of these systems.

Vertical Pod Autoscaler (VPA) VPA is a Kubernetes project that implements automated

container scaling through a threshold-based scaling mechanism [247]. VPA sets a target resource

utilization and an upper and lower bound on that utilization. When the container usage hits

the upper threshold, VPA scales the container up. When the lower bound is hit, VPA scales

the container down. VPA also has the capability to enforce per-application limits via Resource

Quotas [97]. A resource quota is a hard resource limit on the aggregate compute usage across all

or a subset of deployments or services in a Kubernetes namespace.

Limitations of VPA VPA sets the upper and lower limit scaling bounds far apart. Since scaling

a container requires a container restart, VPA only scales a container at most once per minute. The

loose scaling-bound limit and infrequent container scaling results in high slack which translates to

decreased cost-efficiency.

Autopilot Autopilot is a proprietary Google project that addresses the low cost-efficiency of static

container deployments [377]. Autopilot runs a control loop that collects both per-second and five

minute aggregated usage data from each container, analyzes it, and then makes a prediction on

whether or not a container needs to be scaled. Autopilot uses machine learning predictions to scale

container limits as frequently as every five minutes.

Limitations of Autopilot While Autopilot provides an automated mechanism to set limits, it

does so at coarse-granularity which causes cost-efficiency and performance issues for two reasons.

First, Autopilot’s heavy-weight algorithm and periodic control loop prevent it from quickly re-

sponding to changes in workloads. As a result, resource predictions are forced to at least match

the maximum predicted usage over the next allocation period (Autopilot uses a default 5-minute
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period). This leads to unnecessary slack. Second, because Autopilot relies solely on prediction, it is

unable to correct inaccurate predictions even when resources are available. Inaccurate predictions

can cause unnecessary OOMs and CPU throttles.

Firm Firm also uses machine learning to improve containerized application performance and cost-

efficiency [360]. While Firm does attempt to minimize CPU reservations, the primary objective

of Firm is to reduce service-level objective (SLO) violations. Firm minimizes SLO violations by

intelligently multiplexing compute resources to optimize the critical path of an application. Firm

is similar to Autopilot because it does not require a pod restart to scale container CPU resources

and can update container limits automatically.

Limitations of Firm Firm does not implement seamless or automatic memory scaling, requiring

users to set static limits. Firm shares the limitations of Autopilot regarding performance and cost-

efficiency issues as both frameworks feature a coarse-grained, ML-based feedback loop.

5.3 Introducing Escra

Escra is a container resource allocation system that achieves high performance, cost-efficiency,

and strong isolation. Escra automatically scales containers in a fine-grained manner, while providing

strong isolation via a new abstraction called a Distributed Container. A Distributed Container

allows containers belonging to the same tenant to dynamically share resources across multiple

compute nodes while capping the overall aggregate resource usage for a given application or tenant

at runtime.
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Figure 5.1: Escra Architecture. A single control node manages and controls a set of containers distributed

across multiple worker nodes.

Figure 5.1 shows a high-level view of the four key components in the Escra architecture.

The Application Deployer and Container Watcher ( 1○) take a set of YAML files describing a set

of Kubernetes deployments, services, and containers. The Application Deployer interfaces with

the Kubernetes API to deploy containers. The Container Watcher monitors Escra containers and

enables newly deployed containers to start streaming fine-grained telemetry to the Controller. The

logically centralized Controller ( 2○) handles the unique, fine-grained telemetry sent from the kernel

via kernel hooks on workers ( 3○). These kernel hooks obtain fine-grained scheduler data that is not

available in user-space. A centralized controller model can be capable of scaling, as evidenced by

production systems for datacenters [116] and geo-distributed network services [104]. The Resource

Allocator ( 4○) ingests telemetry from the Controller and makes per-container resource allocation

decisions. Finally, similar to Kubernetes’s per-node kubelet [71], an Agent is run on each host ( 5○).

The Agent handles resource updates sent from the Controller and can dynamically scale both CPU

and memory container limits without restart on the order of 100s of microseconds. In this section,
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we describe Escra’s unique ability to make scaling decisions on a fine-grained timescale and in an

event driven manner. A complete description of Escra’s architecture follows in Section 5.4.

To illustrate the benefits of fine-grained container resource allocation, we deployed and loaded

a container with sysbench [290], saturating 1-4 CPUs at any one time. The trace of the application

execution with Escra is shown in Figure 5.2. Escra tracks the exact resource needs on a rapid

time-scale by reacting to container throttles and OOM events and adjusting resources based on

information collected during each CPU scheduling period and at OOM events. The implication

of this fine-grained right-sizing is that Escra (1) significantly reduces slack and (2) simultaneously

improves performance as applications are being allocated the resources they need rather than being

throttled or killed due to OOMs. The remainder of this section provides further insights into how

Escra achieves fine-grained resource allocation.
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Figure 5.2: Escra’s CPU tracking ability under a dynamic workload

Per-period CPU Telemetry and Dynamic Reallocation Fine-grained telemetry data is

required to minimize slack via fine-grained resource allocation. Our initial analysis of systems that

aggregate CPU and memory data (cAdvisor [28], Prometheus [72], Kubectl [71], etc.) found they

suffer from inefficiencies stemming from reliance on coarse-grained timescales. Allocating resources

quickly is not useful if allocations are based on usage data that is stale or aggregated at insufficient

levels. Our goal is to obtain near-instant usage information so Escra never operates on stale data.

In order to obtain fine-grained CPU data, Escra uses kernel hooks into Linux’s Completely Fair
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Scheduler (CFS). Upon deployment of each container, the Agent process creates a kernel socket for

the container to use to report its metrics to the Controller. To implement fine-grained telemetry,

containers report their per-period runtime statistics to the Controller at the end of each period.

The telemetry data consists of the cgroup ID of the container, whether the container was throttled

in the last period, and the amount of unused runtime in that period.

The Resource Allocator ingests raw container metrics from the Controller and uses two win-

dowed statistics to track unused runtime and the number of throttles. The Resource Allocator uses

these statistics to update per-container limits as often as every 100ms. The goal is to proactively

update limits in order to keep the container limits just above container usage at all times. We up-

date container CPU quotas using RPCs to the Agent process running on the host of the container,

similar to [360].

Reactive Memory Reclamation and Reallocation upon OOM Events Escra monitors

container memory usage and can seamlessly scale memory limits via two custom system calls that

hook into Linux’s memory cgroup structure.4 One unique opportunity of fine-grained allocation

is the ability to react to OOM events. To achieve this, a kernel hook is added in Linux’s memory

allocation function, try charge(), to catch a container after it exceeds its memory limit and right

before it gets OOMed. This hook combats inaccurate predictions within autoscalers. For example,

VPA [247] and Autopilot [377] scale containers at most once a minute and once every five minutes,

respectively. There is a chance a container could OOM between allocation decisions. Our kernel

hook allows a container to request more memory from the Controller before the container is killed.

While this is a reactive mechanism for memory scaling, the request lookup penalty is orders of

magnitude faster than a container crash and restart.

One beneficial aspect of this OOM-preventing kernel event is the Resource Allocator can

determine how to allocate additional memory resources depending on the state of the node and

the application. If there is available memory on the node, the Allocator can simply scale the

needy container up. If the node is under memory pressure, the Controller can launch an aggressive

4 Docker supports seamless container scaling [40], but Kubernetes does not.
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memory reclamation process that reclaims memory from other containers on the node with high

slack. Not only will this free up memory for the container in need, but it also increases node

utilization, reduces slack, and improves cost-efficiency.

Proactive Periodic Memory Reclamation In order to reduce memory slack, the Escra Con-

troller periodically contacts the Escra Agent on each worker node, asking the Agent to reduce the

memory limits of each container on the same node as the Agent. The Agent checks the usage and

the limit of each container it manages. If the limit of a container exceeds the usage of the container

by more than δ bytes, then the Agent shrinks the container memory limit such that the memory

limit minus the memory usage equals δ bytes. Each Agent then reports back the total reclaimed

memory from its containers to the Escra Controller. The Resource Allocator can then give the

reclaimed memory to other containers experiencing memory pressure.

5.4 Escra Architecture

This section describes the architecture of Escra, our container orchestrator built with Ku-

bernetes, that implements (i) automated container limit settings, (ii) seamless container scaling,

(iii) fine-grained resource allocation, and (iv) dynamic, per-tenant resource sharing and collective

resource limits enforced at runtime. Escra implements these features using fine-grained teleme-

try, event-based memory scaling, aggregated application-wide resource limits, and a centralized

Controller and Resource Allocator.
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Figure 5.3: Escra Controller, Resource Allocator, and Distributed Container

5.4.1 Application Deployer & Container Watcher

The Application Deployer ingests a Distributed Container configuration as a set of YAML

files (Figure 5.1, 1○) describing a set of containers, and maximum CPU and memory limits. The

maximum CPU and memory limits represent the limit on the aggregate usage of all containers in the

application (Figure 5.3, 2○). Prior to deploying the containers via Kubernetes, the Deployer sends

the global application limits to the Controller. This informs the Resource Allocator (Figure 5.1,

4○) of the total maximum usage of the containers in the deployment. Once the Deployer sends

the application limits to the Controller, the Controller is ready to accept network connections from

each container.

Initial limits are set to bootstrap containers when they first deploy but these limits will be

changed by the Controller at runtime. The Deployer initializes the CPU and memory limit of each

container to:

global cpu limit

# containers
(5.1)

global mem limit ∗ σ
# containers

(5.2)

where σ is a configurable parameter representing the percentage of the global application memory

limit to be withheld for containers that experience OOM events.

The Container Watcher integrates with Kubernetes to detect container creation. Upon de-

tection, the Watcher notifies the Agent (Figure 5.1, 5○) located on the same host as the newly
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created container.

5.4.2 Kernel Hooks

Escra uses kernel hooks to enable fine-grained telemetry and trap OOMs. After an Agent

is notified that a new container has deployed, the Agent invokes a custom syscall that carries out

three tasks, each implemented via kernel hooks (Figure 5.1, 3○). First, the syscall creates a TCP

kernel socket to message the Controller (Figure 5.1, 2○) and informs the Controller of the existence

of the container. The per-container TCP kernel socket will persist for the life of the container.

Once the Controller registers the new container, it updates the container’s CPU and memory limit

based on the global application limits and current application resource use.

Next, the syscall modifies the container’s underlying Linux CPU and memory cgroup struc-

tures to enable fine-grained telemetry and event handling. For CPU, the syscall hooks into Linux’s

Completely Fair Scheduler to extract runtime data to stream to the Controller. At the end of each

period, the hook writes the container’s cgroup quota, unused runtime (the runtime variable in the

CFS Bandwidth kernel structure), and whether the container was throttled in the last period into

a shared FIFO buffer in the kernel5 .

After the hook finishes writing data to the buffer, the runtime of the cgroup is refilled and

the next period begins. Per-container kernel threads consume statistics from the FIFO queue and

send the queued CPU statistics over UDP to the Controller. Along with the container quota and

remaining runtime, the CPU statistic message also includes a tag letting the Controller know what

container the incoming statistic refers to. The hook will report statistics once per-period for the

life of the container.

To handle OOM events, the syscall adds a kernel hook in the memory cgroup structure

(mem cgroup) for the container. If a container exceeds its memory limit, before it is killed this

kernel hook forwards the OOM event to the Controller over the existing TCP kernel socket that

5 Note that per-period unused runtime is not available in userspace and while one could interpret similar data
from the cpuacct cgroup subsystem, cpuacct was never designed for accuracy and was initially designed as a way to
showcase the capabilities of cgroups [181].
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was previously used during container initialization. If memory is available in the global application

pool, the container can increase its memory limit and continue running.

5.4.3 Controller

The Controller brings all of the system components together and coordinates their inter-

actions. Figure 5.3 shows a more detailed view of the Controller, Resource Allocator, and the

Distributed Container abstraction.

When containers register themselves with the Controller upon deployment, the Controller

creates a logical container object and adds it to a pool of the other Escra containers within the

application (Figure 5.3, 2○). The logical pool of Escra containers is used to maintain an updated

view and status (resource usage, limit, etc.) of the containers it is managing.

Once all containers are deployed and registered with the Controller, the Controller becomes

responsible for several additional tasks. The Controller is responsible for launching a periodic

memory reclamation process, handling fine-grained telemetry data from all containers, and handling

memory requests from containers under memory pressure (Figure 5.3, 1○). The Controller is also

responsible for carrying out allocation decisions made by the Resource Allocator (Figure 5.3, 4○).

The Controller is not responsible for making those CPU and memory allocation decisions.

The Controller launches a periodic reclamation loop on behalf of the Resource Allocator that

triggers each Agent to reclaim excess reserved but unused memory from each container in the cluster.

The Resource Allocator determines to what extent each container’s memory is resized. Every 5

seconds, the Controller sends a request to each Escra Agent, requesting the Agent to reduce the

memory limit of each Escra container, C(i), and send back the amount the container was resized

by ψ. This resized value is the amount of memory reclaimed from that specific container. The

reclaim process is as follows. The Agent reduces the memory limit on a container if:

C(i)l > C(i)u + δ

where C(i)l and C(i)u are the memory limit and usage of the container, respectively, and δ is
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a tunable parameter managed and set by the Resource Allocator that represents the memory

reclamation ”safe margin.” If the condition above is satisfied, the container limit is updated via:

C(i)′l ← C(i)u + δ, otherwise, the container limit is left unchanged. We empirically set the safe

margin to 50 MiB. The amount of reclaimed memory is measured as:

ψ ← C(i)l − C(i)′l

where C(i)′l is the resized container limit and ψ is the amount of reclaimed memory. Therefore,

for each container that is resized, the Agent passes back to the Controller ψ bytes of memory. The

Escra Controller forwards ψ bytes to the Resource Allocator which then adds ψ bytes of memory

into the global memory pool via: global mem limit ← global mem limit + ψ. Note that the

Controller passes all CPU telemetry data, memory requests, and reclaimed memory updates to the

Resource Allocator.

5.4.4 Resource Allocator

The Resource Allocator is the lightweight decision-making component that determines the

containers whose resources should be allocated to or reclaimed from. The Resource Allocator is

composed of three key components. First, it has a global resource pool for both CPU and memory.

For CPU and memory, it keeps track of the maximum application limit (Figure 5.3, 2○), the total

allocated resources, and the total unallocated (or available) resources (Figure 5.3, 6○). Second,

the Resource Allocator collects fine-grained CPU telemetry data from the Controller and uses a

lightweight algorithm to make decisions on whether or not to scale up or scale down individual

container CPU limits (Figure 5.3, 5○). Third, the Resource Allocator consumes out-of-memory

events sent from the Controller and, based on the globally available memory, increases the memory

limit of memory-pressured containers.

If a container is not using up to its allocated resource limit, the Resource Allocator will

trigger the Controller to take away those excess resources. However, the Allocator is designed to

quickly identify when resources need to be given back to containers and will instruct the Controller

to update container limits as needed.
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5.4.4.1 Dynamic CPU Allocation

The CPU allocation algorithm consumes CPU telemetry data sent from each container across

all nodes in order to share CPU allocations across nodes and remain under the maximum CPU limit

(Ωl). At the end of the container running period t, the Resource Allocator consumes a runtime

statistic from the Controller. The runtime statistic for a container i during period t (C(i)[t])

includes the container quota (C(i)q[t]) in ms, the amount of unused runtime (C(i)q[t]−C(i)u[t]) in

ms, and whether the container was throttled (C(i)th[t]) in the last period t.

The Resource Allocator uses two sliding windowed statistics that track (i) the excess runtime

a container has at the end of each period and (ii) if a container was throttled during the last period.

Based on these windowed statistics, the Resource Allocator determines whether a container needs

or has excess CPU runtime and updates container quotas. A container quota (or limit) during

period t is increased if C(i)th[t] = 1 and will be increased for the following period t+ 1 via:

C(i)q[t+ 1] = C(i)q[t] +

n∑
t=0

C(i)th[t]

n
∗Υ(Ωl −

λ∑
i=0

C(i)q[t])

where

n∑
t=0

C(i)th[t]

n
is the windowed statistic measuring the average number of throttles over the

last n container periods,
λ∑

i=0
C(i)q[t] is the unallocated CPU runtime for the entire application, λ

is the number of containers in the application, and Υ is a tunable parameter that affects the rate

at which a container CPU quota is scaled.

A container quota during period t is decreased if C(i)q[t]−C(i)u[t] > γ, where γ is a tunable

parameter that adjusts when container quotas should be scaled down. A container quota for period

t+ 1 is scaled down via:

C(i)q[t+ 1] = C(i)q[t]− κ

n∑
t=0

(C(i)q[t]− C(i)u[t])

n

where

n∑
t=0

(C(i)q[t]− C(i)u[t])

n
is the windowed statistic measuring the average runtime remaining

during the last n container periods, and κ is a tunable parameter that affects the rate at which
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container quotas are scaled down. We empirically found that systems with high variance in CPU

usage between periods performed better with a larger Υ and a smaller γ and κ.

5.4.4.2 Dynamic Memory Allocation

This section details the Resource Allocator algorithm for handling out-of-memory events

received from containers and ensuring the proper sharing of memory resources across an application.

The Resource Allocator determines the amount of additional memory to allocate to containers under

memory pressure and the amount of memory to reclaim from containers with unused memory.

The Resource Allocator consumes out-of-memory events that are sent from a container just

before the container is killed for exceeding its memory limit. Upon receiving an out-of-memory

event from a container C(i), the Resource Allocator checks if there is unallocated memory available

in the global resource pool. If there is no available memory (all global memory has been allocated

to containers), the Allocator tells the Controller to reclaim unused memory from other containers

in the application (described in Section 5.4.3). We implement out-of-memory events in Escra this

way to avoid killing a container for exceeding its memory limit when available memory in the

application exists.

If the Controller is able to reclaim memory from other containers in the application, the

Resource Allocator will allocate a fixed number pages of memory to C(i) by invoking the Agent

to update the memory limit of C(i). If the Allocator is unable to reclaim any memory from other

containers, C(i) is killed by the operating system (as is standard).

5.4.5 Integrating Escra With Serverless Frameworks

The fine-grained approach to resource allocation in Escra is well suited to serverless envi-

ronments due to the high degree of multitenancy in serverless systems as well as the short-lived

nature of serverless functions. Since functions have short execution times (90% execute in un-

der 1 minute [388]), coarse-grained resource management solutions are insufficient for serverless

workloads. Since Escra is fine-grained and designed for use with containers, it is compatible with



116

serverless frameworks that use containers to isolate serverless functions.

We choose OpenWhisk [16], an open-source serverless platform, as an example to illustrate

how Escra may be integrated with serverless frameworks. In our configuration, OpenWhisk is

deployed via Kubernetes and serverless functions (termed user actions) are run in pods. Each

pod is deployed as part of the Kubernetes openwhisk namespace. Treating OpenWhisk as a single

application, one can use the openwhisk namespace and invoker containerPool memory limit to

set global application memory in Escra. We modified pod affinity to ensure OpenWhisk infras-

tructure was deployed on dedicated infrastructure nodes so there would be no resource contention

between architectural components and user actions. While there is no global invoker CPU limit in

OpenWhisk, one can set memory and CPU to scale linearly, which indirectly sets a global CPU

limit. Escra does not delay container creation in OpenWhisk because the connection between a

container and the Controller does not block the container from beginning to execute. Escra already

interfaces with Kubernetes so no further modifications are needed for a minimal integration that

allows all user action pods to benefit from resource sharing and reclamation.

5.5 Implementation

Escra implementation consists of a total of 14.1k SLOC. The Controller and Resource Al-

locator are written in C++ and utilize gRPC to communicate with the Deployer, Watcher, and

Agents (all written in Go). The Deployer sits on top of Kubernetes and integrates with the Kuber-

netes deployer API via client-go [32] to deploy Escra containers. Docker is used as the underlying

container runtime. The Container Watcher integrates with the Kubernetes work-queue API and

communicates with the Agent via gRPC as well.

Escra worker nodes run a custom Linux kernel based on Linux kernel 4.20.16. The custom

kernel includes a hook in the CFS cgroup subsystem and in the memory management subsystem.

The kernel also includes a custom message structure used for CPU telemetry reporting and memory

requests to the Controller. The rest of the kernel modifications include approximately 1,500 SLOC

spread across six kernel modules that implement limit resizing and CPU telemetry.
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5.6 Evaluation

The goal of Escra is to automatically and seamlessly achieve high performance, cost-efficiency,

and isolation. As fine-grained allocation is a key capability of Escra, the first goal of our evaluation

is to show how much Escra’s highly reactive decision making process is able to improve both

performance and cost-efficiency in comparison to common practice (static allocation) and a state-of-

the-art system (Autopilot). Our second goal is to show how Escra can reduce the overall reservation

requirements for serverless applications, while maintaining application performance; this has the

potential to reduce cost for both the application owner and the infrastructure provider.

5.6.1 Experimental Setup

Experiment clusters are created using Cloudlab [221] resources consisting of a control node

and worker nodes. Along with the default Kubernetes components, the control node runs the Escra

Deployer, Watcher, Controller, and Resource Allocator. Each worker node runs an instance of the

Escra Agent.

Microservice Benchmark Applications We first evaluate Escra on a set of four microservice

applications running across three worker nodes and one control node. Each node consists of two

Intel Xeon Silver 4114 10-core 2.20 GHz CPUs, 192GB of ECC DDR4-2666 memory, and a dual-

port Intel X520-DA2 10Gb NIC. We set κ to 0.8, γ to 0.2, and Υ to 20 in the Resource Allocator

for all experiments unless otherwise stated.

The microservice applications represent a set of four interactive, real-world benchmarks:

(1) MediaMicroservice [237] (32 containers): a microservice similar to IMDB [60] where users

can search, review, rate, and add films, (2) HipsterShop [55] (11 containers): an online shopping

microservice consisting of standard browsing and purchasing of various items, (3) TrainTicket [109]

(68 containers): a microservice that simulates a train ticket booking service consisting of searching,

booking, modifying tickets, and (4) Teastore [103] (7 containers): a simulated online tea store where

users can browse and purchase hundreds of various teas.
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For each microservice experiment we load the microservice with one of four workload distri-

butions: a fixed request rate, an exponentially distributed request rate, a bursting request rate,

and an Alibaba datacenter trace [7]. The Fixed workload sends requests at a constant 400 requests

per second. The Exponential (Exp) workload sends requests in an exponential distribution with

λ = 300. The Burst workload sends a fixed 50 req/sec. with an additional 10 second exponential

burst of requests where λ = 600 every 20 seconds. Finally, the Alibaba workload is sped up by 10x

and sends requests at rates anywhere from 56-548 req/sec.

Evaluation Metrics Below is a list of metrics used in this section (derived from [377]):

• Absolute Slack: The container CPU or memory limit minus the container CPU or mem-

ory usage.

• Application Throughput: Measured in successful requests per sec.

• Application 99.9%ile Latency: Measured as the 99.9%ile end-to-end latency.

Autopilot Implementation Autopilot [377] is not open-source so we implemented a recreation

of the Autopilot ML recommender to compare against Escra. The Autopilot ML recommender is

inspired by a multi-armed bandit problem in which an agent tries to use the best set of arms to

maximize the total reward gain over time. Some parameters used in the Autopilot algorithm are

manually tuned by their engineers (wo, wu, etc.). As they did not specify what values they used

for these parameters, we tuned them to values that resulted in the best performance.

Note that Autopilot defaults to updating container limits every 5 minutes. We tested the

update period of Autopilot at 60, 30, 10, and 1 seconds and saw finer-grained update periods

achieve better performance. The throughput of HipsterShop with Autopilot at 1, 10, 30, and 60

second update periods degrades from 422 req/sec. to 382 req/sec. to 279 req/sec. to 108 req/sec.,

respectively. While we do not know how practical it is to run Autopilot at that granularity at scale,

we show comparisons against 1 second intervals as a best case for Autopilot.
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5.6.2 Performance - Cost-Efficiency Trade-off

Intuitively, there exists a resource allocation trade-off between performance and cost-efficiency.

One can allocate a large amount of resources to eliminate any possible performance penalty (mea-

sured in throughput and latency), but this leads to poor cost-efficiency (measured in terms of

slack). In contrast, one can significantly under-allocate resources and improve the cost-efficiency,

but this is at the price of reduced performance. We further examine this trade-off in the context of

both common practice (static allocation) and state-of-the-art (Autopilot), and illustrate that Es-

cra achieves better performance and cost-efficiency than each system, and that the other systems

compromised on one of the metrics.

First, we estimated the resources needed for the MediaMicroservice from the Deathstar

Benchmark [237] by profiling each container and measuring maximum CPU and memory usage. We

then ran the application in underutilized (limits set at 0.75x the profiled max), best-estimate (set

at 1.0x), and safe buffer (set at 1.5x) cases. For each case, we measure the end-to-end performance

(latency and throughput) and slack (CPU cores allocated minus cores used, and MiBs allocated

minus MiBs used). As expected, performance increased (i.e., latency decreased and throughput

increased) with more resources allocated; however, slack (resource wastage) also increased. We

find the 1.5x allocation level illustrates a sufficient buffer and use that setting for evaluating the

trade-offs in comparison to Autopilot and Escra.

For this evaluation, we deployed each microservice and used the workload generation-based

benchmarking tool wrk2 [419] with the four different workloads. Each application is evaluated

when managed by 1.5x static limits, Autopilot, and Escra. This setup allows us to measure both

latency and throughput to quantify the performance in each approach, and slack to quantify the

cost-efficiency of each approach. Figure 5.4 shows the resulting change in latency and change in

throughput between Autopilot and Escra and between static limits and Escra for all four appli-

cations and workload distributions. Table 5.1 summarizes our results and is broken down in the

subsequent sub-sections.
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App Comp.

Avg. ∆ La-
tency

Avg. ∆ Tput.
Avg. ∆ 50%
CPU Slack

Avg. ∆ 99%
CPU Slack

Avg. ∆ 50%
Mem. Slack

Avg. ∆ 99%
Mem. Slack

Static vs.
Escra

38.0% 25.4% 81.3% 74.2% 55.0% 95.9%

Autopilot vs.
Escra

36.1% 54.5% 78.3% 78.6% 26.7% 68.9%

Table 5.1: Average performance increase and average slack reduction for both CPU and memory between
static and Escra and between Autopilot and Escra. Escra improves performance, while significantly reducing
slack

5.6.3 Static Allocation vs. Escra

We first look at the change in both latency and throughput between a statically allocated ap-

plication and an application deployed with Escra. Table 5.1 show that on average, Escra decreases

latency by 38% and increases throughput by 25.4% compared to statically allocated applications.

Escra can achieve these performance numbers with an average 50%ile and 99%ile CPU slack im-

provement of 81.3% and 74.2%, respectively. Escra also decreases 50%ile and 99%ile memory slack

by 55% and 95.9%, respectively.

In an ideal world, we would not see a performance improvement from Escra over a statically

deployed application allocated 1.5 times the peak measured resource usage; the static deployment

would never experience any throttles or OOMs. However, this result is a testament to how difficult

it is for developers to set resource limits on containers [145, 360, 377, 214, 81]. Not only is it hard

to profile containers, since you never know what the workload rate is truly going to be, but also the

tools to measure resource usages (especially for CPU) tend to aggregate over seconds to minutes,

smoothing out usage spikes [28, 72, 89].

The other reason for the performance difference between Static Allocation and Escra is from

the fact that Escra can dynamically share and shift resources between containers at runtime. For

example, in a static deployment, when a container is underutilized (Cu) and another container is

getting throttled (Ct), Ct cannot use any of Cu’s resources. However, in Escra Cu is scaled down

while Ct is scaled up (without exceeding the per-application global limit). Escra’s ability to shift

resources among containers and enforce a per-application limit at runtime, enables an application

to fully utilize its allocated CPU and memory. This is a Distributed Container’s main difference to
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Figure 5.4: Change in 99.9% latency and throughput between Autopilot, the 1.5x measured peak static
allocation and Escra. Note: TrainTicket with Burst and Exp workloads experienced a throughput increase
of 134% and 324% respectively but are cut off at the top of the figure
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Figure 5.5: CPU slack CDFs comparing Escra, Autopilot, and statically deployed resources across the
MediaMicroservice, HipsterShop, TrainTicket, and Teastore microservices with various workloads

Resource Quotas [97, 95]. Resource Quotas are only enforced at container deploy time, so in the

case above, Ct cannot scale up because Cu is already deployed and the global limits were enforced

on deployment. In the case of VPA [247] (discussed in Section 5.2), the autoscaler would have to

constantly kill and restart containers as CPU usages changed.

We break down TrainTicket with Fixed and Teastore with Alibaba experiments in the fol-
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Figure 5.6: Memory slack CDFs comparing Escra, Autopilot, and statically deployed resources across the
MediaMicroservice, HipsterShop, TrainTicket, and Teastore microservices with various workloads. The x-
axis is log scale

lowing paragraphs to help illustrate the ability of Escra to achieve both high performance and cost

efficiency.

TrainTicket with Fixed Workload Figure 5.4 shows that TrainTicket with Fixed performs

slightly worse with Escra than with static allocation, seeing a 5.5% decrease in throughout. Exam-

ining the slack in Figures 5.5a and 5.6a, 50% of the time, the static allocation has over 2.5 cores

of CPU slack and 256MiB of memory slack. In contrast, Escra has a 50% CPU slack of 0.14 cores

(a 17.9x improvement) and memory slack of 49MiB. This experiment shows the trade-off the static

deployment makes, sacrificing significant cost-efficiency for a slight performance increase.

Teastore with Alibaba Workload Escra improves latency and throughput of Teastore by 25.7%

and 51.6%, respectively. Figures 5.5b and 5.6b show while Escra is able to increase performance,

it can do so while reducing 50%ile and 99%ile CPU slack by over 81% and 74% respectively, while

also significantly reducing memory slack.
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5.6.4 Autopilot vs. Escra

Autopilot aims to reduce slack without sacrificing performance using ML. However, Table 5.1

shows on average, Escra decreases latency by 36.1% and increases throughput by 54.5% compared

to Autopilot. Table 5.1 also shows Escra’s average 50%ile and 99%ile CPU slack improvement over

Autopilot is 78.3% and 78.6%, respectively. Escra also decreases 50%ile and 99%ile memory slack

by 26.7% and 68.9%, respectively. We further examine the results of two of these experiments

below to determine how Escra can achieve both high performance and high cost efficiency.

HipsterShop with Exp Workload In a few cases, Autopilot gets some performance improve-

ments over Escra since it trades for performance gains at the cost of slack. Autopilot increases

the throughput of HipsterShop compared to Escra by 3.16%. However, Figures 5.5c and 5.6c show

Autopilot over allocates resources, with the median slack greater than 1.43 cores and 20% of al-

locations over 2.38 cores. For Escra, the median slack is 0.12 cores (an 11.6x decrease) with an

80%ile CPU slack of 0.35 cores.

MediaMicroservice with Burst Workload Figure 5.4 shows Autopilot degrades MediaMi-

croservice with Burst throughput and increases its latency. This indicates that Autopilot fails to

quickly react to rapid and significant changes in CPU workloads and memory usages, resulting in

low slack but higher latency and lower throughput. For the same application and workload, Escra

is able to not only increase latency and throughput performance by 16.6% and 84.3%, but also

able to reduce slack over Autopilot. Escra has a 99%ile slack less than 66% of a core and a 99%ile

memory slack of 46MiB.

5.6.5 Takeaways

Table 5.1, Figure 5.4, and the four cases above show Escra rarely performs worse than static

allocation and Autopilot, but when it does, the performance degradation is small and the slack

savings are significant. When Escra outperforms the static allocation and Autopilot, Escra does so

with significantly reduced slack, proving that Escra is able to achieve both high performance and
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high cost efficiency. One of the key reasons for the high performance Escra is that Escra is able to

greatly reduce OOMs. In all 32 experiments, Escra experienced zero OOMs, while Autopilot had

up to 8 OOMs in a single experiment.

5.6.6 Serverless

This section shows how Escra integrates with OpenWhisk [16] by benchmarking two appli-

cations: ImageProcess and GridSearch. We run ImageProcess with one control node, three worker

nodes, and two nodes reserved for serverless infrastructure (i.e., OpenWhisk and and a data store).

The GridSearch application runs with one additional worker node. Each node is composed of

two Xeon E5-2650v2 8-core 2.6 Ghz CPUs, 64GB of DDR-3 memory, and a dual-port Intel X520

10Gb NIC. For both applications OpenWhisk is configured to create each user action pod with 1

vCPU for CPU request and limit, and 256 MiB of memory. We set κ to 0.8 and γ to 0.2 for both

applications and Υ to 35 for ImageProcess and 20 for GridSearch in the Resource Allocator.

Serverless Benchmark Applications ImageProcess is a single-function application inspired by

the image processing application in [445]. The function reads an image from a database, processes

image metadata, creates a thumbnail, and writes the thumbnail to the database. Our workload

is simple: an ImageProcess request is sent every 0.8 seconds over 10 minutes. We perform four

iterations of the experiment for a total of 3k invocations for each test case. At the beginning of

each experiment, we ensure there are no ImageProcess pods running (to ensure initial cold starts).

GridSearch is a traditional approach for tuning hyperparameters in classifiers. This batch-like

application [58] uses ˜115 serverless function pods to classify an Amazon product review dataset

using scikit-learn [98] and tunes the classifier hyperparameters using the GridSearch algorithm.

Each function is charged with completing tasks until all 960 tasks are completed. GridSearch uses

the Lithops framework [77] for orchestration. We set the Lithops serverless backend to OpenWhisk

and the Lithop storage backed to Redis.

The reason Υ is set to different values for GridSearch verses ImageProcess is due to the

differences in workload characteristics. In GridSearch, each user action is relatively long-lived as
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each action is a worker that will complete as many tasks as possible. Thus, it was performant to

give Υ for GridSearch the same value used for microservices. In ImageProcess, a user action is

a short-lived request. As such, container reuse is common and containers may experience periods

of idleness between user actions. Increasing Υ allows containers to more quickly be granted the

resources they need as they are created and as they transition from idle (unused) to used (running

a user action).

Evaluation Metrics Below are the metrics used in the evaluation of the serverless benchmarks:

• Aggregate Limits: Since it is common in serverless systems to bill based on total usage, and

serverless providers have a strong incentive to pack as many functions as possible per server,

instead of CPU/memory usage per pod we focus on the aggregate of container CPU and memory

limits.

• Application Latency: Measured in end-to-end latency per request (ImageProcess) or job (Grid-

Search)

5.6.7 OpenWhisk vs. Escra + OpenWhisk

Performance We first consider ImageProcess performance for OpenWhisk alone and OpenWhisk

+ Escra. Figure 5.7a shows that, up to the 80th%ile, OpenWhisk + Escra sees modest performance

gains over OpenWhisk alone while the overall 99th%ile latency remains similar for both. The

average invocation latency with OpenWhisk + Escra is 1.99 seconds as opposed to 2.12 seconds

with OpenWhisk alone. Unlike other applications tested with Escra, ImageProcess requires Escra to

handle a variable number of pods as the number of application pods at the start of each benchmark

iteration is zero. The similarity in tail latency between OpenWhisk alone and OpenWhisk + Escra

indicates that Escra is capable of supporting the dynamic scale-up of application pods needed in

serverless environments.

To obtain a CDF of GridSearch application latency, we ran GridSearch on: (1) OpenWhisk

alone, (2) OpenWhisk + Escra with the same amount of resources allocated as in the OpenWhisk

alone experiment, and (3) OpenWhisk + Escra with 80% of the application resource limits al-
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Figure 5.7: Serverless latency CDFs

located compared to OpenWhisk alone. We ran the application 50 times for each configuration.

Interestingly, we observe the same average latency (∼300 seconds) when we run GridSearch by

allocating equal resources to OpenWhisk and Escra + OpenWhisk (cases 1 and 2) and only 1%

higher average (303 seconds) for case 3, showing Escra can allocate fewer resources to an app and

maintain similar performance. As is indicated in Figure 5.7b, Escra + OpenWhisk outperforms

OpenWhisk alone at 99%ile and has lower tail latency.

Efficiency Figure 5.8 shows aggregate CPU and memory limits for OpenWhisk and OpenWhisk

+ Escra for ImageProcess. On average, OpenWhisk + Escra sets the limit at 7 vCPU whereas

OpenWhisk static allocation results in a limit of 12 vCPU, resulting in a savings of approximately

5 vCPU for identical workloads. For memory, the difference in the limit averages around 1550 MiB.

According to Figure 5.9, OpenWhisk allocates 113 vCPUs for GridSearch on average. On

the other hand, Escra + OpenWhisk was able to reduce the vCPU allocation to 53 vCPUs. For

memory, on average, OpenWhisk sets the application aggregate limit to 29087 MiB while Escra +

OpenWhisk is able to run the same GridSearch application with an application limit of 22264 MiB.

On average, Escra + OpenWhisk saves 60 vCPUs and roughly 7 GiB of memory space.
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Figure 5.8: Aggregate memory and CPU limits averaged per second over four test iterations for ImageProcess.
We highlight the difference (savings) between OpenWhisk limits and OpenWhisk + Escra limits with the
savings graphs.
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Figure 5.9: Aggregate memory and CPU limits over 5 minutes of running GridSearch. We highlight the
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5.6.8 Takeaways

As shown in the ImageProcess and GridSearch benchmarks, Escra only minimally effects

function latency while providing significant resource savings on static CPU/memory limits. In

sum, Escra increased efficiency while maintaining performance. ImageProcess in particular shows

that Escra is able to handle a dynamic and rapid increase in number of application pods. The

GridSearch results showcases how Escra can help running batch-like, data intensive, long-running

applications with fewer resources but without increasing latency.

5.6.9 Escra MicroBenchmarks and Overheads

Why a 100ms Report Period? Escra uses a 100ms CPU telemetry report frequency for two

main reasons. First, 100ms complements the default Linux CFS period. Second, we measured the

99% end-to-end latency performance across various report frequencies every 50ms from 50ms to

200ms. Collecting CPU statistics at the end of every period (100ms) and reporting them directly

to the controller resulted in the lowest application latency.

Escra Network Overhead Escra sends usage statistics over UDP to the Controller and the

Controller launches RPC calls to the Agent process to update container limits. The peak network

overhead measured for 32 containers is 12.06 Mbps. Since the majority of the bandwidth usage

comes from the per-container CPU telemetry, we expect the network overhead to scale linearly

with the number of containers managed. An investigation into how Escra scales as containers

are geographically farther away from the Controller and Resource Allocator (increasing network

latency) is left to future work.

Escra CPU Overhead The largest CPU consumers in Escra are the Controller, Resource Alloca-

tor, and the kernel threads running on each worker node reporting telemetry data. The Controller

consumes the most CPU out of the three since the the memory reclamation process relies on the

cAdvisor API [28], consuming up to 85% of a core. Replacing the cAdvisor functionality with

memory limit/usage system calls would greatly reduce the memory reclamation overhead. Without
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cAdvisor, the Controller and Resource Allocator together use 5.7% of a core with 68 containers. For

a cloud-scale analysis, we assume a separate Escra Controller and Resource Allocator that manage

each application. Escra Controllers and Allocators are able to manage 1,192 containers per core.

Assuming 20 cores per node, a collection of Escra Controllers and Allocators can manage up to

23,859 containers per node. Note, as more containers are registered with the Controller, the mean

time between subsequent container stats increases sublinearly.

5.7 Discussion and Future Work

This section discusses how Escra affects cloud ecosystems and describes some directions for

future work.

Multi-tenant Building a fully-fledged cluster management system that takes advantage of Escra

remains future work. The contribution of this chapter is that fine-grained, event-driven resource

allocation is possible and performs well. While Escra can effectively reduce slack and increase

performance, it remains an open question in how such benefits translate to a large-scale, complex,

multi-tenant system.

Serverless Our initial implementation of OpenWhisk + Escra is naive in several ways: (1) all

containers are treated as the same application; the framework would need to modify this to deploy

pods in per-tenant namespaces, and (2) the OpenWhisk invoker remains unaware of the actual

CPU and Memory limits being used; it would need to be modified to ingest current usage and

limits from Escra. We leave these to future work.

Billing and Accounting Beyond the efficiency benefits of using Escra in serverless systems, the

Distributed Container abstraction may further be useful for billing and accounting in serverless

systems [142, 333]. Many commercial frameworks set global limits on serverless applications by

setting an invocation limit (i.e., the maximum number of concurrently running functions). With

the Distributed Container abstraction, it would be possible to instead limit based on maximum

memory or CPU usage. The study of limits and billing using Distributed Containers in serverless
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systems is a subject of future work.

Integrated Scheduler Fine-grained container scaling begs the question: do we need

fine-grained container scheduling? Escra looks to improve bin-packing capability on a sub-second

time-scale by reducing per-container slack. Would a fine-grained scheduler, that quickly schedules

and deploys containers, be able to take advantage of periods with lower utilization and bin-pack

containers more efficiently? If we could integrate Escra with a scheduler, we could improve bin

packing by predicting future container usage on a node and scheduling new deployments if the

node is predicted to be underutilized in the future.

This chapter illustrates how current orchestration systems fail to achieve both high per-

formance and cost efficient container deployments, typically trading performance (throughput, la-

tency) for cost-efficiency (slack) or vice versa. We motivate the need for a fine-grained and seamless

container scaling orchestrator and propose a solution: Escra. Escra uses kernel hooks to generate

both fine-grained telemetry and OOM handling events that allow a logically-centralized Escra Con-

troller to allocate resources within 100s of milliseconds. Escra’s scaling algorithm can be customized

based on a developer’s application requirements, putting the developer in control over the optimiza-

tion of their container’s scaling decisions. With our scaling algorithm, Escra minimizes CPU slack

by over 10x compared to our implementation of Autopilot. Escra also reduces application limits in

serverless frameworks, saving more than 2x the CPU and memory resources over a standard server-

less deployment. Escra’s comparison to static approaches, Autopilot, and OpenWhisk deployments

indicates fine-grained container scaling finds the balance between performance and efficiency while

maintaining isolation. Escra is open-sourced at https://github.com/gregcusack/Escra.

5.8 Conclusion

The demand for cloud computing capacity is continuing to rise. As the number of busi-

nesses migrating to the cloud increases, the need for application specific security, performance,

and efficiency optimizations is greater than ever. Developers need access to application specific

security tools, efficient and scalable network monitoring systems, and dynamic, fine-grained CPU

https://github.com/gregcusack/Escra
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and memory allocation schemes. Unfortunately, the tools exposed to developers by cloud providers

to manage and control an application are rigid and inflexible. This cloud level rigidity prevents

developers from optimizing their applications’ security, performance, and efficiency. As a result, we

set out with the following goal: create and then expose a flexible underlying platform to developers

that allows them to optimize their specific applications’ security, performance, and efficiency. Fine

grained control enables developers to control the underlying compute systems themselves, so that

they can build systems that benefit their specific applications.

In this dissertation, we identified the shortcomings and rigidity of the underlying hardware

and software systems that control and manage secure hardware, network monitoring, and compute

resources. We then built new, programmable platforms that enabled developers to design and

build application-specific secure hardware features, network monitoring applications, and compute

resource allocation mechanisms. Application specific tools that enable fine-grained control over the

underlying compute infrastructure will continue to be a necessity as developers look to squeeze the

strongest security and highest performance and efficiency out of their applications.
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