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#### Abstract

Let $\phi(x)=x^{d}+c$ be an integral polynomial of degree at least 2 , and consider the sequence $\left(\phi^{n}(0)\right)_{n=0}^{\infty}$, which is the orbit of 0 under iteration by $\phi$. Let $D_{d, c}$ denote the set of positive integers $n$ for which $n \mid \phi^{n}(0)$. We give a characterization of $D_{d, c}$ in terms of a directed graph and describe a number of its properties, including its cardinality and the primes contained therein. In particular, we study the question of which primes $p$ have the property that the orbit of 0 is a single $p$-cycle modulo $p$. We show that the set of such primes is finite when $d$ is even, and conjecture that it is infinite when $d$ is odd.
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## 1. Introduction

A dynamical sequence is the orbit $\alpha, \phi(\alpha), \phi^{2}(\alpha), \ldots$ of some $\alpha$ in a ring $R$ under iteration of a map $\phi: R \rightarrow R$. In arithmetic dynamics, one often

[^0]takes $\phi$ to be a rational map defined over a number field and $\alpha$ to be an algebraic number. Such dynamical sequences have many properties in common with their more well-known cousins: recurrence sequences and algebraic divisibility sequences arising from algebraic groups, such as Lucas sequences and elliptic divisibility sequences. In particular, all such sequences $a_{n}$ are divisibility sequences, i.e., whenever $n \mid m$, then $a_{n} \mid a_{m}$.

The study of the primes appearing in such sequences has a centuries-long history dating back at least to Fermat's study of primes of the form $2^{2^{n}}+1$, which is a dynamical sequence with $\alpha=3$ and $\phi(x)=(x-1)^{2}+1$. The primes appearing in a dynamical sequence encode information about the dynamical system in residue fields. For example, taking $R=\mathbb{Z}$, if $p \mid \phi^{n}(0)$, then 0 has period dividing $n$ in the dynamical system $\phi: \mathbb{Z} / p \mathbb{Z} \rightarrow \mathbb{Z} / p \mathbb{Z}$. (The period of 0 is the smallest positive integer $k$ for which $\phi^{k}(0)=0$.) In particular, $p \mid \phi^{p}(0)$ if and only if the dynamical system given by $\phi$ on $\mathbb{Z} / p \mathbb{Z}$ consists of a single orbit of size 1 or $p$. Silverman studied the statistics of orbit sizes for rational maps modulo a varying prime $p$ [27] (see also [8]).

In this paper, we restrict ourselves to the study of the maps

$$
\phi(x)=x^{d}+c \in \mathbb{Z}[x]
$$

where $d \geq 2$. The orbit structure for $x^{2}+c$ is of particular interest for primality testing, integer factorization and pseudo-random number generation $[6,20,22]$. Silverman collected some numerical data on quadratic maps $x^{2}+c[27]$, while Peinado, Montoya, Muñoz and Yuste give explicit upper bounds for the cycle sizes of $x^{2}+c$ in a finite field [21]; more explicit structure is known for the exceptional maps $x^{2}$ and $x^{2}-2$ [33]. Jones [18] found that the natural density of primes dividing at least one nonzero term of a dynamical sequence is zero for four infinite families of quadratic functions, including $\phi(x)=x^{2}+c$, where $c \in \mathbb{Z}$ and $c \neq 1$. Hamblen, Jones, and Madhu [13] later generalized the results to $\phi(x)=x^{d}+c$ (see also [5]). In other words, the primes $p$ for which 0 is periodic (instead of pre-periodic) are of density zero. These results imply that the primes $p$ for which the dynamical system consists of a single $p$-cycle modulo $p$ are of density zero.

Let $S_{d, c}$ be the set of primes $p$ such that the dynamical system

$$
\phi: \mathbb{Z} / p \mathbb{Z} \rightarrow \mathbb{Z} / p \mathbb{Z}
$$

consists of a single $p$-cycle. We show the following.
Theorem 1.1. Let $\phi(x)=x^{d}+c$, where $c, d \in \mathbb{Z}$ and $d \geq 2$. Then whenever $d$ is even and $c$ is odd, $S_{d, c}=\{2\}$; while if $d$ is even and $c$ is even, then $S_{d, c}=\emptyset$.

Based on numerical data and heuristics, we conjecture that there are infinitely many such primes otherwise.

Conjecture 1.2. $S_{d, c}$ is infinite whenever $d$ is odd.

Using an analysis of the cycle structure of the permutation $x \mapsto x^{d}$ on $\mathbb{Z} / p \mathbb{Z}$, we are able to somewhat restrict the set $S_{d, c}$ as follows.

Theorem 1.3. If $d \equiv 3(\bmod 4)$, and $p \equiv 1(\bmod 4)$ is prime, then $p \notin$ $S_{d, c}$.

For example, when $d$ is an odd power of 3 , we conclude that $S_{d, c}$ contains only primes congruent to $11(\bmod 12)$ (Corollary 4.4).

A related question arises naturally by reversing the roles of $p$ and $c$ : fix $p$ and ask which maps $\phi_{c}$ in some varying family such as $\phi_{c}=x^{d}+c$ have a single $p$-cycle modulo $p$. Hutz and Towsley consider a generalization of this question for the families $x^{d}+c[15]$; see [25, Section 6.1] for an overview of the setting. We touch on this problem in Sections 5 and 6.

Theorem 1.1 is a consequence of our study of index divisibility in dynamical sequences. The question of index divisibility for a sequence $\left(a_{n}\right)_{n=0}^{\infty}$ seeks to characterize those integers $n \geq 1$ such that $n \mid a_{n}$. It has a substantial history for Fibonacci and Lucas sequences $[3,14,17,24,30,31,32,34]$, and has also been studied for elliptic divisibility sequences [12, 29] and general linear recurrences [2]. As another example, composite integers $n$ for which $n \mid a^{n}-a$ are called pseudoprimes to the base $a$.

Throughout, let $\phi(x)=x^{d}+c \in \mathbb{Z}[x]$ where $d \geq 2$, let $\left(W_{n}\right)$ denote the orbit of 0 under $\phi$, i.e., $W_{n}=\phi^{n}(0)$, and define
$D_{d, c}:=\left\{n \in \mathbb{Z}: n \geq 1, n \mid W_{n}\right\}, \quad$ and $\quad P_{d, c}:=\left\{p \in D_{d, c}: p\right.$ is prime $\}$.
We show that except in a few restricted cases, $D_{d, c}$ is infinite.
Theorem 1.4. The set $D_{d, c}$ is finite if and only if either
(1) $d$ is even and $c=1$, or
(2) $d=2$ and $c=-2$.

Moreover, if $D_{d, c}$ is finite, then $D_{d, c}=\{1,2\}$.
In the spirit of Smyth and of Silverman and Stange [29, 30], we represent $D_{d, c}$ by a directed graph that connects each element to its minimal multiples. To construct this index divisibility graph $G$, initially let 1 be in the vertex set $G_{V}$, then add vertices and edges to $G$ iteratively according to the following rules.

Let $v_{p}(x)$ denote the $p$-adic valuation of an integer $x$. For each $n \in G_{V}$, adjoin the vertex $n p$ and the directed edge $(n, n p)$ if
(1) $p$ is a prime satisfying $v_{p}\left(\phi^{n}(0)\right)>v_{p}(n)$ (edge of type 1 ), or
(2) $p \in P_{d, c}$ satisfies $v_{p}(n)=0$ (edge of type 2 ).

We prove Theorem 1.4 via a characterization of $D_{d, c}$ and $P_{d, c}$ in terms of this graph.

Theorem 1.5. Let $\phi(x)=x^{d}+c$, where $c, d \in \mathbb{Z}$ and $d \geq 2$. Let $G$ be the index divisibility graph corresponding to $\phi$, and let $G_{V}$ be the vertex set of $G$. Then $G_{V}=D_{d, c}$.

As for $P_{d, c}$, we obtain a partial characterization.
Theorem 1.6. Let $\phi(x)=x^{d}+c$, where $c, d \in \mathbb{Z}$ and $d \geq 2$. Then $P_{d, c}$ satisfies the following.
(1) $2 \in P_{d, c}$.
(2) Every divisor of $c$ is an element of $D_{d, c}$. In particular, if $p$ is prime and $p \mid c$, then $p \in P_{d, c}$.
(3) If $p$ is prime and $d \equiv 1(\bmod p-1)$, then $p \in P_{d, c}$.

If $d$ is even, then we are able to fully characterize $P_{d, c}$.
Theorem 1.7. If $d$ is even, then

$$
P_{d, c}=\{2\} \cup\{p \text { prime }: p \mid c\} .
$$

Theorem 1.1 is an immediate consequence.
Two main tools we use in our investigation are the notions of a rigid divisibility sequence and of a primitive prime divisor.

An integer sequence $\left(a_{n}\right)$ is a rigid divisibility sequence if for every prime $p$ the following two properties hold:
(1) if $v_{p}\left(a_{n}\right)>0$, then $v_{p}\left(a_{n k}\right)=v_{p}\left(a_{n}\right)$ for all $k \geq 1$, and
(2) if $v_{p}\left(a_{n}\right)>0$ and $v_{p}\left(a_{m}\right)>0$, then $v_{p}\left(a_{n}\right)=v_{p}\left(a_{m}\right)=v_{p}\left(a_{\operatorname{gcd}(m, n)}\right)$.

In particular, rigid divisibility sequences are divisibility sequences.
Rice [23] showed that for any polynomial $\phi \in \mathbb{Z}[x]$ of degree $d \geq 2$ where 0 is a wandering point (i.e., of infinite orbit), the integer sequence $\left(\phi^{n}(0)\right)$ is a rigid divisibility sequence if and only if the coefficient of the linear term of $\phi$ is zero. In particular, this means that the orbit of zero under $\phi(x)=x^{d}+c$, where $c, d \in \mathbb{Z}$ and $d \geq 2$, is a rigid divisibility sequence.

Given a sequence $\left(a_{n}\right)$ of integers, the term $a_{n}$ contains a primitive prime divisor if there exists a prime $p$ such that $p \mid a_{n}$, but $p \nmid a_{i}$ for all $0<i<n$. The study of primitive prime divisors dates back to Bang and Zsigmondy, who showed that every term of the sequence $\left(a^{n}-b^{n}\right)$, where $a, b \in \mathbb{Z}$ and $\operatorname{gcd}(a, b)=1$, has a primitive prime divisor [4,35]. Carmichael's Theorem asserts that the same is true for the Fibonacci numbers beyond the 12th term [7]. The Zsigmondy set is the set of terms not having a primitive prime divisor; for the Fibonacci numbers, it is $\{1,2,6,12\}$. Similarly, Silverman has shown that elliptic divisibility sequences have finite Zsigmondy sets [28].

Turning to dynamical sequences, Rice [23] showed that if $\phi(x) \in \mathbb{Z}[x]$ is a monic polynomial of degree $d \geq 2$, and $\left(\phi^{n}(0)\right)$ is an unbounded rigid divisibility sequence, then all but finitely many terms contain a primitive prime divisor. Ingram and Silverman [16] generalized the results to rational functions over number fields (see also [10, 11]). Doerksen and Haensch [9] extended upon this by finding explicit upper bounds on the Zsigmondy set for certain polynomial maps.

The following examples illustrate our results.


Figure 1. A portion of the index divisibility graph for $\phi(x)=x^{2}+3$. The circled vertices are elements of $P_{2,3}$, and edges are labeled by their type.

Example 1.8. Suppose $\phi(x)=x^{2}+3$. Then the orbit of 0 is

$$
0,3,12,147,21612,467078547, \ldots
$$

Here,

$$
D_{2,3}=\{1,2,3,4,6,12,21,42, \ldots\} \quad \text { and } \quad P_{2,3}=\{2,3\}
$$

by Theorems 1.6 and 1.7. The index divisibility graph is shown in Figure 1.
Notice in Figure 1 that all type 2 edges are also type 1 edges. However, this is not always the case, as shown in Figure 2.
Example 1.9. Suppose $\phi(x)=x^{3}+4$. Then the orbit of 0 is:

$$
0,4,68,314436, \ldots
$$

The index divisibility graph is illustrated in Figures 2 and 3.
In Section 2, we study index divisibility and prove Theorems 1.1, 1.5, 1.6, and 1.7.

In Section 3, we prove Theorem 1.4.
In Section 4, we study $P_{d, c}$ and its subset $S_{d, c}$ in the case where $d$ is odd, and prove Theorem 1.3.

In Section 5 , we ask the question, for a fixed $n$, of which pairs $(d, c)$ satisfy $n \in D_{d, c}$.

Finally, in Section 6, as a computational experiment, we find all pairs $(p, c)$, where $0<c<p / 2$ and $p \leq 37619$, for which $p$ is in $S_{3, c}$ (see Figure 4). We combine this data with heuristics to support Conjecture 1.2.
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Figure 2. A portion of the index divisibility graph for $\phi(x)=x^{3}+4$. The circled vertices are elements of $P_{3,4}$, and edges are labeled by their type.


Figure 3. A graphical representation of a portion of $D_{3,4}$. Here $p_{1}=17, p_{2}=5$, and $p_{3}=26203$. To avoid clutter, not every edge between the vertices shown here is depicted.
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## 2. Index divisibility

For the remainder of the paper, we maintain the notation presented in the introduction, namely $\phi(x)=x^{d}+c$ is an integral polynomial of degree at least $2, W_{n}=\phi^{n}(0), D_{d, c}=\left\{n \in \mathbb{Z}: n \geq 1, n \mid W_{n}\right\}$, and $P_{d, c}$ is the set of primes in $D_{d, c}$.

Before proceeding to the proofs, we identify two significant properties of $D_{d, c}$.

Lemma 2.1. Suppose $n \in D_{d, c}$ and let $p$ be the smallest prime divisor of $n$. Then $p \in D_{d, c}$.

Proof. Let $n \in D_{d, c}$, and write $n=p m$, where $p$ is the smallest prime factor of $n$. Then $p \mid W_{n}$ as $p \mid n$ and $n \mid W_{n}$. In particular, 0 is periodic modulo $p$, so letting $b$ denote the period of 0 , it follows that $0<b \leq p, p \mid W_{b}$, and $b \mid n$. However, since $p$ is the smallest factor of $n$ greater than 1 , either $b=1$ or $b=p$. If $b=p$, then $p \mid W_{p}$ as desired. Otherwise, if $b=1$, then $p \mid W_{1}$, and hence $p \mid W_{p}$ since $W_{1} \mid W_{p}$.

Lemma 2.2. If $a, b \in D_{d, c}$ are relatively prime, then $a b \in D_{d, c}$.
Proof. Let $a$ and $b$ be relatively prime numbers in $D_{d, c}$. Since $\left(W_{n}\right)$ is a rigid divisibility sequence, we have that $a \mid a b$ implies $W_{a} \mid W_{a b}$, and $b \mid a b$ implies $W_{b} \mid W_{a b}$. Then because $a\left|W_{a}, a\right| W_{a b}$. Similarly, because $b \mid W_{b}$, we have $b \mid W_{a b}$. Since $a$ and $b$ are relatively prime, $a b \mid W_{a b}$, and so $a b \in D_{d, c}$.

Proof of Theorem 1.5. First we show $G_{V} \subseteq D_{d, c}$. To begin, we have $1 \mid W_{1}$, and so $1 \in D_{d, c}$.

Next we show that if $n \in D_{d, c}$ and $(n, n p) \in G_{E}$ (the edge set of $G$ ), then $n p \in D_{d, c}$. We examine edges of type 1. Suppose there exist $n \in D_{d, c}$ and a prime $p$ such that $v_{p}\left(W_{n}\right)>v_{p}(n)$. Since $n \mid W_{n}$ and $v_{p}\left(W_{n}\right)>v_{p}(n)$, we see that $n p \mid W_{n}$. Then since $\left(W_{n}\right)$ is a rigid divisibility sequence, $n \mid n p$ implies $W_{n} \mid W_{n p}$. Thus $n p \mid W_{n p}$, and so $n p \in D_{d, c}$.

For edges of type 2, if $p \in P_{d, c}$ and $p \nmid n$, then $n p \in D_{d, c}$ by Lemma 2.2. Thus we have shown that $G_{V} \subseteq D_{d, c}$.

We now proceed to show $D_{d, c} \subseteq G_{V}$. Suppose $n \in D_{d, c}$. To prove that $n \in G_{V}$, we show that $G$ contains a path from 1 to $n$. If $n=1$, there is nothing to show, so let $n=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{k}^{\alpha_{k}}$ be the prime factorization of $n$, where $p_{1}<p_{2}<p_{3}<\cdots<p_{k}$. From Lemma 2.1, we know that $p_{1} \in D_{d, c}$, hence $\left(1, p_{1}\right)$ is an edge of type 2 in $G$.

Now suppose $1 \leq i \leq k$ and $m$ is the largest divisor of $n$ supported on primes $p_{j}$, where $j<i$. If $p_{i} \in P_{d, c}$, then ( $m, m p_{i}$ ) is an edge of type 2 . For the case $p_{i} \notin P_{d, c}$, we note the following.
(1) If 0 is periodic modulo $\ell$ for some integer $\ell$, and $\ell^{\prime} \mid \ell$, then 0 is periodic modulo $\ell^{\prime}$. Moreover, the period of 0 modulo $\ell^{\prime}$ divides the period of 0 modulo $\ell$.
(2) Since $n \mid W_{n}$, we have 0 is periodic modulo $n$. Moreover, the period of 0 modulo $n$ is a divisor of $n$.
From these observations, we see that 0 is periodic modulo $p_{i}$, and the period of 0 is a divisor of $n$. Therefore if $p_{i} \notin P_{d, c}$, then the period of 0 modulo $p_{i}$ is a divisor of $n$ that is strictly less than $p_{i}$. In particular, the period of 0 modulo $p_{i}$ divides $m$, and hence $p_{i} \mid W_{m}$. Thus $v_{p_{i}}\left(W_{m}\right)>v_{p_{i}}(m)$, and so ( $m, m p_{i}$ ) is an edge of type 1 .

We have now established that $m p_{i} \in D_{d, c}$, and hence $p_{i}\left|W_{m p_{i}}\right| W_{m p_{i}^{t}}$ for each $1 \leq t<\alpha_{i}$. By rigid divisibility,

$$
v_{p_{i}}\left(W_{m p_{i}^{t}}\right)=v_{p_{i}}\left(W_{n}\right) \geq \alpha_{i}>t=v_{p_{i}}\left(m p_{i}^{t}\right)
$$

Therefore, we also have an edge of type 1: $\left(m p_{i}^{t}, m p_{i}^{t+1}\right)$. All told, we have the following path of directed edges in $G$ from 1 to $n$ :

$$
\begin{aligned}
& 1 \xrightarrow{2} p_{1} \xrightarrow{1} p_{1}^{2} \xrightarrow{1} \cdots \xrightarrow{1} p_{1}^{\alpha_{1}} \\
& \xrightarrow{\text { orr2 }} p_{1}^{\alpha_{1}} p_{2} \xrightarrow{1} p_{1}^{\alpha_{1}} p_{2}^{2} \xrightarrow{1} \cdots \stackrel{1}{\rightarrow} p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \\
& \xrightarrow{\text { oor2 }} \cdots \\
& \xrightarrow{\text { oor2 }} p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{k} \xrightarrow{1} p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{k}^{2} \xrightarrow{1} \cdots \xrightarrow{1} p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{k}^{\alpha_{k}}=n .
\end{aligned}
$$

Thus, $D_{d, c} \subseteq G_{V}$.
Proof of Theorem 1.6. First, $W_{2}=c^{d}+c=c^{d-1}(c+1)$. It follows that $2 \mid W_{2}$, and thus $2 \in P_{d, c}$. Second, $W_{1}=c$, and therefore $c \mid W_{n}$ for all $n$ since $\left(W_{n}\right)$ is a divisibility sequence.

For the third property, we show that if $p$ is prime, then $p \in P_{d, c}$ if $d \equiv 1$ $(\bmod p-1)$. Let $d=(p-1) k+1$, where $k \in \mathbb{Z}$. We have

$$
\phi(x)=x^{d}+c=x^{(p-1) k+1}+c \equiv x+c \quad(\bmod p),
$$

so $\phi^{p}(x) \equiv x+p c \equiv x(\bmod p)$. In particular, this means that $W_{p}=\phi^{p}(0) \equiv$ $0(\bmod p)$, so $p \in P_{d, c}$.

Proof of Theorem 1.7. Let $d$ be even. We show that if $p$ is an odd prime, then $p \in P_{d, c}$ only if $p \mid c$.

Suppose that $p \in P_{d, c}$. Then $p \mid W_{p}$, and the period of 0 modulo $p$ is a divisor of $p$. If the period of 0 is 1 , then $p \mid W_{1}=c$. Otherwise if the period of 0 is $p$, then 0 has a unique preimage modulo $p$. In particular, $\sqrt[d]{-c} \equiv-\sqrt[d]{-c}$ $(\bmod p)$. Therefore $\sqrt[d]{-c} \equiv 0(\bmod p)$, so $c \equiv 0(\bmod p)$.

In conjunction with Theorem 1.6, Theorem 1.7 provides a full characterization for $P_{d, c}$ when $d$ is even. In particular, we can now prove Theorem 1.1.

Proof of Theorem 1.1. For $c$ odd, the orbit of 0 has period 2. For $c$ even, the orbit of 0 has period 1 . When $p \mid c$, the orbit of 0 has period 1 .

## 3. Cardinality of $D_{d, c}$

In this section, we prove Theorem 1.4, which identifies all pairs $(d, c)$ for which $D_{d, c}$ is finite. First, we note some simple infinite cases where $D_{d, c}$ is explicit.

## Lemma 3.1.

(1) For all $d, D_{d, 0}$ is the set of positive integers.
(2) If $d$ is even, then $D_{d,-1}$ is the set of even positive integers.

Proof. If $c=0$, then $W_{n}=0$ for all $n$. When $c=-1$, then

$$
W_{n}= \begin{cases}0 & \text { if } n \text { is even } \\ -1 & \text { if } n \text { is odd. }\end{cases}
$$

In both cases, the result is immediate.
We now provide a simple yet sufficient condition for $D_{d, c}$ to be infinite.
Lemma 3.2. If there exists $n \in D_{d, c}$ such that $n \geq 3$, then $D_{d, c}$ is infinite.
Proof. Suppose that $n \in D_{d, c}$ for some $n \geq 3$. From [9], $W_{n}$ contains a primitive prime divisor $p$. Therefore, 0 is periodic modulo $p$, with some period $r \leq p$. Therefore $p \mid W_{r}$, and primitivity then ensures that $n \leq r \leq p$. Hence either $p=n$, or $p$ and $n$ are coprime. If the latter holds, then, by Theorem 1.5, there is an edge of type 2: $(n, n p)$. This implies that $n$ is not the largest element of $D_{d, c}$. Therefore it suffices to consider the case $p=n$.

First, suppose that $d$ is even and $p=n$. Then, by Theorem 1.7, we have $p \mid c$, so that $p \mid W_{n}$ for all $n$. This contradicts primitivity, so $d$ must be odd.

Therefore, suppose that $d$ is odd and $p=n$. In this case, write $W_{p}=p m$ for some integer $m$. If $|m|>1$, then for each prime divisor $q$ of $m$, the index divisibility graph contains the edge ( $p, p q$ ), hence $p$ is not the largest element of $D_{d, c}$.

Thus we are left considering the case $d$ is odd, $p=n$, and $W_{p} \in\{0, \pm p\}$. However, we claim that this is not possible, by the growth of $W_{n}$. For, since $d$ is odd, the signs of $W_{n}, W_{n}^{d}$, and $c$ are all the same by induction. This implies that $\left|W_{n+1}\right|=\left|W_{n}^{d}+c\right|=\left|W_{n}^{d}\right|+|c| \geq\left|W_{n}\right|^{d}$. In particular, since $\left|W_{2}\right| \geq 2$, we have $\left|W_{n}\right|>2^{d^{n-2}}$. (Here we use that $|c| \geq 1$. The case $c=0$ is covered by Lemma 3.1.) This rules out $\left|W_{p}\right| \leq p$ for any $p \geq 3$.

Consequently, $D_{d, c}$ is infinite in most cases.
Proof of Theorem 1.4. By Theorem 1.6, $c \in D_{d, c}$, hence it follows from Lemma 3.2 that $D_{d, c}$ is infinite whenever $|c| \geq 3$. Similarly, if $d$ is odd, then $3 \in P_{d, c}$ by Theorem 1.6, and again $D_{d, c}$ is infinite.

For the remainder of the proof, assume that $d$ is even. The cases $c=0$ and $c=-1$ are handled by Lemma 3.1, leaving only the cases $c=1$ and $c=-2$ to consider.

Suppose $c=1$. In this case $W_{1}=1$ and $W_{2}=2$, and by Theorem 1.7, we have $P_{d, 1}=\{2\}$. Following the construction of the index divisibility graph, we have a single edge of type 2 emanating from the vertex 1 (the edge $(1,2)$ ), and there are no edges emanating from the vertex 2 . Thus $D_{d, 1}=\{1,2\}$.

Suppose $c=-2$. If $d=2$, then $W_{1}=-2$ and $W_{2}=2$. Similar to the previous case, the index divisibility graph only contains a single edge - the edge (1,2) -and hence $D_{2,-2}=\{1,2\}$.

Otherwise suppose $d \geq 4$. Then $W_{2}=(-2)^{d}-2=-2\left((-2)^{d-1}+1\right)$, where $\left|(-2)^{d-1}+1\right|>1$ and is odd. Hence $W_{2}$ has an odd prime divisor $p$, and therefore $(2,2 p)$ is an edge of type 1 in the index divisibility graph. Since $2 p \in D_{d,-2}$, it follows that $D_{d,-2}$ is infinite.

## 4. $\boldsymbol{S}_{\boldsymbol{d}, \mathrm{c}}$ and $\boldsymbol{p}$-cycles modulo $\boldsymbol{p}$

In Theorem 1.6, we give a description of the set $P_{d, c}$. In the case that $d$ is even, Theorem 1.7 concludes that Theorem 1.6 completely determines $P_{d, c}$. However, when $d$ is odd, the conditions in Theorem 1.6 are insufficient to completely describe the set. This insufficiency is illustrated in Example 1.9 where we see that $11 \in P_{3,4}$, yet 11 does not satisfy any of the conditions in Theorem 1.6.

Suppose then that $p \in P_{d, c}$ where both $p$ and $d$ are odd. As we have previously noted, if $p \in P_{d, c}$, then the period of 0 in $\mathbb{Z} / p \mathbb{Z}$ is a divisor of $p$. If that period is 1 , then $p \mid c$, which Theorem 1.6 already accounts for. Therefore, the primes that are the exceptions are the odd primes for which 0 has period $p$ modulo $p$. In other words, the primes of interest are the odd primes $p$ for which $x^{d}+c$ induces a single cycle of size $p$ in $\mathbb{Z} / p \mathbb{Z}$.

It is well known that $\pi(x)=x^{d}$ is a permutation of $\mathbb{Z} / p \mathbb{Z}$ if and only if $\operatorname{gcd}(d, p-1)=1$. Hence under the same conditions, it follows that $x^{d}+c$ is a permutation of $\mathbb{Z} / p \mathbb{Z}$. In particular, we have $\phi=\tau^{c} \circ \pi($ over $\mathbb{Z} / p \mathbb{Z})$, where $\tau(x)=x+1$. Since every $p$-cycle is an even permutation, we see that $\phi$ is a $p$-cycle only if $\pi$ is an even permutation. Equivalently, if $\pi$ is an odd permutation of $\mathbb{Z} / p \mathbb{Z}$, then $p \notin P_{d, c}$.

We now use this observation to prove Theorem 1.3. For the remainder of this section, let $\operatorname{ord}_{n} m$ denote the order of $m$ in $(\mathbb{Z} / n \mathbb{Z})^{*}$.

In order to understand the sign of $\pi$ as a permutation, we consider its cycle structure, which is given thusly.
Lemma 4.1. Suppose $\pi(x)=x^{d}$ is a permutation of $\mathbb{Z} / p \mathbb{Z}$. Then $\pi$ has a cycle of length $m$ if and only if there exists a divisor $k$ of $p-1$ such that $\operatorname{ord}_{k} d=m$. Moreover, the number of cycles $N_{m}$ of length $m$ satisfies

$$
m N_{m}=\sum_{i \mid m, i<m} i N_{i} .
$$

Proof. See Lidl and Mullen [19, Theorem 1], as well as Ahmad [1, Theorem 1] for a more general statement.

In particular, letting $\varphi$ denote the Euler totient function, the theory of cyclic groups gives the following cycle structure.

Lemma 4.2. Let $p$ be prime, and suppose $\operatorname{gcd}(d, p-1) \neq 1$. Then $x \mapsto x^{d}$ is a permutation of $\mathbb{Z} / p \mathbb{Z}$ with the following cycle structure:
(1) 0 is fixed, and
(2) for each divisor $k$ of $p-1$, there are $\varphi(k)$ elements of $(\mathbb{Z} / p \mathbb{Z})^{*}$ of order $\operatorname{ord}_{k} d$, i.e., the permutation contains $\varphi(k) /\left(\operatorname{ord}_{k} d\right)$ cycles of length $\operatorname{ord}_{k} d$ for each divisor $k$ of $p-1$.

The following Lemma will also prove useful.
Lemma 4.3. Let $d$ be an odd integer, let $\mu=v_{2}(d-1)$, and let $\nu=$ $v_{2}\left(d^{2}-1\right)-1$ (i.e., $\nu=\max \left\{v_{2}(d-1), v_{2}(d+1)\right\}$ ). Then

$$
\operatorname{ord}_{2^{k}} d= \begin{cases}1 & 0 \leq k \leq \mu \\ 2 & \mu<k \leq \nu \\ 2^{k-\nu} & \nu<k\end{cases}
$$

Proof. If $v_{2}(d-1) \geq k$, then $d \equiv 1\left(\bmod 2^{k}\right)$, hence $\operatorname{ord}_{2^{k}} d=1$. If $v_{2}(d+1) \geq k>1$, then $d \equiv-1\left(\bmod 2^{k}\right)$, hence $\operatorname{ord}_{2^{k}}=2$. Otherwise $v_{2}\left(d^{2 j}-1\right)=\nu+j$, and it follows that $2^{k-\nu}$ is the order of $d$.

Proof of Theorem 1.3. Let $p$ be a prime where $p \equiv 1(\bmod 4)$. We will show that $\pi(x)=x^{d}$ is an odd permutation of $\mathbb{Z} / p \mathbb{Z}$ if and only if $d \equiv 3$ $(\bmod 4)$, which by the discussion at the start of this section is sufficient to prove the theorem. Moreover, we assume that $\operatorname{gcd}(d, p-1)=1$, as this is both necessary and sufficient for $\pi$ to be a permutation.

The cycle type of $\pi$ is given in Lemma 4.2. Let $N_{k}=\varphi(k) /\left(\operatorname{ord}_{k} d\right)$ be the number of cycles of length $\operatorname{ord}_{k} d$ in $\pi$. Since a $k$-cycle is the product of $k-1$ transpositions, we see that $\pi$ may be written as a product of the following number of transpositions:

$$
\begin{aligned}
\sum_{k \mid p-1} N_{k}\left(\left(\operatorname{ord}_{k} d\right)-1\right) & =\sum_{k \mid p-1} \varphi(k)-\sum_{k \mid p-1} N_{k} \\
& =p-1-\sum_{k \mid p-1} N_{k} .
\end{aligned}
$$

It now suffices to determine when $\sum_{k \mid p-1} N_{k}$ is odd.
To count the cycles, write $p-1=2^{\lambda} \omega$, where $\omega$ is odd. Then

$$
\sum_{k \mid p-1} N_{k}=\sum_{\delta \mid \omega} \sum_{0 \leq i \leq \lambda} N_{2^{i} \delta} .
$$

Consider first the sum over $\delta>1$; we will show that this is even. Using the same notation as in Lemma 4.3, let $\mu=v_{2}(d-1)$ and $\nu=v_{2}\left(d^{2}-1\right)-1$.

Then for each $\delta$, we have

$$
\sum_{0 \leq i \leq \lambda} N_{2^{i} \delta}=N_{\delta}+N_{2 \delta}+\sum_{2 \leq i \leq \mu} \frac{\varphi\left(2^{i} \delta\right)}{\operatorname{ord}_{2^{i} \delta} d}+\sum_{\mu<i \leq \nu} \frac{\varphi\left(2^{i} \delta\right)}{\operatorname{ord}_{2^{i} \delta} d}+\sum_{\nu<i \leq \lambda} \frac{\varphi\left(2^{i} \delta\right)}{\operatorname{ord}_{2^{i} \delta} d} .
$$

Note that $N_{\delta}+N_{2 \delta}=2 N_{\delta}$ since

$$
N_{2 \delta}=\frac{\varphi(2 \delta)}{\operatorname{lcm}\left(\operatorname{ord}_{2} d, \operatorname{ord}_{\delta} d\right)}=\frac{\varphi(\delta)}{\operatorname{ord}_{\delta} d}=N_{\delta} .
$$

Next, $\operatorname{ord}_{2^{i} \delta} d=\operatorname{lcm}\left(\operatorname{ord}_{2^{i}} d, \operatorname{ord}_{\delta} d\right)$ by the Chinese remainder theorem. Moreover, $\operatorname{ord}_{\delta} d \mid \varphi(\delta)$ because $\varphi(\delta)=\#(\mathbb{Z} / \delta \mathbb{Z})^{*}$, and $\operatorname{ord}_{\delta} d$ is the order of $d$ in $(\mathbb{Z} / \delta \mathbb{Z})^{*}$. Hence

$$
\sum_{2 \leq i \leq \mu} \frac{\varphi\left(2^{i} \delta\right)}{\operatorname{ord}_{2^{i} \delta} d}=\sum_{2 \leq i \leq \mu} \frac{2^{i-1} \varphi(\delta)}{\operatorname{ord}_{\delta} d} \equiv 0 \quad(\bmod 2) .
$$

Now since $i \geq 2$,

$$
\sum_{\mu<i \leq \nu} \frac{\varphi\left(2^{i} \delta\right)}{\operatorname{ord}_{2^{i} \delta} d}=\sum_{\mu<i \leq \nu} \frac{2^{i-1} \varphi(\delta)}{\operatorname{lcm}\left(2, \operatorname{ord}_{\delta} d\right)} \equiv 0 \quad(\bmod 2),
$$

and similarly,

$$
\sum_{\nu<i \leq \lambda} \frac{\varphi\left(2^{i} \delta\right)}{\operatorname{ord}_{2^{i} \delta} d}=\sum_{\nu<i \leq \lambda} \frac{2^{i-1} \varphi(\delta)}{\operatorname{lcm}\left(2^{k-\nu}, \operatorname{ord}_{\delta} d\right)} \equiv 0 \quad(\bmod 2)
$$

We conclude that the portion of the sum where $\delta>1$ is even.
We are left to consider the contribution from $\delta=1$. Here,

$$
\begin{aligned}
\sum_{0 \leq i \leq \lambda} N_{2^{i}} & =\sum_{0 \leq i \leq \lambda} \frac{\varphi\left(2^{i}\right)}{\operatorname{ord}_{2^{i} d}} \\
& =2+\sum_{2 \leq i \leq \lambda} \frac{2^{i-1}}{\operatorname{ord}_{2^{i} d}} \\
& \equiv\left\{\begin{array}{lll}
1 & (\bmod 2) & \text { if } v_{2}(d-1)=1 \\
0 & (\bmod 2) & \text { otherwise. }
\end{array}\right.
\end{aligned}
$$

Therefore, $\pi$ is odd if and only if $d \equiv 3(\bmod 4)$, concluding the proof.
Corollary 4.4. If $p \in P_{3^{k}, c}$ and $k$ is odd, then either $p=2, p \mid c$, or $p \equiv 11$ $(\bmod 12)$.
Proof. The cases $p=2$ and $p \mid c$ are due to Theorem 1.6. Otherwise, if $p \in P_{3^{k}, c}, k$ is odd, and $p \nmid c$, then $x^{3^{k}}+c$ is a cyclic permutation of $\mathbb{Z} / p \mathbb{Z}$, and hence $p \not \equiv 1(\bmod 3)$. Finally, $p \not \equiv 5(\bmod 12)$ by Theorem 1.3.

As evidenced in Example 1.9, primes $p \in P_{3^{k}, c}$ with $p \equiv 11(\bmod 12)$ do exist.

## 5. Fixed $\boldsymbol{n}$ and variable $\boldsymbol{c}, \boldsymbol{d}$

In this section, we investigate $D_{d, c}$ from a different perspective: for a fixed $n \in \mathbb{Z}$, in which $D_{d, c}$ does $n$ appear? Let $H_{n}=\left\{(d, c): n \in D_{d, c}\right\}$.
Proposition 5.1. For any integers $d, c \in \mathbb{Z}$, where $d \geq 2$, we have the following.
(1) If $n \mid c$, then $(d, c) \in H_{n}$.
(2) If $d \equiv 1(\bmod n-1)$ and $n$ is prime, then $(d, c) \in H_{n}$.
(3) If $\left(d, c_{0}\right) \in H_{n}$, then $(d, c) \in H_{n}$ whenever $c \equiv c_{0}(\bmod n)$. Additionally, if $d$ is odd, then $(d,-c) \in H_{n}$ whenever $(d, c) \in H_{n}$.
Proof. The first two properties are immediate from Theorem 1.6. For the third, set $\phi_{c}(x)=x^{d}+c$. If $c \equiv c_{0}(\bmod n)$, then $\phi_{c}$ and $\phi_{c_{0}}$ are identical over $\mathbb{Z} / n \mathbb{Z}$. Hence $(d, c) \in H_{n}$ if and only if $\left(d, c_{0}\right) \in H_{n}$. Moreover, if $d$ is odd, then $\phi_{-c}(x)=-\phi_{c}(-x)$. Thus if $\phi_{c}^{n}(0) \equiv 0(\bmod n)$, then $\phi_{-c}^{n}(0) \equiv 0$ $(\bmod n)$.

Finally, we have a result regarding the powers of $d$ when $d$ is prime.
Theorem 5.2. If $d$ is prime, there exist $d$-adic integers $a_{1}, a_{2}, \ldots, a_{d-1}$, where $a_{1} \equiv 1(\bmod d), a_{2} \equiv 2(\bmod d), \ldots, a_{d-1} \equiv d-1(\bmod d)$, such that if $c \equiv 0, a_{1}, a_{2}, \ldots, a_{d-1}\left(\bmod d^{n}\right)$, then $(d, c) \in H_{d^{n}}$.

Proof. Let $d$ be prime. From Theorem 1.6, we have $d \in D_{d, c}$ for all $c \in \mathbb{Z}$. In particular, $W_{d} \equiv 0(\bmod d)$ for $c \equiv 0,1, \ldots, d-1(\bmod d)$. Considering $W_{d}$ as a function in $c\left(\right.$ e.g. $\left.W_{d}(c)=\left(\phi^{d-1}(0)\right)^{d}+c\right)$, we see that $\frac{d}{d c} W_{d}(c) \equiv 1$ $(\bmod d)$. Thus by Hensel's Lemma, each value modulo $d$ lifts to a unique $d$ adic solution. Namely, if $a_{0}, a_{1}, a_{2}, \ldots, a_{d-1} \in \mathbb{Z}_{d}$ are these lifts (where $a_{i} \equiv i$ $(\bmod d))$ and $c \equiv a_{i}\left(\bmod d^{n}\right)$ for one of these $a_{i}$, then $W_{d}(c) \equiv 0\left(\bmod d^{n}\right)$. It now follows from rigid divisibility that if $d^{n} \mid W_{d}$, then $d^{n} \mid W_{d^{n}}$. It is straightforward to verify that $a_{0}=0$.

## 6. Heuristics and Experiment for the infinitude of $\boldsymbol{S}_{d, c}$

In this section, we consider some data and heuristics to support Conjecture 1.2, that $S_{d, c}$ is infinite, particularly in the case that $d=3$.

We will find it helpful to generalize the question by allowing both $p$ and $c$ to vary: we begin by considering the pairs $(p, c)$ such that $p \in S_{3, c}$. In Figure 4, we plot all pairs $(p, c) \in[3,37619] \times[1, p / 2]$ for which $p \in S_{3, c}$. When $d$ is odd, if $p \in S_{d, c}$, then $p \in S_{d, c^{\prime}}$ for any $c^{\prime} \equiv \pm c(\bmod p)$ (Proposition 5.1), hence the restriction to the interval $[1, p / 2]$. In Corollary 4.4, we observed that for $k$ odd, if $p \in P_{3^{k}, c}$, then $p=2, p \mid c$ or else $p \equiv 11$ $(\bmod 12)$. Therefore only primes $p \equiv 11(\bmod 12)$ may appear in this data.

The data indicates that these pairs occur somewhat frequently and that the pairs ( $p, c / p$ ) seem to be distributed randomly in the rectangle

$$
[1,37619] \times[0,0.5]
$$



Figure 4. The graph on the top shows a scatterplot of pairs $(p, c)$ such that $p \leq 37619$ is prime and $p \in S_{3, c}$. Below, the same scatterplot is scaled so that the pairs are of the form $(p, c / p)$. There are a total of 906 data points. There are 3986 primes $\leq 37619$, of which 1000 are $11(\bmod 12)$.

Based on this observation, it seems reasonable to hypothesize that, at least for data in this range (i.e., $p \geq 2|c|$ ), the pair $(p, c)$ is a Bernoulli random variable that occurs with a probability that is independent of $c$. Based on the existence of 906 data points for 1000 potential primes (i.e., those $11(\bmod 12)$ and $\leq 37619)$, we will also hypothesize the following: that, for a given prime $p \equiv 11(\bmod 12)$, there are on average 0.906 values of
$1 \leq c \leq(p-1) / 2$ for which $p \in S_{3, c}$. Under these suppositions, we are led to the following heuristic assumption.

Hypothesis 6.1. For any fixed $c$ the probability that a prime $p \geq 2|c|$ satisfies $p \in S_{3, c}$ is $0.906 \cdot 2 /(p-1)$.

For small primes (those with $p<2|c|$ ), we make no assumption on the behaviour. We remark, for example, that $p=2,3$ and $p=c$ have special behaviour, and otherwise the occurrence of $(p, c)$ is determined by the occurrence of $(p, \pm c \bmod p)$ by Proposition 5.1.

Under this hypothesis, we may compute the expected number of pairs $(p, c)$ in the data set for any given $c$. Namely, the expectation for the number of data points for any fixed $c$ is

$$
E_{X}(c)=\sum_{\substack{p \in[2|c|, X] \\ p \equiv 11 \bmod 12}} \frac{1.812}{p-1} .
$$

In particular, $E_{X}(c) \rightarrow \infty$ as $X \rightarrow \infty$, which is the statement of Conjecture 1.2.

To test Hypothesis 6.1, the theoretical quantity $E_{X}(c)$ is compared to the actual count for our data ( $X=37619$ ) in Figure 5. The closeness of fit verifies that Hypothesis 6.1 is at least plausible, and gives some credence to Conjecture 1.2.

We make one more numerical experiment to verify the validity of Hypothesis 6.1. If it is indeed the case that all 906 pairs $(p, c)$ are uniformly assigned to primes $p \equiv 11(\bmod 12)$, then a standard computation reveals that the expected number of primes which do not receive a pair is $\approx 403$. Therefore, we should expect approximately $60 \%$ of the primes $p \equiv 11(\bmod 12)$ to have a corresponding $c$ such that $p \in P_{3, c}$. In Figure 6, we see that, indeed, for approximately $60 \%$ of $11(\bmod 12)$ primes, there exists a $c$ for which $p \in P_{3, c}$.

We finish this section with a brief discussion of a relationship to certain polynomials arising in the study of portraits for post-critically finite polynomials. We will observe that, fixing $p$, the number of $1 \leq c \leq p-1$ for which $p \in S_{3, c}$ is the number of non-zero roots of a certain polynomial, as follows. Given a family of maps $\phi_{c}$ (for us, $\phi_{c}(x)=x^{3}+c$ ), write $\Psi_{n, 0}(c) \in \mathbb{Z}[c]$ for the polynomial whose roots are those $c$ for which 0 has period $n$, i.e.,

$$
\Psi_{n, 0}(c)=\phi_{c}^{n}(0) .
$$

(In the case that $\phi_{c}(x)=x^{2}+c$, these are sometimes called Gleason polynomials.) Then define $\Phi_{n, 0}(c)$ so that

$$
\Psi_{n, 0}=\prod_{d \mid n} \Phi_{d, 0} .
$$

In particular, $\Phi_{n, 0}$ has as roots those $c$ such that 0 has formal period $n$ under the map $x^{3}+c$. (Our polynomials $\Psi_{n, 0}(c)$ are specializations at $z=0$


Figure 5. The data in Figure 4 is collected by $c$ value in bins of size six. For each $k \in \mathbb{N}$, the value of the blue graph on the interval $[6(k-1), 6 k)$ is the number of pairs $(p, c)$ in the data for which $6(k-1) \leq c<6 k$. At each point $x$, the green line is the average of the blue function over the interval $(x-60, x+60)$. The red line is the theoretical expectation under the assumption that the data is random, i.e., it is the graph of $E_{37619}(x)$.
of the two-variable polynomial $\Psi_{n, z}(c) \in \mathbb{Z}[z, c]$, which is called the $n$-th dynatomic polynomial. Dynatomic curves are obtained by considering such polynomials; here we are taking the slice $z=0$, allowing $c$ to vary. For more on these standard definitions, see [26, Section 4.1-2].)

With this setup, for a fixed $p$, the number of $1 \leq c \leq p-1$ for which $p \in S_{3, c}$ is equal to the number of non-zero roots of $\Phi_{p, 0}(c)$ modulo $p$. This raises an interesting general question.
Question 6.2. As the integer $n$ and prime $p$ vary, what is the splitting behaviour of $\Phi_{n, 0}(c)$ modulo $p$ ?

These polynomials fall into a more general family of polynomials whose roots include the values of $c$ for which 0 has a given finite portrait (i.e., a given preperiodic length, following by a given period). As 0 is the only critical point for $x^{d}+c$, the study of these polynomials is the study of $\phi_{c, d}$ which are post-critically finite; for example, in the case that 0 is strictly


Figure 6. Let $T(X)=\{p \leq X: p$ prime, $p \equiv 11(\bmod 12)\}$ and $U(X)=\left\{p \in T(X): p \in P_{3, c}\right.$ for some $\left.c\right\}$. The plot shows the ratio $\# U / \# T$ for $X \leq 37619$.
pre-periodic, the value $c$ is called a Misiurewicz point. It is known that for $x^{d}+c$, the points $c$ where 0 has a given portrait are the roots of a polynomial in $\mathbb{Z}[c]$, all of whose roots are simple [15, Theorem 1.1]. It is unknown if these polynomials are irreducible, or what their Galois groups are.
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