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A common-path heterodyne interferometer for surface profiling
in microelectronic fabrication
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(Received 8 June 2000; accepted for publication 26 February)2001

We describe the design of a common-path heterodyne laser interferometer for the surface profiling
of micron-sized photopatterned features during the microelectronic fabrication process. The
common-path design of the interferometer’s reference and measurement arms effectively removes
any path length difference in the measurement which can be attributed to the movement of the target
surface. It is shown that repeated surface profiling during the ion milling process allows the
difference in etch rates between the photoresist layer and the exposed portions of the underlying
substrate layer to be monitored online. A prototype apparatus has been assembled and results
demonstrating the usefulness of the device are reported. The surface profiles of both a
photopatterned nickel—iron trench and an unmasked aluminum trench are measured and compared
to those obtained using a stylus-based scanning profiler and an atomic force microscd@01 ©
American Institute of Physics[DOI: 10.1063/1.1367353

I. INTRODUCTION faces interfere. The interference causes a sinusoidal pattern

The physical etching of patterned wafers through ionin the reflectance signal, the period of which corresponds to
bombardment is a crucial step in the fabrication of many2 thickness change in the top layer equal to one half of a
microelectronic devices. Patterns are transferred to the wafé¥avelength in the materiei
surface using photolithography techniques such that the re-
sulting photoresist layer physically protects desired portions Ad=—, (1)
of the wafer surface from the ion beam during milling. State 2n
of the art techniques for monitoring ion milling etch depth  whereAd is the change in thickness,is the wavelength of
situ are inadequate, making the online identification of pro-the light employed, and is the refractive index of the ex-
cess faults a difficult if not impossible task. Most ion milling posed material layer. When visible light is employed, this
processes therefore produce an unacceptably high percentagehnique exhibits a resolution on the order of 200 nm which
of nonconforming parts which frequently cause the failure ofis not adequate for monitoring most ion milling applications.
the fabricated device. To meet the current demands of thEurthermore, the resolution declines sharply when the wafer
microelectronic industry and the continued trends towardsnaterials are highly absorbent at the wavelength of the laser,
smaller, more intricate surface features, a device capable @fhich at visible wavelengths is the case for many materials
monitoringin situ etch depth in homogeneous material layerscommon to the microelectronics industry.
with a resolution on the order of 1 nm is needed. It is possible, however, to make use of the fact that in ion

Currently, online etch depth monitoring is largely lim- milling processes, in contrast to wet etching processes where
ited to end point detectors, most of which are based on seghe photoresist is chemically resistant to the etching medium,
ondary ion mass spectromet(@IMS) techniques=™ These  both the photoresist layer and the exposed portions of the
SIMS-based end point detectors, which monitor the compowafer surface are etched. The etch rates of the two materials
sition of sputtered atoms, are useful for determining wherare based on the physical properties of each material layer
boundaries between material layers have been reached dwind are in general significantly different. We have shown
ing the milling of multilayer surfaces. However, SIMS-basedelsewhere that knowledge of the difference in these etch
techniques are inherently incapable of determining absoluteates during the milling process provides information that is
etch depth in homogeneous material layers. adequate for making optimal state estimations in the pres-

In addition, several researchers have reported on the ustce of system disturbancEsA fundamental model of the
of laser reflectometry for thén situ monitoring of etch ion milling process, which requires precise knowledge of the
depth®%In laser reflectometry the reflected light from the initial wafer surface contours, has also been described
top and underlying material layers of multilayer wafer sur-elsewheré? Optimal estimations of the process states used
in conjunction with the process model can be used to accu-

aAuthor to whom correspondence should be addressed; electronic mair.atel){ predictin situ e_tCh de_pth and thereby precisely regu-
fred.ramirez@colorado.edu late final etch depth in the ion milling process.
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oD LiLe projected to a common polarization state, resulting in beam
., O ¢ b =i C. Beam C is sent to a photodetector.
3 c b E Qye We can describe the electric fields of the two coherent
RASTREN | y Target coaxial beams as follows:
: B —H !
==ty = .
? Isolor BS [ K H 13 \_ | Ei=Assin(wit+ ¢q), (2
: L L4
Frequency Lp o LI E2: A2 COS th + ¢2)1 (3)
Counter M M
VB """" 55 @) PD whereA; andA, are the amplitudesy; and w, the angular
; | frequencies, andp, and ¢, the phases of the two beams,
[PCh respectively. In heterodyne detection the intensity at the pho-

. + 2 . _
FIG. 1. Schematic diagram of the common-path heterodyne interferomete;[:OdeteCtor varies a8| Ey E2| ’ Wheren is the photodetec

(PD) photodetector(QWP) quarter wave platelLP) linear polarizer(8S)  tOf responsivity. The output current thus contains a hetero-

beam splitter(PBS polarizing beam splitter;PC) personal computer. dyne cross termyE4E} in addition to the two dc currents
7|E4|? and 7|E,|2. That is,
We propose and demonstrate the use of a common-path = 7B+ Exl2= n(|Eq|2+|E,|2+ 2E,E2). @

heterodyne laser interferometer to provide the initial surface
profiles of photopatterned wafer features required by the profhe ac signal-bearing portion of the intensity is therefore
cess model as well da situ measurements of trench height

*
required by the optimal state estimation system. Several reLac” E1E ®
searchers have described the use of heterodyne scanning in- osin(w,t+ ¢;)coq wot+ ¢») (6)
terferometers for measuring absolute distance and surface
profiles with resolutions on the order of 1 rfi}’ The use- o 38IN w1t — wot + b1 — ) + 3SIN( w1t + wot + Py + b)),
fulness of common-path beam design for removing path (7

length changes due to vibration of the target surface has also  The phase terms of E¢7) cancel since the path lengths
been discussetf. The common-path design is crucial to the of the two concentric beams are equal. Furthermore, the pho-
application at hand since wafers are typically rotated in theodetector is unable to detect the high frequency of the sec-

azimuth plane during milling which results in vibration of ond term of Eq(7), so that the output from the photodetector
the wafer surface. Repeated surface profiling during the mill(signal AA in Fig. 2 can be expressed as

ing process will provide for thén situ monitoring of the _
difference in etch rates between the photoresist and the ex- AAsIn (01— wy)t]. ®

posed portion of the wafer surface. _ Signal AA, which exhibits the heterodyne split frequency of
The remainder of this article reviews the applicable] g MHz, is sent through a 1.6—3.0 MHz bandpass filter and
theory and details the design of a prototype apparatus fof, 5 Hewlett PackardSanta Clara, CAmodel HP-53132A
monitoring etch rates in the ion milling process. Testing Offrequency counter as the reference for phase detection.
the apparatus, which consisted of profiling both photopat-  The transmitted portion of beam B is sent to a polarizing
terned and unmasked surface features of a wafer mounted @am splitter cube, which splits the coaxial heterodyne beam
a translational stage, has been completed and the results gs€nto the reference and measurement arms of the modified
reported herein. It is demonstrated that the device is able tichelson interferometer, beams D and H, respectively. Ref-
repeatedly provide accurate surface profiles with a resolutiogrence beam D, which is linearypolarized, passes through
on the order of 1 nm while minimizing noise due to sampley converging lengL1, focal length=30 cm, diameter2.5

vibration. cm) and a diverging lens(L2, focal lengtk=—10 cm,
diameter2.5 cm resulting in beam E, which is reduced to a
Il. THEORY beam radius ofwy=200um. Three mirrors facilitate the

beam steering of beam D/E to the target surface. Beam E

passes through a quarter-wave plate, reflects off of the target
A detailed schematic of the common-path heterodynesurface, and passes back through the quarter-wave plate re-

interferometer is depicted in Fig. 1. The device utilizes asulting in beam F which is linearlp polarized. Beam F

Hewlett-PackardSanta Clara, CAmodel HP-5500 hetero- travels back through the telescope assembly resulting in

dyne HeNe laser head, which provides two coaxial, 632.&eam G, which is of the original beam radiwg=2 mm and

nm wavelength beams with radii @fy=2 mm (beam A. linearly p polarized such that it is transmitted through the

The coaxial beams are orthogonally linearly polarized andgolarizing beam splitter cube.

exhibit a nominal Zeeman split optical frequency difference  The measurement beam H, which is linegylgolarized,

of 1.8 MHz. The coaxial beams pass through a Faraday isgpasses through a converging lets3, focal length=4 cm,

lator, which consists of a half-wave plate and a Faraday rodiameter=2.5cm where it is focused to a spot size o

tation device, to minimize feedback to the laser. =4 um. A second lens assembliz4) performs a 1:1 imag-
Beam B then travels to a beam splitter. The reflectedng of the 4 um spot, resulting in beam I. This second lens

portion of beam B passes through a linear polarizer orientedssembly ((4) is comprised of two achromat lenséscal

at 45° such that the orthogonally polarized coaxial beams arlength=40cm, diameter7.5cn) in order to reduce the

A. Interferometer design
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Again, the photodetector is unable to detect the high fre-

quency of the second term of E¢L3), so that the output
el [jj'\ from the photodetector, signal BB in Fig. 1, can be given as
LI Tz Photoresist Layer _
a7 E/ BBocsin (et~ Omeadt + (hrer— Pmead |- (14

Note that the phase due to target vibratipgis not present

in the detector output. The validity of the ordering of terms

in Eq. (14) has been verified by heterodyning the measure-

ment and reference beams with an external He—Ne laser

FIG. 2. Enlarged depiction of the interferometer beam design, showing meaSOUrce. That is, it has been verified that™> oneas

surement beam 1/J in close proximity to reference beam E/F. Signal BB is sent through a 1.6—-3.0 MHz band pass

filter and a 20 dB amplifier to the frequency counter where

effects of spherical aberration at the focal point on the wafthe phase_ of signal AA with respect to signal BB is mea-
. ) . . sured. This measured phasgg, is sent to a personal com-

surface. The large focal length is required in practice to en: .

able the beam to be sent into the ion milling vacuum cham-pUter for analysis.

ber via an appropriate view port. Beam | travels through the

guarter-wave plate, reflects off of the target surface, and trav-

els back through the quarter-wave plate resulting in beam B. Phase analysis

which is linearly s polarized. Beam J travels back through

the imaging system resulting in beam K, which is of the

original beam diametexy=2 mm and is linearlys polarized

<—Substrate Layer

The measured phas¢,, is indicative of the distance
traveled by the measurement beam during the scanning of
. - ) the wafer surface with respect to the surface, averaged over
such that it is reflected by the polarizing beam splitter Cubelts roughness, within the diameter of the reference beam. The

Sunface profiles are ob_talned by mounting the wafer on Rurface profile is reconstructed by monitoring this phase as
translational stage which is controlled by a personal com:

ter to allow the raster aning of m rement b mtpe laser scans across the wafer surface.
puter to allo € raster scanning of measurement beam | g phases of signal BB at two discrete surface positions
and reference beam E across the wafer surface. The design js

NS andx, are as follows:
such that the measurement beam | and reference beam E are 2

in close proximity to each other, spaced approximateB d)BB,xl: ¢ref,x1_¢measxl1 (15
mm apart(Fig. 2). The close proximity of the interferometer
arms facilitates the removal of path length difference due to  P8B,x,= Prefx, ™ Pmeasx,: (16)

target vibration from the measurement. During the scan, ref, ssuming that the surface roughness of the relatively smooth
erence beam E remains focused on the relatively smooth sué‘- 9 9 y

sgbstrate layer is sufficiently small and random such that the
strate layer and therefore does not see the photopatterne : .
surface features. path length of the reference arm remains relatively un-

Beams G and K are coaxial and orthogonally IinearIyChanged during the raster scan, we can write
polarized upon leaving the polarizing beam splitter cube. A ggg= ®BB.x, ™ PBB.x, = Pmeasy, ~ Pmeasx,- (17)
This orthogonal polarization present in beam L is mixed us-
ing a linear polarizer oriented at 45°. The mixed beam M is ~ The measured phask, is the phase of signal AA with
sent to a second photodetector. The electric fields of the cd&spect to signal BB so that the change in measured phase
axial beams that comprise beam M can be described as fokan be expressed as

lows: Apm=—Adge= ¢measx2_ ¢measxl- (18)

Erer=Aret SiN(@reft + o+ frer), @ Note that the change in measured phase is independent of
Emeas AmeasCOS Wmeat T Po+ Pmead s (100  both the average surface roughness and any path length dif-
where ¢ is the phase associated with target vibration. Hereference associated with v_|brat|on of the wafer S“Fface- .
In general, the magnitude of the surface height differ-

¢t 1S the return phase of the reference beam, averaged over ) .
the surface roughness explored within the beam’s diametegzg?wt;ewgezgaﬁ)o'r:tshl ﬁannd )t(ﬁslso?etggcfnde::u:g#zvni ;-rrllr? at
Similarly ¢neasiS the averaged phase of the returned mea- . y op path 'eng

ointsx; andx, are written a¥’

surement beam, including the phase changes due to S

length changes we intend to associate with the contours of L, =(N, + €, )\/2, (19
the surface. The ac portion of the intensity at the second
photodetector can be written as Lx,=(Ny,+ €x,)N/2, (20
|2,ac:>c ErefEmeas (ll) B — ¢measxl (21)
% SIN(@ret + Pot+ Prer) COL Wmead + Po+ Prmead (12 G 2 '
* %Sin(wreft + ot brer (Omead T do+ Pmead) - ¢measx2

(22)

. € = ——),
+ %Sm( Oreft + Omead + 20+ drert dmead- (13 X2 2w
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whereN is the integral fringe number andis the fractional  which is independent of the change in integral fringe number

fringe number. The right hand sides of E¢E9) and(20) are  and is determined directly from the available phase measure-

divided by 2 since the beams of the interferometer travements.

both to and from the wafer surface. Note that in cases where the measurement spot is split
In the present implementation, the fractional fringe num-between the top and bottom surfaces of the trench that the

ber cannot be determined explicitly from the phase measuraneasured phase angle lies between the phase angle associ-

ment due to the lack of knowledge af;. However, the ated with the top surfaced(,e,s) and that of the bottom

change in the fractional fringe number between poigtand  surface (byeqas 3. In this case the power is divided according

X, is determined directly from the change in the phase meato area and the more general expressions for the electric

surement fields of the measurement and reference beams are as fol-
lows:
€x, ™ €x, .
Ae= 20 (23) Erer=Arer SIN( 0ot + ot drep) s (33
¢measx1_ ¢measx2 Emeas™ \/EAmeascoi Omead T do+ ¢meas,)
- 2 (24) + \/BAmeasCOS ®mead T Do+ ¢measz)7 (34
- wherea? andb? represent the fractions of the measurement
Iy (25 spot reflected from the top and bottom trench surfaces re-

spectively, such thaa?+b?=1, andA, and A easare the
such that the change in path length can be expressed as fellectric field amplitudes of the reference and measurement

lows: beams, respectively. The ac portion of the intensity at the
AL = Ly, ~ Ly, (26) second photodetector is described by
I 5 2 ErefE 35
=(AN+A6))\/2 (27) 2,ac ref—=meas ( )
:(AN—A(ﬁm/Z’IT)R/Z, (28) OCSin(wreft'i' ¢0+ ¢ref)( \/ECOSwmeag'i' ¢O+ ¢meas,)
where +b COS Wmead + P+ ¢meas,2) (36)
AN= Ny, — Ny (29) such that the photodetector output, signal BB, is

While the change in the fractional fringe number, which BB« \/—asir[(wref— Omeadt + (Drer— Pmeas ]
is related to the change in the measured phase angle, is mea- 2 '
sured precisely, determination of the change in the integral
fringe numberAN is somewhat more difficult. This can be + 7sir‘[(wref— Omeadt + (Prer— Pmeasd].  (37)
accomplished through basic fringe counting techniques in
cases where the surface profile does not exhibit discontinui-  This functionality results in a nearly linear relationship
ties, or througha priori knowledge of the feature height between the phase of signal BB from its value at the top
within +\/4.1" Optionally, the integer fringe numbé can  surface to its value at the bottom surface during movement
be determined by employing multiwavelength lighin the  of the measurement spot from the top to the bottom trench
case of the experiments performed in this sty8gc. IlI), surface as is depicted in Fig. 3. A nearly linear increase
and when using the heterodyne device to provide initial sur{decreasgin the phase angle of signal BBgg (¢,,), Which
face profiles required by the process motdehe height of can be closely approximatedR{=0.094) by the weighted
the surface feature is known withiftA\/4 a priori so that average of the two phas@geas 12Nd Peas 2With respect to
determination of the change in integer fringe number is not a/a, the fraction of the electric field reflecting from the top
problem. surface, is therefore expected during spot movement from

Furthermore, the difference in ion milling etch rates be-the top to the bottom trench surfaces. This phenomena is
tween the photoresist and wafer surface layers is sufficientlindeed present in the experimental data presented in Sec. Ill.
small (on the order of 0.5 nm)ghat the integral fringe num-
ber difference between the top and bottom surfaces of a ph@. Fractional fringe analysis: aluminum trench
topatterned trench will not change over the course of a typi- . . ) )
cal run. This makes the determination of the integral fringe The first set of preliminary experiments performed in-

number forin situ etch rate monitoring applications a nonis- volves scanning over a trench in a homogeneous layer of
sue. This can be seen by lettiig and h, be the trench aluminum. In this scenario both the top and bottom trench

surfaces are highly reflective and the highly opaque alumi-
num sufficiently thick that we need not concern ourselves
with reflections from underlying material layers.
Ag=(hy—hy)/(to—ty) (30) Figure 4 depicts the reflection of the measurement arm
= (AL,— AL/ (t,—ty) 31) of th_e interf_e_rome_ter off of a reflective material at_ two suc-
cessive positions in the raster scapandx,. Assuming any
= (A Pmeas T A Pmeas JNAT(t,— ), (32 deviations of the reflection direction due to surface rough-

height at timest; andt,, respectively, and expressing the
differential etch rate as
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)

meas,2“¢meas,1

(¢BB_¢meas,1 V@

-1 -0.5 0 0.5 1 1.5

scan distance in beam widths

FIG. 3. Nearly linear responsdf=0.9996) of phase angle of signal BB
(¢gg) during measurement spot movement from the top Q) to the bot-
tom (b=1) trench surfaces.

ness to be negligible, we can take the angle of incidefce
to be zero. Then the total path lengths ate & positionx,

and A +2AL at positionx,. The phases of the reflected

measurement arm signal&g. (10)] can therefore be ex-
pressed as

41

¢measx1: - T L, (38)
41
¢measx2:_T(L+A|—)y (39)

where\ is the nominal wavelength of 632.8 nm. The output

signals BB from the second photodetector are as follows:

BBXloc sin (wref_ C')m(-:':’:lgt_F

4
¢ref+TL_¢1”r (40)

(0ref— Omeadt +

4
¢’ref+ T(L+AL)_ ¢1”,
(41)

BBXzocsin

where g, represents the phase change due to reflection at t%1

aluminum surface

i —2kin;_
aNgi=-—5—> 72,
R

(42

whereny=1.0 andn;=1.31 are the refractive indices of air

and aluminum, respectively, aid=7.62 is the extinction
coefficient of aluminunt?

Interferometer for microelectronics 2459

Xl XZ
(o] [s] 1 (s) (I)o
0,0 L Air 0
AL
Aluminum

FIG. 4. Depiction of measurement beam reflection off of a reflective surface
(aluminum at two discrete positionsc; andXx,.

A dpp= bBB X, PBBX, (45
4
—=TAL (46)

Now, since our phase meter is measuring the phase of signal
AA with respect to the phase of signal BB, the change in
measured phase is

Apn=—Adps (47
_ 4
__TAL (48)
A
= - (AN+Ae), (49)

whereAN is the change in integer fringe number ahelis

the change in fractional fringe number. Since the phase mea-
surementg,, is modulo 2r the phase measurement relates
directly to the fractional fringe number

N oy
- 4Ax

(50

Ae=

d the integer fringe number needs to be determined via one
the methods discussed in Sec. 11 B.

D. Fractional fringe analysis: photopatterned trench

In contrast to the previous scenario in which the target
surface is highly reflective and reflections from underlying
material layers are negligible, the photoresist film is highly

Thus, it can be seen that the phase of signal BB increasagansmissive and reflections from underlying material layers

asAL increases. This can be expressed as follows:

4ar
(ZSBB,xl: Dreft T L— ¢, (43

4ar
¢BB,X2:¢ref+T(L+AL)_¢1- (44)

The change in phase of sighal BB as a functionAdf is
therefore

must be accounted for during surface profiling of the photo-
patterned trench. Figure 5 depicts the wafer surface exam-
ined in this case study. The photoresist layer is highly trans-
missive while the underlying nickel—iron layer, like the
aluminum layer of Sec. Il C, is highly reflective and opaque.
This leads to multiple reflections from each material layer at
each point in the raster scan as depicted in Fig. 5.

Reflection and transmission coefficients of the electric
fields are calculated as follovf8:
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X X range linearly fromn;=1.71 at 365 nm to,=1.67 at 436
E,E.E.E, nm. Extrapolating linearly to 632.8 nm yieltls=1.56. Re-
0 Alr ported values for the extinction coefficients for the photore-
\V/ / / N ﬁEEE sist material are on the order of 0.001-0.01 for the ultravio-
l / / let (UV) region, however the trend is not linear and no
f\ extrapolation can be made due to the visible region. For our
L o Sv \ purposes we employ a value kf=0.001 and therefore ba-
\\\ Nlckel fron \\\ sically neglect absorbance in the photoresist layer. Reported
values are not available for the nickel—iron permalloy which
FIG. 5. Depiction of measurement beam reflection off of a transmissiveiS 83/17 wt%. Values of the refractive index are reported to
surface(photoresistat two discrete positions; andx, . be n=2.00 andn=2.84 for nickel and iron, respectively, so
that a weighted average aof=2.14 is used in this study.
W T—— Similarly, extinction coefficients are reported to ke 3.69
I \/(”0_ ny) "+ (ko—ky) (517 and k=3.42 for nickel and iron, respectively, so that a
' (No+N1)?+(ko+ky)® weighted average df,=3.64 is employed?
Next, we assume perpendicular incidence of the mea-
\/_ \/ + (ky—ko)? 52 surement beam. The maximum slope expected in the photo-
(n1+ no 2+ (ky+ko)? (52 resist layer translates to an elevation angle on the order of 1°,
which corresponds to a path length change of less than 1 nm,

Photores1st

(N;—Ny) %+ (k;—ky)? which is below the noise level of the system. Thus, no sig-

ry=+R,= (M 1) 2 (ke F Ky ? (53)  nificant system accuracy is lost by assuming the angle of
v e incidence, ¢y, and thus¢,, to be zero. Handling of the

t,=\T;=V1-R,, (54) Ici:sec):ontlnuny of the photoresist side wall is discussed in Sec.

_ \/T—iz \/1——Ri (55) We can now write the overall reflected amplitude as an

infinite series of reflection and transmission teffns
where r; and t; are the reflection and transmission co-

efficients for light propagation from layer-1 to layeri, r{ R=r.e %1+t,t]r,e %2+t tirirse 1%

and t{ are the reflection and transmission coefficients

for propagation from layer to layeri—1, n; is the refrac- +gtyri’rie ot (56)

tive index of layeri, andk; is the extinction coefficient of

layeri. whered; is a phase change due to the path length traveled by

Values for air at 632.8 nm are known to be approxi-each of the reflected beams.
matelyny=1 andky,=0. Reported values for the photoresist We can now write the electric fields of the reflected
(AZP4400 photoresist, AZ Electronics, Somerville, )NJ beams ak, andx, as depicted in Fig. 5:

47TLA , 47TLA 47T(LP+AL)
EmeasxlzrlAmeas,lco wmeazg_)\—A"_(ﬁO"_d’l 11117 2Ameas, €08 Wmead — W Np + ot ¢
)2 47TLA 87T(LP+AL)
1187 17 2Ameas, €08 @mead — - +dot d1+2¢;
Aa Ap
123 AL, 12m(Lp+AL)
+tgtyry rzAmeas,lco Wmead — Ma Ao +dot2d1+3h, |+ (57)
Am(Lo+AL) , 477(LA+AL) 47TLp
EmeasxzzrlAmeas,zco wmeas_)\—A+¢0+¢1 +t1t1r2Ameas,2CO Omead — M +dot b,
2 47T(LA+AL) 4’7TLp
+ t1t1r 1r2Ameas,ZCO wmea; - )\A )\ + ¢O+ ¢1+ 2¢2
, ,2 87T(LA+AL) 127TLP
+igtirg 2Ameas,2C0 Wmead — W Np +pot2¢1+2¢, |+ (59)
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where ¢, is the phase change due to target vibration and
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Now, since the phase meter is measuring the phase of

¢, and ¢, are phase changes due to reflection off the phosignal AA with respect to signal BB, the change in measured
toresist and nickel—iron layers, respectively, and are givemphase is

b 1
v Apn=—Adgs (69
—2kin;_, ,
tand, o0 1kl (59 —4ar,AL . 4mtitir, AL 1 1 1
i i—-1 i ~ )\AD D )\P )\A (1_r1r2)2 .
The output signals BB from the second photodetector are (70

therefore as follows:

) 4’7TLA
BBxlocrl SN (@ref~ @meadt +| Prert 7\—A_ b1
+tltir2 SiN (@ ref— ©meagt
+ ¢ref+ + ¢2 tee (60)
Aa Ap

Am(Lo+AL)
¢ref+ 7T(£—_ ¢1”
A

(0ref— Omeagt

BBy, 11 SN (wref~ @meadt +

+1t4t1r, Sin

+( ¢ref+ W Ap ¢2 teee (61)

As before, since the phase measurement is modaio 2
the phase measurement relates directly to the fractional
fringe number

Adm

1 1) 1 !
A Aall(1=1irp)?

where Ag is the fractional fringe number and is the differ-
ence in height between positioxs and x, assuming that
there is no change in the integer fringe numifiee., AL
=A¢g). Notice that for the case of the photoresist an increase
in measured phase corresponds to a decrease in surface
height since the second term in the denominator outweighs
the first term due to the fact thf¢1/\p) — (1/A o) ]>0. This

is the inverse of the situation for purely reflective materials
such as the aluminum film discussed in Sec. Il C.

Ae~
_4’7Tr1 47Tt1t5_r2

"D D

(71)

Using the linear approximation for the addition of phaseslil. RESULTS AND DISCUSSION
as described in Sec. Il B, the phase of the output signals BR Aluminum trench

can be expressed as

rl 47TLA tltirz 47TLA
¢BB,x1:B(¢ref+ W ¢1 |+ D ref )\—A
4a(Lp+AL)
ey |+, (62)
Ap
I’l 47T(LA+AL) tltirz
¢BB,x2=B(¢ref+T_ 1 +T ¢ref
+ " + e — o |+, (63)
where
D=ry+tytro(14rir+ri?ri+--) (64)
tytir,
=1t . 65
Yoa-rir, (65

The change in phase of signal BB as a functiomafis
therefore

Adpp= dprx,” PBRX, (66)
47Tr1AL + 47Tt1til'2AL 1 1
\AD D Aa Ap

X (14211 ,+3r;%r5+--+) (67)

4wr1AL+4wtlt1r2AL(1 1) 1
aaD D Aa Ap/\(1=rirp?)
(68)

An interferometric surface scan across a trench in a ho-
mogeneous layer of aluminum was repeated ten times. A
cross-sectional depiction of the substrate investigated in this
case study is found in Fig. 4. Scanning was performed by
mounting the wafer on a computer-controlled, single-axis
translation stage, which moves the wafer in xtdirection to
facilitate the movement of the measurement and reference
arms across the contours of the wafer surface. Raster scan-
ning was accomplished through the use of a uniaxial trans-
lation stage which is controlled by a Unidex {Aerotech,

Inc, Pittsburgh, PAcontroller connected via general purpose
interface bus(GPIB) to a PC runningLABVIEW (National
Instruments, Austin, TXdata acquisition software.

Optimal focus of the system was achieved through pre-
liminary experiments in which the slope of the phase mea-
surement as the measurement beam moved into the trench
was monitored as a function of focal distance. Examination
of Eq. (37) shows that minimum spot size is found at maxi-
mum values of this slope. The focal depth of the lens system
was approximately 500um so that an area ofy=0
+500um was probed during the search for the maximum
slope, wherey=0 corresponds to the initial focal length
which was set by maximizing the amplitude of the hetero-
dyne return signal BB. Figure 6 contains a plot of slope
values as a function of thgposition. It can be seen that the
maximum slope, and thus the smallest spot size, was found
aty= +200um. This focal distance was therefore employed
in the ten experiments described herein.

It was observed that phase jitter attributed to the move-
ment of the wafer surface during scanning is nonexistent due
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FIG. 6. Slope of phase into trench as a function of yhposition of the FIG. 7. Representative data setdf, vs position collected while scanning a
wafer surface. Maximum slopéoptimal focal point is found aty= trench in a homogeneous layer of aluminum.
+200um.

the trench, as predicted by E(7). Notice also the linear

to the common-path design of the interferometer. Howeverincrease ing,, across the entire data set, which can be attrib-
the portion of the interferometer where the reference andited to nonpreciseness in the alignment of the wafer surface.
measurement arms are not coaxia., between the polariz- Removing this linear trend results in the conditioned data set
ing beam splitter cube and the last reference arm mirror oflepicted in Fig. 8. This data set is then converted to surface
Fig. 1) was found to be sensitive to ambient air currents ancheight by applying Eqg49) and(50). A priori knowledge of
temperature conditions. To lessen the sensitivity of the interthe approximate trench height allows us to A&\ of Eq.
ferometer to environmental conditions, this portion of the(49) to 3.
interferometer was enclosed in a plexi-glass shield and the The slopes into and out of the trench were accounted for
interferometer was allowed to reach a thermal equilibriumas follows in the data analysis. The starting and stopping
before beginning measurement runs. points of the two slopes were identified and average values

The translation stage was moved in increments phi of ¢, were calculated for both the top and bottom surfaces
It should be noted that since the measurement beam is apf the trench. Points lying on the downward slope were as-
proximately 8 um in diameter y,=4 um) the scanning signed the average bottom surfagg value and points lying
technique produced a moving average over the surfacen the upward slope were assigned the average top surface
roughness. This had no negative effect on the determinatios,, value. Thus we are assuming that the beginning of the
of trench depth, which was taken to be the average differencéownward slope signifies the first portion of the measure-
in height between the top and bottom surfaces of the trenchment beam falling into the trench, and that the subsequent
and allowed a more exact determination of the trench widttbeginning of the upward slope signifies this same portion of
due to the small step size of the scan. the measurement beam climbing out of the trench to the top

Ten phase measurements were taken at each stage pasinface of the material layer. Figure 9 contains the final sur-
tion. The average and standard deviation of these measure-
ments were recorded on the PC which was interfaced with g9

the translation stage controller and the phase meter via GPIB o
connections. The number of phase measurements performec  90f &;%
at gach step was varied in some experiments, but ana_IyS|s of 5 oo N @;%%@ |
variance testing suggested that there was no correlation be- Q%@Ii% S @y
tween the number of measurements and the standard devia_. 7, el 5 ©l
tion of the sample population. The overall mean standard g g © o
deviation of the phase measurements for the set of experi-§ 60f & & ]
ments was found to be 3.5°, which corresponds to a standard} o
deviation of 3.1 nm in surface height due to measurement 5o 2
noise. w0l &

The raw data were collected and a plane-fitting proce- o d%)@
dure was performed, during which a linear line was fitto and  sof %@O
subsequently subtracted from the data set, thereby removinc & %
any phase change associated with nonperpendicular align- %% 20 40 60 80 100

ment of the wafer surface. Figure 7 depicts a representative X position (um)

exampl_e of a raw data set. Notice the linear d_ecre(in;e FIG. 8. The data set of Fig. 7 upon removing the linear trend due to imper-
creasgin ¢, as the measurement beam moves {iat of) fect alignment of the wafer surface.
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FIG. 9. Surface profile determined by converting the conditioned data set of depth (nm)
Fig. 8 to units of surface height.

FIG. 11. Trench depth histogram, averad¥1.6 nm, standard deviation
=4.4nm.
face profile obtained upon converting the phase data to sur-

face height information.
The average standard deviation of surface height ovescanning profilometefAlpha-Step, KLA Tencor, San Jose,
flat portions of the surface was found to be 4.6 nm, of whichCA) and an atomic force microscop@anoscope SPM,
3.1 nm(the mean standard deviation of the phase measurdigital Instruments, Santa Barbara, CA'he average trench
mentg is attributed to measurement noise and the remaindewidth as measured by the stylus scanner is 4dwhich is
is attributed to surface roughness. This 4.6 nm standard déa agreement with the interferometric measurement of 41.1
viation in surface height measurement leads to a standardm. The inaccuracies in exact trench width are due to dif-
deviation of 6.5 nm in trench depth since the 4.6 nm uncerferences in the cross-sectional areas of the measurement
tainty is present in both the top and bottom surfaces of théeam and the stylus. The 95% confidence interval on trench
trench. The 95% confidence interval on trench depth is theredepth as measured by the stylus scanner ist&®nm. That
fore the average measured depth3.0 nm. measured by the atomic force microscqpé-M) is 1034.7
Histograms of the measured trench widths and depths-57.8 nm, where the 95% confidence interval is due to an
are shown in Figs. 10 and 11. The average trench width andverage standard deviation of 20.4 nm in surface height mea-
depth of the ten experiments were found to be 4dniand  surement due to measurement noise and surface roughness.
991.6 nm with standard deviations of 1,8n and 4.4 nm, Figure 12 contains a plot of the 95% confidence interval
respectively. Notice that the standard deviation in the obfor trench depth measurement for each of the three measure-
served trench depth of 4.4 nm is well within the expectedment devices. Notice that the uncertainties associated with
standard deviation of 6.5 nm. each of the three measurement devices lead to the overlap-
These results are in good agreement with surface profilesing of the 95% confidence intervals on trench depth, thus
of the same trench determined using both a stylus-baseddicating that there is no statistical difference between the
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FIG. 10. Trench width histogram, averagdl.1um, standard deviation FIG. 12. Comparison of trench height as determined by the interferometric
=1.9um. scanner, atomic force microscopy, and a stylus-based scanner.
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trench depths as measured by each of the three devices. Fi X position (um) ° X position (um)
nally, notice that the 95% confidence interval of the inter- ;45
ferometric trench depth measurement is more than fivefold
smaller than the confidence intervals associated with the eooo} o 1
AFM and stylus measurements. This indicates that there is "
significantly less uncertainty in the interferometric measure- __soaor
ments and that the laser interferometer developed in this £
work is therefore the more accurate and repeatable of the %4000y I I 148
three measurement techniques. 2
& 3000+
&
a
B. Photopatterned trench 2000F
The interferometric surface profiler was further tested by g0l
scanning across a photopatterned 83/17 wt% nickel—iron
permalloy trench. A cross-sectional depiction of the substrate 05 5 m = = o

investigated in this case study is found in Fig. 5. This case X position (um)

study is a good example of the foreseen end use of the in- _ ' _ o

strument: that is, scanning across a photopatterned trench f¢ 14. Typical sets ofhy, and intensity datdtop) collected during inter-
. s . . - erometric surface profiling of a photopatterned trench adittom.

determine initial andn situ surface profiles to facilitate the

online control of ion milling etch depth.

Figure 13 contains a surface profile of a photopatterned The intensity data show significant drops in signal
trench wall obtained with the Tencor stylus scanner. Noticestrength at surface portions which exhibit extreme curvature
the curvature at the trench wall corner which is due to thdi.e., the trench wall and the curved trench coyn&his is
postbake step of the photolithography process. Scans wernedicative of the fact that the portion of the measurement
performed both over a single photopatterned wall as is debeam reflected from the top surface of the photoresist is sig-
picted in Fig. 13 and over an entire photopatterned trench. nificantly deviated upon reflection from these curved sur-

Figure 14 shows typical sets of raw phase and intensityaces. The path length of the transmitted portion is, however,
data generated by scanning over a single wall similar to thatelatively unaffected. Path length changes due to refraction
depicted in Fig. 13. The raw phase data can be explained ax the incident beam are on the order of 1 nm at the curved
follows. Starting from the leftmost end of the data sgt ( photoresist corner, which is significantly less than measure-
=0 um), the sharp downward slope i, which begins at ment noise levels and is therefore neglected.
x~25um corresponds to the beginning of the upward slope  Notice that the plots in Fig. 14 have been divided into
which forms the curved wall corner in the photoreist layer.three zones. Zone | corresponds to the transmissive photore-
The subsequent upward slope éy},, which begins atx  sist layer and phase information is converted to surface
~55um, corresponds to the beginning of the downwardheight in this zone using Eq71). Zone Ill corresponds to
slope in the photoresist after reaching the apex of the curvethe reflective nickel—iron layer and phase information in this
corner. Note that in the transmissive photoresist layer theone is converted to surface height following the method
measurement arm length is directly proportional to the meaedetailed in Sec. Il C.
sured phase, whereas with the reflective aluminum material Zone Il contains the portion of the surface profile in
of the previous section this dependency was inversely prowhich the surface exhibits significant curvature such that the
portional. The change in the direction of the slopegin at  beam reflected from the top surface of the photoresist is sig-
x~70um corresponds to the nearly linear decrease in phaseificantly deviated and is ignored in the calculations. This
[predicted by EQq.(37)] as the measurement beam travelsassumption is valid given the large working distance of the
from the top of the photoresist layer to the bottom of themeasurement arm of the interferometer which causes small
trench which is composed of highly reflective nickel—iron. perturbations in the angle of the return beam to lead to large
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deviations of the beam from the nominal beam path. Equa- 1 ' '
tion (71) then reduces to

A

Ae= , i , (72
47-rt1t1r2( 1 1 ) 1 —-
— €
E Np A/l (L1—r]ry)? 2
5
where 2
3
titirs £
E= 73 3
1-rir, 73 *

for this section of the surface profile.

Unlike the walls of the aluminum trench investigated in
Sec. lll A, the trench walls of the photopatterned part are not ‘ ‘ , (
vertical and exhibit curvature as is shown in Fig. 13. This  © 20 f(oposmon (W?S 80 100
results in an ambiguity in the analysis of the phase data since
the downward trend in the phase which begins xat FIG. 15. Interferometric surface profile of an aluminum coated trench wall.
~70um is due both to the beam being divided between the
top and bottom surfaces of the trench and the movement of
the measurement beam down the slope of the trench walgoating. Figure 15 contains an example of a wall profile
This ambiguity was dealt with by spacing the points on thiswhich was obtained by scanning across this aluminum
slope proportionately between the top and bottom surfaces ¢ated surface.

the trench during data analysis. That is, The average hill height as determined by a series of
6o scans across the aluminum coated surface was determined to
_ Pm~ Pbot o be 463.7 45.4 nm, which corresponds well to that measured
= +18(360°) — ¢+ by — + , ' 4 i i
Puai Drop— ¢bot(¢top 8(360%) = d1+ b2~ o) + biot by the Tencor scannéFig. 13. Figure 16 contains plots of

(74 two interferometric scans across the photopatterned trench

where b, refers to phase data which lie on this ambiguousV‘{a”- The height of the hill at the top corner .of th(=T photore-
slope, ¢y refers to the phase at the trench floor, aig, sist \'Nalliwas matched to 4_63.7 nm by manipulating the re-
refers to the phase at the top of the trench wall. Hgyend fractive index valuenp, which was found to be 1.58 and
#, refer to the phase change upon reflection at thel-67 for the two scans, respectively. These values agree ac-
photoresist/air and nickel—iron/air interfaces, respectively.
These values are calculated to gg=—0.1° and ¢,=
—23.4° through the use of Ed42). The addition of 18

X 360° to the phase at the top of the trench wall comes from
thea priori knowledge of trench height as determined by the
Tencor stylus scanner. This ambiguity decreases our knowl-
edge of the exact surface profile of the trench wall, but it was
shown that this approximation of the surface profile closely
matches that obtained via the stylus scanner.

Phase data were converted to surface height information
using Eqgs(71) and(72) and thea priori knowledge ofAN
=18, which was obtained from the results of the Tencor
scan. A value of 0.63 was used for the reflectance of the
nickel—iron layer Ry).*® The values of\p and Rp of Eq. ‘ ‘ } ,
(71) are highly dependent on the refractive index of the pho- o 20 iomsmon (Hgg 80 100
toresist layernp, which is not well known for visible wave-
lengths of light. It was therefore necessary to perform a cali- “
bration whereby the value of, was adjusted until the height
of the curved trench corner matched that which was ex-
pected. a

Due to the fact that this trench corner height obtained via
the Tencor stylus scanner is relatively inaccurate because 0l-4
the low accuracy of the stylus-based instrument, a thin but
opaque(~500 A) layer of aluminum was evaporated onto -
the photopatterned surface. Interferometric scans were per- | : : 5
formed across this aluminum coated surface and the phase 1o = ' 3o Hn

data were analyzed using E@O), WhiCh ?5 independen'F of FiG. 16. Interferometrictop) and stylus-basetbottom surface profiles of
refractive index due to the high reflectivity of the aluminum a photopatterned trench wall.

surface position (um)

.
0
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! ‘ ‘ ‘ ‘ determined by a prototype common-path interferometer are
shown to compare well with those measured with both an
AFM and a stylus-based scanning device. It is further shown
that the level of uncertainty associated with the interferom-

etry scanner is significantly less than that of both the AFM

and stylus scanning devices.
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