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Abstract 

 

Morris, Sara Marie (M.A., Geography Department) 

Variability of Ground Heat Flux at Tiksi Station 

Thesis directed by Professor Mark Serreze 

 

This study examines the spatial variability in ground heat flux measured at 

four sites in the vicinity of the Russian Arctic meteorological observatory at Tiksi 

during a full annual cycle in 2016.  Nine land cover types were identified 

surrounding the Tiksi observatory using a map acquired from World View via the 

Finnish Meteorological Institute (FMI).  FMI found that land cover types vary in 

the vicinity of the observatory on scales of meters, implying that this information 

needs to be taken into account to properly upscale point measurements for 

comparisons to models.  The ground heat flux was calculated using flux plates and 

soil temperature measurements at four identified soil locations: stony, grassy (two 

flux plates at this location), dry fen, and wet fen.  To obtain a ground heat flux 

value, a term is also included to account for changes in energy stored in the soil 

above the measured ground heat flux plate at each of the measurement sites.  This 

change in energy storage was estimated from measured temperature profiles and 

soil heat capacities from published studies.  Results highlight the difficulty in 

defining soil properties necessary for calculating the storage change and of 

obtaining direct flux measurements from all land cover types in an Arctic region.  
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Results also demonstrate the need for weighted averages of ground heat fluxes to 

upscale to model or satellite grid scales.   
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1. Introduction 

One of the fundamental impacts on Arctic climate is the exchange of energy 

between the atmosphere and the ground surface (Serreze & Barry, 2005; 

Westermann, Luers, Langer, Piel, & Boike, 2009).  Few direct measurements of the 

full surface energy budget exist in the Arctic, and information on the ground heat 

flux is especially sparse.  Measurements of the ground heat flux at locations such as 

the Tiksi Observatory (Uttal, 2013) in Tiksi, Russia, are hence extremely valuable, 

especially given concerns about warming permafrost and changes in the active layer 

(Boike, Roth, & Ippisch, 2003; Serreze & Barry, 2005; Westermann et al., 2009).  

Key challenges in understanding Arctic ground heat fluxes are that (1) it is difficult 

to obtain accurate measurements, and (2) values are likely to vary strongly across 

the landscape due to differences in soil properties, slope, aspect and other factors.  

This study, which examines the ground heat flux at four sites around Tiksi 

observatory, is designed to address these key challenges.   

Closing the surface energy budget based on directly measured terms is 

always challenging, but it is especially difficult in the harsh Arctic environment 

where infrastructure and site support is typically limited (Foken, 2008).  In 

assessing the degree of closure, it is critical to examine the methods by which each 

individual flux (i.e. radiative flux, turbulent flux, and ground heat flux) is obtained.  

Deriving a ground heat flux can be difficult in Arctic regions where homogeneous 

landscapes are rare; especially, in coastal regions where the active layer can vary 

greatly in soil moisture content (Hinzman, Kane, Gieck, & Everett, 1991).   
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This study investigates the best methods for capturing a more complete 

representation of ground heat flux for the Tiksi observatory.  The observatory 

established an international partnership that led to the building of a meteorological 

station, a clean air facility, and a flux tower on-site in 2010.  Tiksi was designated 

as an ideal Arctic station location due to its historical weather station dating back 

to 1932, and its coastal location in Russia where measurements have been limited.  

The location of Tiksi prompted international collaborations to facilitate other 

infrastructures focused on measuring atmosphere-surface exchanges, and aerosol 

and solar radiation measurements.  The NOAA-Physical Sciences Division, in 

collaboration with the Arctic and Antarctic Scientific Research Institute (AARI) and 

the Finnish Meteorological Institute (FMI), has developed a local network of sensors 

at the Tiksi observatory, enabling the ground heat flux and its variability to be 

assessed at four locations to understand the impact of different land cover types.  

While at most Arctic stations, including Tiksi, soil parameters (thermal conductivity 

and heat capacity) are not directly measured, such information is critical for 

calculating a ground heat flux.  This study hence also seeks to address the 

implications for ground heat flux estimates where soil parameters are not directly 

measured.   

 

1.1 Motivation: Surface Energy Budget 

The ground heat flux is a key part of the surface energy budget:  
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Q* = QE + QH + QG    (1) 

Where Q* is the net radiation flux, QE is the latent heat flux, QH is the sensible heat 

flux, and QG is the adjusted ground heat flux (Foken, 2008; Persson, Fairall, 

Andreas, Guest, & Perovich, 2002).  The convention is written so that radiation 

terms (included in the net radiation) are defined as positive downward toward the 

surface and non-radiative terms are defined as positive away from the surface.  

Terms on the right (assuming no snowmelt) should theoretically balance with the 

net radiation term (Foken, 2008; Halliwell, Rouse, & Weick, 1991; Heusinkveld, 

Jacobs, Holtslag, & Berkowicz, 2004; Hinzman, Goering, & Kane, 1998; Persson et 

al., 2002).  Historically, the ground heat flux term has been given less attention 

than the other terms due to its relatively smaller values.  However in the Arctic, it 

is an important term to assess trends of warming in the active and permafrost 

layers.   

 The adjusted ground heat flux term (QG) fluctuates throughout the seasons, 

but is generally positive (away from the surface) during summer and negative 

(toward the surface) in winter.  This is expected as incoming shortwave radiative 

fluxes (QSW) warm the surface in summer and outgoing longwave fluxes cool the 

surface (QLW) in winter while the sun is down.  The summer influx of energy to the 

soil is seen in the thawing of the active layer, where the temperature gradient of the 

soil becomes warmer at shallow depths near the surface and cooler down below near 

the permafrost layer.  In the absence of incoming solar radiation during winter we 

see a shift in the soil temperature gradient, where the soil temperature now 
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becomes cooler at shallow depths and warmer further down.  In winter when a snow 

pack has developed on top of the soil, we can expect the snow pack to act as an 

insulating layer where the base of the snow pack becomes warmer than the top.  

Figure 1 is a schematic of the surface energy budget in the Arctic.   

 

Figure 1. Conceptual schematic of the generalized terms within the surface energy 

budget in the Arctic during summer and winter seasons. Q* = net radiation flux 

(comprised of QSW = shortwave flux and QLW longwave flux), QG = adjusted ground 

heat flux, QL = latent heat flux, QH = sensible heat flux. The flux arrows in summer 

will vary directionally with the diurnal cycle. All arrow sizes are identical in 

magnitude as the schematic is meant to illustrate the contributing sources to the 

surface energy budget and ground heat flux equations.  

 

Referencing Figure 1, the ground heat flux (G) is defined as the rate of 

thermal energy (W m-2) flowing through a specified level in the ground (or active 

layer, for the purposes of this research).  The ground heat flux can be measured 

directly from a flux plate or from soil temperature probes by measuring 



5 
 

temperature gradients in a layer of soil with respect to depth and time (Liebethal, 

Huwe, & Foken, 2005).  Since the surface energy budget references the interface 

between the surface and atmosphere, and in practice the ground heat flux (G) is 

measured at some depth below the surface, it is necessary to account for any 

changes in energy stored in the soil above the flux plate measurement level.  This is 

considered the storage change term (S), and is calculated from the storage layer 

temperature gradient and known soil variables (soil heat capacity and thermal 

conductivity).  The summation of both the measured ground heat flux (G) and the 

storage change term (S) make up the adjusted ground heat flux (QG).  The generic 

equation is (Halliwell & Rouse, 1987; Liebethal et al., 2005; Peters-Lidard, 

Blackburn, Liang, & Wood, 1998; Philip, 1961):  

𝑄𝐺 = 𝐺 + 𝑆      (2) 

Where QG is the adjusted ground heat flux [units = Wm-2], G is the derived or 

measured flux value at instrument depth [units = Wm-2], and S is the flux storage 

change term.  This storage change term [units = Wm-2] is derived from changes in 

temperature (∆𝑇) and depth (𝑧) with respect to time (∆𝑡) as measured from 

corresponding instrumentation (the term includes a derived soil heat capacity (Cpsl) 

value for the designated land cover type).   

           𝐶𝑝𝑠𝑙 =  𝜌𝑎𝑐𝑎𝜃𝑎 +  𝜌𝑠𝑐𝑠𝜃𝑠 +  𝜌𝑤𝑐𝑤𝜃𝑤                                      (3) 

Where Cpsl is the soil heat capacity, ρ is the bulk density of air (ρa), solid (ρs), or 

water (ρw), c is the specific heat of air (ca), solid (cs), or water (cw), and θ is the 
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volumetric content of air (θa), solid (θs), or water (θw).  Incorporating the soil heat 

capacity, the storage change term can be expanded as: 

       𝑺 =
∆𝑇∗𝐶𝑝𝑠𝑙∗𝑧

∆𝑡
 = 

((𝑇05
𝑛+1−𝑇05

𝑛−1+𝑇𝑠𝑓𝑐
𝑛+1−𝑇𝑠𝑓𝑐

𝑛−1)∗𝐶𝑝𝑠𝑙∗𝑧)

2(𝑡𝑛+1−𝑡𝑛−1)
                             (4) 

Depending on the instrument type used and the data collection methods available, 

thermistor probes may also be used to derive a ground heat flux value, QG, (instead 

of flux plates).  The measured ground heat flux value, QG, would then be expanded 

to:  

𝑄𝐺 = −𝐾𝑠𝑙
Δ𝑇

Δ𝑧
− 𝐶𝑝𝑠𝑙

Δ𝑇

Δ𝑡
Δ𝑧                      (5) 

Where Ksl is the soil thermal conductivity [units = Wm-1K-1], and Cpsl is the soil 

heat capacity [units = Jm-3K-1].   

The soil properties that affect the ground heat flux, specifically soil thermal 

conductivity and soil heat capacity, are highly soil dependent, meaning that it is 

advantageous to measure these soil properties when also measuring the flux 

(Foken, 2008; Heusinkveld et al., 2004; Peters-Lidard et al., 1998).  Soil thermal 

conductivity is not represented in the ground heat flux calculation when using the 

flux plate instrument method – the thermal conductivity constant is instead 

represented in the calibration coefficient of the flux plate itself.  This is due to the 

temperature gradient being measured across a known conductivity substance of the 

plate’s material instead of through the soil (Hukseflux, 2015).  By contrast, fluxes 

measured from the thermistor probes must include a thermal conductivity value 
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since the temperature probe simply measures a temperature gradient across the 

soil (Halliwell & Rouse, 1987; Hinzman et al., 1998; Kane, Hinkel, Goering, 

Hinzman, & Outcalt, 2001; Romanovsky & Osterkamp, 1997).  Additionally, soil 

thermal conductivity is strongly correlated to both the amount and phase of water 

(solid versus liquid), which can vary in the active layer.  This is important as it will 

determine which soil constants should be used at specific times of year (i.e. ice and 

water will conduct thermal energy differently through the soil).   

 

2. Background 

2.1 State of the Field: Ground Heat Flux 

 When measuring ground heat flux, it is important to understand errors 

introduced throughout the data collection and processing steps, and to clarify how 

ground heat fluxes vary across landscapes.  Specifically, applications of this study 

relate strongly to how errors in the ground heat flux term can influence the total 

surface energy budget in the Arctic.  The broader implications include defining how 

to obtain the best-possible ground heat flux measurements, and how that 

measurement might change across landscapes in the Arctic.  As such, it is 

imperative to assess previous results and outcomes.   

A major challenge is determining whether or not a single-site observation is 

enough to capture the spatial variability in ground heat flux.  Since the flux is 

determined from a series of observations and strategies (i.e. flux plate 
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measurements, skin temperature measurements, soil depth temperature 

measurements, soil heat capacity observations, soil thermal conductivity 

observations), it is imperative to investigate how other studies have addressed 

issues with quantifying ground heat flux for an entire region.  By analyzing the 

state of the field of ground heat flux measurements in different land cover types and 

locations, one can assess the difficulties in deriving a ground heat flux term with 

enough accuracy for the surface energy budget (Hinzman et al., 1991; Romanovsky 

& Osterkamp, 1997; Watanabe, Kiyosawa, Fukumura, Ezaki, & Mizoguchi, 2003).   

 It is recognized that the soil heat capacity and thermal conductivity are 

important in deriving the flux for a given temperature gradient within the soil, and 

that analyses of soil properties in parallel to ground heat flux measurements is 

common (Halliwell et al., 1991; Peters-Lidard et al., 1998; Romanovsky & 

Osterkamp, 1997).  With water content being a factor in energy storage in soils, 

thereby impacting ground heat flux, accurately measuring the soil water content is 

also imperative in Arctic regions where permafrost is abundant (Eaton, Rouse, 

Lafleur, Marsh, & Blanken, 2001; Peters-Lidard et al., 1998).  Previous research 

has found that the depth of the active layer is important and is linked to variations 

in the ground or surface temperatures and water content (Romanovsky & 

Osterkamp, 1997).  Some studies attempted to model the thermal distribution 

(Hinzman et al., 1998), while others derived algorithms to assimilate the soil 

properties such as porosity, water content, and soil temperature to determine 

whether soils were frozen or thawed (Nicolsky, Romanovsky, & Panteleev, 2009).  
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Other investigations have concluded that knowledge of soil properties are important 

in deriving the ground heat flux of an area, and that whether or not soils are frozen 

or thawed can dramatically change the magnitude of the ground heat flux (Evett, 

Agam, Kustas, Colaizzi, & Schwartz, 2012; Hinkel, 1997; Watanabe et al., 2003).  

Hinkel (1997) also addressed issues with temporal lag as heat permeates through 

different land cover types at different rates, thereby impacting the time collection 

methods of ground heat flux measurements (Kane et al., 2001).   

 Ground heat flux measurements using flux plates, as described above, should 

also be accompanied by a term that captures the change in energy stored (S) in the 

layer of soil directly above the plate (Liebethal et al., 2005; Meyers & Hollinger, 

2004).  This term is dependent on soil properties and soil moisture content that can 

vary with frozen and thawed land cover types, as described previously (Kane et al., 

2001; Nicolsky et al., 2009; Oliphant et al., 2004).  Traditionally, the storage change 

term referenced in the derivation of ground heat flux is defined in terms of the heat 

energy stored in the soil directly above the buried flux plate (Heusinkveld et al., 

2004; Liebethal et al., 2005).  However, other studies have identified additional 

energy sources that can potentially impact the estimated ground heat flux term 

(Foken, 2008; Meyers & Hollinger, 2004).  These include energy stored in an 

existing snow pack directly above the plate (Hinzman et al., 1998; N. B. Miller et 

al., 2017; Persson et al., 2002; Westermann et al., 2009), whereby the density and 

other parameters of the snow pack, such as moisture advection (Helgason & 

Pomeroy, 2012), could impact flux values.  Vegetation is another term that has the 
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potential to influence the storage change term (Heusinkveld et al., 2004; Jacobsen, 

1999; Masseroni, Corbari, & Mancini, 2014).  Details of the vegetative storage term 

proposed in different studies range from capturing energy due to photosynthesis to 

biomass canopies covering the ground heat flux measurement area indirectly 

impacting the fluxes (Masseroni et al., 2014).  Even in Arctic tundra locations, 

vegetation harnesses, stores, and emits energy that should be accounted for in the 

surface energy budget, if not directly reflected in the ground heat flux (Jacobsen, 

1999; Mikola et al., 2018; Sari et al., 2017).  In general, it is clear that other storage 

change terms might influence the ground heat flux in addition to the energy stored 

in the soil (S) above the instrument (Foken, 2008), and efforts are ongoing within 

the flux community to assess their importance.  Two publications (Masseroni et al., 

2014; Meyers & Hollinger, 2004) go so far as to suggest the inclusion of all of the 

above mentioned energy storage terms (photosynthesis, biomass canopy, and soil 

water content) in analyses of the surface energy budget, but not necessarily the 

ground heat flux term itself even though they might influence the term.   

 Recall that two methods can be used to measure ground heat flux (Liebethal 

et al., 2005): flux plates and thermistor temperature probes.  Debate continues as to 

which approach works best (Halliwell & Rouse, 1987; Liebethal et al., 2005; Philip, 

1961).  As noted, the flux plate method captures the ground heat flux by measuring 

the temperature gradient across a known material (usually metal or a known 

composite), and applying a calibration coefficient of the known conductivity of the 

instruments to obtain the final measurement value (Hukseflux, 2015).  By 
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comparison, the thermistor probes capture the ground heat flux by measuring the 

temperature gradient across a soil layer (of which the soil heat capacity and 

thermal conductivity should be known for the depth of which the ground heat flux is 

being measured).  One then derives a storage change term to capture the amount of 

energy stored in the layer of soil above the flux plate using known soil properties 

and a temperature gradient of the soil to assess storage change (MRC, 2015).   

 The flux plate method is a continually evolving technology, while thermistor 

temperature probes have traditionally been used (and are still used) to verify flux 

plate outputs (Liebethal et al., 2005; Persson et al., 2002; Philip, 1961).  

Discrepancies arise using the thermistor probe method due to the need for soil 

property information, thereby requiring soil samples (Evett et al., 2012; Liebethal et 

al., 2005).  Flux plates have been criticized in that their accuracy depends on the 

material thickness and type of material used (Philip, 1961).  Flux plates have also 

been critiqued for their inability to properly account for difference in soil heat 

capacity between the soil and the plate itself to account for the energy stored in the 

soil (S) above the plate (Liebethal et al., 2005).  Thus far, the community has failed 

to adopt a consistent method for measuring ground heat flux.  Thermistor 

temperature probes have been used among the scientific community far longer, and 

therefore provide a longer data base of ground heat flux data (Carson, 1963; Persson 

et al., 2002).   

 A necessary part of understanding the ground heat flux term is sign 

convention – defining which direction a positive or negative ground heat flux value 
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represents – along with determining the depth and interface level at which the 

ground heat flux is defined.  Most publications adopt the convention (as used here) 

that a positive ground heat flux is away from the surface, while a negative ground 

heat flux is toward the surface (see Figure 1) (N. B. Miller et al., 2017; Persson et 

al., 2002; Peters-Lidard et al., 1998).  Similarly, the ground heat flux is defined as a 

conductive energy exchange at the surface, however, there is an issue of defining 

what the “surface” is.  Researchers typically define the surface as the interface of 

the atmosphere and soil, excluding additional factors such as vegetation or 

overlying snowpack (Carson, 1963; Koren, 2007; Nicolsky et al., 2009).  The 

modeling and satellite communities define the ground heat flux as at the interface 

of the atmosphere and the top of a snow pack (Helgason & Pomeroy, 2012; Muskett, 

2015) or the atmosphere and the top of a moss or other vegetation (Mikola et al., 

2018; Sari et al., 2017).   

Most researchers have concluded that vegetation and the snow pack influence 

the ground heat flux measurement, but how the ground heat flux level is defined 

will determine whether or not those terms are included (Heusinkveld et al., 2004; 

Hinzman et al., 1998; Masseroni et al., 2014).  For the present study, the ground 

heat flux (QG) is defined as the energy exchange between the soil and atmosphere at 

zero cm depth (and will not include vegetative or snow pack storage terms) 

adjusting for the change in soil storage (S) above the flux plate measurement (G), 

and a positive flux represents energy directed away from the surface.  If vegetation 
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or snow pack exist at the defined ground heat flux level, their storage values will 

not be included in the adjusted ground heat flux calculation (Figure 1).    

 Table 1 summarizes the range of ground heat flux values collected from 

different areas around the globe.  

Table 1. Recorded ground heat flux values from previous publications. Note that all 

fluxes represented in the table do not include a storage change term.  

 

 

Some of these include a storage change term (in the soil, vegetation, snow pack or 

material) while others do not.  In a study at Fresno, California, Foken (2008), using 

a thermistor temperature probe, found ground heat flux (QG) values to vary between 

20-50 Wm-2 with the inclusion of a soil storage change term.  Ground heat fluxes (G) 

measured during the year 2011 from flux plates at Eureka Station in the Canadian 

Arctic (without a storage term) ranged from -20 Wm-2 to +60 Wm-2 depending on 

Publication Citation
Range of GHF 

in W/m
2 Location of Study Region

Measurement 

Method

Time Period of 

Collected Data

Grachev et al., 2017 -20 to +60 Eureka, Canada High-Latitude/Arctic Flux Plate 2011

Grachev et al., 2017 -30 to +60 Tiksi, Russia High-Latitude/Arctic Flux Plate 2012

Persson et al., 2002 0 to +20
SHEBA/Arctic Ice 

Sheet
High-Latitude/Arctic Thermistor Nov-1997 to Sep-1998

Foken, 2008 -30 to +25 Fresno, California Mid-Latitude Thermistor summer 2000

Miller et al., 2017 -10 to +10 Summit, Greenland High-Latitude/Arctic Thermistor Jul-2013 to Jun-2014

Kustas, Prueger, 

Hatfield, Ramalingam, 

& Hipps, 2000

-100 to + 200
Jornada Experimental 

Range, New Mexico
Mid-Latitude Flux Plate

Heusinkveld et al., 2004 -80 to +150 Nizzana, Israel Mid-Latitude Flux Plate Oct-2000

Rouse et al., 2003 0 to +25
Mackenzie River Basin, 

Canada
High-Latitude/Arctic Thermistor/Transducer 1997-1999

Helgason & Pomeroy, 

2012
0 to +20 Saskatoon, Canada High-Latitude Flux Plate winter 2006/2007

Hinzman et al., 1991 -10 to +20 North Slope Alaska High-Latitude/Arctic Thermistors 1985-1989

Boike et al., 2003 -40 to +40
Ny-Alesund, 

Spitsbergen
High-Latitude/Arctic Thermistors Jul-1998 to Jan-2000

Masseroni et al., 2014 -25 to +50 Livraga, Italy Mid-Latitude Flux Plate 2012
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season (Grachev et al., 2017).  The same study found ground heat fluxes (G) 

collected from flux plates, not including a storage change term, to vary from -30 

Wm-2 to +60 Wm-2 in the year 2012 at the Tiksi observatory (the same station being 

evaluated in the present study) (Grachev et al., 2017).  During the SHEBA 

campaign in the Beaufort Sea, surface heat fluxes through the sea ice cover using a 

thermistor temperature probe and no storage change term, ranged from 0-20 Wm-2 

(Persson et al., 2002).   

 

3. Research Design 

3.1 Objective: Research Questions 

Data have been collected at Tiksi since 2011, but this study focuses on the 

year 2016 since it provides the most complete annual record.  In the years preceding 

2016 there were power or instrument outages as well as heaving of instruments to 

different levels within the soil.  Using soil flux plate instruments, this thesis 

addresses the following research objectives and hypotheses: 

Objective 1. Analyze the spatial variability of the ground heat flux at the Tiksi 

observatory in summer, winter, and during the transition seasons.  

 

Expectation 1-1: Ground heat flux soil variables (soil thermal conductivity and 

heat capacity) change with respect to soil moisture content and soil 

organic/mineral type, which previous work indicates are highly variable in the 

vicinity of the Tiksi observatory (Mikola et al., 2018; Sari et al., 2017).  
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Therefore, ground heat flux values are expected to also vary with respect to 

location around Tiksi.   

Expectation 1-2: A more representative regional ground heat flux for the Tiksi 

observatory can be calculated as the area-weighted average of the fluxes 

measured in the land cover types found in the vicinity.   

Objective 2. Analyze the temporal variability for a full annual cycle of ground heat 

fluxes for each land cover type at the Tiksi observatory.  

 

Expectation 2-1: The ground heat flux will attain small or negative 30-minute 

values during the winter months since water content in the soil will freeze as 

energy is lost from the soil (Halliwell & Rouse, 1987; Putkonen, 1998).  This 

result is expected in all saturated land cover types.   

Expectation 2-2: The spatial variability in the ground heat flux between land 

cover types is large relative to the temporal variability of any one land cover 

type, and the magnitude of the ground heat flux will be proportional to soil 

moisture.   

Expectation 2-3: The spring transition in the ground heat flux is expected to be 

abrupt from negative to positive values in accordance with the rapid transition 

from a snow-covered to snow-free surface whereas the autumn transition will be 

dominated by the zero-curtain effect.  Thus is due to turbulent fluxes decreasing 

rapidly from summer values (Grachev et al., 2017), the duration of which is 

expected to be related to soil moisture content.   
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Objective 3. Conduct an uncertainty analysis of the ground heat flux 

measurement.   

 

Expectation 3-1: It is anticipated that the ground heat flux in the vicinity of Tiksi 

is large enough to be measurable with available instruments.    

Expectation 3-2: Flux plates will provide more accurate results than the common 

method based on thermistor probes because the flux plate provides a direct 

measurement with fewer required assumptions.   

 

3.2 Tiksi Station Overview 

The Russian Tiksi observatory (Figure 2) is located at 71.6N, 128.9E (IASOA, 

2015).   

 

Figure 2. The Russian observatory, Tiksi is a high-latitude observatory located in 

the Siberian Arctic. There are four sub-stations where ground heat flux is measured 

using flux plate instruments. The Grassy site has two flux plates that are identified 

as GrassyA and GrassyB.  
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The observatory supports a wide suite of additional instruments, but the most 

important instruments for this project are installed at the base of a 20-meter-tall 

meteorological flux tower with three other soil flux suites located near the tower 

(see Figure 2).  Ground heat flux measurements are made at four sites, using one 

Hukseflux HFP01 flux plate installed at 5 cm depth at each location (with one 

location utilizing two flux plates for instrument comparison), and an additional skin 

and soil temperature probe at each location.  The sites are spread across an 

approximate area of 2 kilometers x 2 kilometers.  The landscape around the Tiksi 

flux sites range in elevation from near zero to twelve meters above sea level.  The 

topography is generally uniform with rolling hills surrounding the observatory and 

vegetation in the form of short tundra grasses and shrubs in summer, while during 

the winter the ground is primarily snow and ice covered (Figure 3a and 3b).   
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Figure 3. These photographs were taken of the flux tower facility at the Tiksi 

observatory in 2013/2014. The photograph on the left (A) was taken in August and 

the photograph on the right (B) was taken in March, both with the same orientation 

to the tower. The GrassyA and GrassyB flux plates were installed in the soil at the 

base of the flux tower in 2011.  

 

Tiksi observatory is hosted by the Federal Service for Hydrometeorology and 

Environmental Monitoring (Roshydromet) in Russia, who collaborate directly with 

both the National Oceanic and Atmospheric Administration (NOAA) in the United 

States and the Finnish Meteorological Institute (FMI) in Finland.  NOAA worked 

closely with Roshydromet to facilitate building the 20 meter meteorological tower in 

2010, where the NOAA-based flux measurements are housed.  FMI worked in 

parallel with Roshydromet to complete the other three flux sub-stations in 2012 

where the FMI-based flux measurements are located.  In 2014, a map of the 
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surrounding area of Tiksi was generated using both field data and satellite remote 

sensing via World View-2 (Mikola et al., 2018; Sari et al., 2017) (refer to Section 3.4 

below for more details).   

Tiksi observatory was chosen for this study due to the unique collaboration 

between NOAA, Roshydromet, and the FMI, in which data are collected in near-real 

time from flux platforms and where land classification analyses are already in 

progress (Mikola et al., 2018).  Two of the flux plate instruments were installed at 5 

cm depth next to each other at the base of the flux tower in 2010 for instrument 

comparisons.  The other three flux plates were installed in 2012 at 5 cm depth and 

were repositioned in 2015 back to a depth of 5 cm after frost heaving in the area 

uprooted the instruments (IASOA, 2015; Laurila, 2015).  Data from the observatory 

is wirelessly transferred back to the NOAA-Physical Sciences Division every six 

hours and is plotted at NOAA on a daily basis.  Due to the difficult environment, 

maintaining power can be challenging.  During 2016 there were power outages due 

to weather and site maintenance, and data could not be collected or recovered for 

the following periods: Day of Year (DOY) 1-12, DOY 183-194, DOY 226-228, and 

DOY 310-319.  These data gaps account for a loss of 34 days or ~10% of data for the 

year 2016.  Tiksi experiences power outages quite regularly due to its location, 

which means that finding an uninterrupted annual cycle of data at the observatory 

is almost impossible.  Additionally, due to the relatively new infrastructure, several 

instrument suites experienced problems with structures and instruments settling 

into the active layer.  This settling and heaving of the soil uprooted many of the flux 
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plates to unknown depths, therefore analyzing and reconstructing those data sets 

would not have provided meaningful results (Aurela, 2017b; Laurila, 2015), and it 

was for this reason that the year 2016 was chosen (it was the most consistent year 

for both data collection and instrument stability).  Of the NOAA Arctic station 

managed by the Physical Sciences Division, Tiksi observatory is outfitted with the 

most flux plates, five in total.   

As noted, Tiksi observatory has several facilities on-site and a vast range of 

meteorological instruments.  The flux tower is outfitted primarily with wind 

sensors, temperature and humidity sensors, sonic anemometers, a CO2 sensor, and 

a thermistor temperature probe (IASOA, 2015).  Additionally, Tiksi is a registered 

Baseline Surface Radiation Network (BSRN) station with shortwave, longwave, 

diffuse, and direct solar radiation measurements (IASOA, 2015).  Tiksi also hosts a 

Climate Reference Network (CRN) complete with precipitation, wind, and solar 

radiation instruments (IASOA, 2015).  The observatory also collects aerosol, ozone, 

and air samples that are analyzed at by NOAA and FMI researchers (IASOA, 2015).   

 

3.3 Observation & Instrument Details 

 As shown in Figure 4, the ground heat flux instruments are located in four of 

the nine identified land cover types (two flux plates are positioned in the Grassy 

land cover type): Stony, Grassy, Dry Fen, and Wet Fen.   
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Figure 4. Map output from Mikola et al. (2018) study showing the nine land cover 

types in the vicinity of the Tiksi observatory. Labeled within the identified area are 

the four sub-stations where ground heat flux is measured; names of the sub-stations 

are directly related to the land cover type where they stand. In relation to these 

sub-stations is also one of Tiksi’s primary meteorology buildings, the Clean Air 

Facility. Ground heat flux is measured in four land cover types: Stony, Grassy, Dry 

Fen and Wet Fen.   
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Figure 4 was analyzed by Mikola et al. (2018) to assess the sub-area of each land 

classification by assigning an image value to each identified color type and then 

counting those pixels to determine the area percentage of each land classification 

(Aurela, 2017b).  After analyzing the quantity of pixels of each of the land cover 

types from Figure 4 it was determined that the four instrumented land cover types 

represent 49% of the 2.79 km2 study area (see Table 2) leaving 51% unrepresented 

by ground heat flux measurements.   

Table 2. Area break-down of the map in Figure 4 provided by Aurela (2017b) and 

Mikola et al. (2018). In bold-italic are those land cover types where ground heat flux 

is measured. Image values were selected to correspond to map color, and the count 

of the subarea (land cover type) was deduced from the identified color pixel image 

values within the map area. Area percentage was then derived by converting the 

count subarea.  

 

 

The flux plates being analyzed collect data every 1-minute, and are averaged to 30-

minute averages in post-processing.  Likewise, the soil and skin temperature 

instruments also collect data every minute, with 30-minute averages calculated in 

post-processing.  All flux plates were installed at a depth of 5 cm, and the Nokeval 

Land Cover Type Image Value Count, subarea % of area

Meadows 3 6669 0.96

Stony 4 77879 11.16

Water 5 85093 12.2

Bog 12 99937 14.32

Grassy Tundra 22 55976 8.02

Dry Fen 111 77054 11.04

Wet Fen 112 128022 18.35

Lichen Heath 211 54252 7.78

Shrub Moss Heath 212 112798 16.17

Total = 100%

Total Area: 2.79 km
2
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temperature probes used to capture the skin temperature at the Stony, Dry Fen, 

and Wet Fen sites were installed directly on top of the soil, while the Apogee skin 

temperature sensor was installed 2 meters above the soil looking downward.  A 

complete outline of instrument details are provided in Table 3.   

Table 3. List of instruments at Tiksi that measure ground heat flux and the 

corresponding storage term. All instrument were factory calibrated prior to being 

installed. Calibration coefficients from the resulting factory calibrations are applied 

in post-processing.  

 

 

The flux plates (Hukseflux: HFP01) feature a thermopile sensor that measures the 

temperature difference between the top and bottom of the plate.  The instrument 

output is recorded in millivolts and a calibration factor from the manufacturer is 

applied to convert the heat flux to units of Wm-2.  Note that the soil thermal 

conductivity is not needed when using a flux plate to measure ground heat flux; the 

thermal conductivity constant is represented in the calibration coefficient of the flux 

plate itself (the conductivity coefficient is related to the flux plate’s material and not 

Land Cover Type 

at Tiksi Station

Instrument 

Manufacturer

Instrument 

Type
Parameters

Instrument 

Description

Depth of 

Instrument [m]

Sampling 

Rate

Averaging 

Period

Hukseflux HFP01 G Flux Plate 0.05 1 min 30 min avg

Nokeval PT100 T n Temperature Probe 0.05, 0.10 1 min 30 min avg

Nokeval IKES PT100 T Sfc

Skin Temperature 

Probe
Sfc 1 min 30 min avg

Hukseflux HFP01 G Flux PlateA 0.05 1 min 30 min avg

Hukseflux HFP01 G Flux PlateB 0.05 1 min 30 min avg

MRC TP101 T n Thermistor Probe

0.05, 0.10, 0.15, 

0.20, 0.25, 0.30, 

0.45, 0.70, 0.95, 1.2

1 min 30 min avg

Apogee IRTS-P T Sfc

Infrared Skin 

Temperature 

Sensor

+ 3.3 height 1 min 30 min avg

Hukseflux HFP01 G Flux Plate 0.05 1 min 30 min avg

Nokeval PT100 T n Temperature Probe
0.05, 0.10, 0.20, 

0.30, 0.40
1 min 30 min avg

Nokeval IKES PT100 T Sfc

Skin Temperature 

Probe
Sfc 1 min 30 min avg

Hukseflux HFP01 G Flux Plate 0.05 1 min 30 min avg

Nokeval PT100 T n Temperature Probe 0.10, 0.20, 0.40 1 min 30 min avg

Nokeval IKES PT100 T Sfc

Skin Temperature 

Probe
Sfc 1 min 30 min avg

Stony

Grassy

Dry Fen

Wet Fen
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the soil) (Hukseflux, 2015).  Additionally, soil thermistor temperature strings 

(MRC: TP101) have been installed at the observatory near each of the flux plates to 

measure temperature at specific depths and to also measure the storage change 

term (MRC, 2015).  At Tiksi, only one of the sites has the devices vertically strung 

together (Grassy) in this fashion, while the other sub-stations instead use separated 

individual probes (Nokeval: PT100) placed at specific depths.  Issues arose over the 

course of the analysis with these individual thermistor probes (Nokeval: PT100) due 

to heaving that occurred at different levels in the heterogeneous soil matrix.  As 

such, over the course of an annual cycle it was unclear what specific depth each 

probe was actually measuring (Laurila, 2015).  This problem is mitigated in the 

MRC thermistor string since the temperature sensor levels are fixed within an 

epoxy tube.  As such, if the thermistor string is heaved, then all levels are equally 

impacted (Laurila, 2015; MRC, 2015).  From these measurements, a Fourier 

analysis is used to derive the difference between the temperature values at each 

depth with respect to time (Halliwell & Rouse, 1987; Hinzman et al., 1991; 

Putkonen, 1998).   

Tiksi observatory also provides data on surface skin temperature using two 

different instruments across the different types of soil: 1) Nokeval skin surface 

probes, 2) an Apogee infrared temperature sensor.  At the Tiksi observatory, three 

Nokeval surface skin temperature probes (Nokeval IKES PT100) are physically 

located on the surface, so when snow begins to fall in autumn the sensors get buried 

and no longer directly measure skin temperature (Nokeval, 2015).  It was not 
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investigated how solar heating in summer might have adversely impacted these 

measurements.  Additionally, the Tiksi observatory has one Apogee surface skin 

temperature infrared sensor (Apogee IRTS-P) mounted at two-meter height on the 

tower structure looking directly down at the surface above the flux plates.  

However, during winter when there is snow, the sensor does not see the ground 

surface but rather the snow surface (Apogee, 2015).  Thankfully, Tiksi has the 

infrastructure to compare results from the two methods of collecting skin 

temperature (see Section 5.2).  The skin temperature data for both methods 

(Nokeval and Apogee) were collected every 1-minute (with 30-minute averages 

calculated in post-processing).    

 

3.4 Tiksi Land Classification 

 Techniques for land classification for this study originated from FMI through 

their collaborative effort with Mikola et al. (2018).  This section summarizes the 

results from the study completed by Mikola et al. (2018) (shared by Mika Aurela – 

FMI affiliation) who used both field measurements and satellite techniques to 

estimate land cover types in the area surrounding the Tiksi observatory.  The on-

site field measurements were collected in the summer of 2014 by surveying the 

designated area and classifying the different land cover types.  These classifications 

were defined by soil density, organic matter concentration and leaf litter area 

(among other biological categorization processes) which are detailed later below.   
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The maps provided by Mikola et al. (2018) are used here to identify the land 

cover types that each ground heat flux measurement represents to identify how 

different land covers might impact soil ground heat flux.  Since ground heat flux 

measurements are not available in all of the land cover types, one can only capture 

the area-weighted average from the land cover types in which fluxes were 

measured.  The map from Mikola et al. (2018) provided soil categories for a 2.79 km2 

area, and by spatially extrapolating the ground heat flux measurements to the area 

of the land cover class it is assumed that the plates account for 49% of the maps 

area (Aurela, 2017b; Mikola et al., 2018).  The map will be utilized as the primary 

source of imaging and soil categorization for the remainder of the study.   

 A total of 92 plots were investigated through a field survey around the area 

where the flux measurements were taken.  The majority of the plots were defined 

via a measurement design where samples were analyzed at set distances along 

transects.  Once the plots were selected, a visual inspection was used to assess the 

plant and soil characteristics.  The following tundra land cover types were chosen 

for the area: Meadows, Stony (non-vegetated), Water, Bog, Grassy Tundra, Dry Fen, 

Wet Fen, Lichen Heath, and Shrub Moss Heath.   

Three remote sensing tools were used to create the land classification maps: 

QuickBird, WorldView-2 and a digital elevation model (DEM).  QuickBird and 

WorldView-2 provided high resolution satellite images; WorldView-2 images were 

recorded with a resolution of 2-meters and QuickBird images were recorded with a 

resolution of 0.6-meters.  Images were obtained for different years to assess the 
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landscape’s evolution, including changes in seasonal growth.  The QuickBird images 

were collected in the early growing season of spring 2005 to capture the early stage 

of growth, while the WorldView-2 images were collected at two later time periods, 

summer of 2012 and 2015, to capture later stages of growth.  The DEM, with 2-

meter resolution, was used to capture influences from the surrounding topography 

on the soil during the summer of 2015.  The DEM was used to model topography, 

solar radiation, elevation, and slope; the visualization techniques utilized 

processing procedures from Erdas Imagine, ArcGIS 10.3.1 and SAGA-GIS 2.1.2 

(Mikola et al., 2018).  Together, the QuickBird, WorldView-2, and the DEM data 

were analyzed in parallel with the field data that was also collected to produce the 

vegetation map shown in Figure 5.   

 

Figure 5. A map of the land classifications provided by Mikola et al. (2018). The 

entire land classification map completed in 2014-2015 is seen on the left, while the 

map on the right shows the area of the Tiksi observatory. These maps utilized a 

combination of satellite techniques and on-site field measurements.  
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Based on the land cover categories defined by Mikola et al. (2018), the leaf 

area index (LAI) of the shrubs and mosses in the area was smallest in the stony and 

lichen heath land cover types and highest in the meadow and wet fen 

classifications.  LAI and vascular shoot mass values were determined by collecting 

the biomass from field plots and then scanning the biomass to identify pigments 

within the images (Sari et al., 2017).  The species composition within the land cover 

types did not differ from one soil category to the next, meaning that the same plant 

type was found among several land covers.  The thaw depth of the active layer was 

measured in the summer of 2014 using an iron rod probe and temperature 

measurements.  It was concluded that the meadow and wet fen categories had a 

deep thaw layer, while the stony and tundra categories had a shallow thaw layer; 

thaw layer was influenced by soil temperature, such that drier soils had higher soil 

temperatures and wetter soils had lower soil temperatures.  A primary conclusion 

drawn from the mapping study was that there is large spatial variation in 

vegetation surrounding the Tiksi observatory.  This mapping exercise highlighted 

the necessity of comparing field-data to remote sensing data, i.e. field-data can only 

capture a small area, and satellite remote sensing covers a larger area, but can be 

influenced by cloud cover thereby limiting when useful images can be collected.  

Results from the soil characteristic analysis completed during the Mikola et al. 

(2018) study follow in Table 4 (Aurela, 2017a).   
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Table 4. Soil classification details provided by Aurela (2017b). Classifications are 

primarily denoted by vegetation type and quantity. Sub-sites where ground heat 

flux is measured are in bold-italics.  

 

 

 

4. Methods 

4.1 Skin Temperature Accuracy 

 Since skin temperature is important for deriving the storage change term, it 

is important to assess the accuracy of the instrument measuring this variable.  

Validation of the infrared skin temperature data from the Apogee sensor proved 

difficult since it is the only instrument of its kind on site.  However, by using data 

Land Class Class Definitions Class Type Class Description

Vascular Shoot 

Mass and 

Characterization

Soil Organic 

Matter (SOM) 

Concentration

%

Thaw 

Depth 

Averages

Dry Fen
Water surface below the moss layer, some shrubs 

may occur

53 g m
-2

Intermediate
38% 35 cm

Wet Fen
Water surface high, often water pools; some 

mosses

91 g m
-2

High
38% 42 cm

Bog
Drier peatlands, hummock-hollow patterns; dwarf 

shrubs common

91 g m
-2

Intermediate
38% 35 cm

Lichen Heath

Lichen dominated, but also few dwarf shrubs, 

annuals and mosses; often in patches within bare 

ground

53 g m
-2

Low
3.90% 26 cm

Shrub-Moss 

Heath

Shrub dominated, but also lichens, annuals and 

mosses

91 g m
-2

Intermediate
21% 26 cm

Grassy 

Tundra

Grass dominated areas; shrubs, annuals and other 

vascular plants may occur

91 g m
-2

Intermediate
38% 35 cm

Meadows

Riverside spring 

flooding areas, drier 

during growing 

season

Flood Meadow Grass dominated, annuals occur, brown mosses
91 g m

-2

High
21% 42 cm

Bare Soil Non-vegetated Stony Non-vegetated
7 g m

-2

Low
3.90% 26 cm

Water Water Water Water n/a n/a n/a

Peatlands

Moorlands/Heaths

Noticeable peat 

layer; peat forming 

plants and shrubs

Dry areas, thin 

humus layer, no peat 

formation, mineral 

soil close to soil 

surface; shrubs 

dominate along with 

annuals, grasses, 

heath mosses, 

lichens
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collected from an upwelling (downward facing) longwave BSRN radiometer on-site 

it was possible to derive skin temperature at the surface for instrument verification.  

The flux from the radiometer was used to quantify the surface temperature 

recorded from the instrument.  This method was only possible for comparison with 

the infrared skin temperature sensor (Apogee) and not the skin temperature based 

on the probes (Nokeval).  This is because the upwelling longwave radiometer 

temperature measurement captures the skin temperature of the surface in a 

method similar to the infrared sensor; the infrared skin temperature sensor and the 

upwelling longwave radiometer sensors both seek to capture the surface 

temperature, whether or not that surface is soil, snow, or vegetation.   

The infrared sensor (Apogee) collects data at a spectral frequency of 8 – 14 

micrometers with a half-angle field of view of 22°, while the upwelling longwave 

radiometer sensor collects data at a frequency of 4 – 50 micrometers with a 180° 

field of view.  The other method of capturing skin temperature, using a probe 

positioned directly at the surface (Nokeval), could not be compared to the infrared 

temperature sensor since the instruments did not measure skin temperature at the 

same interface.  By taking the recorded energy flux from the BSRN radiometer and 

using the Stefan-Boltzmann equation one could arrive at:  

       Tskin = (UWLW/σ*ε)0.25                                         (6) 

Where UWLW is the upwelling longwave energy flux in Wm-2, σ = 5.6704*10-8 is the 

Stephan-Boltzmann constant and the emissivity ε is taken at 0.985 assuming that 
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the ground is snow-covered (Dozier & Warren, 1982).  Results of this comparison 

are summarized in Figure 6.   

 

Figure 6. Direct comparison of the infrared (Apogee) skin temperature to the skin 

temperature derived from the upwelling longwave radiometer on-site.  

 

Visually, there is a good match between results from the infrared skin temperature 

sensor and temperature based on the upwelling longwave radiation.  From the 

figure it is apparent that the Apogee sensor tends to measure higher temperatures 

at lower temperatures when compared to the derived skin temperature.   
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 Similarly, data from the Apogee infrared skin temperature sensor were 

compared to the other Nokeval skin temperature probe used at the Stony, Dry Fen, 

and Wet Fen sites.   These results showed a non-linear relationship (Figure 7) due 

to the nature of how the two different sensors observe and define the skin surface.   

 

Figure 7. Direct comparison of the infrared (Apogee) skin temperature to the 

upwelling longwave derived skin temperature from BSRN (A). Direct comparison of 

the infrared (Apogee, y-axis) skin temperature to the skin temperature probe 

(Nokeval, x-axis) (B-D). Sub-plots (B-D) represent each of the identified land cover 

types utilizing the Nokeval skin temperature sensor.  
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Meaning that because the Apogee sensor, located 2-meters above the ground, 

measures skin temperature from above looking down, it will measure the 

temperature of whatever is directly below the sensor (i.e. snow pack, vegetation, 

soil, etc.).  By comparison, the Nokeval sensor measures skin temperature directly 

(this sensor is placed directly on top of the soil, so in winter it can become buried by 

the snow).   

When the infrared temperature sensor was compared to the Nokeval 

temperature probe, it compared well for the Stony land cover type (Figure 7B), but 

not well with the other two saturated land cover types.  The discrepancies in the 

two saturated land cover types (Figure 7C and 7D) were primarily limited to winter, 

when the infrared skin temperature sensor (Apogee) was measuring a skin 

temperature from above looking down at the assumedly snow-covered surface, and 

the Nokeval sensor was measuring a skin temperature from beneath the snow.  The 

results in Figure 7C and 7D show how the snow provides an insulating layer above 

the ground surface and degrades the correlation between the two methods of 

measuring skin temperature.  It hence seems appropriate to continue to use both 

the Apogee and Nokeval skin temperature sensors to represent skin temperature at 

each of the land cover sites since each was positioned in tandem with a 

corresponding flux plate at each site (it was important that skin temperature was 

measured at the exact location of each flux plate regardless of method).   

Table 5 provides a detailed comparison of temperatures from the different 

methods, including r2 values to determine how closely related the two methods are, 
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and also the root-mean-square (RMS) difference to assess differences between the 

values and therefore the differences between the instruments.   

Table 5. Output comparisons of each type of skin temperature sensor to evaluate 

how the different instruments compare to one another.  

 

 

It is seen that the Apogee skin temperatures compare relatively well to the 

upwelling longwave-derived temperatures, with an r-squared value of 0.98.  

Additionally, the RMS analysis showed a difference of 4.06°C between the two 

methods (Apogee vs BSRN) over the course of the annual cycle.  The other 

comparisons were done for the Nokeval sensors located at the other land cover 

types.  It was interesting to compare values from the same sensor type to see the 

impact from different land cover types.  The results showed that the two saturated 

sites (Dry Fen and Wet Fen) correlated well to one another given their high r-

squared value and low RMS temperature difference.   

 

4.2 Soil Property Assessment 

 The storage change term is derived for flux plates by measuring the 

difference in the temperature gradient over time within the layer of soil depth 

directly above the flux plate and then applying a soil heat capacity value for that 

Measurement Type Comparison r
2 RMS Difference [degC]

TIR / TBSRN 0.98 4.06

Tstony / Tdry fen 0.68 10.9

Tstony / Twet fen 0.76 9.17

Tdry fen / Twet fen 0.95 3.01

S
k

in
 

T
e
m

p



35 
 

specific type of soil (Blanken, 2015; Liebethal et al., 2005) (see Equation 4 in Section 

1.1).  By comparison, when using thermistor strings one needs to know both the soil 

heat capacity and the thermal conductivity of the soil since the temperature 

gradient being measured is not across a material with known thermal 

characteristics, but a soil (Hinzman et al., 1998; Persson et al., 2002).  Regardless of 

the flux measurement method, this storage change term must be included in the 

overall ground heat flux (QG) measurement to capture energy gained or lost to the 

system (S) within the shallow layer of soil directly above the soil flux 

plate/thermistor (G) (Blanken, 2015).   

Since the storage change term (S) requires knowing the soil properties to 

calculate soil storage, it is optimal to directly measure these parameters at the 

location of the flux plates.  However, since Tiksi observatory does not allow for 

removal of soil samples for testing, results from the literature were used for soils 

similar to those found at Tiksi (Table 6).   
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Table 6. Table of collection of measured soil heat capacity and thermal 

conductivity. Those rows in bold highlight data collected in Arctic regions. The row 

highlighted in green correspond to the soil parameters used in the study at Tiksi.  

 

 

Publication 

Defined Land 

Class (Region)

Publication Site 

Description 

(including depth 

[m])

Thermal 

Conductivity 

[generic]

Thermal 

Conductivity 

[frozen]

Thermal 

Conductivity 

[thawed]

Heat 

Capacity 

[generic]

Heat 

Capacity 

[frozen]

Heat 

Capacity 

[thawed]

Author/Publication

Tundra 

(Northslope, 

Alaska)

mineral/organic 0.7 - 1.8 Cable, 2010

Tundra 

(Northslope, 

Alaska)

mineral/silt 1.3 - 2.4 Cable, 2010

Tundra 

(Northslope, 

Alaska)

mineral/gravel 2.5 - 3.5 Cable, 2010

Tundra 

(Northslope, 

Alaska)

mineral/shale 1.0 - 2.0 Cable, 2010

Location unknown snow parameter 3.44 2.19 ECMWF, 2004

Tundra (Fairbanks, 

Alaska)
organic 0.12 0.29 Farouki, 1981

Tundra (Fairbanks, 

Alaska)
mineral 1.05 0.89 Farouki, 1981

Tundra 

(Northslope, 

Alaska)

quartz 8.79 Sellers, 1965

Tundra 

(Northslope, 

Alaska)

mineral/clay 2.93 Sellers, 1965

Tundra 

(Northslope, 

Alaska)

organic 0.25 Sellers, 1965

Tundra 

(Northslope, 

Alaska)

water 0.57 Sellers, 1965

Tundra 

(Northslope, 

Alaska)

ice 2.17 Sellers, 1965

Tundra 

(Northslope, 

Alaska)

air 0.025 Sellers, 1965

Soil at 20 degC 

(location unknown)
mineral 1.9 Kluitenberg, 2002

Soil at 20 degC 

(location unknown)
organic 2.5 Kluitenberg, 2002

Soil at 20 degC 

(location unknown)
water 4.18 Kluitenberg, 2002

Soil at 20 degC 

(location unknown)
ice 1.9 Kluitenberg, 2002

Soil at 20 degC 

(location unknown)
air 0.0012 Kluitenberg, 2002

SHEBA Ice Sheet 

(Arctic)
snow cover 0.3 Persson et al., 2002

SHEBA Ice Sheet 

(Arctic)
ice 2 Persson et al., 2002

Estimate from land-

surface model
mineral/dry 1.26 Wang & Bou-Zeid, 2012

Estimate from land-

surface model
mineral/wet 4.2 Wang & Bou-Zeid, 2012

Tundra 

(Northslope, 

Alaska)

barren 0.54 0.39 9.91 4.86 Hinzman et al., 1998

Tundra 

(Northslope, 

Alaska)

moist acidic 0.58 0.38 8.11 1.24 Hinzman et al., 1998

Tundra 

(Northslope, 

Alaska)

moist non-acidic 

dry
0.81 0.43 1.31 1.64 Hinzman et al., 1998

Tundra 

(Northslope, 

Alaska)

shrublands 0.58 0.34 8.11 1.24 Hinzman et al., 1998

K_sl [Wm-1K-1] C_psl [(x 10^6) Jm-3K-1]
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Table 6. Continued 

 

 

It was determined that for the flux plate method, parameters measured by 

Hinzman et al. (1998) best represented the soils at Tiksi (values highlighted in 

Table 6 in green) due to the site descriptions and relative similar latitude of both 

Tundra 

(Northslope, 

Alaska)

wet 0.64 0.47 1.25 1.14 Hinzman et al., 1998

Tundra 

(Northslope, 

Alaska)

water 3.85 1.24 4.89 3.23 Hinzman et al., 1998

Tundra 

(Manitoba, 

Canada)

Churchill site: peat 

(depth: 0-0.3)
1.6 0.6 2.5 Halliwell & Rouse, 1987

Tundra (Manitoba, 

Canada)

Churchill site: clay 

(depth: 0.3-1.0 )
2.9 2.3 1.9 Halliwell & Rouse, 1987

Tundra (Manitoba, 

Canada)

Churchill site: clay 

(depth: >1.0)
2.9 2.3 1.9 Halliwell & Rouse, 1987

Tundra 

(Manitoba, 

Canada)

Marantz site: peat 

(depth: 0-0.05)
0.4 0.1 2.5 Halliwell & Rouse, 1987

Tundra 

(Manitoba, 

Canada)

Marantz site: peat 

(depth: 0.05-0.08)
0.6 0.3 2.5 Halliwell & Rouse, 1987

Tundra 

(Manitoba, 

Canada)

Marantz site: peat 

(depth: 0.08-0.15)
1.4 0.43 2.5 Halliwell & Rouse, 1987

Tundra 

(Manitoba, 

Canada)

Marantz site: peat 

(depth: >0.15)
1.6 0.56 2.5 Halliwell & Rouse, 1987

Tundra (Svalbard, 

Norway)
water 4.2 Westermann et al., 2009

Tundra (Svalbard, 

Norway)
ice 1.9 Westermann et al., 2009

Tundra (Svalbard, 

Norway)
mineral 2 Westermann et al., 2009

Tundra (Svalbard, 

Norway)
organic 1.3 2.3 Westermann et al., 2009

Tundra (Svalbard, 

Norway)
snow pack 0.45 0.75 Westermann et al., 2009

Tundra 

(Northslope, 

Alaska)

West dock: peat 

(depth: 0-0.2)
1.2 0.6 1.26 2.7

Romanovsky & Osterkamp, 

1997

Tundra 

(Northslope, 

Alaska)

Deadhorse: peat 

(depth: 0.0-0.12)
1.2 0.6 1.26 2.7

Romanovsky & Osterkamp, 

1997

Tundra 

(Northslope, 

Alaska)

Franklin Bluffs: 

peat 

(depth: 0.0-0.08)

1.2 0.6 1.26 2.7
Romanovsky & Osterkamp, 

1997

Soil (Manhattan, 

Kansas)
quartz 8.4 1.942 Peters-Lidard et al., 1998

Soil (Manhattan, 

Kansas)
mineral 2.9 1.942 Peters-Lidard et al., 1998

Soil (Manhattan, 

Kansas)
organic 0.25 2.503 Peters-Lidard et al., 1998

Soil (Manhattan, 

Kansas)
water 0.6 4.186 Peters-Lidard et al., 1998

Soil (Manhattan, 

Kansas)
ice 2.5 1.883 Peters-Lidard et al., 1998

Soil (Manhattan, 

Kansas)
air 0.026 0.0012 Peters-Lidard et al., 1998

Tundra 

(Northslope, 

Alaska)

organic/moss 0.1-0.7
Nicolsky, Romanovsky, & 

Tipenko, 2007

Tundra 

(Northslope, 

Alaska)

mineral/organic 0.9-1.6
Nicolsky, Romanovsky, & 

Tipenko, 2007

Tundra 

(Northslope, 

Alaska)

mineral 1.3-2.4
Nicolsky, Romanovsky, & 

Tipenko, 2007

K_sl [Wm-1K-1] C_psl [(x 10^6) Jm-3K-1]
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study areas.  Additionally, it was important to capture soil values collected in both 

frozen and thawed conditions, and Hinzman et al. (1998) was able to provide values 

for both conditions.  In using soil property values from previous research, this study 

unfortunately cannot address variations in soil moisture on the soil parameters over 

both time and space.  This is an obvious shortcoming that will introduce uncertainty 

in the storage change term.   

The frozen and thawed state of the soils in Tiksi were defined by the presence 

or absence of snow at the station as snowy conditions signify freezing temperatures.  

The snow depth (or presence) data was obtained from manual observations collected 

daily by on-site technicians (Makshtas, 2017).  The observed presence or absence of 

snow was compared against the calculated albedo from the observatory using the 

BSRN solar radiation measurements to verify the snowy conditions.  The presence 

or absence of snow correlated directly with the albedo derived product calculated 

from the ratio of shortwave upwelling and downwelling solar radiation.  It was 

identified that frozen soil time periods ranged from January 1st – June 4th and 

September 24th – December 31st for the year 2016, with all other days of the year 

identified as thawed soil periods (Figure 8).   
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Figure 8. Annual cycle of snow depth and albedo collected from the Tiksi 

observatory in 2016. The radiation data used to calculate albedo was not quality 

controlled, so non-physical values of albedo exist briefly in later summer.  

 

 

5. Results 

5.1 Ground Heat Flux Variability 

 The full annual cycle of ground heat flux (QG), including the storage change 

term, at each of the five sub-sites is show in Figure 9.   
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Figure 9. Annual cycle of the ground heat flux (QG) from all of the sub-station land 

cover types (panels A-E denote the land cover type). Note that GrassyA and 

GrassyB are both located in the Grassy land cover type, and are the only two flux 

plates co-located. Data gaps from power outages onsite occurred on DOY 0-12, DOY 

183-194, DOY 226-228, and DOY 310-319.  

 

Differences between the soil heat fluxes measured at each site are immediately 

apparent in Figure 9.  Specifically, there is larger temporal variability at the Dry 

Fen and Wet Fen sites, compared to GrassyA, GrassyB, and Stony sites, in summer, 

while the opposite is true in winter.  Note that the Stony site has the least amount 

of soil moisture than any of the sites, and Wet Fen has the most saturated soil.  

This variation between land cover types is likely due to differences in soil moisture 
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content.  Soil moisture is expected to be much higher in the saturated sites than the 

others, but this was not directly measured on-site and was only assessed 

qualitatively.  From Figure 9 it is plausible that the spatial variability of the ground 

heat flux signal is large relative to the annual or temporal cycle variability in any 

one land cover type (Expectation 2-2).   

 It is clear that the ground heat flux in saturated soils is larger during the 

summer months compared to the grassy or dry/stony land cover types, with a 

smaller dampened signal during winter when water in the active layer has frozen 

(Figure 9).  The temporal variability in Figure 9D and 9E during the summer 

months is larger than the variability of 9A, 9B, and 9C.  During winter the ground 

heat flux in the saturated soils (Figure 9D and 9E) has a smaller dampened signal 

when water in the active layer has frozen.  The stony/dry land cover type (Figure 

9C) remains more constant over the annual cycle and does not appear to be as 

impacted by seasonality as the other sites.  The ground heat fluxes at the grassy 

land cover type (Figure 9A and 9B) are not as variable as those at the saturated 

land cover types.  However, they do show differences during the frozen and thawed 

months in that during winter, the values are primarily negative, while in the 

summer they are primarily positive.  Therefore Expectation 1-1 is supported 

because soil moisture content does appear to impact the ground heat flux as shown 

by the variability in ground heat flux across the land covers.  Similarly, the results 

from the annual ground heat flux measurements demonstrate that fluxes will attain 
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small or negative values during winter months as the soils freeze, supporting 

Expectation 2-1.   

Table 7 shows the calculated monthly, seasonal and annual means along with 

their standard deviations for ground heat flux at each of the land cover types.   

Table 7. Monthly, annual and seasonal means for each land cover type. Area-

weighted GHF was calculated by multiplying the flux values from each land cover 

type by its corresponding area and then dividing the summation of the weighted 

averages by the known area (Section 6.2). The summer season was defined as June 

5th – September 23rd, with all other days of the year identified as the winter season. 

The land cover types are organized from least saturated (Stony) to most saturated 

(Wet Fen).  

 

Table 7. Continued 

 

 

The seasonal means have a range of about 7 to 15 Wm-2 during summer months and 

about -4 to -1 Wm-2 during winter months.  During the spring transition month of 

April, all of the land cover types (with the exception of the Stony land cover type) 

January February March April May June July August September October November December

Stony -9.7 ± 9.5 -11.01 ± 11 -2.5 ± 15.6 4.2 ± 18.1 7.02 ± 11.9 9.2 ± 15 9.2 ± 11.7 5.5 ± 10.6 0.8 ± 11.6 -5.6 ± 6.5 -9 ± 10.7 -12.5 ± 7.7

Grassy A -6.8 ± 3.4 -8.3 ± 5.2 -1.9 ± 7 0.8 ± 9.1 4.6 ± 6.6 11.2 ± 6.2 12.8 ± 6.04 12.2. ± 6.3 7.2 ± 6.8 -0.3 ± 2.8 -5.4 ± 4.3 -6.06 ± 3.8

Grassy B -8.6 ± 3.6 -11.02 ± 5.5 -3.05 ± 7.6 -0.06 ± 8.8 6.2 ± 8.2 15.2 ± 6.5 17.8 ± 4.9 12.1 ± 5.4 6.5 ± 6.3 -1.5 ± 5.6 -11.9 ± 5.7 -12.3 ± 5.5

Dry Fen -2.9 ± 0.3 -3.7 ± 0.6 -1.9 ± 0.97 -0.7 ± 1.4 2.6 ± 7 18.9 ± 12.3 22.3 ± 11.5 10 ± 9.3 5.2 ± 8.4 -2.4 ± 3.6 -4.5 ± 1.7 -6.2 ± 1.4

Wet Fen -7.5 ± 2.3 -9.02 ± 2.4 -3.7 ± 3.3 -0.5 ± 3.6 7.02 ± 12.2 27 ± 18.58 22.2 ± 16.2 7.4 ± 9.09 2.7 ± 6.3 -5.5 ± 6.9 -10 ± 3.8 -12 ± 3.3

Area-Weighted GHF -6.9 ± 3.2 -8.2 ± 3.6 -2.7 ± 5 0.7 ± 5.5 5.6 ± 7.5 18.5 ± 11.13 15.3 ± 8.6 8.4 ± 7.3 3.6 ± 6.7 -4 ± 4.3 -7.2 ± 3.6 -9.7 ± 3.3

Land Cover Type

Monthly Means [W/m2] ± std

Summer 

DOY 157-267

Winter 

DOY 1-156 & 268-365

Stony -1.02 ± 14.4 6.6 ± 12.1 -3.3 ± 13.8

Grassy A 1.9 ± 9.3 8.2 ± 7.3 -1.8 ± 7.6

Grassy B 1 ± 11.6 8.8 ± 7.5 -3.7 ± 10

Dry Fen 2.8 ± 10.7 14.2 ± 12.4 -1.01 ± 4.8

Wet Fen 1.5 ± 14.8 14.9 ± 17.1 -3.7 ± 6.4

Area-Weighted GHF 1.2 ± 10.7 11.4 ± 10.3 -2.9 ± 7.6

Land Cover Type Yearly Mean [W/m
2
] ± std

Seasonal Mean [W/m
2
] ± std
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have a monthly mean of near-zero.  In the fall transition month of October, there is 

a wide spread of variability, where only the GrassyA and GrassyB land cover types 

have values near-zero, suggesting a minimal transfer of energy or temperature 

gradient during that time.  The two saturated land cover types (Dry Fen and Wet 

Fen) display the largest range in monthly means throughout the annual cycle, with 

monthly averages ranging from -6 to -12 Wm-2 in December and 19 to 27 Wm-2 in 

June.   

Figure 10 further summarizes the variability across each land cover type for 

the full annual cycle organized by season.   

 

Figure 10. Box-and-whisker plots of the seasonal mean, standard deviation, and 

outliers of ground heat flux in each land cover type. Panel A shows monthly means 

for Jan-March, panel B shows monthly means for April – June, panel C shows 

monthly means for July – September, panel D shows monthly means for October – 

December.  
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The saturated sites, Wet Fen and Dry Fen, have a large number of outliers during 

the summer months, but very few during winter when the soil water has frozen.  

The Stony and Grassy [A, B] sites have the most outliers across the entire annual 

cycle.  A 2-sample Kolmogorov-Smirnov (KS) test was used to compare the land 

cover types to one another, not making any assumptions about the distribution 

shape of the data.  The KS-test shows that all of the data collected from the 

different land classes were significantly different from one another during the 

collected seasons, with p-values all less than a significance level of 0.05 (Table 8).   
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Table 8. Results from the 2-sample KS test showing a significant difference 

between the seasonal data collected from the different land classifications. All 

comparisons were statistically significant, with p-values < 0.05.  

 

Seasons 

Compared
p-values (< 0.05)

GrassyA 1.81E-143

GrassyB 2.47E-71

Dry Fen 0

Wet Fen 1.94E-234

GrassyB 1.15E-30

Dry Fen 0

Wet Fen 5.60E-83

Dry Fen 0

Wet Fen 1.29E-66

Dry Fen Wet Fen 0

GrassyA 3.90E-41

GrassyB 9.31E-41

Dry Fen 1.15E-286

Wet Fen 2.35E-133

GrassyB 1.12E-19

Dry Fen 0

Wet Fen 5.91E-157

Dry Fen 0

Wet Fen 2.01E-230

Dry Fen Wet Fen 1.29E-257

GrassyA 1.88E-109

GrassyB 2.05E-110

Dry Fen 4.70E-147

Wet Fen 7.02E-81

GrassyB 8.04E-06

Dry Fen 1.61E-119

Wet Fen 1.38E-83

Dry Fen 1.26E-111

Wet Fen 5.66E-87

Dry Fen Wet Fen 1.06E-11

GrassyA 3.74E-47

GrassyB 1.97E-66

Dry Fen 1.83E-106

Wet Fen 2.26E-41

GrassyB 3.06E-191

Dry Fen 1.96E-54

Wet Fen 1.57E-73

Dry Fen 0

Wet Fen 4.74E-56

Dry Fen Wet Fen 5.89E-153

GrassyA

GrassyB

Stony

GrassyA

GrassyB

AMJ

JAS

OND

Stony

GrassyA

GrassyB

Stony

GrassyA

GrassyB

Stony

Groups Compared

2-Sample Kolmogorov-Smirnov (KS) Test Results

JFM



46 
 

 

Using a T-Test to test one could also compare if the ground heat flux results were 

statistically significant from zero.  Results from T-Test’s show that there is a 

significant difference between the seasonal data collected from each land 

classification and zero, with p-values < 0.05 (Table 9).   

Table 9. Results from T-Test comparing each seasonal land classification to zero. 

All comparisons were statistically significant, with p-values < 0.05.  

 

 

In addition, further investigation of the saturated sites show that a 

phenomenon occurs from September 27th through October 19th where the ground 

heat fluxes remain steady at or near zero Wm-2 (Figure 11).   

Land Classification Season p-values (< 0.05)

JFM 0

AMJ 5.72E-118

JAS 2.92E-230

OND 8.51E-193

JFM 0

AMJ 0

JAS 0

OND 0

JFM 0

AMJ 0

JAS 0

OND 0

JFM 0

AMJ 1.38E-115

JAS 0

OND 3.28E-23

JFM 0

AMJ 2.35E-156

JAS 0

OND 5.80E-261

Stony

GrassyA

GrassyB

Dry Fen

Wet Fen

T-Test Comparison Against Zero
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Figure 11. Demonstration of the zero-curtain effect that occurred at Tiksi in 2016 

during the month of October whereby the ground heat flux (QG) becomes near-zero 

(panels A-E denote the land cover type).  

 

This is known as the zero-curtain effect during which energy exchanges through the 

freezing soil are latent rather than thermal, resulting in a ground heat flux of zero 

for an extended period of time (Grachev et al., 2017; Outcalt, Nelson, & Hinkel, 

1990).  Meaning that because of the dramatic shift in turbulent heat flux during the 

transition from a warm summer season to fall, a continuous vertical temperature 

gradient of zero is seen in the ground heat flux (Grachev et al., 2017; Outcalt et al., 
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1990).  These findings support Expectation 2-3 in that the saturated land cover 

types change abruptly during transition seasons, with the zero-curtain effect 

dominating during the autumn season.   

By comparison, the regime shift in spring is abrupt (~DOY 150) and occurs 

over the course of only a week or two (Figure 9).  This time period aligns with when 

the surface first becomes snow-free.  This is also the time when the air temperature 

on-site increases rapidly from about -5 to +15°C.  This shift is clear in the increase 

of the ground heat flux (QG) during the same time period as solar heating begins to 

influence the flux, as seen in Figure 9.  Figure 12 shows the general meteorology 

(air temperature, relative humidity, solar radiation, and soil temperature) at Tiksi 

for the years 2014-2016 to show that there was little variability in the year 2016 

from preceding years in relation to the measurements taken on-site.   
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Figure 12. Panel’s A – C show the meteorological conditions at Tiksi station for 

years 2014 (A), 2015 (B), and 2016 (C). In each panel for the years 2014-2016 are 10 

meter air temperature and humidity, followed by upwelling and downwelling 

shortwave and longwave solar radiation. For 2016 Tiksi appears to have slightly 

less relative humidity with a cooler spring season, but in general there was little to 

no deviation from previous years.  
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5.2 Influence of Solar Forcing 

 To further assess the temporal variation in the data sets, the solar forcing 

was removed to understand its impact on the ground heat flux.  This was done by 

calculating the solar zenith angle using the latitude, longitude, and altitude of the 

observatory.  By then taking the cosine of the solar zenith angle (i.e. mu, µ), the 

ground heat flux could be plotted as a function of mu (µ) (Cox, 2017).  With this 

information it was possible to derive an equation from the linear line of best fit of 

the distributions to quantify the solar forcing (Cox, 2017).  This derived linear 

equation is then subtracted from the ground heat flux observation to remove the 

solar forcing signal.  The derivation of the linear best fit excluded ground heat flux 

values during those times when the sun was below the horizon, taken as solar 

zenith angle (SZA) greater than 93 degrees, so that diffuse twilight was not 

included (Cox, 2017).   

 The scatter plot of ground heat flux (QG) plotted as a function of the cosine of 

the SZA revealed an interesting anomaly produced by the 30-minute averaging.  

Note the clustering of values (vertical stripes) that occur as a function of sun angle 

for values where the cosine of the SZA > 0.1 (Figure 13).   
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Figure 13. Panels A – E show the ground heat flux from each land cover 

classification as a function of the cosine of the SZA. Time periods during the year 

when the sun was below the horizon were excluded. Notice the clustering of 

oscillations as a result of the sampling frequency seen in D and E.  

 

The source of the clustering was investigated by comparing the number of values 

that fall into bins of SZA from the 30-minute averages to those based on hourly 

averages.  These differ by approximately a factor of two (Figure 14), suggesting the 

explanation of an oscillating pattern resulting from the sampling frequency (Cox, 

2017).   
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Figure 14. The top plot (A) shows the solar zenith angle over the course of the year. 

The blue lines utilize a half-hour sampling frequency and the orange lines utilize an 

hour sampling frequency. The bottom plot (B) shows the oscillations of the two 

sampling frequencies plotted via the cosine of the SZA.  
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These oscillations are not expected to impact the linear fit from which the linear 

equation is derived (Cox, 2017).   

An analysis of the annual cycle of the ground heat flux was then conducted to 

assess the impact of the solar forcing on the measurement output.  Figure 15 shows 

that there is considerable variability even when the solar forcing signal is removed 

using this method.   

 

Figure 15. Annual ground heat flux values with the solar forcing signal removed 

(panels A-E denote the land cover type). The solar forcing was only removed for 

periods when the sun was above the horizon.  
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Table 10 shows the correlation coefficients between the original ground heat flux 

values and values after the solar forcing signal was removed; ~21-40% of the annual 

cycle in ground heat flux at Tiksi is linked to solar forcing.   

Table 10. Results from correlation tests between ground heat flux values that 

include the solar forcing signal and those that do not. The variability in % to the far 

right shows the variability that can be accounted for in the signal due to the solar 

forcing.  

 

 

Since this analysis was completed using a full annual cycle, the 21-40% variance 

explained is somewhat deceptive and would actually be much larger in summer and 

negligible in winter during polar-night.   

 Due to the variability still present in Figure 15 it was important to evaluate 

individual months when the sun was above the horizon to deduce if the solar forcing 

signal had actually been removed.  Figure 16 shows ground heat flux values after 

the solar forcing signal has been removed for the month of August.   

r p-values (<0.05) r2
Variability:

[1 - r2] * 100

40.71%

34.39%

22.56%

20.79%

26.04%

0.59

0.77

0.66

[r4,p4] = corrcoef(twrB_flux, twrB_flux_de-trended) R5 0.86

Correlation Coefficients

[r3,p3] = corrcoef(dry_flux, dry_flux_de-trended) R3 0.88 0

[r1,p1] = corrcoef(wet_flux, wet_flux_de-trended) R1 0.77 0

[r2,p2] = corrcoef(mid_flux, mid_flux_de-trended) R2 0.81 0

0 0.74

[r4,p4] = corrcoef(twrA_flux, twrA_flux_de-trended) R4 0.89 0 0.79
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Figure 16. Ground heat flux (QG) for the month of August, after the solar forcing 

signal has been removed. It is apparent from the distinguishable cycles noted in all 

of the land cover types that the solar forcing signal was not completed removed 

using this method.  

 

It is clear in Figure 16 that the solar forcing signal was unfortunately not 

completely removed from the ground heat flux, and that either a partial diurnal 

cycle or annual cycle still exists in the measurement.  This could be due to the 

ground heat flux (QG) not being a direct function of the incoming solar radiation, but 

instead a function of surface temperature.  Either way, it is revealed from Figure 16 

that the solar forcing signal was not completely removed using this method.   
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5.3 Storage Change Term Influence 

 By comparing the flux output from the instrument to the storage change term 

it is seen that most of the signal noise is introduced by the storage change term on 

short time scales (i.e. 30-minute averages).  Figure 17 shows the difference in the 

signal between the measured fluxes and the storage change values.   
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Figure 17. Comparison of the measured ground heat flux (G: in blue), the 

calculated storage change term (S: in pink), and the adjusted ground heat flux (QG) 

in the third sub-plot for each panel. Panel 17a shows the GrassyA land cover, panel 

17b shows the GrassyB land cover, panel 17c shows the Stony land cover, panel 

17d shows the Dry Fen land cover, and panel 17e shows the Wet Fen land cover.  
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A closer look at the isolated storage change soil term (S) shows that it accounts for 

much of the variability of the total adjusted ground heat flux signal (QG) depending 

on land cover type and temperature/season for these 30-minute averages.   

By investigating a series of running means of the adjusted ground heat flux 

(QG) one can investigate how averaging influences the significance of the storage 

term (S).  Similarly, normalizing the running means by the sampling frequency of 

30-minutes will show the percent decrease of the storage term over difference 

averaging periods.  Figure 18 shows the influence of the storage term through 

investigation of running means from different averaging periods.   
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Figure 18. Panel A shows the standard deviations of different averaging periods for 

each of the land cover types. Panel B shows the percent variation of the storage 

term normalized by the initial 30-mintue collection frequency over different 

averaging periods for each land cover type. Panel C shows the percent variation of 

the storage change (S) relative to the variation of ground heat flux (QG) over 

different averaging periods for each land cover type.  

 

The results from Figure 18A show how the standard deviation of the storage term 

(S) decreases as the averaging period increasing.  This suggests that the storage 

term becomes negligible for longer averaging periods.  Similarly, the results from 

Figure 18B show that by normalizing the storage term by the original 30-minute 

sampling frequency, longer averaging periods are less influenced by the storage 
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term (S).  Specifically, we can see that 1-day means show significant variations of 10 

– 20% of the 30-minute variations, and that monthly means show a less significant 

variation.  Figure 18C shows that the storage term (S) variation relative to the 

variation in ground heat flux (QG) accounts for almost 50% during shorter averaging 

periods, and almost 0% for averaging periods longer than 1-month.   

Additionally, since the snowpack has the potential to store energy during the 

winter seasons (whether or not that energy influences the ground heat flux) it is 

worth investigating how much energy could be stored in the snow pack if it was 

included in the adjusted ground heat flux.  It is found that including this term 

(when snow is present) further increase the variability in the adjusted ground heat 

flux (Figure 19).   
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Figure 19. Comparison of the measured ground heat flux (in blue), the adjusted 

storage change term in the soil (second sub-plot), the storage change in the snow 

pack (third sub-plot), and the adjusted ground heat flux (fourth sub-plot) for each 

panel. Panel 19a shows the GrassyA land cover, panel 19b shows the GrassyB land 

cover, panel 19c shows the Stony land cover, panel 19d shows the Dry Fen land 

cover, and panel 19e shows the Wet Fen land cover.  
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The storage of energy from the snow pack was not included in the final (adjusted) 

ground heat flux term (QG) since the skin temperature term was defined as the 

interface between the soil and atmosphere.  The depth of the snow pack was 

determined by daily measurements from an on-site technician and the heat capacity 

of snow-pack was based on values reported by Westermann et al. (2009) from Table 

6.  The temperature above the snow pack was measured from the infrared Apogee 

sensor, and the temperature below the snow pack was measured from the Nokeval 

sensors located at the Stony, Dry Fen, and Wet Fen sites (for the Grassy location 

the Stony Nokeval data was used for temperatures below the snow pack).  Overall, 

the resulting storage change snow term (Ssnow), when coupled with the traditional 

storage change soil term (S) and ground heat flux measurement, increased the 

variability of the final flux output during the winter seasons when snow was 

present (Figure 19).  This increased variability could be due to differences in the 

snow pack, which would be expected to dampen the temporal variation (N. B. Miller 

et al., 2017).   

 Because soil properties (soil heat capacity and thermal conductivity) were not 

directly measured, it is instructive to plot a range of ground heat flux values using 

ranges of soil property values.  Figure 20 shows the resulting ground heat flux 

ranges.   
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Figure 20. Ground heat fluxes as seen in Figure 9 along with values based on a 

range of soil properties (in yellow).  

 

The range in soil properties were based on results by Hinzman et al. (1998) for 

Barren soil types on the North slope of Alaska and Water soil types from the same 

location.  This range, shown in Figure 20, essentially spans the storage change 

situation of soils that are dry with no vegetation to soils that are submerged in 

water.   
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6. Discussion: Improving Measurements 

6.1 Instrument Influence 

 The influence of the ground heat flux instrumentation stems from both 

instrument biases and instrument specifications.  Flux plate biases were derived 

from a comparison between the two sensors (A & B) positioned in the Grassy land 

cover type.  Since these two sensors were the only ones located in a similar land 

cover type, they are the only ones that could be compared directly.  The comparison 

of these two instruments is based on root-mean-square (RMS) differences and a 

comparison of squared correlations.  Results follow in Table 11.   

Table 11. Comparisons between results from flux plates (G) at each the GrassyA 

and Grassy B locations to evaluate how the instruments compare to one another. 

This comparison is most useful when instruments are co-located, so the results from 

the comparison of GrassyA and GrassyB are most accurate (compared to the other 

sub-station instruments) to determine instrument biases. Error was determined by 

instrument specifications, while biases were determined by instrument comparison. 

The RMS difference was smaller than the annual mean.  

 

 

Note that the comparison in Table 11 is from the flux plate outputs only (G) and 

does not include the storage change term.   

 There is a 3.9 Wm-2 difference (or ~4 Wm-2 instrument bias) between the two 

flux plates (A & B) located in the Grassy land cover type, assuming no difference in 

soil properties within the Grassy land classification.  It did not make sense to 

Measurement Type Comparison r
2

RMS Difference [W/m
2
]

Instrument Error 

(30-minute)
Bias

G
r
o
u

n
d

 H
e
a

t 
F

lu
x

GrassyA / GrassyB 0.92 3.9
± 3 - 8 %

[± 1 - 4 W/m
2
]

± 4 W/m
2
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compare flux plates from the other land cover types because one could not isolate 

the instrument uncertainty from the spatial variability of the different land cover 

types.  The final comparison of the r-squared values also suggests that output from 

the two instruments closely agree (r2 = 0.92).   

 The instrument manual from the Hukseflux manufacturer of the flux plates 

was also evaluated.  The specifications note that the factory calibration of the 

instruments include a calibration uncertainty of ± 3%.  The manufacturer also cites 

that uncertainty will increase by <1% for each year of operation in the field.  The 

two flux plates located in the Grassy land cover type were installed in the spring of 

2011 and have not been re-calibrated since installation, meaning that uncertainty 

for the year 2016 could be ± 5%.  In addition to the ± 3% calibration uncertainty, the 

operation uncertainty of ± 5% results in a total uncertainty of ± 8% or about 1 – 4 

Wm-2, not including the 4 Wm-2 instrument bias.   

The uncertainty analysis for this study only included flux plate outputs (G) – 

larger uncertainties likely exist in the other terms used to obtain the storage 

change term (and could be investigated in future research).  However, from the 

results of the instrument analysis, it is concluded that one can indeed anticipate 

that the ground heat flux at Tiksi is large enough to be measured by available tools, 

supporting Expectation 3-1, not including the impact of soil moisture properties.  

Additionally, the method used to measure the ground heat flux can impact 

uncertainty.  Since the flux plate method measures the thermal gradient across a 

known material, unlike the thermistor temperature probe approach that utilizes 
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soil temperature gradients, the flux plate method introduces less error to the 

observation.   

 

6.2 Weighted Average Ground Heat Flux 

 Tiksi provides a unique opportunity to assess how ground heat flux varies 

across the landscape by utilizing the five flux plates currently on-site.  Most other 

Arctic sites only collect data from a single flux plate, which is used to quantify 

ground heat flux for the entire region.  One potential solution to deriving the most 

representative flux of a region is to weight each known ground heat flux (QG) 

according to its land cover type area.  By taking the area details from Table 2 one 

can then weight the known ground heat flux in the vicinity of the station using the 

dimensions specified.  Figure 21 highlights in white the area of the map where 

ground heat flux can be accounted for, the remaining area is in black.   
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Figure 21. Area map of Tiksi observatory created by Mikola et al. (2018). Areas 

highlighted in white are land cover types where the ground heat flux was measured 

while areas highlighted in black are areas where flux was not measured. White = 

49% of the total image, Black = 51% of the total image.  
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The area-weighted ground heat flux was calculated by multiplying the flux values 

from each land cover type by its corresponding area and then dividing the 

summation of the weighted averages by the known area.  Since there are two 

represented flux plates in the Grassy land cover type, only GrassyA was included in 

the summation and not GrassyB so that the Grassy area was not duplicated.  The 

area-weighted flux is plotted against each land cover type flux in Figure 22.   

 

Figure 22. Ground heat flux (QG) values for each land cover type plotted with the 

calculated area-weighted ground heat flux (in pink). Area-weighted ground heat 

flux is calculated by multiplying the flux values from each land cover type by its 

corresponding area and then dividing the summation of the weighted averages by 

the known area.  
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 It is seen that the area-weighted flux (in pink) has much less variability than 

the flux at the individual sites.  This weighting method may be particularly useful 

to the modeling community in that model grid cell resolution does not allow for such 

small-scale details to be included.  By instead capturing the area-weighted average 

ground heat flux of a vicinity or region, modelers can better compare modeled 

ground heat flux against direct observations, with the caveat of needing to know or 

map land cover type areas in the region.  A potential issue with this approach, 

however, is in justifying the area size domain to the user; the area-weighted ground 

heat flux value will change depending on how the area is defined.   

Comparing against the means from Table 7, it seems that the saturated sites 

over-estimate the regional summer seasonal and annual means, while under-

estimating the regional winter seasonal mean.  The Stony site appears to under-

estimate the annual and winter regional means and over-estimate the means in 

summer.  The Grassy A and B fluxes both over-estimate the summer seasonal and 

annual means, while under-estimating the winter seasonal mean.  It is concluded 

that, in line with Expectation 1-2, a more representative regional ground heat flux 

can be calculated using the area-weighted average of the fluxes measured in the 

different land cover types found in the vicinity, but more will need to be done to 

determine the best way to define the area or domain size needed for a weighted flux 

average.   
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7. Conclusion 

7.1 Re-defining Ground Heat Flux Calculations 

 Variability in the ground heat flux (QG) around the Tiksi observatory is 

strongly related to land cover type.  It is clear that it is insufficient to measure 

ground heat flux at only one location in an environment such as Tiksi.  The results 

show that for short time scales (30-minutes or less), ground heat flux can vary by as 

much as ~20 Wm-2 depending on land cover type.  This leads to the conclusion that 

we should re-define how and where ground heat flux is measured in the Arctic.  

Careful consideration must be given to the spatial distribution of the 

measurements.  A single site-specific ground heat flux is not a good regional 

estimate; the flux needs to be representative of the more general environment, 

meaning that measurements need to be made at multiple points across a site.  Of 

the factors that impact a ground heat flux measurement, the soil and moisture 

content is key, but the types of instruments used can also play a role (i.e. flux plate, 

thermistor, infrared skin temperature sensor, etc.).   

Traditionally, for longer time scales only the ground heat flux output (G) has 

been collected with no inclusion of a storage change term (S) to reflect energy 

gained or lost in the soil layer directly above the flux plate.  In part, this has 

reflected shortcomings in instrumentation and infrastructure (Foken, 2008).  With 

increasing infrastructure support and improved instrument technology, the 

community now has the opportunity to capture parameters like soil moisture 

content while also mapping landscapes in remote locations to investigate impacts of 
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the storage change term (S) on ground heat flux.  Results showed that the storage 

change term (S) can account for almost half of the adjusted ground heat flux value 

(QG) (Figure 17), meaning that by not including it in the adjusted ground heat flux, 

one is underrepresenting the term’s impact on the overall surface energy budget for 

time scales less than 1-day (Foken, 2008).   

Additionally, ground heat flux measurements and observations can be 

improved if soil moisture content is captured spatially using tools like World View-2 

or other satellite mapping techniques.  Understanding that the ground heat flux is 

influenced by soil moisture (which can be assumed using vegetation characteristics), 

it is important to capture the measurement in each type of soil present in the 

vicinity being quantified.  This was shown in the area-weighted ground heat flux 

results (Table 7, Figure 22) where the weighted results were better able to quantify 

the regional ground heat flux.  Using satellite mapping techniques, one should be 

able to identify the types of soil or land cover present in a region and utilize this 

information to guide where to install flux plates.  Flux plates are relatively 

inexpensive, so it is cost-effective to invest in outfitting stations with multiple 

sensors at different locations.   

 

7.2 Overview of Results 

 In general, the results from the study concluded that it is possible to measure 

the ground heat flux in the Arctic with reasonable accuracy.  However, methods 

used could be improved upon by 1) including proper soil moisture measurements in 
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the same vicinity as the flux measurements, 2) characterizing the land cover types 

in the region, and 3) adopting an area-weighted approach for determining ground 

heat flux.  The flux plate instrument currently used at several Arctic locations 

provides a more accurate output than the method based on thermistor temperature 

probes since the flux plate design utilizes a known heat capacity for the 

temperature gradient to be measured across.   

 It was found that the zero-curtain effect was most prominent in ground heat 

flux observations collected in saturated land cover types, where ground heat flux 

values remain at near-zero values during the summer to fall transition season.  

This is thought to be the result of a continuous vertical temperature gradient of zero 

from a latent heat exchange that is reflected in the ground heat flux measurement 

(Grachev et al., 2017; Outcalt et al., 1990).  Additionally, the spring transition of 

ground heat flux was abrupt, reflecting the rapid transition from snow-covered to 

snow-free conditions due to the sun returning from polar-night and solar radiation 

thereby beginning to warm the surface.  Fluxes from the Stony land cover type, that 

contained little to no soil moisture, remained much more consistent throughout the 

annual cycle with winter season values being primarily negative (upward) and 

summer season values being primarily positive (downward).   

 Measured fluxes were similar to ranges reported in previous work, however 

the majority of those studies utilized a minimal suite of flux instruments (Grachev 

et al., 2017; N. B. Miller et al., 2017; Persson et al., 2002).  Seasonal averages 

exhibit a range of ± 7 – 15 Wm-2 during summer months when the ground is thawed 
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and frozen winter months show a range of ± -4 to -1 Wm-2.  The area-weighed 

ground heat flux seasonal averages displayed a summer value of ± 11.4 Wm-2 and a 

winter value of ± -2.9 Wm-2.  Solar forcing accounted for 21 – 40% of the variance in 

the ground heat flux signal, but it was later determined that the method used to 

remove solar forcing was not adequate in removing all of the solar forcing signal.  

An investigation of the storage change term (S) showed that the term becomes less 

important as the averaging period increases.  Meaning that the storage term does 

not need to be included in averaging periods larger than 1-month.   

The results from this study support previous work (Foken, 2008) suggesting 

that ground heat flux is a significant term, that if not properly accounted for, can 

contribute to errors in closing the surface energy budget.  An analysis of the annual 

averages of the surface energy budget terms (Q*, QE, QH, and QG) for 2016 at Tiksi 

shows that ground heat flux accounts for only ~5% of the surface energy budget.  

Though this small percentage may be insignificant or within the measurement 

errors of the surface energy budget, this small amount of energy produced by the 

ground heat flux can impact Arctic processes such as permafrost melt (Hinzman et 

al., 1991; Jacobsen, 1999).  The sensitivity of the active layer and permafrost lends 

these small energy transfers, like that of the ground heat flux, to have large impacts 

on soil moisture melt (Romanovsky & Osterkamp, 1997).  To further assess the 

influence of ground heat flux on Arctic soils, it is recommended that future studies 

make use of flux plates installed in all major land cover types in the vicinity.  
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Visualization tools such as satellite mapping will help determine where to position 

flux plates and to also determine the quantity of flux plates needed.   
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