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Abstract

RBF-generated finite differences (RBF-FD) have in the last decade emerged as a very pow-
erful and flexible numerical approach for solving a wide range of PDEs. We find in the present
study that combining polyharmonic splines (PHS) with multivariate polynomials offers an out-
standing combination of simplicity, accuracy, and geometric flexibility when solving elliptic
equations in irregular (or regular) regions. In particular, the drawbacks on accuracy and stabil-
ity due to Runge’s phenomenon are overcome once the RBF stencils exceed a certain size due to
an underlying minimization property. Test problems include the classical 2-D driven cavity, and
also a 3-D global electric circuit problem with the earth’s irregular topography as its bottom
boundary. The results we find are fully consistent with previous results for data interpolation.
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1 Introduction

In this follow-up paper to our previous work in [10], which focused on interpolation, we address here
the use of RBF-FD approximations based on polyharmonic splines (PHS) with polynomial aug-
mentation for the numerical solution of elliptic PDEs. This approach benefits from the properties
of RBF-FD methods (such as high-order convergence, local node refinement, geometric flexibility,
ease of program, etc) while it bypasses complications related to the selection of a shape param-
eter, ill-conditioning of some RBF collocation matrices and potential convergence failure under
refinement (also known as stagnation errors) [9, 10, 11, 14, 15]. We further find that the present
approach is able to circumvent the stability issues due to the Runge phenomenon when the stencil
size exceeds a certain size for a given fixed polynomial degree.

RBF-FD approximations based on PHS with polynomial augmentation are introduced in Section
2. Section 3 describes some concepts used throughout the paper, such as the ghost node approach
for handling boundaries, the algorithm used to discretize the domains and how the linear systems
of equations are solved. The main results of this study are contained in Section 4, where we discuss
the use of RBF-FD approximations based on PHS with polynomial augmentation for the solution
of elliptic PDE problems. In Section 5 the method is applied to solve elliptic PDE problems of
increasing complexity. These include the 2-D lid driven cavity and the 3-D Global Electric Circuit.
The conclusions are given in Section 6.

2 RBF-FD formulation

RBF-FD methods can be viewed as a natural generalization of FD methods. As in FD, RBF-FD
approximates a linear operator L at a location xc as a linear combination of the values of the
function at the n closest nodes which form the stencil,

Lu|x
c

≈
n∑

i=1

wiui. (1)

In classical FD, the weights wi are determined by enforcing the approximation (1) to be exact for
polynomials of as high degrees as possible. However, this approach is grid based and does not
generalize well to scattered nodes in more than 1-D, with the Mairhuber-Curtis theorem being just
one reason. Instead of only relying on multivariate polynomials, we include also RBFs that are
centered at the nodes of the stencil of size n. This approach for finding weights is guaranteed to
be non-singular no matter how the n nodes are scattered in any number of dimensions (assuming
the nodes are distinct and a unisolvency condition is met).

2.1 RBF-FD weights

When not augmenting the RBFs with polynomials, the RBF-FD weights wi in (1) based on stencil
nodes xi, i = 1, 2, . . . , n are obtained by solving
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There are many choices of RBFs φ(r) that can be used [7, 14]. In this work, we limit our attention
to the use of polyharmonic splines (PHS, here φ(r) = r2m−1, m ∈ N) with polynomial augmentation
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[9, 10, 17]. For example, using RBF-FD + linear terms, the RBF-FD weights wi in 2-D are obtained
by solving















1 x1 y1

A
...

...
...

1 xn yn

1 . . . 1

x1 . . . xn 0

y1 . . . yn





























w1

...

wn

γ1

γ2

γ3















=















Lφ (‖x− x1‖)|x
c

...

Lφ (‖x− xn‖)|x
c

L1|x
c

Lx|x
c

Ly|x
c















, (3)

where A is the same matrix as in (2). More generally, the linear system of equations takes the form
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where w and Lφ are n × 1 column vectors formed by wi and Lφ(||x− xi||)|x=x
c

, P T is a m × n

matrix formed by all the m =
(
p+d

p

)
multivariate polynomial terms of total degree less than or equal

to p in d dimensions (c.f. Table 1), and γ and Lp are m× 1 vectors formed by γi and Lpi(x)|x=x
c
.

The scalar p denotes the highest degree of the polynomials pi(x), i = 1, 2, . . . ,m. Notice that a
necessary but not sufficient condition for unisolvency is that n ≤ m (for a rigorous discussion on
unisolvency conditions see [7]).

dimension Polynomial degree p

d 0 1 2 3 4 5 6 7 . . .

1 1 2 3 4 5 6 7 8 . . .

2 1 3 6 10 15 21 28 36 . . .

3 1 4 10 20 35 56 84 120 . . .

Table 1: The number of polynomial termsm up through degree p, when in d dimensions; m =
(p+d

p

)
.

2.2 Role of polynomials

As previously shown in the first part of our work [10], the solution of the linear system (4) is the
solution of the equality-constrained quadratic programming problem

min
w

J (w) =
1

2
wTAw − wTLφ subject to P T w = Lp, (5)

This result indicates that the RBF-FD weights w are the solution of the under-determined linear
system P T w = Lp when minimizing the functional J (w). In Sections 4, we will see that allowing
this system to become more undetermined by increasing the stencil size such that n & 2m leads to
optimal RBF-FD weights in the context of solving elliptic PDEs.
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3 Some preliminaries

3.1 Ghost nodes

The ghost (or fictitious) node approach has been used frequently in the past to implement boundary
conditions both for finite differences [22] and pseudospectral methods [5, 12]. The underlying idea
is to avoid the use of fully one-sided stencils in order to improve accuracy and stability. This
approach was described in [8, 18] for solving elliptic PDEs with global RBFs. In the present work,
the ghost node approach is used in the context of RBF-FD approximations.

Consider an elliptic PDE problem defined in a domain Ω. To avoid one-sided stencils near the
boundary, a layer of ghost nodes with as many nodes as boundary nodes is introduced outside the
domain all around the boundary. Using these nodes to discretize the PDE avoids fully one-sided
stencils. However, the resulting N × (N +Ng) differentiation matrix is not longer square, where N
is the number of interior and boundary nodes and Ng is the number of ghost nodes. In this case,
the differentiation matrix can be written as

[

D Dg

]
[

u

ug

]

= f, (6)

where the block matrices are (D)N×N and (Dg)N×Ng
, u is the value of the unknowns on the interior

and boundary nodes, ug is the value of the unknowns on the ghost nodes and f is the right-hand
side evaluated on the interior nodes.

In order to have a linear system of equations with as many unknowns as conditions, the PDE can
also be enforced on the boundary, which leads to the square differentiation matrix,

[

D Dg

B Bg

][

u

ug

]

=

[

f

fg

]

, (7)

where (B)Ng×N and (Bg)Ng×Ng
are the matrices that contain the weigths dicretizing the PDE on

the boundary and fg is the right-hand side evaluated on the boundary nodes. By simple elimination,
the differentiation matrix can be written as a function of the interior and boundary values as

[
D − Dg B

−1
g B

]

︸ ︷︷ ︸

D̂

u = f − Dg B
−1
g fg

︸ ︷︷ ︸

f̂

. (8)

For large stencil sizes, when a single layer of ghost nodes might not be enough to relieve the
boundary effects, it is possible to increase the number of layers. For each layer, a new condition
must be enforced on the boundary. A simple way to obtain these extra conditions for linear PDEs
is by applying powers of the PDE. For example, Lu = f for the first layer, L2u = Lf for the second
layer, L3u = L2f for the third layer, and so on (assuming that f is of a form such that we can
evaluate Lf , L2f , etc)

3.2 Domain discretization

The domains Ω considered in this work are discretized using scattered nodes based on the following
repel algorithm. Other options for creating 2-D node distribution are described in [13, 20].
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1. Discretize the boundary ∂Ω with equispaced nodes. Root-finding algorithms might be useful
for this purpose.

2. Embed the discretized domain Ω into a regular domain (e.g. a rectangle in 2-D) and discretize
it using structured nodes. The size of this regular domain must be at least 4 layers of nodes
larger all around the embedded domain. The 2-3 most exterior layers of nodes are called
frame nodes.

3. Discard the nodes lying within a certain distance to the boundary nodes.

4. Boundary and frame nodes are fixed to their positions. A slightly random displacement is
applied to the rest of the nodes, followed by calculating the repulsion force

~F =

n∑

i=1

~ri

‖~ri‖3
2

,

where ~ri = (x − xi, y − yi) and n is the n-th closest node to the i-th node. Typically only
the direction of ~F is utilized, with actual node movement distances decreased in a systematic
manner during a small number of iterations on the order of 20 or so.

5. The domain Ω is finally discretized using the interior and boundary nodes. All nodes outside
Ω are discarded. In the case that ghost nodes are used, they are separated placed and simply
frame the boundary as illustrated by the crosses in Figure 1.

3.3 Elliptic solver and preconditioner

Unless specified otherwise in the text, the linear system of equations is solved using the BiCGSTAB
iterative method with incomplete LU factorization as preconditioner (with 0 level of fill in) and
reverse Cuthill-McKee ordering. The residual tolerance is set to 10−11 and the maximum number
of iterations is equal to 100.

4 PHS RBF-FD approximations with polynomial augmentation for the numer-

ical solution of elliptic PDEs

4.1 A test problem to explore accuracy

In the following test problem, we explore the performance of PHS RBF-FD with polynomial aug-
mentation when solving Poisson’s equation

{

∆u = f(x, y), in Ω

u = g(x, y), on ∂Ω
(9)

on the unit disc Ω = {(x, y) , x2 + y2 ≤ 1}, where f(x, y) and g(x, y) are computed from the test
function

u(x, y) = sin [10 (x+ y)] . (10)

Scattered nodes based on the repel algorithm from Section 3.2 are used to discretize the domain.
Figure 1 shows the node distribution for h ≈ 0.05, where the dots, squares and crosses represent
interior, boundary and exterior ghost nodes, respectively. The node distributions for h = 0.025 and
h = 0.01 are structurally similar, although denser.
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Figure 1: Unit disc discretized using h ≈ 0.05: interior nodes (dot), boundary nodes (square) and
exterior nodes (cross). Exterior nodes are treated differently depending on the approach used to
handle the boundary.

As it is well-known, one-sided stencils near boundaries can affect the accuracy and stability of elliptic
solvers. To explore the effect of boundaries on PHS RBF-FD approximations with polynomials,
we solve (9) using three different approaches to handle the boundary. Figure 2 shows the relative
ℓ2 norm error as a function of the stencil size and polynomial degree for different resolutions (row
of subplots) and methods for handling the boundary (column of subplots). The dashed curves
n =

(p+2
p

)
plotted in each figure represent the case where the stencil size n is equal to the number

polynomial terms m (and thus P T w = Lp is square and no minimization of J (w) can occur). For
higher values of n (above the dashed curves), the collocation matrix (4) is generally non-singular;
below it, the matrix will be singular since the columns of P will be linearly dependent. The
dashed-dot curves, representing n = 2 ·

(p+2
p

)
in the right column of subplots, will be explained

below.

In the first column of subplots, we enforce the analytical solution (10) on both boundary and
the three layers of exterior nodes. This is an ideal case, leading to an optimal reference solution.
Observe that the error decreases as the node distribution is refined and also as the polynomial
order increases. On the contrary, increasing the stencil size does not significantly improve the
accuracy, especially for fine node distributions. Note also that only for h = 0.01 does the accuracy
deteriorate when the stencil size n is very close to the smallest stencil size that can be used for a
given polynomial degree.

The second column of subplots shows the result of using the ghost node approach explained in
Section 3.1 to handle the boundary. In this case, the three layers of exterior nodes are used to
discretize the equation and, in order to have a linear system of equations with as many unknowns
as equations, the PDE ∆u = f , together with ∆2u = ∆f and ∆3u = ∆2f , are enforced on the
boundary. As a result, fully one-sided stencils are avoided and the accuracy and stability of the
solver are not compromised. The results here are very similar to the ideal ones from the first column,
which makes this approach an effective method to avoid boundary effects in PDE problems.
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Figure 2: Accuracy (log10 relative ℓ2 norm error) when using PHS r7 with polynomial augmentation
to solve (9) as a function of the stencil size and degree of included polynomial terms. The rows
show different resolutions and the columns different approaches to handle the boundaries. The
dashed line shows the smallest stencil size n =

(p+2
p

)
that can be used for each degree of polynomial

term. The dashed-dot line on the right column of subplots shows twice the number of polynomial
terms n = 2 ·

(p+2
p

)
.
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Figure 3: Eigenvalue distribution of the differentiation matrix that approximates (9) for the bound-
ary case with h ≈ 0.025, 5th degree polynomial terms and n = 25, 30 and 40. The scales on the
axis are the same in the three subplots.

The third column shows the result of solving the problem directly without any special treatment
of the boundary. In this case, exterior nodes are never introduced and only interior and boundary
nodes are considered to discretize the PDE and the boundary conditions. As a result, it leads
to one-sided stencils near the boundary. Under refinement, the boundary effects are seen to be
significant only for stencil sizes smaller than twice the number of polynomial terms included, that
is below the dashed-dot curves in the subplots. For larger stencil sizes, it remarkably reproduces
the same results as the ideal case. This is consistent with test results in [18] (using smooth global
RBFs), which showed only insignificant differences between using ghost nodes and not doing so,
with no special treatment of the boundaries.

In this case, the eigenvalue distribution of the differentiation matrix (i.e. the Laplacian) also
reflects this behaviour as a function of the stencil size. Figure 3 shows the eigenvalue distribution
for h ≈ 0.025, with polynomial terms up to 5th degree and n = 25, 30 and 40. Notice that for
n = 25, the eigenvalues are widely scattered over the complex plane, some of them with positive
real part. As the stencil size increases, the eigenvalue distribution improves, becoming closer to
the negative real axis. In the particular case n = 40, which corresponds to almost twice as many
nodes as polynomials, the eigenvalues lie very close to the negative real axis, as expected for a
differentiation matrix approximating the Laplacian.

4.2 An observation about PHS RBF-FD accuracy near boundaries

When not using ghost nodes outside the boundary, accuracy and stability turn out to become
excellent once the RBF stencils exceed a certain size. This observation is potentially very useful as
it may make it unnecessary to have to deal with ghost points, but counter intuitive, since larger
stencils might be expected to suffer more from near-one-sidedness than smaller ones. The purpose
of this 1-D test case is to illustrate what seems to be the mechanism behind this advantageous
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1.0000 -2.0000 1.0000

1.0000 -2.0000 1.0000 0

0.9167 -1.6667 0.5000 0.3333 -0.0833

0.8333 -1.2500 -0.3333 1.1667 -0.5000 0.0833

0.7611 -0.8167 -1.4167 2.6111 -1.5833 0.5167 -0.0722

0.7000 -0.3889 -2.7000 4.7500 -3.7222 1.8000 -0.5000 0.0611

0.6482 0.0254 -4.1500 7.6500 -7.3472 4.7000 -1.9500 0.4754 -0.0518

0.6040 0.4236 -5.7429 11.3667 -12.9222 10.2750 -5.6667 2.0683 -0.4500 0.0442

Table 2: Standard FD weights (rows) approximating u′′(x) at x = 0 over the points x =
−1, 0, 1, 2, . . . , n−2 (columns) for increasing degrees p = 2 (first row),p = 3 (second row),. . . , p = 9
(last row) of polynomials and stencil sizes n = p+ 1.

0.7000 -0.3889 -2.7000 4.7500 -3.7222 1.8000 -0.5000 0.0611

0.7591 -0.8617 -1.0450 1.4400 0.4152 -1.5100 1.1550 -0.4117 0.0591

0.8081 -1.1947 -0.1461 0.3524 0.5318 -0.1117 -0.7871 0.8534 -0.3654 0.0592

0.8513 -1.4552 0.4419 -0.1590 0.4558 0.0910 -0.1708 -0.4492 0.6677 -0.3332 0.0597

0.8901 -1.6661 0.8493 -0.4110 0.3399 0.1458 -0.0158 -0.1595 -0.2643 0.5394 -0.3079 0.0602

0.9252 -1.8416 1.1460 -0.5448 0.2554 0.1197 0.0713 -0.0712 -0.1199 -0.1605 0.4468 -0.2870 0.0606

0.9572 -1.9901 1.3696 -0.6178 0.1977 0.0817 0.0913 0.0023 -0.0761 -0.0866 -0.0976 0.3766 -0.2688 0.0607

0.9866 -2.1177 1.5426 -0.6582 0.1606 0.0453 0.0889 0.0318 -0.0211 -0.0708 -0.0591 -0.0589 0.3220 -0.2528 0.0606

1.0137 -2.2283 1.6794 -0.6803 0.1376 0.0154 0.0772 0.0427 0.0073 -0.0323 -0.0599 -0.0386 -0.0343 0.2785 -0.2383 0.0603

Table 3: Cubic PHS RBF-FD weights (rows) augmented with polynomials up to 7th degree, ap-
proximating u′′(x) at x = 0 over the points x = −1, 0, 1, 2, . . . , n−2 (columns) for increasing stencil
sizes n = 8, 9, . . . , 16 (rows).

feature.

When solving u′′(x) = f(x) in 1-D without any ghost nodes, the first location at which u′′(x) needs
to be approximated is one step in from the boundary. For simplicity, we let the grid spacing be
h = 1, and consider approximations to u′′(x) that are accurate at x = 0 for a stencil extending
over the points x = −1, 0, 1, 2, 3, . . . , n − 2. The standard FD weights are readily calculated for
increasing values of n (i.e. for increasing degrees p = n − 1 of the polynomials used in deriving
them) as listed in Table 2.

As the order is increased, the weights near the stencil center grows exponentially fast in magnitude,
while the ones in the region of interest (i.e. mainly the leftmost three columns) become less
significant. For instance, focusing on the p = 7 case (third to last row in Table 2), we next keep
this p-value fixed but increase the stencil size from n = 8 to n = 16. The RBFs will then come to
play an increasing role in the process of determining the stencil weights while the formal accuracy
order is maintained, as determined by the degree p = 7 polynomials. Using for example cubic
RBFs, we then obtain the weight sequence in Table 3 for approximating u′′(x) at x = 0.

We recognize the top row here as row 6 in Table 2 - corresponding to using polynomials only. The
following rows show that, when including increasingly many RBFs (while maintaining the same p
value), the pattern of weights quickly reverts itself to the ideal case of the weights at the leftmost
nodes dominating over all others. By somewhat resembling the pattern [−1, 2,−1] at the three
leftmost nodes, x = −1, 0, 1, and being smaller everywhere else, they offer similar stability features
as the second-order n = 3 classical finite difference approximation, yet at a much higher accuracy.

A natural way to test the accuracy that the stencils in Table 3 provide for u′′(x) is to apply each
of the stencils to the test functions uω(x) = eiωx, and plot the error (in magnitude) compared
to the analytical result u′′ω(x) = −ω2eiωx at the node location of interest (second from the left),
for different ω. This gives the results shown in Figure 4. All the curves show the same slope,
reflecting that they all are exact for polynomials up through degree p = 7. As n is increased, the
near-straight-line curves move up slightly.
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Figure 4: Absolute error approximating u′′(x), compared to the analytical result u′′ω(x) = −ω2eiωx

at the node location x = 0, second from the left, for different ω.

The main conclusion becomes that, purely from the perspective of derivative accuracy (with given
data), the approximation using only polynomials and no RBFs is the most accurate option. How-
ever, this version is unacceptable in the context of solving an elliptic equation due to stability
issues. As we include more nodes (increase n), the errors are seen to increase only slowly, making
the somewhat larger n-cases good compromises between accuracy and providing near-diagonally
dominant stencils. In the larger context of solving elliptic systems, this small loss in accuracy is
insignificant compared to the gain in numerical stability.

Alternatively, this feature can be approached through cardinal functions. These take the value
one at one node point and zero at the remaining ones. In Figure 5a (upper part), we see the
n = 8 cardinal functions for nodes located at x = −1, 0, 1, 2, . . . , 6, when interpolating with pure
polynomials of degree p = 7. The corresponding weights for approximating u′′(x) at x = 0 can be
read off as the second derivative at x = 0 of these successive cardinal functions - displayed in the
lower part of Figure 5a. These match the numbers in the top row of Table 3.

The upper parts of Figures 5b and 5c show how the individual cardinal functions become less
prone to spurious end oscillations when increasingly many nodes are used, i.e. when the relation
P T w = Lp in (5) becomes underdetermined. The freedoms this creates in the weights vector
w will then be settled by the minimization part in (5). The larger n is, the more extensive will
this minimization become. As a result, the stencil weights decrease in magnitude wherever this is
possible, given that the order of accuracy needs to be preserved.

5 Numerical solution of elliptic PDE problems: Additional test cases

5.1 Elliptic PDE with variable coefficients

In this section, we explore further the convergence of PHS with polynomial augmentation as a
function of the degree of the polynomial terms. For this purpose, we consider the general elliptic
PDE with variable coefficients,

∆u+ η(x, y)
∂2u

∂x∂y
+ α(x, y)

∂u

∂x
+ β(x, y)

∂u

∂y
+ γ(x, y)u = f(x, y), in Ω (11)
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(a) Cardinal functions; n = 8, p = 7.
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(b) Cardinal functions; n = 10, p = 7.
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(c) Cardinal functions; n = 16, p = 7.
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Figure 5: Cardinal functions and associated weights w when using polynomials of degree p = 7
together with cubic PHS and increasing number of stencil nodes n. Since each successive RBF-FD
weight is equal to the curvature (i.e. second derivative) of the corresponding cardinal functions
near x = 0, these segments have been highlighted by a bold line style.
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Ω

Figure 6: Discretized domain Ω for h ≈ 0.025 using node repel algorithm from Section 3.

and Dirichlet boundary conditions

u = g(x, y), on ∂Ω (12)

on the domain Ω plotted in Figure 6, where the inner and outer boundaries in polar coordinates
are

r(θ) =
3

10
+

1

10
sin(θ) +

3

20
sin(5θ)

and

r(θ) = 1 +
1

5
cos(θ) +

3

20
sin(4θ),

respectively. The variable coefficients are given by

η(x, y) = cos(10πy),

α(x, y) = exp
[
−y2 + cos(4πx) sin(3πy)

]
,

β(x, y) = −y sin(4πx),

γ(x, y) = x2y.

The functions f(x, y) and g(x, y) are obtained assuming the analytical solution

u(x, y) = sin(2πy2 + 3πx) − cos(πy − 2πx2). (13)

In this test case, the variable coefficients are highly oscillatory and a mixed derivative term ∂2u
∂x∂y ,

which adversely affects diagonal dominance in FD contexts, is also included. The domain is dis-
cretized based on the repel algorithm from Section 3.2. Figure 6 shows the discretized domain for
h ≈ 0.025.

In view of the advantageous feature of PHS RBF-FD near boundaries found in Section 4 (where it
was observed that the adverse effects of boundaries on accuracy and stability can be avoided simply
by increasing the stencil size), we solve the PDE problem directly without any special treatment of
the boundary. This is especially attractive for domains with irregular boundaries, where the ghost
nodes approach is not straightforward to apply.
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Figure 7: Relative ℓ∞ error as a function of the number of nodes
√
N when solving (11) using the

stencil sizes n = 45, 66 and 95.

Figure 7 shows the relative ℓ∞ error as a function of
√
N for different polynomial degrees and

stencil sizes n = 45, 66, and 95. Observe that the convergence order coincides with the degree
of polynomials included and is independent of the stencil size n. The stencil size only shifts the
curves vertically. Figure 7 also illustrates the effect of increasing the stencil size when boundaries
are present. For example, the case n = 45 and 8th degree polynomial cannot be computed since the
stencil size is equal to the corresponding number of polynomial terms and the unisolvency condition
is not met. As the stencil size increases, the constraints imposed on the polynomial basis can be
satisfied, leading to the case n = 95 (which is about twice the number of polynomial terms) where
adverse boundary effects disappear.

Although not explored here, it may be advantageous to use larger stencils only at boundaries (for
stability) and smaller inside the domain (for lower cost).

5.2 Non-linear elliptic PDE: Lid driven cavity flow

To test the performance of PHS RBF-FD with polynomial augmentation, we consider in this section
the lid-driven cavity flow [1, 3, 16, 19], which is a well-known benchmark problem for both, method
assessment and code validation. In the context of RBF-FD methods, it was first considered in
[4, 21]. The governing steady-state incomprensible Navier-Stokes equations, expressed in the stream
function formulation, take the form of the non-linear biharmonic equation

∆2ψ + Re

[
∂ψ

∂x

∂∆ψ

∂y
− ∂ψ

∂y

∂∆ψ

∂x

]

= 0, (14)

defined in the unit square Ω = [0, 1] × [0, 1]. The boundary conditions are

ψ = 0, ~x on ∂Ω, (15)

and
∂ψ

∂x

∣
∣
∣
∣
(0,y)

= 0,
∂ψ

∂x

∣
∣
∣
∣
(1,y)

= 0,
∂ψ

∂y

∣
∣
∣
∣
(x,0)

= 0,
∂ψ

∂y

∣
∣
∣
∣
(x,1)

= 1. (16)
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We have used Newton’s method to solve this non-linear biharmonic equation. Starting with an
initial solution ψ(0), a sequence of approximate solutions ψ(i) are computed as ψ(i) = ψ(i−1) + ξ,
where the correction ξ is obtained at each iteration by solving the linearized PDE

∆2ξ + Re

[

∂ψ(i−1)

∂x

∂∆ξ

∂y
− ∂ψ(i−1)

∂y

∂∆ξ

∂x
+
∂ξ

∂x

∂∆ψ(i−1)

∂y
− ∂ξ

∂y

∂∆ψ(i−1)

∂x

]

= R
(

ψ(i−1)
)

, (17)

with boundary conditions
Bξ = g(x, y) −Bψ(i−1). (18)

In this equation, R
(
ψ(i−1)

)
is the residual at iteration i, given by

R
(

ψ(i−1)
)

= ∆2ψ(i−1) + Re

[

∂ψ(i−1)

∂x

∂∆ψ(i−1)

∂y
− ∂ψ(i−1)

∂y

∂∆ψ(i−1)

∂x

]

, (19)

and B is the operator obtained after writing the boundary conditions (15) and (16) as Bψ = g(x, y).
Newton iterations continue until the tolerance

∥
∥R

(
ψ(i−1)

)∥
∥ ≤ ǫ is reached. The algorithm starts

with Re = 0 and increases at steps of 100. The procedure above is repeated, starting with the
solution from the previous Reynolds number, until the selected Reynolds number has been reached.

To better resolve boundary layers, it is beneficial to use a refined node distribution near the bound-
ary [1, 3]. In this test problem, we have used the node distribution illustrated and described in
Figure 8 (with an enlargement of the right bottom corner in the right subplot). The derivatives in
(17) are approximated using PHS r7 augmented with all

(
8+2
8

)
= 45 polynomial terms up to 8th

degree. The selected stencil size is n = 90, which is twice as many nodes as polynomial terms.
Since the boundary is of a very simple shape, we choose to use one layer of ghost nodes around
the domain to enforce both boundary conditions (15) and (16). The resulting number of unknowns
on the boundary are 2Nb + 8, where Nb is the number of boundary nodes. Enforcing (15) and
(16) on the boundary nodes yields to 2Nb + 4 conditions that, together with the 4 extra conditions
obtained by enforcing the PDE (17) also on the corner boundary nodes, form a consistent system
of equations.

Figure 9 shows the solution of (14) for Re = 0, 1000, 2500, 5000, 7500 and 10000. In all the cases,
there are three areas where vortices form: at the center of the cavity (Primary vortex), at the
bottom-right corner (BR1) and at the bottom-left corner (BL1). The stream function and vorticity
values, as well as locations (x, y) of the main vortex at these areas, are computed. These all are
listed in Table 4.

The present node distribution, formed by N = 39,389 nodes, obtains very competitive results with
respect to those found in the literature for 257 × 257 = 66,049 nodes [1, 6]. The locations and
strengths of the vortices for Re = 0 and 1000 are in very good agreement with those found in
[1, 3], while the accuracy seems to deteriorate as the Reynolds number increases. This appears to
be a common issue reported frequently in the literature. For example, in [1] accurate results were
computed up to Re = 12,500. For Re = 16,000 only qualitative results were shown, concluding
that their solution at this Reynolds number was under-resolved and a finer node distribution was
needed. In [6] they used a 601 × 601 = 361,201 node grid for Re = 21,000.

For qualitative purposes, we have also computed the solutions for Re = 15,000 and 20,000, but
without increasing our previous resolution. The results are plotted in Figure 10 for the same
contour values as in Figure 9. Observe that we are also able to resolve the small vortices located
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Figure 8: Discretized domain based on a node repel algorithm using N = 39,389 nodes: 36,181
interior nodes, 1,600 boundary nodes and 1,608 ghost nodes. The internodal distance increases
from h ≈ 0.0025 near boundaries to h ≈ 0.01 in the center of the cavity.

at the top-left corner and bottom corners shown in [6] for the case Re = 20,000, but using 10 times
less nodes. In order to improve the accuracy of the vortex strengths, an increase of the resolution
seems to be also necessary in our case.
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Figure 9: Stream function contours for Re = 0, 1,000, 2,500, 5,000, 7,500, 10,000. The contour
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Figure 10: Stream function contours for Re = 15,000 (left) and Re = 20,000 (right).
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Table 4: Stream function and vorticity values at the vortex centers; together with their (x, y) locations.

Re 0 1,000 2,500 5,000 7,500 10,000

Primary
vortex

ψ -0.1000756 -0.1189307 -0.1214544 -0.1223237 -0.1230018 -0.1237093

ω -3.2123303 -2.0676832 -1.9758657 -1.9419612 -1.9360192 -1.9385587

(x, y) (0.5000,0.7650) (0.5308,0.5652) (0.5198, 0.5439) (0.5151,0.5352) (0.5132, 0.5317) (0.5121,0.5296)

BR1

ψ 0.2227561E-05 0.1729705E-02 0.2661659E-02 0.3077562E-02 0.3240731E-02 0.3216516E-02

ω 0.0152408 1.1089003 1.9387076 2.7574341 3.2653721 3.8385719

(x, y) (0.9623,0.0381) (0.8641, 0.1118) (0.8344,0.0907) (0.8046,0.0727) (0.7908,0.0650) (0.7770 ,0.0591)

BL1

ψ 0.2227400E-05 0.2334222E-03 0.9310293E-03 0.1379408E-02 0.1553299E-02 0.1658958E-02

ω 0.0152618 0.3521649 0.9788872 1.5218878 1.9127837 2.2099272

(x, y) (0.0377,0.0381) (0.0832, 0.0781) (0.0843, 0.1109) (0.0728,0.1371) (0.0642,0.1535) (0.0586,0.1633)
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5.3 A 3-D spherical problem: the Global Electric Circuit

In this section, we test the performance of PHS with polynomial augmentation when solving a fully
three-dimensional test problem with irregular boundaries. The selected test problem, known as the
Global Electric Circuit (GEC), is from the field of atmospheric electricity with the PDE solving for
the divergence of a current (gradient of an electric potential u) in a variable conducting material
(the atmosphere) due to charge sources (e.g. electrified thunderstorms). A 3D RBF-FD solver
was developed [2] using MQ RBFs augmented with a constant. The electric potential within the
atmosphere u(r, θ, λ) is modeled by the 3-D elliptic PDE

−∇ · (σ∇u) = S, in Ω (20)

where the variable coefficient σ(r, θ, λ) represents the conductivity of the atmosphere and S(r, θ, λ)
the source distribution. This equation is obtained by applying Ohm’s law to the steady-state current
continuity equation. The 3-D domain Ω is defined as −90◦ ≤ θ ≤ 90◦,−180◦ ≤ λ < 180◦, k(θ, λ) ≤
r ≤ rb, where the irregular boundary k(θ, λ) is the Earth’s topography and rb is the altitude from
sea level on which the top boundary is enforced.

In our present simplified version of the problem, the variable coefficient is assumed to increase
exponentially with altitude r as

σ(r) = σ0e
r/c, (21)

where c = 6 km and σ0 = 5 · 10−11 S/km. To overcome the possible ill-conditioning of the equation
due to the highly variable and exponential dependance of (21), we rewrite (20) as in [2],

∆u+ (∇ log σ) · ∇u = f. (22)

Dirichlet boundary conditions are enforced on the boundary,

u = g(θ, λ), on ∂Ω (23)

and the functions f and g are computed by assuming the exact solution

u(r, θ, λ) =
[
3Y −7

9 (θ, λ) + 2Y 0
6 (θ, λ)

]
sin

(

4π
r − r0
rb − r0

)

. (24)

Following the same procedure as in [2], equation (22) is solved in the domain which results after
the change of variable

r (ξ) = Aeβ(ξ−ξ0) +B, (25)

where A and B are constants determined by the conditions

r(ξ0) = r0 and r(ξb) = rb. (26)

Here, r0 is the mean radius of the Earth set to 6400 km and rb = 6460 km. Notice that under
this change of variable, the Earth is mapped over a sphere of radius ξ0 and the radial coordinate is
exponentially stretched. In [2], the domain is discretized using two different node layouts: scattered
nodes based on a repel algorithm between the Earth’s surface and ∼ 10 km altitude from sea level,
and a nested shell model in the rest of the domain. It leads to truly 3-D stencils in the first region,
so that the irregularities of the boundary can be properly resolved, and hybrid FD/RBF-FD scheme
in the structured nested shell region.
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Figure 11: Equatorial view (left) and north pole view (right) of the Earth mapped on a sphere of
radius ξ0 = 1.15, with the elevations are scaled up by a factor of 400. The dots are the nodes which
discretize the surface of the Earth for the 3-D node distribution N = 33,389, which is the bottom
boundary of the domain Ω.

Since our present goal is to study the performance of 3-D scattered approximations based on PHS
with polynomial augmentation, we have here solved the problem only in the scattered region,
i.e. from the surface of the Earth to ∼ 12 km from sea level. Therefore, the Dirichlet boundary
conditions (23) are enforced on the bottom boundary k(θ, λ) and the top boundary at 6412 km.

To discretize the domain, we follow a procedure similar to the one described in Section 3.2, but
adapted to this 3-D geometry. In this case, the domain is filled up using a nested shell model
formed by Nr radially aligned spherical shells, where the number of nodes on each shell Nh has
varied so that the horizontal internodal distances are kept constant and equal to the radial one.
The nodes are then redistributed using a repel algorithm. Those lying outside the domain are
discarded. Figure 11 shows an equatorial view (left) and a north pole view (right) of the surface
of the Earth mapped on a sphere of radius ξ0 = 1.15. The dots are the nodes which discretize the
bottom boundary for a 3-D node distribution with N = 33,389 nodes.

To approximate (22), we have used PHS r7 augmented with all
(4+3

4

)
= 35 polynomial terms up

through degree 4 in 3-D. Following the rule of thumb observed in Section 4, where it was noticed
that the stencil size n should be about twice the number of polynomial terms included, the stencil
size is set to n = 70. Figure 12 shows the sparsity pattern after applying sparse reverse Cuthill-
McKee ordering (left) and the eigenvalue distribution (right) of the resulting differentiation matrix
that approximates (22). All the eigenvalues lie very close to the negative real axis. The linear
system of equations is solved as described in Section 3.3, by using a BiCGSTAB iterative method
with incomplete LU factorization as preconditioner.

The ℓ2 error and number of BiCGSTAB iterations are listed in Table 5 as a function of the number of
nodes N when solving this PDE problem. These results are plotted in Figure 13. The convergence
is O(h4) and the number of iterations increases linearly as a function of 3

√
N . We note that 4th

degree with n = 70 appears to be a good trade-off between accuracy and computational cost.
Achieving 6th order convergence would require including up to

(6+3
6

)
= 84 polynomial terms, with

a stencil of around n = 168 nodes. Hence, the computational cost of computing the differentiation
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Figure 12: Sparsity pattern after applying sparse reverse Cuthill-McKee ordering (left) and eigen-
value distribution (right) of the differentiation matrix that approximates (22) using PHS r7 aug-
mented with polynomials up to 4th degree and n = 70, for N = 33,389. Note here the different
scales on the two axes of the right plot.

Table 5: The specifications for the results shown in Figure 13

N ℓ2 error # iterations

33,389 1.4·10−2 10

64,048 8.5·10−3 12

109,455 4.8·10−3 15.5

255,272 1.6·10−3 20.5

494,010 6.4·10−4 25

1,076,812 2.1·10−4 30.5

1,997,495 8.6·10−5 38.5

matrices would be about (168/70)3 ≈ 14 times higher.

6 Conclusions

A novel RBF-FD method based on Polyharmonic Splines (PHS) with polynomial augmentation is
considered in this paper for the numerical solution of elliptic PDE problems. Several test problems
are solved to assess the performance of the method. In all of them, various beneficial features for
the solution of elliptic PDEs are observed.

In particular, the drawbacks on accuracy and stability due to Runge’s phenomenon are overcome
by just increasing the stencil size. As a rule of thumb, we have found that, for the numerical
method to be stable when dealing with boundaries (without any special treatment such as ghost
nodes), the stencil size should be about twice or more the number of polynomial terms. The
underlying reason is related with the fact that RBFs with polynomial augmentation is actually a
minimization problem, where the RBF-FD weights are the solution of the underdetermined linear
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Figure 13: The relative ℓ2 error (left) and the number of iterations (right) as a function of N for
the 3-D global electric circuit test problem.

system P T w = Lp minimizing a certain functional J (w). As a result, the convergence order is
determined by the polynomial degree, while the stencil size mostly influences the stability of the
method (decreasing the stencil weights in magnitude wherever this is possible, given that the order
of accuracy needs to be preserved).

In general, this method was found to be very competitive, having all the advantages of RBF-FD
methods (high-order convergence, allowing for local node refinement, geometric flexibility, easy to
program, etc), while bypassing the main drawbacks, such as the selection of a shape parameter,
ill-conditioning and stagnation errors.
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