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Abstract. We demonstrate that to find a homomorphism between two words
x and y where letters of x can be chosen from an infinite alphabet and

y is a word over a two letter alphabet is an NP-complete problem.



Looking for NP-complete problems today forms an active research
area within complexity theory (see, e.g., [1]). Showing that a problem
is NP-complete often contributes to our understanding of the difficulty
of the problem and of the nature of NP-complete problems in general.

In this note we demonstrate that a very common problem from
formal language theory is NP-complete: finding a nonerasing homomorphism
between two words x and y (providing we do not restrict a priori the size
of the alphabet of the word x; y can be chosen over a two-Tetter alpha-
bet.) The problem remains NP-complete even when arbitrary homomorphisms
are admitted. It may very well be one of the simplest NP-complete
problems known. On the other hand one can easily see that if the size
of the alphabet is 1imited a' priori then the problem is in P.

Formally it is defined as follows. (In the sequel, given a
word x, alph x denotes the set of letters appearing in x and #ax denotes
the number of occurrences of the Tetter a in x; HOM(Zl,ZZ) denotes the
class of nonerasing homomorphisms from ZI into Z;).

Let £ be an infinite alphabet, A its subset containing two ele-
ments, A = {b,¢} say. Let
MATCH(Z,A) = {(x,y) : alphx< I, alphy <A and there exists a homomorphism

h in HOM(alph x, alphy) such that h(x) = y}.

Theorem. Membership in MATCH(Z,A) is NP-complete.

Proof.

(i) Obviously membership in MATCH(Z,A) is in NP.

(ii) Since 3-satisfiability is NP-complete (see, e.g., [1]) it suffices
to show that for every Boolean expression ¥ in 3-conjunctive normal form
(3-CNF) there exist a word Xy Tn z* and Yy in &7 such that

(%), . .(x?,yw) e MATCH(x,A) if and only if ¥ is satisfiable.

To this aim we proceed as follows,



Let V = {P],...,PQ} be a set of Boolean varijables and let

v = (P! vP. vP')a...an (P vP. vP ),
oo Ky [ P
with iq,jq,kq e {1,...,2} be a Boolean expression over V in 3-CNF where,
for q ¢ {1,...,n}, each P% (Pj ,Pé respectively) is either a variable
q q 4

P, (P. Py respectively) or its negation P, (P, Py respectively).
q “q e g Nq

Our construction of words XysYy takes two steps.
STEP 1.
We will construct a finite set W of pairs of words (a,R) with
o e Vi,Vy %, and B e A" such that
¥ is satisfiable if and only if there exists a homomorphism
o) {:h in HOM(VW,{b}) such that, for every (a,B) in W, h(a) = B.
Let V = {5a :1 <q < 28}. Clearly we can assume that V u V c I.

Let Tl""’Tn’ Ul"“’Un be new elements of % different from each

other.

Let Vy, =V u Vo {Tq :1<qg<n}u {Uq :1 <q <n} and Tet
iy = {(Pqﬁg,bg) 1 <q =2l

H, = {(qugquqpéq,b6) :1<q < n}

Wy = {(Tqu,b4) : 1 <q <n}.

let W = Wl U N2 U N3.

We prove (**) as follows.

(1) Assume that there exists'a homomorphism h in HOM(V,,{b}) such that,

V\P
for every (a,B8) in W, h(a) = B.

Then let f be the valuation of V such that for every q ¢ {1,...,2},

f(Pq) = false if and only if h(Pq) = b2. Since Wl c W, f is well defined

(and it follows that f(Pq) = true if and only if h(Pq) = b).



Since w3 c W, 1< lh(Tq)| < 3 for 1 <q <n and, because w2 < W, this

implies that 3 < Ih(P% Pj PL )] <5 for 1 <qg <n. Thus for every
q9°9 9
qge {1,...,n} either |h(P! )] = 1 or |h(P: )| =1 or [h(P! )| = 1 which
'q Iq g

implies that for every g ¢ {1,...,n}, f((P% v Pj v P! )) = true and so

) q q q
¥ is satisfied by f.

(2) Let Vv be satisfiable and let f be a valuation of V which satisfies V.

Let h be the homomorphism on V$ defined by: for 1 < q < &,

brue then h(P,) = b and h(F) = b2,

false then h(P ) = b? and n(F,) = b,

1

if f(Pq)

1

if f(P
(q)
for 1 <q <n,

if all three of f(P! ), f(P. ), f(P! ) are equal true
'q Iq g

then h(T_) = b3 and h(u ) = b,

q
if only two of f(P% ), f(Pé ), f(PL ) are equal true

q g q
then h(T ) = b2 and n(Ug) = b,
if only one of f(P% ), f(Pé ), f(P! ) is equal true

qd q kq

then h(T.) = b and h(U ) = b3,

ro

It follows directly from the definition of h that indeed for every (c,B)
in W, h(a) = B.

Thus (**) holds.

STEP 2.

Now given W from STEP 1 we construct x satisfying (*) as follows

pYy

Let W = {(al,ﬁl),...,(a ,Bm)} for some m > 3 and let Xy = ¢ o ¢...¢ o and

Yy = ¢ By ¢..-¢ B
Note that if h is a homomorphism from alph x, = Vy v {¢} into

m

alph Yy = B such that h(xy) = Yy then h(¢) = ¢ (because both xy and yy



start with ¢ and ¢ ¢ alph 81). Since #¢XW = #¢y? this implies that
(" there exists a homomorphism h from alph xyinto alph Yy
such that h(xy) = yy if and only if there exists a homo-

(#x%) . ..
morphism g from Vy into {b} such that g(aq) = Bq for

1 <qg<m
But (**%) and (*x) imply () and so the theorem holds.

Remark. If we change the definition of MATCH(Z,A) to the definition
of MATCHA(Z,A) by allowing arbitrary rather than only nonerasing homo-
morphisms then the theorem still remains true. That is we get the result:
"The membership in MATCHA(Z,A) is NP-complete." The main idea of the

proof is the same and the only changes to be made are the following ones:

(1) For every (a,B) in W set 8 =50 (rather than B = b3).

(2) For every (a,B) in W, set 8 = b3 (rather than B = b6)

(3) For every (a,B) in W3 set B = b2 (rather than 8 = b4)
)

(4) Given a homomorphism h "satisfying" W set the valuation f of V by:

f(Pq) = trye if and only if h(Pq) = b.

(5) Given a valuation f of V satisfying ¥ set the homomorphism h by

if f(Pq) = true then h(Pq) =b and h(P ) = A,
if f(Pq) = false then h(Pq) = A and h(Eﬁ) = b,

if all three of f(P! ), f(P. ), f(P! ) are equal true
i J k
q q q

then h(T,) = A and h(U,) = be,

), f(PL ), f(P& ) are equal true
q Jq q

then h(Tq) = b and h(Uq) = b,

if only two of f(P! ), f(P! ), f(P' ) are equal true
'q Jq Kq

then h(Tq) = bz and h(Ua) = A.

if only two of f(P%



(6) In s7TEP 2 define
Xy = ¢ ¢ o ¢...¢ o ¢ oy ¢...¢ a, and
Yy = ¢ ¢ By ¢...¢ B ¢ By ¢...¢ sy
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