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Motivated by the growing space catalog and the demands for precise orbit determination with shorter latency for science and reconnaissance missions, this research improves the computational performance of orbit propagation through more efficient and precise numerical integration and frame transformation implementations. Propagation of satellite orbits is required for astrodynamics applications including mission design, orbit determination in support of operations and payload data analysis, and conjunction assessment. Each of these applications has somewhat different requirements in terms of accuracy, precision, latency, and computational load. This dissertation develops procedures to achieve various levels of accuracy while minimizing computational cost for diverse orbit determination applications. This is done by addressing two aspects of orbit determination: (1) numerical integration used for orbit propagation and (2) precise frame transformations necessary for force model evaluation and station coordinate rotations.

This dissertation describes a recently developed method for numerical integration, dubbed Bandlimited Collocation Implicit Runge-Kutta (BLC-IRK), and compare its efficiency in propagating orbits to existing techniques commonly used in astrodynamics. The BLC-IRK scheme uses generalized Gaussian quadratures for bandlimited functions. It requires significantly fewer force function evaluations than explicit Runge-Kutta schemes and approaches the efficiency of the 8th-order Gauss-Jackson multistep method.

Converting between the Geocentric Celestial Reference System (GCRS) and International Terrestrial Reference System (ITRS) is necessary for many applications in astrodynamics, such as orbit propagation, orbit determination, and analyzing geoscience data from satellite missions. This dissertation provides simplifications to the Celestial Intermediate Origin (CIO) transformation scheme and Earth orientation parameter (EOP) storage for use in positioning and orbit propaga-
tion, yielding savings in computation time and memory. Orbit propagation and position transformation simulations are analyzed to generate a complete set of recommendations for performing the ITRS/GCRS transformation for a wide range of needs, encompassing real-time on-board satellite operations and precise post-processing applications. In addition, a complete derivation of the ITRS/GCRS frame transformation time-derivative is detailed for use in velocity transformations between the GCRS and ITRS and is applied to orbit propagation in the rotating ITRS.

EOP interpolation methods and ocean tide corrections are shown to impact the ITRS/GCRS transformation accuracy at the level of 5 cm and 20 cm on the surface of the Earth and at the Global Positioning System (GPS) altitude, respectively. The precession-nutation and EOP simplifications yield maximum propagation errors of approximately 2 cm and 1 m after 15 minutes and 6 hours in low-Earth orbit (LEO), respectively, while reducing computation time and memory usage. Finally, for orbit propagation in the ITRS, a simplified scheme is demonstrated that yields propagation errors under 5 cm after 15 minutes in LEO. This approach is beneficial for orbit determination based on GPS measurements.

We conclude with a summary of recommendations on EOP usage and bias-precessionnutation implementations for achieving a wide range of transformation and propagation accuracies at several altitudes. This comprehensive set of recommendations allows satellite operators, astrodynamicists, and scientists to make informed decisions when choosing the best implementation for their application, balancing accuracy and computational complexity.
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## Chapter 1

## Introduction and Overview

### 1.1 Introduction

The space age began with the launch of Sputnik 1 in late 1957. Just 17 years later, the number of tracked objects in Earth orbit was already up to 7,000 . Today, we continue to rely heavily on satellites for navigation, communication, weather monitoring, geodesy, and reconnaissance, and the public space catalog now consists of approximately 17,000 objects in Earth orbit. ${ }^{1}$ This growing population is comprised of spent rocket bodies, defunct satellites, active payloads, and debris from explosions and other incidents, posing a serious threat to our use of space (Johnson et al, 2008). Maintaining the growing catalog, performing conjunction assessment for collision prevention, and operating on-going satellite missions all require orbit propagation and orbit determination encompassing a wide range of accuracy and computational requirements.

This research is motivated by the need to improve the computational performance of existing algorithms as the number of objects to be tracked orbiting Earth is expected to increase significantly in the near future. Planned improvements in sensing capabilities are anticipated to increase the space catalog to hundreds of thousands. In addition, demands for precise orbit determination with shorter latency for science and reconnaissance missions require more efficient precise frame rotations. The computational load of orbit determination is primarily determined by orbit propagation and the computation of expected measurements. Within orbit propagation, the evaluation of force models (e.g., gravity field) and precise frame transformations can be large computation time sinks for precise

[^0]applications, driving the need to reduce the number of times these calculations are performed. The computation of expected measurements (e.g., pseudorange) typically requires precise frame transformations of either the satellite being tracked or the observation sites. The computational complexity of this transformation depends on the application and should be adjusted such that the precision is met while minimizing memory and computation time.

This dissertation develops procedures to achieve various levels of accuracy while minimizing computational cost for diverse orbit determination applications. This is done by addressing two aspects of orbit determination: (1) numerical integration used for orbit propagation and (2) precise frame transformations necessary for force model evaluation and station coordinate rotations. A new implicit Runge-Kutta numerical integration scheme, dubbed Bandlimited Collocation Implicit Runge-Kutta (BLC-IRK), is presented for orbit propagation and compared against commonly-used schemes in astrodynamics. The formulation of the new scheme allows longer time steps with a smaller number of force model evaluations. On the frame transformation side, rotating between the Geocentric Celestial Reference System (GCRS) (i.e., Earth-centered inertial ECI) and the International Terrestrial Reference System (ITRS) (i.e., Earth-centered, Earth-fixed ECEF) is a frequent computation that can be expensive for precise applications. The transformation includes precession, nutation, polar motion, and the Earth's proper rotation. This research presents a detailed look at this transformation, characterizing the effect of each transformation component and specifying simplifications that can be made to save computation time and memory. Orbit propagation and position transformation simulations are analyzed to generate a complete set of recommendations for performing the ITRS/GCRS transformation for a wide range of needs, encompassing real-time on-board satellite operations and precise post-processing applications.

### 1.2 Research Contributions

This research develops and highlights new algorithms and algorithm simplifications used in orbit propagation and frame transformations in an effort to maximize accuracy while minimizing computational load. This dissertation presents and characterizes a new numerical integration
scheme for orbit propagation, provides a detailed analysis of the ITRS/GCRS transformation, and develops appropriate ITRS/GCRS simplifications for coordinate transformations necessary in positioning and orbit propagation. The research impacts several areas of astrodynamics: (1) long-term, precise orbit propagation for catalog maintenance and conjunction assessment, (2) post-processing precise orbit determination, (3) on-board orbit determination and propagation, and (4) groundbased telescope/radar pointing and spacecraft attitude transformations. The key contributions are described in the following subsections.

### 1.2.1 Characterization of BLC-IRK Integration Performance

This research (Bradley et al, 2014) provides a mathematical overview of the new BLC-IRK numerical integration scheme, developed by Beylkin and Sandberg (2014), and applies it to orbit propagation to compare its efficiency with other more commonly used techniques in astrodynamics. The new scheme, BLC-IRK is an Implicit Runge-Kutta (IRK) collocation scheme which uses generalized Gaussian quadratures for bandlimited exponentials rather than the classical quadratures for orthogonal polynomials (Beylkin and Sandberg, 2014). The formulation allows the use of a large number of nodes within each time interval without producing an excessive node concentration near the endpoints of the interval.

Recently, IRK methods have received a lot of attention for use in orbit and uncertainty propagation, due to the fact that these methods can be parallelized and have improved stability properties when compared to the traditional methods (Barrio et al, 1999; Jones and Anderson, 2012; Jones, 2012; Bradley et al, 2012; Bai, 2010; Bai and Junkins, 2011a; Aristoff and Poore, 2012; Aristoff et al, 2012; Herman et al, 2013; Aristoff et al, 2014). Collocation methods have also been used for boundary value problems in trajectory design and optimization (Herman and Conway, 1996, 1998; Betts and Erb, 2003; Ozimek et al, 2009, 2010; Grebow et al, 2010, 2011; Bai and Junkins, 2011b, 2012). Another method for parallelized evaluation of the force model, dubbed Modified Chebyshev-Picard Iteration (MCPI), uses the Gauss-Lobatto-Chebyshev nodes in an algorithm similar to collocation (Bai, 2010; Bai and Junkins, 2011a).

This research demonstrates that BLC-IRK is faster at propagating orbits than explicit methods, such as Dormand and Prince and Runge-Kutta-Fehlberg schemes, and approaches the efficiency of the 8th-order Gauss-Jackson multistep method. The improved efficiency is achieved through the superior node spacing near interval boundaries and the use of a low-fidelity force model for most of the iterations, thus minimizing the number of high-fidelity force model evaluations. The improved efficiency for long-term propagations and the built-in collocation makes this method beneficial for space catalog propagation and conjunction assessment.

### 1.2.2 Comprehensive Look at the ITRS/GCRS Transformation

This dissertation provides a detailed and comprehensive procedure for implementing the ITRS/GCRS transformation and using Earth orientation parameters (EOPs) in the framework of astrodynamics. The numerical models and precise position solutions needed for orbit propagation, determination, and analysis of science data require accurate frame transformations, particularly between the GCRS (i.e., Earth-centered inertial ECI) and the ITRS (i.e., Earth-centered, Earthfixed ECEF). The procedures and models needed to transform between these reference systems are maintained by the International Earth Rotation Service (IERS) and International Astronomical Union (IAU) (Petit and Luzum, 2010; Wallace and Capitaine, 2006). This transformation includes precession, nutation, polar motion, Earth's proper rotation, and the use of EOPs. An overview of the IAU-supported transformation methods and several options for implementing the Celestial Intermediate Origin (CIO) scheme are given (Bradley et al, 2011, 2015; SOFA, 2014).

Most presentations of ITRS/GCRS models focus on a particular aspect of the transformation, such as bias-precession-nutation or ocean tide effects. Even the IERS conventions, which contain each piece of information, lack a clear procedure. This work presents an in-depth analysis of the transformation and provides a complete and straightforward procedure, where each aspect of the transformation is framed and analyzed from the perspective of astrodynamics and positioning. Included are the procedures and impacts of EOP ocean tide corrections, $\triangle$ UT1 regularization, and the less commonly addressed topic of Julian date handling.

### 1.2.3 Characterization of ITRS/GCRS Simplifications on Position Transformations

The implementation of the ITRS/GCRS transformation and the manner in which the EOPs are used have a notable impact on station coordinates and satellite positions. Coordinates and positions such as these are required for astrodynamics applications including orbit determination in support of operations, payload data analysis, and space catalog maintenance. This research investigates the impact of algorithm simplifications and EOP usage on precise frame transformations.

Due to the large computation time associated with implementing the full theory of the transformation, several simplifications to the ITRS/GCRS transformation, namely bias-precessionnutation are presented. Simplifications proposed by Capitaine and Wallace (2008) and Coppola et al (2009) are described and included in the analysis. New recommendations such as ignoring EOPs, trigonometric simplifications, and a new Celestial Intermediate Pole (CIP) computation are introduced to generate additional options which balance accuracy and complexity. The analysis contributes a summary of recommendations on EOP usage and bias-precession-nutation implementations for achieving a wide range of transformation accuracies at several altitudes. This comprehensive set of recommendations allows satellite operators, astrodynamicists, and scientists to make informed decisions when choosing the best transformation implementation for their application, balancing accuracy and computational complexity.

### 1.2.4 Impact of ITRS/GCRS Simplifications on Orbit Propagation

This research extends the mathematical overview and proposed simplifications to the ITRS/GCRS transformation described in the previous section to the application of orbit propagation. Specifically, this portion of the dissertation contributes two things: (1) an analysis of the impact of the ITRS/GCRS transformation on the evaluation of Earth's gravity field during orbit propagation and (2) characterization of the impact that including the CIP location into traditional atmospheric drag calculations has on orbit propagation at low altitudes.

The computation of the acceleration due to Earth's gravity field (e.g., through spherical harmonics) must be performed multiple times per numerical integration step when propagating orbits using special perturbation theory. This work generates recommendations for the minimum ITRS/GCRS transformation complexity needed to achieve specific orbit propagation accuracies in different orbit regimes. It is shown that the commonly-used simplification of this transformation is not suited for even moderately accurate propagations; however, the most precise implementation is also not warranted. A significant savings in computation time and memory, while yielding negligible orbit propagation inaccuracies, can be made by the use of a polynomial and trigonometric series approximation of the CIP with a small number of terms.

### 1.2.5 Performance of Orbit Propagation in the ITRS

Orbit propagation is commonly performed in an inertial reference system (e.g., the GCRS when orbiting Earth) in order to avoid the additional terms necessary when working with a rotating system (e.g., the ITRS) and because most forces acting on a satellite are conveniently expressed in an inertial frame (Vallado, 2013; Montenbruck and Gill, 2000). However, there are situations when propagating an orbit in a rotating frame may be beneficial. Such is the case for satellites utilizing GPS measurements to perform precise orbit determination on-board, because the position of each GPS satellite is given in the ITRS. Propagating an orbit in the ITRS requires that each perturbing acceleration be expressed in the ITRS and that additional centripetal, Coriolis, and Euler accelerations be included. Computing the additional acceleration terms requires the rotation vector of the ITRS. Montenbruck and Ramos-Bosch (2008) describe a simple approach for computing this rotation vector, but the full expression is complex and requires time-derivatives of polar motion, CIP coordinates, and the time-derivative of the rotation vector itself. One derivation of the rotation vector is given by Capitaine et al (2006) for use in long-term propagation of the Earth's orientation, but we require a different form for use in ITRS orbit propagation.

My work provides a detailed derivation of the rotation vector necessary for ITRS propagation. Each time-varying component of precession-nutation, polar motion, and proper motion of Earth
is analyzed. Orbit propagation simulations with a variety of rotation vector simplifications are used to generate recommendations which balance accuracy and computational complexity. The resulting recommendations give satellite operators and scientists a concrete set of options to decide if ITRS propagation is right for their application, and if so, how best to implement it. This research demonstrates that ITRS propagation is viable for both real-time on-board orbit propagation and long-term orbit propagation.

### 1.3 Overview of Dissertation

The dissertation begins with a mathematical overview of numerical integration and the ITRS/GCRS frame transformation. First, explicit Runge-Kutta (ERK) methods and IRK methods are introduced. It is followed by an overview of the ITRS/GCRS procedure and EOPs to put the following research into context. Some of this material is duplicated in the following chapters as part of the journal papers. Chapter 3 contains the article on the orbit propagation application of the new numerical integration technique, BLC-IRK, which has already been published in Celestial Mechanics and Dynamical Astronomy (Bradley et al, 2014). In chapter 4, the manuscript on ITRS/GCRS simplifications and EOPs for use in coordinate transformations is presented. This paper has been accepted and is in press at Advances in Space Research. Chapter 5 contains the manuscript on the impact of the ITRS/GCRS transformation on orbit propagation as well as the detailed development of propagation in the ITRS. The dissertation concludes with a summary of the findings of the body of work and ideas for future work.

## Chapter 2

## Mathematical Background

This chapter provides a mathematical overview of numerical integration used for orbit propagation, the ITRS/GCRS transformation, and EOP usage to provide the necessary framework for the other chapters.

### 2.1 Introduction to Orbit Propagation

This section details the mathematical techniques of explicit Runge-Kutta (ERK) and implicit Runge-Kutta (IRK) methods to put the new BLC-IRK scheme into context. Numerical integration techniques are used for propagating orbits via special perturbation theory. Specifically, we focus on Cowell's formulation which utilizes the precise computation of the satellite's acceleration at various points in time and space to predict its position and velocity in the future (Vallado, 2013). We consider the initial value problem (IVP) for an ordinary differential equation (ODE)

$$
\begin{equation*}
\mathbf{y}^{\prime}=\boldsymbol{f}(t, \mathbf{y}), \quad \mathbf{y}(0)=\mathbf{y}_{0}, \quad t \geq 0 \tag{2.1}
\end{equation*}
$$

For the case of orbit propagation using Cowell's formulation, $\mathbf{y}$, is typically a 6 -element state vector containing the Cartesian position, $\vec{r}$, and velocity, $\dot{\vec{r}}$, of a satellite where $\mathbf{y}=\left[\begin{array}{cc}\vec{r} & \dot{\vec{r}}\end{array}\right]^{\mathrm{T}}$. The derivative is then a set of two first-order ODEs consisting of the velocity and acceleration, $\mathbf{y}^{\prime}=\left[\begin{array}{cc}\vec{r} & \ddot{r}\end{array}\right]^{\mathrm{T}}$. The acceleration of the satellite is based on the current time, position and velocity, and physical properties of the satellite and includes contributions from the central body's gravity field, third-body gravitational effects (e.g., from the Sun and Moon), atmospheric drag, and solar
radiation pressure (SRP). The solution y at some time $h$ can then be written as a Picard integral

$$
\begin{equation*}
\mathbf{y}(h)=\mathbf{y}_{0}+\int_{0}^{h} \boldsymbol{f}(s, \mathbf{y}(s)) \mathrm{d} s \tag{2.2}
\end{equation*}
$$

Runge-Kutta methods are based on using quadratures for discretization of the integral in Eq. 2.2.

### 2.1.1 Runge-Kutta Methods

While ERK are commonly used in astrodynamics problems, the use of IRK methods is still infrequent. Runge-Kutta methods use $M$ stages (nodes) within a time interval to solve Eq. 2.2 above. The basic form of Runge-Kutta methods uses quadratures to integrate from time $t=0$ to time $t=h$ as

$$
\begin{equation*}
\mathbf{y}(h)=\mathbf{y}_{0}+h \sum_{j=1}^{M} w_{j} \boldsymbol{f}\left(h \tau_{j}, \mathbf{y}\left(h \tau_{j}\right)\right), \quad \tau \in[0,1] \tag{2.3}
\end{equation*}
$$

with weights $\left\{w_{j}\right\}_{j=1}^{M}$ and nodes $\left\{\tau_{j}\right\}_{j=1}^{M}$. Using $\boldsymbol{\xi}_{i}$ to denote values of the solution at the nodes $\mathbf{y}\left(h \tau_{j}\right)$, we have

$$
\begin{equation*}
\boldsymbol{\xi}_{i}=\mathbf{y}_{0}+h \sum_{j=1}^{M} S_{i j} \boldsymbol{f}\left(h \tau_{j}, \boldsymbol{\xi}_{j}\right), \tag{2.4}
\end{equation*}
$$

where $S$ is the integration matrix (Iserles, 2009), and find $\mathbf{y}(h)$ as

$$
\begin{equation*}
\mathbf{y}(h)=\mathbf{y}_{0}+h \sum_{j=1}^{M} w_{j} \boldsymbol{f}\left(h \tau_{j}, \boldsymbol{\xi}_{j}\right) . \tag{2.5}
\end{equation*}
$$

The quadrature nodes $\left\{\tau_{j}\right\}_{j=1}^{M}$, weights $\left\{w_{j}\right\}_{j=1}^{M}$, and entries of the integration matrix $S_{i j}$ are typically displayed in a Butcher tableau,

$$
\begin{array}{c|c}
\boldsymbol{\tau} & S  \tag{2.6}\\
\hline & \boldsymbol{w}^{T}
\end{array}
$$

which expands to

| $\tau_{1}$ | $S_{1,1}$ | $\cdots$ | $S_{1, M}$ |
| :---: | :---: | :---: | :---: |
| $\tau_{2}$ | $S_{2,1}$ | $\cdots$ | $S_{2, M}$ |
| $\vdots$ | $\vdots$ |  | $\vdots$ |
| $\tau_{M}$ | $S_{M, 1}$ | $\cdots$ | $S_{M, M}$ |
|  | $w_{1}$ | $\cdots$ | $w_{M}$ |

We use $\tau, w$, and $S$, for representing nodes, weights, and the integration matrix and note that the variables $c, b$, and $A$ have also been used for this purpose in the literature (Montenbruck and Gill, 2000).

In ERK methods, the integration matrix is lower triangular, $S_{i j}=0$ for $j \geq i$, and, consequently, such methods are explicit. In IRK methods, the set of nonlinear equations in Eq. 2.4 has to be solved on each time interval. Several techniques are available, such as fixed-point or Newton iterations (Iserles, 2009; Atkinson et al, 2009). The advantages, disadvantages, and implementation of each method are discussed in Jones and Anderson (2012), Hairer et al (2002, 1993), and Hairer and Wanner (1996).

The ERK methods used for this research are those commonly used in today's orbit propagation software and simulations. The following is a list of those considered and a short description of each method. All are variable-step embedded ERK methods. A comparison of each integration scheme is contained within the study of the BLC-IRK scheme in Chapter 3. Montenbruck (1992) and Montenbruck and Gill (2000) also provide a comprehensive description and comparison between integration schemes used in astrodynamics.

- Runge-Kutta-Fehlberg 7(8) (RKF 7(8)13): a 13-stage explicit Runge-Kutta method of order 7 and an embedded method of order 8 used for step size control developed by Erwin Fehlberg (Fehlberg, 1968). The software package Satellite Tool Kit, by Analytical Graphics Inc., uses this as the default integrator (other options are available as well). The implementation of RKF 7 (8) used in this study is not using local extrapolation (i.e., the 7 th-order result is used as the solution).
- Dormand \& Prince 8(7) (DOPRI 8(7)13 or RK 8(7)13): similar to the 13 -stage RKF 7(8), but uses an $8^{\text {th }}$-order method for the solution and a 7 th-order method for step size control (Prince and Dormand, 1981).
- Dormand \& Prince 5(4) (DOPRI 5(4)7 or RK 5(4)7): a 7 -stage explicit Runge-Kutta method of order 5 and an embedded method of order 4 used for step size control (Dormand
and Prince, 1980). This integration scheme is available in MATLAB where it is known as ode45 (Shampine and Reichelt, 1997). The integration matrix and weights of DOPRI 5(4) were designed with a beneficial feature called FSAL (first-same-as-last). This means that the final stage evaluation at time $t_{n}$ is equal to the first stage evaluation at the next time $t_{n+1}$, thus saving one evaluation of the force model per time step.


### 2.2 Introduction to the ITRS and GCRS

This section gives an overview of the ITRS/GCRS transformation and EOP behavior and usage. A summary of each transformation procedure discussed in this body of work is shown in Fig. 2.1 (Petit and Luzum, 2010; SOFA, 2014).

### 2.2.1 ITRS/GCRS Transformation Procedure

Over the years, several recommendations have been published by the IERS on the precise transformation between the ITRS and GCRS reference systems (McCarthy, 1992, 1996; McCarthy and Petit, 2004; Petit and Luzum, 2010). Effective January 1, 2009 the IERS recommends the use of the new IAU models for nutation and precession to perform this ITRS/GCRS transformation (Petit and Luzum, 2010; Mathews et al, 2002; Buffett et al, 2002; Herring et al, 2002; Hilton et al, 2006; Wallace and Capitaine, 2006; Capitaine and Wallace, 2008; Fukushima, 2003). The new model, as a whole, is called IAU 2000A/2006. This includes the IAU $2000 A_{\text {R06 }}$ nutation theory and the IAU 2006 precession theory. The inclusion of the "R06" subscript indicates that we refer to the 2000 A nutation theory that has been updated to be compliant with the 2006 precession model. Several methods for implementing this new model have been developed over the past few years, but are all within the uncertainty of the IAU model itself (Capitaine and Wallace, 2008; Hilton et al, 2006; Vallado, 2013; Coppola et al, 2009). The methods can be separated into two categories, the classical, equinox-based method and the modern CIO-based approach. Figure 2.1 depicts the procedure of the CIO-based approach and the Fukushima-Williams equinox-based approach (Vallado, 2013; SOFA, 2014).


Figure 2.1: Flow chart for several ITRS/GCRS frame transformation procedures. The layout is based on Vallado (2013).

The CIO-based method is built on the direction cosine components of the CIP in the GCRS ( $X$ and $Y$ ) and the CIO locator $(s)$. This method is preferred when the goal is the transformation between the terrestrial and celestial frames, because the ecliptic and equinox are not needed. (Wallace and Capitaine, 2006). The benefits of the CIO-based method include the following:
(1) The bias-precession-nutation matrix is formed directly, thus eliminating potential errors when multiplying the separate pieces together as is done with the equinox-based approaches.
(2) The IERS will publish the $d X$ and $d Y$ celestial pole offset values far into the future, while publication of the $\delta \Delta \psi_{2000 \mathrm{~A}}$ and $\delta \Delta \epsilon_{2000 \mathrm{~A}}$ corrections are likely to be discontinued. Additionally, the IERS currently only publishes $\delta \Delta \psi_{1980}$ and $\delta \Delta \epsilon_{1980}$ values which correspond to the older IAU $76 /$ FK5 theory. The $\delta \Delta \psi_{2000 \mathrm{~A}}$ and $\delta \Delta \epsilon_{2000 \mathrm{~A}}$ values required when using the equinox-based approach must be computed from the published $d X$ and $d Y$ values (Kaplan, 2005).
(3) $X, Y$, and $s$ can be computed a priori using the summation series or Fukushima-Williams angles, stored in a data table, and interpolated as needed Coppola et al (2009). Other methods would require interpolating four values instead of only three.
(4) The $X$ and $Y$ values are the direction cosine components of the CIP in the GCRS making the CIO-based approach simple to implement and enabling the retrieval of the Earth's instantaneous rotation axis at any point in the time (Wallace and Capitaine, 2006).

The CIO-based equations for transforming a position vector, $\vec{r}$, and velocity vector, $\vec{v}$, from the ITRS to the GCRS are given by

$$
\begin{align*}
\mathbf{C} & =\left[\begin{array}{ccc}
1-a X^{2} & -a X Y & X \\
-a X Y & 1-a Y^{2} & Y \\
-X & -Y & 1-a\left(X^{2}+Y^{2}\right)
\end{array}\right] \mathrm{R}_{3}(s),  \tag{2.8}\\
\mathbf{R} & =\mathrm{R}_{3}\left(-\theta_{E R A}\right),  \tag{2.9}\\
\mathbf{W} & =\mathrm{R}_{3}\left(-s^{\prime}\right) \mathrm{R}_{2}\left(x_{p}\right) \mathrm{R}_{1}\left(y_{p}\right),  \tag{2.10}\\
\vec{r}_{\mathrm{GCRS}} & =\mathbf{C R} \mathbf{W} \vec{r}_{\mathrm{ITRS}}=\mathbf{T} \vec{r}_{\mathrm{ITRS}},  \tag{2.11}\\
\vec{v}_{\mathrm{GCRS}} & =\mathbf{C R}\left\{\mathbf{W} \vec{v}_{\mathrm{ITRS}}+\vec{\omega}_{\oplus} \times \mathbf{W} \vec{r}_{\text {ITRS }}\right\}, \tag{2.12}
\end{align*}
$$

where

$$
\begin{gather*}
a=1 /\left(1+\sqrt{1-X^{2}-Y^{2}}\right) \approx 1 /(1+Z),  \tag{2.13}\\
\vec{\omega}_{\oplus}=\left[\begin{array}{lll}
0 & 0 & \omega_{\oplus}
\end{array}\right]^{\mathrm{T}} \tag{2.14}
\end{gather*}
$$

and the instantaneous rotation rate of the Earth is ${ }^{1}$

$$
\begin{equation*}
\omega_{\oplus}=7.2921151467064 \times 10^{-5}\left\{1-\frac{\mathrm{LOD}}{86400}\right\} \mathrm{rad} / \mathrm{s} \tag{2.15}
\end{equation*}
$$

[^1]The largest computational burden for this transformation is the computation of $X, Y, s$. Several methods for computing these parameters are available as shown in Fig. 2.1. The series method consists of around 4,000 coefficients to compute $X$ and $Y$ directly and the parameter $s+X Y / 2$ (Petit and Luzum, 2010; Capitaine and Wallace, 2008). Each series contains a polynomial and trigonometric portion (Capitaine and Wallace, 2008)

$$
\begin{align*}
q=q_{0} & +q_{1} T_{\mathrm{TT}}+q_{2} T_{\mathrm{TT}}^{2}+q_{3} T_{\mathrm{TT}}^{3}+q_{4} T_{\mathrm{TT}}^{4}+q_{5} T_{\mathrm{TT}}^{5} \\
& +\sum_{i} \sum_{j=0}^{4}\left[\left(a_{s, j}\right)_{i} \sin (\mathrm{ARG})+\left(a_{c, j}\right)_{i} \cos (\mathrm{ARG})\right] T_{\mathrm{TT}}^{j}, \tag{2.16}
\end{align*}
$$

where $q$ stands for $X, Y$, or $s+X Y / 2$ and ARG stands for combinations of the luni-solar and planetary parts of the fundamental arguments. The time parameter $T_{\mathrm{TT}}$ is Julian centuries of Terrestrial Time (TT) past J2000. ${ }^{2}$ The large number of coefficients and trigonometric evaluations make the series evaluation burdensome, both on computation time and memory. However, the series can be truncated to speed up computation time at the loss of accuracy, as shown by Wallace and Capitaine (2006) and Capitaine and Wallace (2008). These papers compare a few of these truncated series to the full accuracy models, demonstrating the ability of these approximations and highlighting the accuracy ranges they are useful for.

A second method is the "Full Theory", which uses the Fukushima-Williams angles for precession $\left(\bar{\gamma}, \bar{\phi}, \bar{\psi}, \epsilon_{A}\right)$ and the IAU $2000 \mathrm{~A}_{\text {R06 }}$ nutation theory $(\Delta \psi, \Delta \epsilon)$ to compute $X$ and $Y$ Wallace and Capitaine (2006). The CIO locator $s$ must still be computed using the series for the quantity $s+X Y / 2$. This method has a high computational load as well, due to the series for $s+X Y / 2$ and the several thousand terms for nutation. More details on the IAU models and implementation processes can be found in Petit and Luzum (2010); Wallace and Capitaine (2006); Vallado (2013).

The third option for computing $X, Y$, and $s$ is that of tabulation and interpolation. The "Full Theory" or series methods may be used to generate $X, Y$, and $s$ values at 0 hr each day and stored in a data table. The user can then interpolate the values to any desired time. This procedure maintains nearly the full accuracy of the "Full Theory" and series methods while greatly reducing

[^2]computation time. The method is developed and analyzed in detail in Coppola et al (2009) and used in this paper as one of the default recommended procedures.

### 2.2.2 Earth Orientation Parameters (EOPs)

EOPs are used to correct for errors in the IAU models, such as free core nutation (FCN) in the case of $d X$ and $d Y$, and to account for behavior that is unmodeled by the IAU models, such as polar motion. EOPs consist of the following: ${ }^{3}$

- Pole Coordinates $\left(x_{p}, y_{p}\right)$ : coordinates of the Celestial Intermediate Pole (CIP) with respect to the IERS Reference Pole (IRP) in the International Terrestrial Reference System (ITRS). The IRP is the location of the agreed upon terrestrial pole while the CIP is the instantaneous rotation axis of the Earth.
- Celestial Pole Offsets ( $d X, d Y$ ): observed corrections to the conventional celestial pole. The conventional celestial pole position is defined by the IAU Precession and Nutation models.
- UT1 Time Difference ( $\Delta \mathrm{UT} 1$ ): the offset of Universal Time (UT1) from Universal Coordinated Time (UTC), where $\Delta \mathrm{UT} 1=\mathrm{UT1}-\mathrm{UTC}$.
- Length of Day (LOD): time difference between the observed duration of a mean solar day and 86,400 SI seconds. LOD is the time derivative of $\triangle \mathrm{UT} 1$ and has units of seconds per day. Omitting 'per day' is common when discussing LOD and is left out in this paper.
- Atomic Time Offset ( $\Delta \mathrm{AT}$ ): time difference between International Atomic Time (TAI) and Universal Coordinated Time (UTC), where $\Delta \mathrm{AT}=\mathrm{TAI}-$ UTC (i.e., leap seconds).

Although the Atomic Time offset (leap seconds) is not an EOP, it is included in this list because it is commonly incorporated into tabulated EOP data files. EOPs are published by the IERS once per day in their Bulletin A, effective at 0h UTC of that day. Figure 2.2 illustrates the

[^3]behavior of the daily tabulated EOPs to aid our discussion of EOPs and their interpolation. The length-of-day and celestial pole offsets contain the most dramatic variation over time, while the pole coordinates and time offset parameters exhibit much smoother variations. These daily EOP values must be interpolated for maximum accuracy at other times during the day before they are incorporated into the ITRS/GCRS transformation. In literature to date, however, recommended interpolation methods to achieve specific accuracies are not mentioned. Additionally, the published values of the pole coordinates, UT1 time difference, and length-of-day are "tide-free", meaning that users requiring high-precision need to apply additional corrections for diurnal and semi-diurnal ocean tides and libration effects after the daily values have been interpolated (Petit and Luzum, 2010). This fact is fairly unpublicized within astrodynamics literature. Nonetheless, Vallado (2013), Montenbruck and Gill (2000), Vallado and Kelso (2005) and Vallado and Kelso (2013) describe the general use of EOPs clearly. Additionally, Stamatakos et al (2008) demonstrate the effect of EOPs on satellite pointing accuracy requirements.


Figure 2.2: Behavior of daily tabulated EOP values for 90 days from 1 January 2013.

The list below identifies which EOP contributes to each of the components needed for the ITRS/GCRS transformation.

- $X=X+d X, \quad Y=Y+d Y \rightarrow \mathbf{C}$
- $\mathrm{UT} 1=\mathrm{UTC}+\Delta \mathrm{UT} 1 \rightarrow \mathbf{R}$
- $\left(x_{p}, y_{p}\right) \rightarrow \mathbf{W}$
- LOD $\rightarrow \omega_{\oplus}$

The EOPs are generated and published by several sources, including the IERS, ${ }^{4}$ the National Geospatial-Intelligence Agency (NGA), ${ }^{5}$ and the United States Naval Observatory (USNO). ${ }^{6}$ CelesTrak has compiled EOPs from these sources to create a single file containing EOP data from 1962 up to predictions 1 year into the future. ${ }^{7}$ The file maintained by CelesTrak is used by Analytical Graphics Inc. Systems Tool Kit (STK) and is used for the EOP studies presented in this paper, unless otherwise mentioned. See Vallado and Kelso (2005, 2013, 2015) for more information on the differences between each agencies' EOP product and how the CelesTrak file is formed.

[^4]
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### 3.1 Abstract

We describe a new method for numerical integration, dubbed Bandlimited Collocation Implicit Runge-Kutta (BLC-IRK), and compare its efficiency in propagating orbits to existing techniques commonly used in astrodynamics. The BLC-IRK scheme uses generalized Gaussian quadratures for bandlimited functions. This new method allows us to use significantly fewer force function evaluations than explicit Runge-Kutta schemes. In particular, we use a low-fidelity force model for most of the iterations, thus minimizing the number of high-fidelity force model evaluations. We also investigate the dense output capability of the new scheme, quantifying its accuracy for Earth orbits. We demonstrate that this numerical integration technique is faster than explicit methods of Dormand and Prince 5(4) and 8(7), Runge-Kutta-Fehlberg 7(8), and approaches the efficiency of the $8^{\text {th }}$-order Gauss-Jackson multistep method. We anticipate a significant acceleration of the scheme in a multiprocessor environment.

### 3.2 Introduction

We present a new numerical integration technique, developed by Beylkin and Sandberg at the University of Colorado (Beylkin and Sandberg, 2014; Beylkin and Monzón, 2002), and compare its performance in propagating orbits to existing techniques commonly used in astrodynamics. The new scheme, dubbed the Bandlimited Collocation Implicit Runge-Kutta (BLC-IRK) method, is an Implicit Runge-Kutta (IRK) collocation scheme which uses generalized Gaussian quadratures for bandlimited exponentials rather than the classical quadratures for orthogonal polynomials. We note that IRK methods have been constructed for a variety of polynomial based quadratures, such as Gauss-Legendre, Gauss-Lobatto, and Chebyshev (e.g., see discussions in Jones and Anderson (2012); Iserles (2009); Hairer et al (2002)). Among polynomial based IRK collocation schemes, only the scheme based on Gauss-Legendre quadratures achieves the highest order of approximation, is $A$-stable, and symplectic. The new BLC-IRK scheme is also $A$-stable and symplectic, achieves any user-selected accuracy and, in addition, allows one to use a large number of nodes within each time interval without the penalty of excessive node concentration near the endpoints of the interval. The properties of BLC-IRK scheme significantly affect the approach to using it in astrodynamics.

Motivated by the need to improve the computational performance of existing schemes as the number of objects to be tracked orbiting Earth is expected to increase significantly in the near future, we compare the performance of the new scheme with the traditional methods used in astrodynamics. The growing cloud of spent rocket bodies, defunct satellites, and other debris in Earth orbit is a serious threat to our use of space, particularly in densely populated low-Earth orbits and the orbits within the geosynchronous belt. In 2005, NORAD tracked about 10,000 objects and close approaches were already a common occurrence, taking place hundreds of times each week (Kelso and Alfano, 2005). Currently, the public space catalog consists of between 15,000 objects $^{1}$ and 17,000 objects $^{2}$ in Earth orbit that are at least 10 centimeters in diameter. Although conjunction assessment for the entire space catalog is manageable at this time, it will become

[^5]difficult in the near future. In part, the expected difficulty is due to the planned improvements in sensing and computation capabilities. These new capabilities are anticipated to increase the space catalog to hundreds of thousands, making the current method for performing orbit determination and conjunction assessment challenging. Since orbit determination and propagation take up a majority of the computation time, faster numerical integration techniques are considered necessary. Furthermore, fast integrators may be used for tracking and propagation of asteroids and can also aid Monte Carlo analyses used in research and mission design (Parcher and Whiffen, 2011).

Recently, IRK methods have received a lot of attention for use in orbit and uncertainty propagation, mainly due to the fact that these methods can be parallelized and have improved stability properties when compared to the traditional methods (Barrio et al, 1999; Jones and Anderson, 2012; Jones, 2012; Bradley et al, 2012; Bai, 2010; Bai and Junkins, 2011a; Aristoff and Poore, 2012; Aristoff et al, 2012; Herman et al, 2013; Aristoff et al, 2014). Specifically, GaussLegendre implicit Runge-Kutta (GL-IRK) is symplectic, $A$-stable, $B$-stable, and has been shown to outperform explicit Runge-Kutta (ERK) methods for both orbit propagation and uncertainty propagation (Jones, 2012; Aristoff and Poore, 2012; Aristoff et al, 2012, 2014). Similarly, BLC-IRK is both symplectic and $A$-stable (see Beylkin and Sandberg (2014) for details). Collocation methods have also been used for boundary value problems in trajectory design and optimization (Herman and Conway, 1996, 1998; Betts and Erb, 2003; Ozimek et al, 2009, 2010; Grebow et al, 2010, 2011; Bai and Junkins, 2011b, 2012). Another method for parallelized evaluation of the force model, dubbed Modified Chebyshev-Picard Iteration (MCPI), uses the Gauss-Lobatto-Chebyshev nodes in an algorithm similar to collocation (Bai, 2010; Bai and Junkins, 2011a).

While a Runge-Kutta scheme with the Gauss-Legendre nodes provides an excellent discretization of a system of ordinary differential equations (ODEs), using a large number of nodes per time interval is not advisable. The reason is that the nodes of the Gauss-Legendre quadratures (as well as any other polynomial-based Gaussian quadratures) accumulate rapidly towards the end points of the interval. For such quadratures, the ratio of the distances between the nodes near the end of the interval and those in the middle, is asymptotically inversely proportionate to their number.

This behavior effectively puts an upper limit on useful step size and the number of nodes, since computations become increasingly wasted near time interval boundaries as the number of nodes increases. On the other hand, the node accumulation of the generalized Gaussian quadratures for bandlimited functions is moderate and the ratio of distances is asymptotically a constant that depends only on the desired accuracy (further discussion may be found in Beylkin and Sandberg (2014)). The consequence of this fact is that the solution may be sought on a large time interval using a large number of nodes. Since BLC-IRK is parallelizable at the node level, using more nodes can improve the speed of the implementation if multiple processors are used. Additionally, the use of generalized Gaussian nodes for bandlimited functions minimizes the total number of nodes required to achieve a given accuracy (Beylkin and Sandberg, 2014; Beylkin and Monzón, 2002). The implementation of BLC-IRK for this paper takes advantage of speed improvements during force model evaluation. We reduce the computational cost associated with iteration at each node by employing a low-fidelity force model for a majority of the required force evaluations. Forms of this technique used in Jones (2012) and Aristoff et al (2014) have shown to vastly improve performance when applied to a GL-IRK scheme (see also Beylkin and Sandberg (2014)).

Unlike the classical Gaussian quadratures for polynomials which integrate exactly a subspace of polynomials up to a fixed degree, the Gaussian type quadratures for exponentials in Beylkin and Monzón (2002) use a finite set of nodes to integrate an infinite set of functions, namely, $\left\{e^{i b x}\right\}_{|b| \leq c}$ on the interval $|x| \leq 1$. While there is no way to accomplish this exactly, these quadratures are constructed so that all exponentials with $|b| \leq c$ are integrated with accuracy of at least $\epsilon$, where $\epsilon$ is arbitrarily small but finite. We note that if the accuracy $\epsilon$ is chosen to be around $10^{-16}$, such quadratures are effectively exact within the double precision of machine arithmetic.

The class of functions well approximated by the bandlimited exponentials $\left\{e^{i b x}\right\}_{|b| \leq c}$ includes functions with the support of the Fourier transform restricted to the interval $[-c, c]$. A basis for such bandlimited functions was constructed in a series of seminal papers (Slepian and Pollak, 1961; Landau and Pollak, 1961, 1962; Slepian, 1964, 1965, 1978, 1983) the goal of which was to optimize (simultaneously) the localization of functions in the space and Fourier domains. These papers
showed that the time-limiting and band-limiting integral operator commutes with the differential operator whose eigenfunctions are the so-called Prolate Spheroidal Wave Functions (PSWFs) of classical mathematical physics, i.e., the integral and differential operators share the eigenfunctions. In spite of the importance of bandlimited functions, efficient quadratures for integrating and interpolating them were constructed only recently (Beylkin and Monzón, 2002; Xiao et al, 2001). These quadratures are essential for using bandlimited functions in numerical analysis and, in particular, in the BLC-IRK method.

The intent of this paper is to provide a mathematical overview of the new BLC-IRK integration scheme and compare its efficiency in orbit propagation with other more commonly used techniques. We start by outlining the framework of implicit Runge-Kutta collocation based methods and describe the details of the new scheme. We then consider the advantages of the new framework, the required input parameters, and then compare them to other integration techniques. Three orbit types are used to compare results of four numerical integration techniques (frequently used in the astrodynamics community): Runge-Kutta-Fehlberg 7(8), Dormand-Prince 8(7), Dormand-Prince $5(4)$, and an $8^{\text {th }}$-order Gauss-Jackson. A low-Earth orbit, Molniya orbit, and geostationary orbit are propagated for 3 revolutions using a $70 \times 70$ gravity field and lunisolar perturbations. The dense output capability of BLC-IRK is then detailed and we conclude with a summary of the results and recommended future work.

### 3.3 Mathematical Overview

This section details the mathematical techniques of the new BLC-IRK method as well as the basics of implicit Runge-Kutta and collocation methods to put the new scheme into context. We consider the initial value problem (IVP) for an ODE

$$
\begin{equation*}
\mathbf{y}^{\prime}=\boldsymbol{f}(t, \mathbf{y}), \quad \mathbf{y}(0)=\mathbf{y}_{0}, \quad t \geq 0 . \tag{3.1}
\end{equation*}
$$

The solution $\mathbf{y}$ at some time $h$ can then be written as a Picard integral

$$
\begin{equation*}
\mathbf{y}(h)=\mathbf{y}_{0}+\int_{0}^{h} \boldsymbol{f}(s, \mathbf{y}(s)) \mathrm{d} s \tag{3.2}
\end{equation*}
$$

Runge-Kutta methods are based on using quadratures for discretization of the integral in Eq. 3.2.

### 3.3.1 Runge-Kutta Methods

While ERK are commonly used in astrodynamics problems, the use of IRK methods is still infrequent. Runge-Kutta methods use $M$ stages (nodes) within a time interval to solve Eq. 3.2 above. The basic form of Runge-Kutta methods uses quadratures to integrate from time $t=0$ to time $t=h$ as

$$
\begin{equation*}
\mathbf{y}(h)=\mathbf{y}_{0}+h \sum_{j=1}^{M} w_{j} \boldsymbol{f}\left(h \tau_{j}, \mathbf{y}\left(h \tau_{j}\right)\right), \quad \tau \in[0,1] \tag{3.3}
\end{equation*}
$$

with weights $\left\{w_{j}\right\}_{j=1}^{M}$ and nodes $\left\{\tau_{j}\right\}_{j=1}^{M}$. Using $\boldsymbol{\xi}_{i}$ to denote values of the solution at the nodes $\mathbf{y}\left(h \tau_{j}\right)$, we have

$$
\begin{equation*}
\boldsymbol{\xi}_{i}=\mathbf{y}_{0}+h \sum_{j=1}^{M} S_{i j} \boldsymbol{f}\left(h \tau_{j}, \boldsymbol{\xi}_{j}\right), \tag{3.4}
\end{equation*}
$$

where $S$ is the integration matrix (Iserles, 2009), and find $\mathbf{y}(h)$ as

$$
\begin{equation*}
\mathbf{y}(h)=\mathbf{y}_{0}+h \sum_{j=1}^{M} w_{j} \boldsymbol{f}\left(h \tau_{j}, \boldsymbol{\xi}_{j}\right) . \tag{3.5}
\end{equation*}
$$

The quadrature nodes $\left\{\tau_{j}\right\}_{j=1}^{M}$, weights $\left\{w_{j}\right\}_{j=1}^{M}$, and entries of the integration matrix $S_{i j}$ are typically displayed in a Butcher tableau,

$$
\begin{array}{c|c}
\boldsymbol{\tau} & S  \tag{3.6}\\
\hline & \boldsymbol{w}^{T}
\end{array}
$$

which expands to

| $\tau_{1}$ | $S_{1,1}$ | $\cdots$ | $S_{1, M}$ |
| :---: | :---: | :---: | :---: |
| $\tau_{2}$ | $S_{2,1}$ | $\cdots$ | $S_{2, M}$ |
| $\vdots$ | $\vdots$ |  | $\vdots$ |
| $\tau_{M}$ | $S_{M, 1}$ | $\cdots$ | $S_{M, M}$ |
|  | $w_{1}$ | $\cdots$ | $w_{M}$ |

We use $\tau, w$, and $S$, for representing nodes, weights, and the integration matrix and note that the variables $c, b$, and $A$ have also been used for this purpose in the literature.

In ERK methods, the integration matrix is lower triangular, $S_{i j}=0$ for $j \geq i$, and, consequently, such methods are explicit. In IRK methods, the set of nonlinear equations in Eq. 3.4 has to be solved on each time interval. Several techniques are available, such as fixed-point or Newton iterations (Iserles, 2009; Atkinson et al, 2009). The advantages, disadvantages, and implementation of each method are discussed in Jones and Anderson (2012), Hairer et al (2002, 1993), and Hairer and Wanner (1996).

Historically, IRK methods have been used sparingly in astrodynamics due to the additional computations required to iteratively solve for the values of the solution at the nodes $\mathbf{y}\left(h \tau_{j}\right)$ and the fact that ERK methods are simple to code, well-documented, and include several adaptive step methods. Advances in computational power and changes in computer architecture, however, have evened out the computational cost of explicit and implicit schemes. IRK methods lend themselves to multi-core computers and graphics processing units (GPUs) since, within a single iteration, the force model evaluation $\boldsymbol{f}$ may be performed simultaneously at all nodes. We refer to Jones and Anderson (2012) for a summary of methods and references on this topic specific to astrodynamics.

We note that in the traditional use of Runge-Kutta methods the time interval (or step size), $h$, is small, typically between 15 and 60 seconds for orbit propagation. In the new method, the time interval does not have to be small since the number of nodes, $M$, may be selected to be large.

### 3.3.2 Collocation IRK

Among IRK methods of particular interest are those based on collocation. Consider the polynomial, $\boldsymbol{u}(t)$, matching the solution at the nodes,

$$
\begin{align*}
& \boldsymbol{u}(0)=\mathbf{y}_{0} \\
& \dot{\boldsymbol{u}}\left(h \tau_{j}\right)=\boldsymbol{f}\left(h \tau_{j}, \mathbf{u}\left(h \tau_{j}\right)\right) \tag{3.8}
\end{align*}
$$

where $\mathbf{y}\left(h \tau_{j}\right)=\boldsymbol{u}\left(h \tau_{j}\right), j=1, \ldots, M$. As demonstrated in e.g., Iserles (2009), this formulation leads to an IRK method. Introducing Lagrange interpolating polynomials $\left\{L_{j}(\tau)\right\}$ with nodes $\left\{\tau_{j}\right\}_{j=1}^{M}$, we approximate $\boldsymbol{f}$ to a given accuracy $\epsilon$ on $[0, h]$,

$$
\begin{equation*}
\left\|\boldsymbol{f}(h \tau, \mathbf{y}(h \tau))-\sum_{j=1}^{M} \boldsymbol{f}\left(h \tau_{j}, \mathbf{y}\left(h \tau_{j}\right)\right) L_{j}(\tau)\right\| \leq \epsilon, \quad \tau \in[0,1] \tag{3.9}
\end{equation*}
$$

Equation 3.2 is then rewritten using Eq. 3.9 as

$$
\begin{equation*}
\mathbf{y}\left(h \tau_{i}\right)=\mathbf{y}_{0}+h \sum_{j=1}^{M} \boldsymbol{f}\left(h \tau_{j}, \mathbf{y}\left(h \tau_{j}\right)\right) \int_{0}^{\tau_{i}} L_{j}(s) \mathrm{d} s, \quad i=1, \ldots, M \tag{3.10}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{y}\left(h \tau_{i}\right)=\mathbf{y}_{0}+h \sum_{j=1}^{M} S_{i j} \boldsymbol{f}\left(h \tau_{j}, \mathbf{y}\left(h \tau_{j}\right)\right) \tag{3.11}
\end{equation*}
$$

where $S_{i j}=\int_{0}^{\tau_{i}} L_{j}(s) \mathrm{d} s$ are the entries of the integration matrix. We use $M$ quadrature nodes such that

$$
\begin{equation*}
\mathbf{y}(h)=\mathbf{y}_{0}+h \sum_{j=1}^{M} w_{j} \boldsymbol{f}\left(h \tau_{j}, \mathbf{y}\left(h \tau_{j}\right)\right) \tag{3.12}
\end{equation*}
$$

yields the solution at time $t=h$ and, thus, Eq. 3.11 and 3.12 form a collocation IRK scheme.
The most commonly used polynomial-based quadratures are Gauss-Legendre (Butcher, 1964) and Gauss-Lobatto, although the use of Chebyshev quadratures (Barrio et al, 1999; Bai, 2010; Bai and Junkins, 2011a) has captured some attention in astrodynamics recently. We note that only the Gauss-Legendre quadratures yield symplectic, $A$-stable IRK schemes with the maximum order $2 M$, where $M$ is the number of stages (nodes).

### 3.3.3 New Scheme: BLC-IRK

Polynomial-based quadrature has a long history of use due to tradition, ease of use, and node/order optimality (Jones and Anderson, 2012; Iserles, 2009). Polynomial-based quadratures are constructed so that

$$
\begin{equation*}
\int_{-1}^{1} f(x) W(x) \mathrm{d} x=\sum_{j=1}^{M} w_{j} f\left(\tau_{j}\right) \tag{3.13}
\end{equation*}
$$

for all polynomials $f$ less than some fixed degree. Here $W(x) \geq 0$ is the weight, $\tau_{j}$ are quadrature nodes, and $w_{j}$ are quadrature weights. Given a fixed number of nodes, $M$, the classical Gaussian quadratures maximize the degree of polynomials for which Eq. 3.13 is exact. We note that Gauss-Legendre quadratures correspond to the weight $W(x)=1$ whereas Chebyshev quadratures correspond to the weight $W(x)=1 / \sqrt{1-x^{2}}$.

The new scheme described in this paper is a collocation IRK method that uses generalized Gaussian quadratures for bandlimited exponentials instead of polynomials (Beylkin and Sandberg, 2014). Consult Beylkin and Monzón (2002) and Xiao et al (2001) for the development of generalized Gaussian quadratures for exponentials. These quadratures are constructed so that

$$
\begin{equation*}
\left|\int_{-1}^{1} e^{2 i c t x} W(t) \mathrm{d} t-\sum_{j=1}^{M} w_{j} e^{2 i c \tau_{j} x}\right|<\epsilon^{2}, \quad x, \tau_{j} \in[-1,1] \tag{3.14}
\end{equation*}
$$

for the user-selected accuracy $\epsilon>0$, bandlimit $2 c>0$, and weights $w_{j}>0$. The nodes $\tau_{j}$ and weights $w_{j}$ depend on the bandlimit and accuracy. In the BLC-IRK method the weight $W(t)=1$ and the nodes correspond to the zeros of discrete prolate spheroidal wave functions (DPSWFs) (Slepian, 1978). As it is traditional, generalized Gaussian quadratures are constructed on the interval $[-1,1]$ although we use them on $[0,1]$ (with the appropriate linear transformation).

Beylkin and Monzón (2002) show that by finding quadrature nodes for exponentials with bandlimit $2 c$ and accuracy $\epsilon^{2}$, we can generate an interpolating basis for bandlimited functions with bandlimit $c$ and accuracy $\epsilon$. These interpolating basis functions are defined as

$$
\begin{equation*}
R_{j}(x)=\sum_{l=1}^{M} r_{j l} e^{i c \tau_{l} x} \tag{3.15}
\end{equation*}
$$

for $j=1, \ldots, M$ with

$$
\begin{equation*}
r_{j l}=\sum_{k=1}^{M} w_{j} \boldsymbol{\Psi}_{k}\left(\tau_{j}\right) \frac{1}{\eta_{k}} \boldsymbol{\Psi}_{k}\left(\tau_{l}\right) w_{l}, \tag{3.16}
\end{equation*}
$$

where the matrix $\boldsymbol{\Psi}_{k}\left(\tau_{l}\right)$ is obtained by solving an algebraic eigenvalue problem,

$$
\begin{equation*}
\sum_{l=1}^{M} w_{l} e^{i c \tau_{l} \tau_{m}} \boldsymbol{\Psi}_{k}\left(\tau_{l}\right)=\eta_{k} \boldsymbol{\Psi}_{k}\left(\tau_{m}\right), \quad k, m=1, \ldots, M \tag{3.17}
\end{equation*}
$$

Following Beylkin and Monzón (2002), accurate approximations to the first $M$ PSWFs are then defined as

$$
\begin{equation*}
\boldsymbol{\Psi}_{k}(\tau)=\frac{1}{\eta_{k}} \sum_{l=1}^{M} w_{l} \mathbf{\Psi}_{k}\left(\tau_{l}\right) e^{i c \tau_{l} \tau}, \quad k=1, \ldots, M \tag{3.18}
\end{equation*}
$$

Given interpolating basis functions $R_{j}(s)$, the elements of the integration matrix for BLC-IRK are then computed as

$$
\begin{equation*}
S_{i j}=\int_{0}^{\tau_{i}} R_{j}(s) \mathrm{d} s \tag{3.19}
\end{equation*}
$$

We note that in Beylkin and Sandberg (2014), the construction of interpolating functions and integration matrix is modified in order to assure that the resulting BLC-IRK method is symplectic.

The quadratures for exponentials offer certain advantages over polynomial-based quadratures. It is well known that the nodes of polynomial-based quadratures cluster significantly towards the ends of each interval as the number of nodes increases (a simple heuristic explanation is that polynomials can grow rapidly toward the end points of an interval causing high node concentration). Nodes of quadratures for exponentials, however, do not accumulate as rapidly at the endpoints.

Typically only a small number of nodes of polynomial-based quadratures are used in IRK methods to avoid oversampling at the interval boundaries (e.g., 2-4 nodes). Following Beylkin and Sandberg (2005), we define a ratio

$$
\begin{equation*}
r(M, \epsilon)=\frac{\tau_{2}-\tau_{1}}{\tau_{\lfloor M / 2\rfloor}-\tau_{\lfloor M / 2\rfloor-1}}, \tag{3.20}
\end{equation*}
$$

to represent the extent of node accumulation near the interval endpoints. Since the distance between nodes decreases monotonically towards the end of the interval, Eq. 3.20 yields a quantitative comparison of node accumulation property. The ratio is the distance between two nodes closest to the interval edge divided by the distance between two nodes in the middle of the interval. Figure 3.1 displays the behavior of the ratio as a function of the number of nodes for polynomial-based quadratures and quadratures for exponentials.

The ratio for polynomial-based quadrature nodes asymptotically approaches zero as the number of nodes increase. This ratio for nodes of quadratures for exponentials, however, approaches a finite limit. This asymptote is a function of the accuracy, $\epsilon$, to which the quadrature is constructed,


Figure 3.1: Comparison of node accumulation for exponential and polynomial-based quadratures. (a) Generalized Gaussian quadrature for bandlimited exponentials with different interpolation accuracies. Marker dots indicate values for quadratures used in this study. (b) Polynomial-based quadratures. Ratios approach zero as $1 / M$.
as seen in Eq. 3.14. This property of generalized Gaussian quadratures for bandlimited functions allows us to use larger time intervals with a large number of nodes per interval when compared to polynomial-based methods.

We provide quadrature data needed to implement BLC-IRK numerical integration online. The accompanying data files are described in Appendix 3.7.1. Data files necessary to perform dense output, discussed in Section 3.5.2, are also given.

### 3.4 Implementation and Analysis of BLC-IRK

This section describes the input parameters necessary for the BLC-IRK method and demonstrates the effect these parameters have on the accuracy of orbit propagation around Earth. As mentioned previously, BLC-IRK is implemented using both a low- and high-fidelity force model to save computational effort during iteration. Figure 3.2 illustrates time intervals and nodes within these intervals to aid in our discussion.

The current implementation of the BLC-IRK method requires 5 parameters to be specified by the user in order to execute the integration. Each parameter is described in the list below. We plan to develop an approach to determine appropriate values of each parameter automatically


Figure 3.2: Example of nodes and intervals (for illustrative purposes only).
based on the orbit and force model.

- Accuracy $(\epsilon)$ : Interpolation accuracy for which the generalized Gaussian quadratures are constructed. In the current implementation this accuracy is fixed to $\epsilon \approx 10^{-13}$. It may be made available to the user in future implementations.
- Number of nodes per interval (bandlimit) ( $M$ ): For a given accuracy $\epsilon$, the number of nodes per interval determines bandlimit and vice versa. More nodes per interval equates to a higher bandlimit.
- Number of Intervals $\left(N_{I}\right)$ : A time interval $N_{I}$ is similar to a step size $h$ in traditional integration schemes where $N_{I}=\left(t_{f}-t_{0}\right) / h$ and $t_{f}$ denotes the final time of the entire orbit propagation. Each interval contains the same number and placement of nodes (i.e., this is a fixed-step and fixed-order implementation). Choice of number of nodes, or bandlimit, will affect the number of intervals required to achieve a certain propagation accuracy, however, number of intervals $N_{I}$ is a user-defined input parameter. This is similar to choosing a step size in fixed-step integration schemes. As demonstrated later, there is a distinct, optimal $N_{I}$ for a given number of nodes per interval.
- Number of Low-Fidelity Force Model Iterations $\left(N_{1}\right)$ : The number of evaluations of the low-fidelity force model at each node before the high-fidelity force model is evaluated. Iteration is used to solve for each vector function, $\boldsymbol{\xi}$, placing the solution at each node in a location that is close to its true location.
- Number of Iterations After Accessing High-Fidelity Model ( $N_{2}$ ): The number of
evaluations of the low-fidelity force model at each node after the high-fidelity force model has been evaluated once. Each iteration uses the same contribution from the high-fidelity model in combination with the updated low-fidelity information to refine the solution at each node.

Traditionally, evaluation of a high-fidelity force model dominates the computational load of any orbit propagation. The iteration process inside the current version of BLC-IRK has been modified from a traditional IRK method to make use of low-fidelity and high-fidelity force models to reduce the number of evaluations of the high-fidelity force model. IRK methods use iteration to solve the nonlinear equations for $\boldsymbol{\xi}$, thus involving several calls to the force model, $\boldsymbol{f}$, at each node. We first use a low-fidelity force model, $\boldsymbol{f}_{\text {low }}$, containing point-mass and $3 \times 3$ gravity field effects of the Earth, for the first few iterations to place the solution at each node close to the final value. The high-fidelity force model, $\boldsymbol{f}_{\text {high }}$, is then evaluated once and the difference between the low- and high-fidelity model, $\boldsymbol{\Delta f}$, is stored. The high-fidelity force model used in this study is comprised of a 70x70 EGM96 gravity model (Lemoine et al, 1998) and third-body gravitational effects from the Sun and Moon. Drag and solar radiation pressure were omitted from this initial study to simplify the analysis. A second set of low-fidelity force model iterations is then used to finalize the iteration process. During this second set of iterations, $\Delta \boldsymbol{f}$ is added to the low-fidelity evaluation. This improves the solution by using information from the high-fidelity force model without expending computation time evaluating it again. We rely on the assumption that the solution at each node is already close to its final value and that the high-fidelity perturbations do not vary much on this scale. Algorithm 1 describes the overall iteration process used in this study in greater detail.

The results in this paper were generated using a second call to the high-fidelity force model. The second evaluation ensures satisfactory orbit propagation accuracies in the current setup. However, the low-fidelity force model used here is not necessarily the optimal choice. The low-/highfidelity force models and the iteration implementation can be adjusted for different situations. For example, a satellite in the Jovian system might want to include approximate third-body effects in

```
Algorithm 1 Iteration Using Low- and High-Fidelity Force Models
    models \(\boldsymbol{f}_{\text {low }}\) and \(\boldsymbol{f}_{\text {high }}\).
    Note: This algorithm is to be used for each interval
    for \(i_{1}=1 \rightarrow N_{1}\) do
        for \(m=1 \rightarrow M\) do
            Update \(\boldsymbol{\xi}_{m}\) by evaluating \(\boldsymbol{f}_{\text {low }}^{m}\)
        end for
    end for
    for \(m=1 \rightarrow M\) do
        Evaluate \(\boldsymbol{f}_{\text {high }}^{m}\) and store \(\Delta \boldsymbol{f}_{m}=\boldsymbol{f}_{\text {high }}^{m}-\boldsymbol{f}_{\text {low }}^{m}\)
    end for
    for \(i_{2}=1 \rightarrow N_{2}\) do
        for \(m=1 \rightarrow M\) do
            Evaluate \(\boldsymbol{f}_{\text {low }}^{m}\)
            Update \(\boldsymbol{\xi}_{m}\) with \(\boldsymbol{f}_{\text {low }}^{m}+\Delta \boldsymbol{f}_{m}\)
        end for
    end for
    for \(m=1 \rightarrow M\) do
        Update \(\boldsymbol{\xi}_{m}\) by evaluating \(\boldsymbol{f}_{\text {high }}^{m}\)
    end for
```

    Inputs are number of iterations \(N_{1}\) and \(N_{2}\), number of nodes \(M\), and low and high-fidelity force
    the low-fidelity force model.
We also note that use of a single relative tolerance value for iteration instead of fixing the number of iterations $N_{1}$ and $N_{2}$ would improve the ease-of-use for the user and guarantee that excess computations were kept to a minimum. The use of a relative tolerance setting is common in many implementations of IRK schemes (e.g., for fixed-point iteration see Hairer et al (2002) and Jones (2012)) as well as adaptive step explicit Runge-Kutta schemes (see e.g., Prince and Dormand (1981)). This paper specifies each iteration count in an effort to illustrate the low-/highfidelity force model use. As demonstrated in the results, this method proves sufficient, but a more user-friendly interface may be desirable.

The force model evaluation may be accelerated using multi-core processors. While this is a property of all IRK methods, BLC-IRK will benefit the most from parallelization due to the large number of nodes per interval. Future work will include optimizing BLC-IRK for use with multiple cores and comparing evaluation times with other integration techniques (see e.g., Bai (2010) and Bai and Junkins (2011a) investigating the use of GPUs to parallelize a Chebyshev-based collocation method (MCPI) with tens to hundreds of nodes per interval).

### 3.4.1 Case Study Description

This investigation uses three types of orbits to evaluate BLC-IRK and compare its performance to commonly used integrators in the astrodynamics community. A low-Earth orbit (LEO), geostationary orbit (GEO), and a Molniya orbit (MOL) were chosen to investigate different orbital regimes and eccentricities. Table 3.1 lists the Keplerian orbital elements at epoch ( $0^{\mathrm{h}}$ January ${ }^{\text {st }}$, 2011) for each of the three orbits and includes the perigee altitude, $h_{p}$.

A range of values for each BLC-IRK input parameter are used to examine the full range of accuracies. For each orbit type, BLC-IRK is implemented using 1 to 130 intervals over the duration of the propagation as well as 1 to 3 iterations for both $N_{1}$ and $N_{2}$. For all analyses that follow, results are displayed for propagations lasting 3 orbital revolutions of the orbit in question. The truth trajectory is generated by an $8^{\text {th }}$-order Gauss-Jackson (GJ 8) integration scheme using a 5 -second

Table 3.1: Initial osculating Keplerian orbital elements and perigee altitude of each orbit investigated in this study. Epoch is $0^{\text {h }}$ January $1^{\text {st }}, 2011$.

| Name | $a(\mathrm{~m})$ | $e$ | $i(\mathrm{deg})$ | $\Omega(\mathrm{deg})$ | $\omega(\mathrm{deg})$ | $\nu(\mathrm{deg})$ | $h_{p}(\mathrm{~km})$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| LEO | $6,730,038.57$ | 0.000802 | 35.00 | 5.00 | 335.05 | 19.95 | 346.5 |
| MOL | $26,553,376.35$ | 0.740969 | 63.40 | 330.21 | 270.00 | 0.00 | 500.0 |
| GEO | $42,164,118.25$ | 0.000999 | 0.01 | 27.30 | 10.00 | 2.30 | $35,743.8$ |

time step. The Gauss-Jackson scheme is a multi-step predictor-corrector method that has been used by U.S. Space Surveillance centers for orbit propagation for over 50 years and is especially efficient at propagating near-circular orbits (Jackson, 1924; Fox, 1984; Berry and Healy, 2004; SPADOC Computation Center, 1982). Note, however, that Gauss-Jackson is neither symplectic nor $A$-stable.

Evaluating the performance of a numerical integration scheme requires careful consideration of two things: (1) how to generate the truth trajectory, and (2) interpolation of the solution. Berry and Healy (2003) and Berry (2004) investigate several techniques for measuring integration error, specifically, what to use for the truth trajectory when propagating orbits with perturbations. They conclude that step size halving and higher-order integration both work well for generating truth trajectories when perturbations are present. As stated previously, we use truth trajectories generated by the GJ 8 scheme with a fixed step size of 5 seconds and compare integration accuracy only. The implementation of GJ 8 follows that of Berry and Healy (2004). The use of a small step size for truth requires us to assume that the use of a small step size yields a more accurate trajectory and that round-off error is not significantly affecting the solution. As the number of force model evaluations is increased, each integration method we are comparing approaches the reference trajectory with differences below $10^{-5}$ meters. This indicates that round-off error is not affecting our results for the accuracy range we are considering, i.e., $10^{-4}$ to $10^{2}$ meters. Other truth trajectories were also assessed, including GJ 8 with 2 and 10 second step sizes, and the $8^{\text {th }}$-order Dormand and Prince scheme, DOPRI 8(7), with similar steps. Each of these trajectories match the 5 -second GJ 8 truth trajectory to the order of $10^{-5}$ meters.

The interpolation strategy can have a notable impact on computing the error of an integration


Figure 3.3: Illustration of interpolation strategy. $X$ denotes position solutions. Error comparisons are made at solution points of the method we are testing (e.g., BLC-IRK). The dense truth trajectory is interpolated to these points using a cubic spline to eliminate interpolation error.
method. As depicted in Fig. 3.3, we interpolate the truth trajectory to times where we have a solution from the method we are comparing. A slightly different execution of interpolating at fixed 30-second intervals, however, has shown to introduce errors too large for this study on integration accuracy. This is especially true with high-order variable-step integration schemes because they take larger time steps than a lower $4^{\text {th }}$-order method. Since we are limiting ourselves to only interpolating the dense truth trajectory, error due to interpolation is essentially eliminated. Based on several tests, the observed maximum interpolation error is on the order of $10^{-5}$ meters for the LEO and MOL orbits, and down to $10^{-8}$ meters for GEO. These errors are below the accuracy range we are considering. The root-sum-square $(\mathrm{RSS})$ position error at each time, $t_{i}$, is computed by

$$
\begin{equation*}
\Delta r_{i}=\left\|\mathbf{X}_{\mathrm{C}_{i}}-\mathbf{X}_{\mathrm{T}, \text { interp }_{i}}\right\| \tag{3.21}
\end{equation*}
$$

where $\mathbf{X}$ denotes position solutions. The root mean square ( RMS ) position error for the entire trajectory is then computed using all $\Delta r_{i}$. All propagation comparison plots report this RMS error for the entire trajectory. The maximum and mean errors were also considered, however, these values are of the same order of magnitude as the RMS error. Given the log plots and similar behavior of each propagation scheme, the general error magnitude and performance relations between each scheme stay approximately the same. For this reason, we display the RMS values only.

### 3.4.2 Intervals (step size)

First, we look at how the number of intervals affects propagation accuracy. Figure 3.4 shows the relationship between the number of intervals used per orbit and the RMS of position error for all three orbit types. When compared to a small number of intervals per orbit, adding intervals reduces the integration error significantly.


Figure 3.4: RMS values of position errors for propagations of the LEO, GEO, and MOL orbits using a range of number of intervals per orbit. Each propagation has a duration of 3 orbit revolutions and uses 64 nodes per interval. Every combination of $\{1,2,3\} N_{1}$ iterations and $\{1,2,3\} N_{2}$ iterations were used.

There reaches a point, however, where additional intervals do not reduce the integration error. Usually, this accuracy floor is caused by the finite precision of computing or the accumulation of roundoff error. In this case, it is due to the iteration algorithm being used for BLC-IRK, as described in Sect. 3.4. Standard implementations of IRK schemes used fixed-point, or Picard, iteration until convergence to some tolerance, e.g., $10^{-13}$ (Hairer et al, 2002; Jones and Anderson, 2012; Herman et al, 2013). However, a small amount of accuracy is sacrificed for faster evaluation time as fewer force model evaluations are performed, as is the case with the relatively few number of low-/highfidelity force model evaluations used in this paper. This is acceptable when position accuracies below the micron or even centimeter level are not needed, or even possible, due to imperfect force
model knowledge.
In operational use, an acceptable choice could be to aim for the "knee" in the curve, in terms of number of intervals, to ensure sufficiently accurate results while minimizing the number of force model calls. Determining the location of this knee automatically and reliably requires additional analysis due to its dependence on the orbit, force model, and number of nodes used.

### 3.4.3 Nodes

As mentioned previously, the number of nodes that are contained in each interval is tied to the bandlimit. Table 3.2 lists several node counts and their associated bandlimits. The displayed bandlimits are those that have been used to compute and store integration matrices, and are the only ones considered in this study.

Table 3.2: Number of nodes per interval and the corresponding bandlimits.

| Nodes Per Interval | 32 | 46 | 64 | 114 | 200 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Bandlimit | $5 \pi$ | $10 \pi$ | $17 \pi$ | $40 \pi$ | $81 \pi$ |

Figure 3.5 (a) illustrates the impact that number of nodes has on the relationship between number of function calls and integration accuracy. Note that when number of function calls is plotted for the BLC-IRK method, we are plotting the number of high-fidelity force model evaluations. This is justified by the fact that the high-fidelity force model requires several orders of magnitude more mathematical operations than the low-fidelity force model. This is mainly due to the high degree and order $70 \times 70$ spherical harmonic gravity model computation.

The results reveal that the choice of node count does not affect how many high-fidelity force model evaluations are necessary to achieve a given accuracy. At first, the fact that the number of nodes does not affect the outcome of Fig. 3.5(a) seems odd. However, this feature is actually a byproduct of the node accumulation ratio of the generalized Gaussian quadratures illustrated in Fig. 3.1(a). Since the ratio asymptotically approaches a constant greater than zero, additional force model evaluations are not wasted towards the interval endpoints as with polynomial-based


Figure 3.5: RMS values of position errors for the LEO orbit using a range of number of nodes per interval. Each propagation has a duration of 3 orbit revolutions and used every combination of $\{1,2,3\} N_{1}$ iterations and $\{1,2,3\} N_{2}$ iterations.
quadratures. As nodes are added, the number of intervals required to achieve a given level of accuracy is reduced, thereby lowering the number of force model evaluations. This point is illustrated in Fig. 3.5(b). Jones (2012) demonstrates this weakness of polynomial-based quadrature schemes by showing the diminishing return of adding nodes in a GL-IRK scheme. As nodes are added, there comes a point when the number of force model evaluations necessary to achieve the certain
precision starts increasing. Therefore, BLC-IRK will benefit from parallelization even more than a polynomial-based scheme such as GL-IRK since additional nodes (and thus processors) may be added without the same diminishing return.

### 3.4.4 Symplectic Property

As with GL-IRK methods (Sanz-Serna, 1988), the BLC-IRK method is symplectic (Beylkin and Sandberg, 2014). By imposing constraints on the integration matrix and weights of the generalized Gaussian quadratures, the BLC-IRK method becomes symplectic, making it an excellent tool for long-term orbit propagation. Specifically, in order to be symplectic a Runge-Kutta method must satisfy the conditions (Sanz-Serna, 1988)

$$
\begin{equation*}
w_{i} S_{i j}+w_{j} S_{j i}-w_{i} w_{j}=0, \quad i, j=1, \ldots, M \tag{3.22}
\end{equation*}
$$

We demonstrate the symplectic property of the BLC-IRK method by using an energy-like integral analogous to the Jacobi integral of the Restricted Three-Body Problem. The Jacobi Constant, $K$, is computed by

$$
\begin{equation*}
\frac{V^{2}}{2}-\frac{\mu}{R}-U^{\prime}(\boldsymbol{R})=K=\text { constant } \tag{3.23}
\end{equation*}
$$

where $\mu$ is the gravitational parameter of the central body, $R$ and $V$ are the orbital radius and inertial velocity of the satellite, respectively, and $U^{\prime}(\mathbf{R})$ is the gravitational potential of the Earth (without the point-mass contribution) (Tapley et al, 2004; Bond and Allman, 1996). Equation 3.23 is valid when the gravitational potential consists of zonal terms only. The inclusion of a timevarying gravity field, i.e., sectoral and tesseral terms, requires a slight modification to Eq. 3.23 (Bond and Allman, 1996).

The Jacobi Constant is an energy-like parameter that, in theory, remains constant over time when integrating a system involving a central gravity field. The purpose of a symplectic integrator is to enforce an approximate version of this property numerically since, otherwise, it is not maintained due to the finite precision of computation. The relative change in Jacobi Constant compared to its initial value is plotted in Fig. 3.6 for a 10-year propagation of the LEO orbit using BLC-IRK and
the explicit Runge-Kutta method DOPRI 8(7) (Prince and Dormand, 1981). BLC-IRK maintains a bounded Jacobi Constant over 10 years while the explicit Runge-Kutta method fails to maintain the Jacobi Constant over long integration times. It is known that non-symplectic integrators (e.g., all ERK methods (Sanz-Serna, 1988)) do not maintain a bounded energy, or Jacobi Constant, due to the accumulation of roundoff error. The symplectic property of the BLC-IRK method is of great benefit to long-term propagations where the accumulation of roundoff error is a problem. In particular, long-term asteroid propagation and debris field evolution with timescales on the order of tens to hundreds of years benefit from using symplectic integrators. Breiter and Métris (1999), Mikkola (1999), and Mikkola et al (2000) have also investigated symplectic schemes for use in space debris propagation and satellite tracking in Earth orbit.


Figure 3.6: Change in Jacobi Constant during a 10-year GEO propagation using point-mass and zonals $J_{2}-J_{4}$ only. BLC-IRK propagation performed using 4 intervals/orbit and 64 nodes/interval. DOPRI $8(7)$ propagation performed with a relative tolerance of $10^{-15}$ for step size control.

### 3.5 Performance Comparison

### 3.5.1 Orbit Propagation

In this section, we compare the propagation efficiency of BLC-IRK to commonly used integration methods for the three orbits given in Table 3.1. Three of the four integration methods are explicit Runge-Kutta schemes with step size control and the fourth is the $8^{\text {th }}$-order Gauss-Jackson method.

- Runge-Kutta-Fehlberg 7(8) (RKF 7(8)13): a 13-stage explicit Runge-Kutta method of order 7 and an embedded method of order 8 used for step size control developed by Erwin Fehlberg (Fehlberg, 1968). The software package Satellite Tool Kit, by Analytical Graphics Inc., uses this as the default integrator (other options are available as well). The implementation of RKF 7(8) used in this study is not using local extrapolation (i.e., the $7^{\text {th }}$-order result is used as the solution).
- Dormand \& Prince 8(7) (DOPRI 8(7)13 or RK 8(7)13): similar to the 13 -stage RKF 7 (8), but uses an $8^{\text {th }}$-order method for the solution and a $7^{\text {th }}$-order method for step size control (Prince and Dormand, 1981).
- Dormand \& Prince 5(4) (DOPRI 5(4)7 or RK 5(4)7): a 7-stage explicit RungeKutta method of order 5 and an embedded method of order 4 used for step size control (Dormand and Prince, 1980). This integration scheme is available in MATLAB where it is known as ode45 (Shampine and Reichelt, 1997). The integration matrix and weights of DOPRI 5(4) were designed with a beneficial feature called FSAL (first-same-as-last). This means that the final stage evaluation at time $t_{n}$ is equal to the first stage evaluation at the next time $t_{n+1}$, thus saving one evaluation of the force model per time step.
- Gauss-Jackson $\mathbf{8}^{\text {th }}$-order (GJ 8): a multi-step predictor-corrector method of $8^{\text {th }}$-order which uses a fixed step size (Jackson, 1924; Fox, 1984; Berry and Healy, 2004). This scheme has been used by U.S. Space Surveillance Centers since the 1960's due to its highly efficient
propagation of near-circular orbits (SPADOC Computation Center, 1982; Berry and Healy, 2004).

In space surveillance and many other applications, we often have an option to sacrifice accuracy for reduced computation time. Thus, we desire an integration scheme which achieves a necessary level of accuracy while minimizing the number of force model evaluations and computation time required. We compare each integrator based on the number of force model evaluations (function calls) that are used to achieve various levels of position error. It is important to remember that this study evaluates integration error only and we are not considering the separate topic of force model errors. Note that the reported number of function calls for BLC-IRK is the number of high-fidelity force model evaluations only.

BLC-IRK is executed serially (without any parallelization) using 64 nodes per interval ( $M$ ) and 2 function calls per node. Results for BLC-IRK are shown for propagations performed using $\{1,2, \ldots, 130\}$ intervals $\left(N_{I}\right)$ and $\{1,2,3\}$ first set $\left(N_{1}\right)$ and second set $\left(N_{2}\right)$ iterations. Thus, the circular markers for BLC-IRK in the following figures are not connected by a line. Results for RKF 7(8), DOPRI 8(7), and DOPRI 5(4) are shown for propagations using relative tolerances ranging from $10^{-8}$ to $10^{-15}$. Relative tolerance is used to adaptively control step size for these three embedded ERK methods. The implementation of step size control closely follows that of Dormand and Prince (1980). Results for GJ 8 were generated using a wide range of fixed step sizes while a 5 -second time step is used as truth for all comparisons. Note that GJ 8 was forced to use only 1 iteration (i.e., force model evaluation) per step. Details on the interpolation of the reference trajectory for integrator comparison can be found in Sect. 3.4.1.

Figure 3.7(a) contains results for the GEO propagation (see Table 3.1 for orbital elements) and demonstrates the well-known observation that more evaluations of the force model yields more accurate propagations with conventional schemes (until some accuracy floor is reached). BLCIRK clearly outperforms all of the ERK methods in GEO, requiring many fewer function calls to achieve sub-centimeter accuracy. At the meter level, BLC-IRK closely matches the performance
of GJ 8, but requires about twice as many function calls at the centimeter to millimeter range. The performance of BLC-IRK in GEO may be improved with a better selection of low-fidelity force model. The low-fidelity model used here is just an example. As mentioned in Sect. 3.4.2, the higher accuracy floor of BLC-IRK is due to the fact that we are not iterating to a small relative tolerance, but are instead performing only a few force model evaluations. While this floor is greater than the floor for the other methods, it is still well within force model errors.


Figure 3.7: Comparison of RMS position errors over a 3-orbit GEO (a) and LEO (b) propagation.

Results of the LEO propagation, shown in Fig. 3.7(b), demonstrate a significantly different distribution of integration schemes than Fig. 3.7(a). Results for the ERK methods are now more clustered together and overlap slightly. This is due to the increased spatial variation in the disturbing gravity field at LEO. Each scheme is required to take small time steps to compensate for the increase in spatial variation of perturbations, resulting in similar propagation accuracies. Note that BLC-IRK closely matches the efficiency of GJ 8 and is more efficient than the explicit methods.

Figure 3.8 demonstrates the differences in magnitude and temporal variation between the low- and high-fidelity force models for the LEO and GEO orbits. For both LEO and GEO, the difference in magnitude between the low- and high-fidelity models is several orders of magnitude smaller than that of the low-fidelity model itself. The fact that the low-fidelity model constitutes the bulk of the acceleration on a satellite is the reason for the benefit of using both low- and highfidelity force models. Furthermore, the difference between the force models in LEO is greater than at GEO by about 1 order of magnitude. The smaller difference between the force models and the reduced spatial variation of acceleration in GEO allows the variable step methods to perform well. Since the Gauss-Jackson scheme uses a polynomial to generate an initial prediction of the solution at each time step, GJ 8 also performs well in the "smoothly" varying GEO regime.

As shown in Fig. 3.7(b), BLC-IRK has the ability to match Gauss-Jackson in LEO, largely due to the fact that the low-/high-fidelity force model scheme has a greater advantage in that region. BLC-IRK uses approximately the same number of force model evaluations as GJ 8 at centimeter to millimeter accuracy and outperforms the ERK methods significantly. Since the majority of objects in the space catalog reside in the LEO regime, this approach is very compelling. Furthermore, BLC-IRK can be massively parallelized, using a separate processor for each node in an interval.

We now consider a highly eccentric test case ( $e=0.74$ ), the Molniya orbit, shown in Fig. 3.9. With this orbit type the variable step size methods, particularly RKF 7(8) and DOPRI 8(7), show a vast improvement over the GJ 8 scheme. This makes intuitive sense since the variable step size integrators are able to take very large steps near apogee and then shrink back down towards perigee. Alternatively, the fixed-step GJ 8 is forced to use a small step size for the duration of


Figure 3.8: Comparison of low- and high-fidelity force models used in this study over 1 orbit period for GEO and LEO. The low-fidelity force model includes Earth point-mass and a $3 \times 3$ gravity field. The high-fidelity force model includes Earth point-mass, a $70 \times 70$ gravity field, and third-body gravitational forces from the Sun and Moon.
the propagation in order to deal with the high dynamics at perigee. Since BLC-IRK is currently implemented as a fixed-step integrator, it performs similarly to GJ 8.


Figure 3.9: Comparison of RMS position errors over a 3-orbit Molniya propagation.

Table 3.3 provides a quantitative summary of the performance of each integration scheme. Additional entries are given for a 2-processor parallelized and an ideally parallelized implementation of BLC-IRK to demonstrate the ability of this IRK method when parallelization is taken advantage of. Since we are using 64 nodes per interval, ideally parallelized means the use of 64 processors and no communication overhead. This number of processors is easily taken care of if GPUs are utilized. Note that the term "ideal" is used because an actual parallel implementation would inherently contain added computation time due to communication/data transfer as well as memory management. This extra overhead could be quite large and is especially sensitive to implementation. Table 3.3 demonstrates that BLC-IRK outperforms Gauss-Jackson in all scenarios if only 2 processors are used. Using BLC-IRK with 2 processors even outperforms the explicit variable-step methods for the highly-elliptic Molniya orbit. A further improvement in efficiency can be gained by ideally parallelizing the implementation of BLC-IRK.

This paper compares BLC-IRK with common ERK methods and the multistep GJ 8 scheme, but does not look at other IRK methods. A recent study by Herman et al (2013), however, directly compares BLC-IRK with a fixed-step implementation of GL-IRK. Herman et al (2013) demonstrates that BLC-IRK always performs as well or better than GL-IRK (i.e., requiring fewer function calls for the same accuracy). The study ensures a fair comparison by operating both schemes in fixed-

Table 3.3: Performance summary of integration methods over three orbit periods. The approximate number of function calls required to reach a given level of accuracy for each orbit type and each numerical integration technique discussed in this study. Additional entries are given for a 2-processor parallelized and an ideally parallelized BLC-IRK implementation (i.e., 64 processors used and neglecting communication overhead). Note that GJ 8 was restricted to only use 1 iteration (i.e., force model evaluation) per step.

| Orbit | Method | Function Calls ( $<1 \mathrm{~m}$ Error) | Function Calls ( $<1 \mathrm{~cm}$ Error) |
| :---: | :---: | :---: | :---: |
| LEO | RKF 7(8) | 1500 | 2320 |
|  | DOPRI 8(7) | 1230 | 2230 |
|  | DOPRI 5(4) | 1350 | 3800 |
|  | GJ 8 | 370 | 600 |
|  | BLC-IRK | 640 | 640 |
|  | BLC-IRK (2 processors) | 320 | 320 |
|  | BLC-IRK (ideal parallel) | 10 | 10 |
| GEO | RKF 7(8) | 1370 | 2630 |
|  | DOPRI 8(7) | 815 | 1300 |
|  | DOPRI 5(4) | 2050 | 5520 |
|  | GJ 8 | 210 | 270 |
|  | BLC-IRK | 256 | 512 |
|  | BLC-IRK (2 processors) | 128 | 256 |
|  | BLC-IRK (ideal parallel) | 4 | 8 |
| MOL | RKF 7(8) | 2690 | 3860 |
|  | DOPRI 8(7) | 2600 | 3470 |
|  | DOPRI 5(4) | 3870 | 9350 |
|  | GJ 8 | 4930 | 8610 |
|  | BLC-IRK | 4608 | 6140 (3cm) |
|  | BLC-IRK (2 processors) | 2304 | 3070 (3cm) |
|  | BLC-IRK (ideal parallel) | 72 | $96(3 \mathrm{~cm})$ |

step mode and uses fixed-point iteration instead of low- and high-fidelity force models. While BLC-IRK and GL-IRK perform quite similarly for GEO orbits, BLC-IRK outperforms GL-IRK in both LEO and highly-eccentric orbits, which is due to the improved node spacing of the BLC-IRK nodes. Similarly, the benefit of BLC-IRK over GL-IRK is enhanced as more nodes are used. Note that all cases in Herman et al (2013) were restricted to the use of a large number of nodes (i.e., 32 and 200). Figure 3.1 of this paper implies that GL-IRK and BLC-IRK may not exhibit much of a
difference for cases with fewer nodes.
Future work will include developing an efficient step size control algorithm for BLC-IRK. Unlike the embedded ERK methods that exist, no such IRK method has been developed with a second, embedded method, to be used for step size control. However, a few algorithms to control step size for IRK methods do exist. Jones (2012) discusses the implementation of a variable-step algorithm from van der Houwen and Sommeijer (1990) with a GL-IRK scheme. Jones (2012) demonstrates that the variable-step algorithm, dubbed VGL-s, improves upon the fixed-step GJ 8 for highly-eccentric orbits, but recommends that further work be done to improve the efficiency of the algorithm. Aristoff et al (2014) develops a variable-step GL-IRK implementation, dubbed VGLIRK, for orbit and uncertainty propagation and compares its performance against DOPRI 8(7), VGL-s, and MCPI. Aristoff et al (2014) shows that their VGL-IRK scheme outperforms the other integration methods in LEO, GEO, and highly-eccentric orbits, making their variable-step version of GL-IRK very attractive. As BLC-IRK contains more efficient node spacing than GL-IRK, a variable-step implementation of BLC-IRK should outperform VGL-IRK, in theory. As mentioned, this is an important part of our future work. Other recently developed integration schemes (mainly symplectic) and comparison studies of note include Hubaux et al (2012), Blanes and Iserles (2012), Blanes et al (2013), Farrés et al (2013), Rose and Dullin (2013), and Nguyen-Ba et al (2013).

### 3.5.2 Dense Output

All collocation-based IRK schemes have built-in interpolation to evaluate solutions at arbitrary points. This section outlines and examines the dense output capability of the BLC-IRK method. We first describe how to interpolate a solution computed at the quadrature nodes $\left\{\tau_{m}\right\}_{m=1}^{M}$ to an arbitrary time $\tau$. For clarity, we present the necessary equations for the case where the quadrature nodes $\tau_{m}$ lie on the interval $[-1,1]$, noting that if the time $\tilde{\tau}$ is given in the interval $[\alpha, \beta]$, we can easily rescale it to the interval $[-1,1]$ as $\tau=(2 \tilde{\tau}-\alpha-\beta) /(\beta-\alpha)$. Data files necessary for executing the dense output algorithm are provided online and described in Appendix 3.7.1.

The input data for interpolation is given as the values $y\left(\tau_{m}\right)$ at the nodes $\tau_{m} \in[-1,1]$,
$m=1,2, \ldots, M$. The function $y(\tau)$ is then interpolated via

$$
\begin{equation*}
y(\tau)=\sum_{k=1}^{M} b_{k} \boldsymbol{\Psi}_{k}(\tau), \tag{3.24}
\end{equation*}
$$

where the approximate PSWFs $\boldsymbol{\Psi}_{k}(\tau)$ are defined in Eq. 3.18 and the coefficients $b_{k}$ satisfy the condition

$$
\begin{equation*}
y\left(\tau_{m}\right)=\sum_{k=1}^{M} b_{k} \boldsymbol{\Psi}_{k}\left(\tau_{m}\right), \quad m=1,2, \ldots, M \tag{3.25}
\end{equation*}
$$

so that

$$
\begin{equation*}
b_{k}=\sum_{m=1}^{M} B_{k m} y\left(\tau_{m}\right), \tag{3.26}
\end{equation*}
$$

where the matrix $\left\{B_{k m}\right\}_{k, m=1}^{M}$ is the inverse of $\left\{\boldsymbol{\Psi}_{k}\left(\tau_{m}\right)\right\}_{m, k=1}^{M}$. From Eq. 3.18, we also have

$$
\begin{equation*}
y(\tau)=\sum_{l=1}^{M} a_{l} e^{i c \tau_{l} \tau}, \tag{3.27}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{l}=\sum_{k=1}^{M} A_{l k} b_{k}, \quad A_{l k}=\frac{w_{l}}{\eta_{k}} \boldsymbol{\Psi}_{k}\left(\tau_{l}\right) . \tag{3.28}
\end{equation*}
$$

In the event that the matrix $\boldsymbol{\Psi}_{k}\left(\tau_{m}\right)$ may be ill-conditioned for large $M$, we note that this matrix can be pre-computed with extended precision (e.g., using Mathematica), and then tabulated. Computing and storing matrix $\boldsymbol{\Psi}_{k}\left(\tau_{m}\right)$ and its inverse in advance, we compute the coefficients $b_{k}$ and $a_{k}$ from the values $\left\{y\left(\tau_{m}\right)\right\}_{m=1}^{M}$ by applying these matrices. Matrix $\boldsymbol{\Psi}_{k}\left(\tau_{m}\right)$ and its inverse may have to be computed and applied with extra precision to avoid losing accurate digits.

We use Eq. 3.27 to evaluate the function $y$ at arbitrary points in $[-1,1]$. The advantage of Eq. 3.27 is that we can use Unequally Spaced Fast Fourier Transform (USFFT) (Dutt and Rokhlin, 1993; Beylkin, 1995) to compute values of $y$ at $N$ points in $[-1,1]$ in $\mathcal{O}(N \log N)+\mathcal{O}(M)$ operations. However, if $M$ is relatively small (e.g., $M \leq 64$ ), the direct evaluation via

$$
\begin{equation*}
y(\tau)=\sum_{l=1}^{M} \mathcal{R} e\left(a_{l}\right) \cos \left(c \tau_{l} \tau\right)-\mathcal{I} m\left(a_{l}\right) \sin \left(c \tau_{l} \tau\right) \tag{3.29}
\end{equation*}
$$

requires $\mathcal{O}(N M)$ operations and may turn out to be faster.
Figure 3.10 displays the interpolation accuracy achieved for a GEO propagation performed using BLC-IRK and the collocation algorithm. A 6 -hour segment of the 3 -orbit propagation is
shown, revealing each of the 64 nodes used in this interval. Note that the $y$-axis has units of millimeters. The error grows over time because the actual BLC-IRK integrated trajectory is being interpolated and compared to the truth trajectory. Hence, the error already contained in the orbit propagation is still present. The BLC-IRK interpolation (blue line) yields a very smooth and continuous solution with errors similar to those of the nodes. This result highlights the benefit of collocation techniques.


Figure 3.10: BLC-IRK collocation interpolation error for a GEO propagation. BLC-IRK propagation performed using 4 intervals/orbit and 64 nodes/interval. Interpolation is performed every 5 seconds. Note that the plotted error is due to both interpolation and integration.

For comparison, Fig. 3.11 demonstrates the accuracy of Lagrange interpolation used on orbit propagations generated by BLC-IRK and DOPRI 8(7). Lagrange interpolation was chosen for comparison due to the easy implementation and long history of use of the polynomial-based scheme. During the same 6 -hour time span shown in Fig. 3.10 , the $5^{\text {th }}$-order Lagrange interpolation yields slightly larger errors than the collocation algorithm for BLC-IRK. However, the interpolation error in Fig. 3.11(a) has a maximum of only 0.1 mm . Note that this is only a $5^{\text {th }}$-order implementation of Lagrange and that a higher order Lagrange method (e.g., 7 or 9) yields errors similar to that of BLC-IRK collocation.

Figure 3.11(b) demonstrates the degraded accuracy achieved by interpolating a DOPRI 8(7) trajectory using a $5^{\text {th }}$-order Lagrange scheme as compared to BLC-IRK. Polynomial-based interpo-


Figure 3.11: Interpolation errors of BLC-IRK (a) and DOPRI 8(7) (b) trajectories using a 5th-order Lagrange scheme. Interpolations are performed every 5 seconds. A relative tolerance of $10^{-13}$ was used for step size control of the DOPRI 8(7) propagation.
lation performs much better when using the higher density BLC-IRK nodes rather than the sparse DOPRI 8(7) steps.

It should also be noted that explicit Runge-Kutta schemes can have dense output capabilities as well. Several researchers have developed dense output schemes for the $5^{\text {th }}$ - and $8^{\text {th }}$-order methods used in this study. Two dense output schemes have been developed for the DOPRI 5(4) method. Dormand and Prince (1986) develop a $4^{\text {th }}$-order "free" interpolant (meaning additional function evaluations are not required), which is also discussed in Hairer et al (1993). Calvo et al
(1990) provides a $5^{\text {th }}$-order interpolant for the DOPRI 5(4) method, requiring 2 additional stage evaluations per step. Additionally, Bogacki and Shampine (1990) have developed a $5^{\text {th }}$-order "free" interpolant for the higher-order DOPRI 8(7) scheme. Tsitouras (2007) discusses several RungeKutta interpolants that have been developed and presents a new high-order interpolation method for the RK 9(8) developed by Tsitouras (2001). Other options include Runge-Kutta Triples which have dense output capability, including embedded ERK and Runge-Kutta-Nyström schemes (Montenbruck and Gill, 2000).

While a few of the dense output options for ERK methods are "free", they are of lower order than the integration scheme itself. Collocation methods allow for the state to be computed at anytime on the trajectory for "free", utilizing a continuous solution that is coupled to the integration scheme. Even if another interpolation strategy (e.g., Lagrange) is desired, the increased density of solutions due to the collocation nodes provides a more accurate interpolated solution, as seen in Fig. 3.11.

### 3.6 Conclusions and Future Work

This paper describes a new numerical integration scheme, bandlimited collocation implicit Runge-Kutta (BLC-IRK), for orbit propagation and outlined its implementation towards propagating orbits with perturbing forces. As a symplectic and $A$-stable IRK method, BLC-IRK is of particular interest because it is parallelizable. In addition, the generalized Gaussian quadratures for bandlimited functions on which BLC-IRK is based, yield node spacing that is more efficient than traditional polynomial-based quadrature methods such as Gauss-Legendre, Gauss-Lobatto, and Chebyshev. This promotes the use of large time intervals and a large number of nodes per interval, reducing the computational load near the clustered endpoints as with polynomial-based quadratures. Additionally, the $A$-stable property of BLC-IRK makes its use appealing to solving stiff ODEs, including atmospheric entry.

We demonstrated superior performance of BLC-IRK over commonly used ERK methods for near circular orbits while closely matching GJ 8, even when operating in serial mode (no paral-
lelization). Note that the GJ 8 results presented here were done with an implementation that uses one force model evaluation per step only. Ordinary versions of GJ 8 would likely contain iteration, resulting in several force model evaluations at each step. The presented BLC-IRK implementation of using both low- and high-fidelity force models is a major contributor to the efficiency. The specific execution can be tuned for each unique scenario, leaving room for improvement even on the implementation presented here. The low-fidelity model used here is just an example. Deep space and GEO scenarios may benefit from including a rough third-body contribution into the low-fidelity model. It should also be noted that this low-/high-fidelity implementation is applicable to any IRK method. While BLC-IRK is slightly less efficient than GJ 8, BLC-IRK is a brand new technique, leaving room for additional research and improvement. In contrast, the Gauss-Jackson scheme has been around for many years and has essentially maximized its potential. Gauss-Jackson is also neither symplectic nor $A$-stable. When applicable, parallelization would result in a significant improvement in efficiency over the GJ 8 scheme.

This paper outlined the dense output algorithm for BLC-IRK as well. We demonstrated that interpolating a BLC-IRK trajectory using its collocation algorithm yields a high accuracy, smooth, and continuous solution. We also showed that the accuracy of Lagrange interpolation of a BLC-IRK trajectory is superior to that of a Dormand and Prince 8(7) propagated orbit. This is an appealing aspect of collocation methods, where the higher node density provides a better base for interpolation. This is especially important to conjunction assessment where solutions are required at various points in time along a trajectory.

The current implementation of the BLC-IRK scheme requires several user-defined tuning parameters. While these parameters can affect the efficiency and accuracy of the resulting orbit propagation, this paper gives a rough idea of satisfactory choices for these parameters in several orbit regimes. Future work will aim to: (1) determine optimal low- and high-fidelity force models for Earth orbiting objects, (2) develop a step size control algorithm for BLC-IRK, and (3) investigate its use in boundary value problems. The first two items will allow a more autonomous and efficient implementation of BLC-IRK while the third allows for its use in trajectory optimization. It is
also important to note that further systematic studies of the integration schemes compared in this paper and other recently developed integrators would aid in better defining the relative merits and capabilities of each scheme. We include data files online, containing all quadrature data, necessary for implementing BLC-IRK integration and interpolation. Details on the provided data can be found in Appendix 3.7.1.

### 3.7 Appendix

### 3.7.1 BLC-IRK Data Files

ASCII-files with quadrature data for $M=24$ nodes (corresponding to bandwidth $c=2.5 \pi$ ) and $M=70$ nodes (corresponding to bandwidth $c=20 \pi$ ) are provided as an online resource. For each bandwidth, we provide six files:

- nodesM.txt: Contains the quadrature nodes $\left\{\tau_{k}\right\}_{k=1}^{M}$ for the interval $[-1,1]$.
- weightsM.txt: Contains the quadrature weights $\left\{w_{k}\right\}_{k=1}^{M}$ for the interval $[-1,1]$.
- integrationMatrixM.txt: Contains the elements of the integration matrix $S$ (stored rowwise) with respect to the interval $[-1,1]$.
- BmatrixM.txt: Contains the elements of the matrix $B$ (stored row-wise), Eq. (3.26), with respect to the interval $[-1,1]$.
- AmatrixRealPartM.txt: Contains the elements of the real part of the matrix $A$ (stored row-wise), Eq. (3.28) and (3.29), with respect to the interval $[-1,1]$
- AmatrixImagPartM.txt: Contains the elements of the imaginary part of the matrix $A$ (stored row-wise), Eq. (3.28) and (3.29), with respect to the interval $[-1,1]$.

These data files allow the reader to implement the BLC-IRK scheme for numerical integration and to perform the interpolation described in Sect. 3.5.2. The files can downloaded in the online supplement from Springer.
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## Chapter 4

# ITRS/GCRS Implementation for Coordinate Transformations 
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### 4.1 Abstract

Converting between the Geocentric Celestial Reference System (GCRS) and International Terrestrial Reference System (ITRS) is necessary for many applications in astrodynamics, such as orbit determination and analyzing geoscience data from satellite missions. The implementation of this frame transformation and the manner in which the Earth orientation parameters (EOPs) are used have a notable impact on station coordinates and satellite positions. After briefly reviewing the various theories and their mathematical description, we investigate the impact of EOP interpolation methods, ocean tide corrections, precession-nutation simplifications, and Julian date handling on the ITRS/GCRS coordinate transformation. Estimates of the impact on position concern a range of altitudes, from the Earth's surface to geosynchronous orbit (GEO), and apply to a wide array of astrodynamics applications. We demonstrate that EOP interpolation methods and ocean tide corrections impact the ITRS/GCRS transformation between 5 cm and 20 cm on the surface of the Earth and at the Global Positioning System (GPS) altitude, respectively. We conclude with a
summary of recommendations on EOP usage and bias-precession-nutation model implementations for achieving a wide range of transformation accuracies at several altitudes. This comprehensive set of recommendations allows astrodynamicists, flight software engineers, and Earth scientists to make informed decisions when choosing the best implementation for their application, balancing accuracy and computational complexity.

### 4.2 Introduction

Satellite missions require orbit propagation and orbit determination to carry out their objectives, both of which encompass a wide range of accuracy and computational requirements. Realtime, on-board orbit determination requires low to moderate accuracy with low computational overhead and memory usage, while post processing orbit determination, e.g., for Earth science missions, requires the highest accuracy possible, with little consideration for computational cost. The numerical models and precise position solutions needed for orbit propagation, determination, and analysis of science data require accurate frame transformations, particularly between the Geocentric Celestial Reference System (GCRS) and the International Terrestrial Reference System (ITRS). This transformation includes precession, nutation, polar motion, and Earth's proper rotation. The recommended procedures and models needed to transform between the ITRS and GCRS are maintained by the International Earth Rotation Service (IERS) and International Astronomical Union (IAU) and are published in their conventions/technical notes (McCarthy, 1992, 1996; McCarthy and Petit, 2004; Petit and Luzum, 2010). Unfortunately, the precise implementation of the ITRS/GCRS transformation is computationally expensive and is not necessary for every application.

Precise computation of the bias-precession-nutation parameters is the most demanding on computation time and memory, but the use of Earth orientation parameters (EOPs) and their ocean tide corrections adds to the complexity of the procedure. EOPs are crucial for correctly executing these frame transformations, affecting parameters such as ground station coordinates and satellite positions on the order of centimeters up to hundreds of meters. EOPs are published by the IERS once per day in their Bulletin A, effective at 0h UTC of that day. For maximum accuracy, these
daily EOP values must be interpolated to the desired time before they are incorporated into the ITRS/GCRS transformation. In literature to date, however, recommended interpolation methods to achieve specific accuracies are not mentioned. Additionally, the published values of the pole coordinates, UT1 time difference, and length-of-day are "tide-free", meaning that users requiring high-precision need to apply additional corrections for diurnal and semi-diurnal ocean tides and libration effects after the daily values have been interpolated (Petit and Luzum, 2010). This fact is fairly unpublicized within astrodynamics literature. Nonetheless, Vallado (2013), Montenbruck and Gill (2000), Vallado and Kelso (2005) and Vallado and Kelso (2013) describe the general use of EOPs clearly. Additionally, Stamatakos et al (2008) demonstrate the effect of EOPs on satellite pointing accuracy requirements.

This paper investigates both precise and simplified approaches to the ITRS/GCRS transformation. We begin with an overview of the IAU-supported transformation methods and highlight several options for implementing the Celestial Intermediate Origin (CIO) scheme. The coordinate transformation effects of several commonly-used interpolation methods applied to EOPs, ocean tide corrections, and ignoring certain EOPs entirely are presented next. We follow with an analysis of several simplifications to the full ITRS/GCRS transformation, namely in the computation of bias-precession-nutation parameters, and the less common topic of Julian date formatting. We conclude with a set of recommendations for ITRS/GCRS transformation strategies to achieve a wide range of accuracies while balancing computational burdens for several altitude regimes. The resulting recommendations will allow astrodynamicists, flight software engineers, and Earth scientists to implement the best transformation procedure for their needs.

### 4.3 Mathematical Overview

This section gives an overview of the ITRS/GCRS transformation procedures, EOP behavior and usage, and EOP ocean tide corrections. A summary of several transformation procedures is shown in Fig. 4.5 and contains methods currently supported by the IERS 2010 Conventions (Petit and Luzum, 2010; SOFA, 2014).

### 4.3.1 ITRS/GCRS Transformation

Over the years, several recommendations have been published by the IERS on the precise transformation between the ITRS and GCRS reference systems (McCarthy, 1992, 1996; McCarthy and Petit, 2004; Petit and Luzum, 2010). Effective January 1, 2009 the IERS recommends the use of the new IAU models for nutation and precession to perform this ITRS/GCRS transformation (Petit and Luzum, 2010; SOFA, 2014; Hilton et al, 2006; Wallace and Capitaine, 2006; Capitaine and Wallace, 2008). The new model, as a whole, is called IAU 2000A/2006. This includes the IAU $2000 \mathrm{~A}_{\text {R06 }}$ nutation theory (Mathews et al, 2002; Buffett et al, 2002; Herring et al, 2002; Capitaine and Wallace, 2006) and the IAU 2006 precession theory (Capitaine et al, 2003a; Capitaine and Wallace, 2006; Fukushima, 2003). The inclusion of the "R06" subscript indicates that we refer to the 2000A nutation theory that has been updated to be compliant with the 2006 precession model. Several methods for implementing this new model have been developed over the past few years, but are all within the uncertainty of the IAU model itself (SOFA, 2014; Capitaine and Wallace, 2008; Hilton et al, 2006; Vallado, 2013; Coppola et al, 2009). The methods can be separated into two categories, the classical, equinox-based method and the modern CIO-based approach. Figure 4.5 depicts the procedure of one equinox-based approach and several CIO-based transformation options. SOFA (2014), Wallace and Capitaine (2006), and Vallado (2013) outline both equinox- and CIO-based procedures.

The CIO-based method is built on the direction cosine components of the CIP in the GCRS ( $X$ and $Y$ ) and the CIO locator $(s)$. This method is preferred when the goal is the transformation between the terrestrial and celestial frames, because it requires only three angles instead of four and the ecliptic and equinox are not needed (Wallace and Capitaine, 2006). The benefits of the CIO-based method include the following:
(1) The bias-precession-nutation matrix is formed directly, thus reducing potential errors.
(2) The IERS will publish the $d X$ and $d Y$ celestial pole offset values far into the future, while publication of the $\delta \Delta \psi_{2000 \mathrm{~A}}$ and $\delta \Delta \epsilon_{2000 \mathrm{~A}}$ corrections are likely to be discontinued (Kaplan,
2005).
(3) $X, Y$, and $s$ can be computed a priori, stored in a data table, and interpolated as needed (Coppola et al, 2009). Other methods would require interpolating four values instead of only three.

The transformation between the ITRS and GCRS consists of matrices for bias-precessionnutation (C), proper motion (R), and polar motion (W). A position vector $\vec{r}$ is transformed from the ITRS to the GCRS such that (Petit and Luzum, 2010)

$$
\begin{align*}
\mathbf{C} & =\left[\begin{array}{ccc}
1-a X^{2} & -a X Y & X \\
-a X Y & 1-a Y^{2} & Y \\
-X & -Y & 1-a\left(X^{2}+Y^{2}\right)
\end{array}\right] \mathrm{R}_{3}(s)  \tag{4.1}\\
\mathbf{R} & =\mathrm{R}_{3}\left(-\theta_{E R A}\right)  \tag{4.2}\\
\mathbf{W} & =\mathrm{R}_{3}\left(-s^{\prime}\right) \mathrm{R}_{2}\left(x_{p}\right) \mathrm{R}_{1}\left(y_{p}\right)  \tag{4.3}\\
\vec{r}_{\mathrm{GCRS}} & =\mathbf{C} \mathbf{R} \mathbf{W} \vec{r}_{\mathrm{ITRS}}=\mathbf{T} \vec{r}_{\mathrm{ITRS}}, \tag{4.4}
\end{align*}
$$

where $Z=\sqrt{1-X^{2}-Y^{2}}$ and $a=1 /(1+Z)$. The TIO locator $\left(s^{\prime}\right)$ varies linearly with respect to Julian centuries of Terrestrial Time (TT), $s^{\prime}=-0.000047^{\prime \prime} T_{\mathrm{TT}}$, for use in polar motion. ${ }^{1}$

A simplified equation for transforming a velocity vector $\vec{v}$ between the ITRS and GCRS (that is sufficient for most applications) is (Vallado, 2013)

$$
\begin{equation*}
\vec{v}_{\mathrm{GCRS}}=\mathbf{C R}\left\{\mathbf{W} \vec{v}_{\mathrm{ITRS}}+\vec{\omega}_{\oplus} \times \mathbf{W} \vec{r}_{\mathrm{ITRS}}\right\} \tag{4.5}
\end{equation*}
$$

where $\vec{\omega}_{\oplus}=\left[\begin{array}{lll}0 & 0 & \omega_{\oplus}\end{array}\right]^{\mathrm{T}}$ is the rotation vector of the Earth in the Terrestrial Intermediate Coordinate System (TIRS) and the instantaneous rotation rate of the Earth is ${ }^{2}$

$$
\begin{equation*}
\omega_{\oplus}=7.2921151467064 \times 10^{-5}\left\{1-\frac{\mathrm{LOD}}{86400}\right\} \mathrm{rad} / \mathrm{s} \tag{4.6}
\end{equation*}
$$

[^6]The largest computational burden for CIO-based transformation is the computation of $X, Y, s$. Several methods for computing these parameters are available as shown in Fig. 4.5. The series method consists of around 4,000 coefficients to compute $X$ and $Y$ directly and the parameter $s+X Y / 2$ (Capitaine and Wallace, 2006; Capitaine et al, 2003b; Capitaine and Wallace, 2008; Petit and Luzum, 2010). Each series contains a polynomial and trigonometric portion

$$
\begin{align*}
q=q_{0} & +q_{1} T_{\mathrm{TT}}+q_{2} T_{\mathrm{TT}}^{2}+q_{3} T_{\mathrm{TT}}^{3}+q_{4} T_{\mathrm{TT}}^{4}+q_{5} T_{\mathrm{TT}}^{5} \\
& +\sum_{i} \sum_{j=0}^{4}\left[\left(a_{s, j}\right)_{i} \sin (\mathrm{ARG})+\left(a_{c, j}\right)_{i} \cos (\mathrm{ARG})\right] T_{\mathrm{TT}}^{j}, \tag{4.7}
\end{align*}
$$

where $q$ stands for $X, Y$, or $s+X Y / 2$ and ARG stands for combinations of the luni-solar and planetary parts of the fundamental arguments. The time parameter $T_{\mathrm{TT}}$ is Julian centuries of Terrestrial Time past J2000. ${ }^{3}$ The large number of coefficients and trigonometric evaluations make the series evaluation burdensome, both on computation time and memory. However, the series can be truncated to speed up computation time at the loss of accuracy, as is shown by Wallace and Capitaine (2006) and Capitaine and Wallace (2008). These papers compare a few of these truncated series to the full accuracy models, demonstrating the ability of these approximations and highlighting the accuracy ranges they are useful for.

A second method is the "Full Theory", which uses the Fukushima-Williams angles for precession $\left(\bar{\gamma}, \bar{\phi}, \bar{\psi}, \epsilon_{A}\right)$ and the IAU $2000 \mathrm{~A}_{\text {R06 }}$ nutation theory $(\Delta \psi, \Delta \epsilon)$ to compute $X$ and $Y$ (Wallace and Capitaine, 2006). The CIO locator must still be computed using the series for the quantity $s+X Y / 2$. This method has a high computational load as well, due to the series for $s+X Y / 2$ and the several thousand terms for nutation. More details on the IAU models and implementation processes can be found in SOFA (2014), Petit and Luzum (2010), Wallace and Capitaine (2006).

The third option for computing $X, Y$, and $s$ is that of tabulation and interpolation. The "Full Theory" or series methods may be used to generate $X, Y$, and $s$ values at 0 h each day and stored in a data table. The user can then interpolate the values to any desired time. This procedure maintains nearly the full accuracy of the "Full Theory" and series methods while greatly reducing

[^7]computation time. The method is developed and analyzed in detail in Coppola et al (2009) and used in this paper as one of the default recommended procedures.

### 4.3.2 Earth Orientation Parameters

EOPs are used to correct for errors in the IAU models and consist of the following: ${ }^{4}$

- Pole Coordinates $\left(x_{p}, y_{p}\right)$ : coordinates of the Celestial Intermediate Pole (CIP) with respect to the IERS Reference Pole (IRP) in the International Terrestrial Reference System (ITRS). The IRP is the location of the agreed upon terrestrial pole while the CIP is the approximate instantaneous rotation axis of the Earth.
- Celestial Pole Offsets $(d X, d Y)$ : observed corrections to the conventional celestial pole. The conventional celestial pole position is defined by the IAU Precession and Nutation models.
- UT1 Time Difference ( $\Delta \mathrm{UT} 1$ ): the offset of Universal Time (UT1) from Universal Coordinated Time (UTC), where $\Delta \mathrm{UT} 1=\mathrm{UT1}-\mathrm{UTC}$.
- Length of Day (LOD): time difference between the observed duration of a mean solar day and 86,400 SI seconds. LOD is the time derivative of $\Delta \mathrm{UT} 1$ and has units of seconds per day. Omitting 'per day' is common when discussing LOD and is left out in this paper.
- Atomic Time Offset ( $\Delta \mathrm{AT}$ ): time difference between International Atomic Time (TAI) and Universal Coordinated Time (UTC), where $\Delta \mathrm{AT}=\mathrm{TAI}-$ UTC (i.e., leap seconds). ${ }^{5}$

The list below identifies which EOP contributes to each of the components needed for the ITRS/GCRS frame transformation.

- $X=X+d X, Y=Y+d Y \rightarrow \mathbf{C}$
- $\mathrm{UT} 1=\mathrm{UTC}+\Delta \mathrm{UT} 1 \rightarrow \mathbf{R}$

[^8]- $\left(x_{p}, y_{p}\right) \rightarrow \mathbf{W}$
- LOD $\rightarrow \omega_{\oplus}$

The EOPs are tabulated at 0h UTC of each day and published by several sources, including the IERS ${ }^{6}$ (Bizouard and Gambis, 2009), the National Geospatial-Intelligence Agency (NGA) ${ }^{7}$ , and the United States Naval Observatory (USNO). ${ }^{8}$ CelesTrak has compiled EOPs from these sources to create a single file containing EOP data from 1962 to predictions of 1 year into the future. ${ }^{9}$ The file maintained by CelesTrak is used by Analytical Graphics Inc. Systems Tool Kit (STK) and is used for the EOP studies presented in this paper, unless otherwise mentioned. See Vallado and Kelso (2005, 2013, 2015) for more information on the differences between each agencies' EOP product and how the CelesTrak file is formed. Figure 4.6 illustrates the behavior of the daily tabulated EOPs to aid our analysis of EOP interpolation. The length-of-day and celestial pole offsets contain the most dramatic variation over time, while the pole coordinates and time offset parameters exhibit much smoother variations.

### 4.3.3 EOP Ocean Tide Corrections

Because sub-daily variations in the EOPs are not part of the values posted by the IERS and to be in full compliance with the models of the IERS Conventions (2010), the tabulated pole coordinates, UT1 time difference, and length-of-day values must first be interpolated to the appropriate time and then corrected for ocean tide and libration effects.

The libration corrections, e.g., $(\Delta x, \Delta y)_{\text {libration }}$, are not included in this investigation for two reasons: 1) they are an order of magnitude smaller than the ocean tide corrections and 2) the model has, to the best of the authors' knowledge, not been verified by observations as of yet. These libration corrections consist of diurnal and semi-diurnal nutations due to the tri-axiality of the Earth. The ocean tide corrections, denoted $(\Delta x, \Delta y)_{\text {ocean }}$, include diurnal and semi-diurnal

[^9]variations caused by ocean tides for polar motion, UT1 time difference, and length-of-day such that
\[

$$
\begin{align*}
\left(x_{p}, y_{p}\right) & =\left(x_{p}, y_{p}\right)_{\text {IERS }}+(\Delta x, \Delta y)_{\text {ocean }}  \tag{4.8a}\\
\Delta \mathrm{UT} 1 & =\Delta \mathrm{UT} 1_{\text {IERS }}+\Delta \mathrm{UT} 1_{\text {ocean }},  \tag{4.8b}\\
\mathrm{LOD} & =\mathrm{LOD}_{\text {IERS }}+\Delta \mathrm{LOD}_{\text {ocean }}, \tag{4.8c}
\end{align*}
$$
\]

where the subscript "IERS" indicates the daily published EOP values that have been interpolated to the desired time.

The computation of the ocean tide corrections is relatively simple and is purely a function of $T_{\mathrm{TT}}$. Petit and Luzum (2010) provide the algorithm for computing the ocean tide corrections using a table of amplitudes and arguments for 71 tidal components based on Ray et al (1994). This investigation uses a MATLAB version of the INTERP.F Fortran source code ${ }^{10}$ for the computation of ocean tide corrections.

Figure 4.1 depicts examples of the behavior and magnitude of ocean tide corrections for pole coordinates, $\triangle \mathrm{UT} 1$, and LOD. The celestial pole offsets $(d X, d Y)$ are observed corrections to the precession-nutation theory and do not require additional corrections. The time window in Fig. 4.1 has been reduced to one day to clearly show the effect of the diurnal and semi-diurnal ocean tide corrections. The corrections to $\Delta \mathrm{UT} 1$ have a root-mean-square (RMS) amplitude of about $25 \mu \mathrm{~s}$ and reach up to about $73 \mu \mathrm{~s}$.

[^10]

Figure 4.1: Ocean tide corrections for applicable EOPs on 12 January 2013.

### 4.3.4 Regularization of $\triangle \mathbf{U T} 1$ and LOD

We have discussed the need to interpolate EOPs to the desired time and to apply ocean tide corrections for $x_{p}, y_{p}, \Delta \mathrm{UT} 1$, and LOD for high-accuracy applications. An additional step may be included for $\triangle \mathrm{UT} 1$ and LOD, however, to improve the interpolation process. Prior to the interpolation of $\triangle \mathrm{UT} 1$ and LOD, the tabulated values should be smoothed through regularization to enhance the interpolation accuracy. Regularization is the removal of zonal tidal variations with frequencies ranging from 5 days to 18.6 years. Regularized UT1 is typically denoted UT1R.

After regularization and interpolation, the zonal tide value should be added back at the time of interpolation. At this point, the ocean tide corrections should be computed and added to the interpolated values, as discussed in the previous section. The zonal tide effects are based on models recommended by the IERS Conventions. Table 8.1 in Petit and Luzum (2010) provides the coefficients for one of the zonal tide models implemented in the software, which contains 62 tide
terms. Fortran source code, RG_ZONT2.F, is also available for computing the zonal tides for $\Delta$ UT1 and LOD. ${ }^{11}$ The impact of regularization is evaluated in Sect. 4.4.2.

### 4.4 Position Transformation Analysis

This section investigates the effect on position transformations between the ITRS and GCRS due to EOP interpolation, ocean tide corrections, precession-nutation simplifications, and time handling. The coordinate transformation is evaluated in four altitude regimes from the Earth's surface to GEO over a 15 -year period, as outlined in Table 4.1. The duration and time interval are selected to ensure that the variability of EOPs and precession-nutation is captured. A grid of ITRS positions created for each altitude is rotated to the GCRS. The four altitudes selected are typical of ground stations, Earth science satellites, GPS satellites, and communication satellites. This analysis illustrates which EOPs have the greatest impact on frame transformations and how the interpolation method impacts the results. The "truth" position transformation is generated using the Full Theory transformation method with all EOPs interpolated using a cubic spline. Ocean tide corrections are omitted from the truth transformation in order to isolate interpolation errors from the effect of the tide corrections. Cubic spline interpolation is chosen for the reference because it yields a smooth and continuous function, which closely follows that of real geophysical processes (except during earthquakes).

Table 4.1: Summary of position transformation analysis setup.

| Parameter | Value |
| :--- | ---: |
| Surface altitude | 0 km |
| LEO altitude | 800 km |
| GPS altitude | $20,200 \mathrm{~km}$ |
| GEO altitude | $35,786 \mathrm{~km}$ |
| Start Time | 1 Jan 2000 |
| Stop Time | 15 Mar 2015 |
| Time Step | 0.1 days |
| Latitude Step | 5 deg |

[^11]
### 4.4.1 Ignoring EOPs

To assess the contribution of each EOP to the coordinate transformation, a comparison is made between the "truth" rotation and simplified versions. Each EOP is individually set to zero, followed by all EOPs, to investigate the impact each parameter has on the ITRS/GCRS frame transformation. Finally, an extreme simplification, often inappropriately used, is shown. This simplification is the sole use of Greenwich Mean Sidereal Time (GMST) to transform between the ITRS and GCRS, thus ignoring all EOPs and precession-nutation. The use of GMST is included here, because it is a commonly used and easy to implement scheme for approximating the frame transformation.

Figure 4.2 and Table 4.2 present results on the position error over time and the maximum errors resulting from the exclusion of each EOP. The $\triangle$ UT1 parameter has the largest effect, contributing to $99.6 \%$ of the error when compared to ignoring EOPs entirely. Excluding $\Delta$ UT1 can lead to a position error of approximately 310 m on the surface of Earth up to 2.1 km in GEO. The introduction of leap seconds are chosen to limit the parameter $\Delta \mathrm{UT} 1$ to $\pm 0.9$ seconds. This means that the effect of $\Delta \mathrm{UT} 1$ is greatest near leap seconds. Though the impact of polar motion is smaller than the UT1 time difference, position errors can reach maximum values between 18 m and 115 m on the Earth's surface and at GEO altitude, respectively. The celestial pole offsets contribute the smallest amount to the frame transformation with position differences on the order of centimeters.

The use of GMST-only results in tens of kilometers of error in position at LEO altitude and over 100 km of error at GEO altitude, growing over time due to neglected precession and nutation effects. This simplification should only be used if coarse positions are acceptable (e.g., visibility calculations or early phase design simulations).






Figure 4.2: Position errors resulting from the exclusion of EOPs and the use of GMST alone. Note the GMST plot has units of kilometers while the other three have units of meters. LEO results are omitted for clarity because they are similar to the surface results.

Table 4.2: Maximum 3D position errors and angular errors of each reduced EOP set compared to using all EOPs with a cubic spline interpolation. Errors are based on transformations every 0.1 days from 2000 to 2015.

| EOP Set | Surface | LEO | GPS | GEO | Angular Error |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $\Delta \mathrm{UT} 1=0$ | 310 m | 350 m | 1.3 km | 2.1 km | 10 asec |
| $\left(x_{p}, y_{p}\right)=0$ | 18 m | 20 m | 72 m | 115 m | 0.57 asec |
| $(d X, d Y)=0$ | 4.0 cm | 4.5 cm | 17 cm | 27 cm | 1.3 mas |
| All EOPs $=0$ | 310 m | 350 m | 1.3 km | 2.1 km | 10 asec |
| GMST Only | 24 km | 27 km | 100 km | 160 km | 780 asec |

### 4.4.2 EOP Interpolation and Ocean Tide Corrections

Turning to the usage of EOPs for precise transformations, we consider various interpolation methods and ocean tide corrections. Each daily tabulated EOP should be interpolated for use in the ITRS/GCRS frame transformation. However, the desired accuracy of the transformation may vary due to the mission or simulation requirements. This section demonstrates the difference between several different orders of a polynomial interpolation (Lagrange), a linear interpolation, and using the nearest tabulated value. The differences with respect to the use of a cubic spline are then compared with the IERS published uncertainties of each EOP. Note that the "truth" values are generated using a cubic spline without ocean tide corrections. The exclusion of ocean tide corrections from truth allows us to separate out the differences in interpolation method alone.

Table 4.3 shows the maximum 3D position differences resulting from each interpolation method as compared to a cubic spline. As expected, the frame transformation error grows with altitude since transformation errors stem from differences in the central angle (whose vertex is the center of Earth). Using the nearest tabulated EOP performs the worst compared to using interpolation to retrieve EOPs at intermediate times. The position error decreases as the order of the interpolation is increased from linear (2 points) to 7th-order Lagrange (8 points). Linear interpolation results in a maximum position error of around 3 cm on the surface of the Earth and in LEO. Depending on the application, this magnitude of error could be acceptable. Increasing the order of interpolation from linear to 7th-order decreases the position difference from about 3 cm to less than 1.5 mm for locations on the Earth's surface and in LEO.

Table 4.3: Maximum 3D position differences and angular errors resulting from interpolating EOPs with different schemes compared to the use of a cubic spline. RMS errors are shown in parenthesis. The effect of ocean tide corrections is also included here for ease of comparison. Errors are based on transformations every 0.1 days from 2000 to 2015.

| Method | Surface | LEO | GPS | GEO | Angular Error |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Nearest | $54 \mathrm{~cm}(13 \mathrm{~cm})$ | $61 \mathrm{~cm}(14 \mathrm{~cm})$ | $2.3 \mathrm{~m}(0.52 \mathrm{~m})$ | 3.6 m ( 0.82 m ) | 18 mas ( 4.0 mas ) |
| Linear | $3.2 \mathrm{~cm}(0.64 \mathrm{~cm})$ | $3.6 \mathrm{~cm}(0.72 \mathrm{~cm})$ | $14 \mathrm{~cm}(2.7 \mathrm{~cm})$ | $22 \mathrm{~cm}(4.3 \mathrm{~cm})$ | 1.1 mas ( 0.21 mas ) |
| Lagrange 3rd | $5.7 \mathrm{~mm}(0.6 \mathrm{~mm})$ | $6.4 \mathrm{~mm}(0.7 \mathrm{~mm})$ | $2.4 \mathrm{~cm}(0.26 \mathrm{~cm})$ | 3.8 cm ( 0.42 cm ) | $0.19 \mathrm{mas}(20 \mu \mathrm{as})$ |
| Lagrange 5th | $2.2 \mathrm{~mm}(0.3 \mathrm{~mm})$ | $2.5 \mathrm{~mm}(0.3 \mathrm{~mm})$ | $9.4 \mathrm{~mm}(1.1 \mathrm{~mm})$ | $1.5 \mathrm{~cm}(1.7 \mathrm{~mm})$ | $73 \mu \mathrm{as}(8.6 \mu \mathrm{as})$ |
| Lagrange 7th | $1.2 \mathrm{~mm}(0.1 \mathrm{~mm})$ | $1.3 \mathrm{~mm}(0.2 \mathrm{~mm})$ | 4.9 mm ( 0.6 mm ) | $7.8 \mathrm{~mm}(0.9 \mathrm{~mm})$ | $39 \mu \mathrm{as}(4.5 \mu \mathrm{as})$ |
| Ocean Tide | $4.9 \mathrm{~cm}(1.7 \mathrm{~cm})$ | $5.4 \mathrm{~cm}(1.9 \mathrm{~cm})$ | $20 \mathrm{~cm}(7.1 \mathrm{~cm})$ | $32 \mathrm{~cm}(12 \mathrm{~cm})$ | 1.6 mas ( 0.55 mas ) |

The effect of ocean tide corrections is also shown in Table 4.3 for comparison with interpolation errors. The position error can be up to several centimeters on the surface of Earth and in LEO and up to 20 cm at GPS altitude. Again, depending on the application, ocean tide corrections could either be ignored or may be necessary to be included, since some precise orbit determination applications require position accuracies down to the centimeter and even millimeter level (Bertiger et al, 2010; Tapley et al, 1994).

When choosing an interpolation method to meet accuracy requirements, it is important to consider the uncertainty of the published EOPs themselves. Matching a cubic spline interpolation to the sub-millimeter level, for example, would not yield a meaningful improvement if the uncertainties in the daily tabulated EOPs are larger. To investigate this aspect, the maximum interpolation error (compared to a cubic spline) and maximum ocean tide correction on each day are compared against the corresponding published EOP uncertainty for that day. Figure 4.3 illustrates the comparison between daily maximum interpolation errors, daily maximum ocean tide corrections, and the published IERS uncertainties for each EOP. Table 4.4 displays what percentage of the number of days each interpolation method yields errors larger than the published 1-sigma uncertainty values.

Various texts make different suggestions as to which interpolation scheme should be used with EOPs. The INTERP.F routine discussed in Sect. 4.3.3, incorporates EOP interpolation into its procedure along with the ocean tide corrections. The default setup uses 4-point Lagrangian interpolation (i.e., 3rd-order Lagrange). Although this is the default interpolation method, it does not mean it is the most accurate or the best choice. Montenbruck and Gill (2000) suggest that using a quadratic polynomial interpolation for the pole coordinates and $\Delta \mathrm{UT} 1$ will yield sufficient accuracy and Artz et al (2012) suggests that linear interpolation is a common standard.

The results from Table 4.4 shows that linear interpolation performs worse than all of the polynomial-based Lagrange interpolation methods. Depending on the application, it may not be significant that $74 \%$ of the time the linear interpolation error of $\Delta \mathrm{UT} 1$ is larger than its uncertainty. Precise users, however, will likely want to minimize how often this happens. Tables 4.3 and 4.4


Figure 4.3: Comparison of EOP uncertainties published by the IERS, EOP interpolation errors, and EOP ocean tide corrections. The interpolation errors and ocean tide corrections displayed are daily maximum values. Time span is from 1 Jan 2009 to 15 Mar 2015.
indicate that the 5th-order Lagrange scheme is a good balance of accuracy and speed, achieving errors on the order of several millimeters with respect to the cubic spline and achieving a much lower percentage of errors as compared to the 3 rd-order scheme. So despite the various recommendations scattered amongst literature and code, the results presented here illustrate that the 5th-order Lagrange interpolation scheme (at a minimum) should be recommended for interpolating EOPs for precise applications.

Choice of interpolation scheme and ocean tide corrections have a notable impact on the ITRS/GCRS transformation. Regularization of $\triangle \mathrm{UT} 1$ and LOD is an additional procedure that has a smaller effect on the overall transformation, but may be included for high-precision applications. As discussed in Sect. 4.3.4, regularization is the removal of zonal tides prior to interpolation.

Table 4.4: Percentage of the days EOP interpolation errors are greater than the IERS reported EOP uncertainties. Comparisons are made using each daily maximum interpolation error and the corresponding uncertainty for each day from 1 Jan 2009 to 15 Mar 2015.

| Method | $x_{p}$ <br> $(\%)$ | $y_{p}$ <br> $(\%)$ | $\Delta \mathrm{UT} 1$ <br> $(\%)$ | LOD <br> $(\%)$ | $d X$ <br> $(\%)$ | $d Y$ <br> $(\%)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Linear | 43 | 27 | 74 | 40 | 4.2 | 2.1 |
| Lagrange 3rd | 6.4 | 2.8 | 12 | 7.3 | 0.93 | 0.18 |
| Lagrange 5th | 0.97 | 0.57 | 4.8 | 3.8 | 0.09 | 0.0 |
| Lagrange 7th | 0.31 | 0.04 | 1.9 | 2.1 | 0.04 | 0.0 |

Zonal tides are then added back in at the time of interpolation. The position and angular errors resulting from the exclusion of this regularization process are specified in Table 4.5. The maximum position errors are at or below 1 mm for all altitude regimes, making this procedure only applicable for high-precision applications requiring frame transformation accuracies on the order of a few microarcseconds. The maximum $\Delta \mathrm{UT} 1$ and LOD differences are $0.33 \mu \mathrm{~s}$ and $0.22 \mu \mathrm{~s}$, respectively.

Table 4.5: Maximum 3D position differences and angular errors resulting from not performing regularization on $\triangle \mathrm{UT} 1$ and LOD. RMS errors are shown in parenthesis. Errors are based on transformations every 0.1 days from 2000 to 2015.

| Surface | LEO | GPS | GEO | Angular Error |
| ---: | ---: | ---: | ---: | ---: | ---: |
| $0.15 \mathrm{~mm}(33 \mu \mathrm{~m})$ | $0.17 \mathrm{~mm}(39 \mu \mathrm{~m})$ | $0.63 \mathrm{~mm}(0.14 \mathrm{~mm})$ | $1.0 \mathrm{~mm}(0.20 \mathrm{~mm})$ | $4.9 \mu \mathrm{as}(0.97 \mu \mathrm{as})$ |

### 4.4.3 Interpolation of UT1-UTC Over Leap Seconds

So far, we have shown that EOPs significantly impact coordinate transformations and should be interpolated using a moderate (5th or higher) order Lagrange interpolation scheme for precise applications. This section takes a closer look at interpolating the $\Delta \mathrm{UT} 1$ parameter. $\Delta \mathrm{UT} 1$ has the largest impact on the ITRS/GCRS frame transformation compared to all other EOPs. Most published EOP products contain $\Delta \mathrm{UT} 1$ as the time difference UT1-UTC. However, the time difference may instead be published as UT1-TAI. It is important to know which value is in the data file being used, because UT1-UTC contains leap seconds within the data series. This $\pm 1$-second jump impacts how the data set should be interpolated and can lead to large errors if done incorrectly. Table 4.6 demonstrates how leap seconds in UTC take effect and create a jump in UT1-UTC.

Table 4.6: Relationship between UTC and UT1 during the addition of a leap second. Table layout based on SOFA (2013).

|  | UTC | $\Delta$ AT | UT1-UTC | UT1 |
| :--- | :---: | :---: | :---: | :---: |
| 2012 June 30 | 235958 | 34 | -0.587 | 235957.413 |
|  | 235959 | 34 | -0.587 | 235958.413 |
|  | 235960 | 34 | -0.587 | 235959.413 |
| 2012 July 01 | 000000 | 35 | +0.413 | 000000.413 |
|  | 000001 | 35 | +0.413 | 000001.413 |

To compensate for the discontinuity in UT1-UTC, interpolation should instead be done on the continuous UT1-TAI series. Once the interpolation is complete, the number of leap seconds $\Delta \mathrm{AT}$ for the day in question should be added to return the interpolated value back to UT1-UTC. Given daily tabulated values $(\mathrm{UT1}-\mathrm{UTC})_{n}$ and $\Delta \mathrm{AT}_{n}$, where $n=1,2, \ldots, N$, the correct interpolation algorithm is as follows:
(1) Construct continuous UT1-TAI:

- $(\mathrm{UT1}-\mathrm{TAI})_{n}=(\mathrm{UT1} 1-\mathrm{UTC})_{n}-\Delta \mathrm{AT}_{n}$
(2) Interpolate UT1-TAI to the desired time, $t_{k}$ :
- (UT1-TAI) ${ }_{k}$
(3) Add leap seconds for day in question, $\Delta \mathrm{AT}_{k}$ :
- $(\mathrm{UT1} 1-\mathrm{UTC})_{k}=(\mathrm{UT1}-\mathrm{TAI})_{k}+\Delta \mathrm{AT}_{k}$

Figure 4.4 illustrates both an incorrect and correct interpolation of UT1-UTC during a leap second boundary using a cubic spline technique. Blindly interpolating $\Delta$ UT1 leads the interpolation to connect the large jump over the course of the day. Table 4.6 demonstrates that in reality, the 1 -second jump occurs at a single instant like a step function. For the day in question, the incorrect interpolation results in $\triangle \mathrm{UT} 1$ being just under 0.4 seconds towards the end of June 30th. The true value, however, should be approximately -0.6 seconds. This error in $\Delta \mathrm{UT} 1$ is larger than if the parameter had been ignored entirely. This demonstrates the necessity to take care when using a
published EOP data set and to follow the interpolation algorithm outlined above if $\Delta \mathrm{UT} 1=\mathrm{UT} 1-$ UTC.


Figure 4.4: Demonstration of incorrectly interpolated (left) and correctly interpolated (right) UT1UTC data series during the 2012 leap second. A cubic spline interpolation scheme is used here.

### 4.4.4 Precession-Nutation Simplifications

In the previous sections, we have restricted our analysis to the impact and recommended usage of EOPs. The studies yielded recommendations for a range of applications from high-precision to low-precision. This section focuses on a different aspect of the ITRS/GCRS transformation, the bias-precession-nutation matrix $\mathbf{C}$, which is the largest computational burden of the transformation. In the CIO-based framework, this entails the computation and usage of the CIP coordinates in the GCRS $(X$ and $Y)$ and the CIO locator $(s)$. Section 4.3.1 overviewed the 3 methods available for the computation of $X, Y, s: 1)$ Full Theory, 2) Series, and 3) tabulation and interpolation.

We now compare the accuracy of the interpolation method, truncated series representations, and several matrix simplifications to further flush out trades between accuracy, memory, and computation time. EOPs are left out entirely in order to isolate the effect of the bias-precession-nutation simplifications. Specifically we consider the following implementations:

- Interpolation of daily tabulated $X, Y, s$ using an 11th-order Lagrange scheme
- Interpolation of daily tabulated $X, Y, s$ using a 9th-order Lagrange scheme
- Interpolation of daily tabulated $X, Y, s$ using a 7th-order Lagrange scheme
- Small angle approximation for $s$ in $\mathbf{C}$ matrix (i.e., $\cos (s)=1, \sin (s)=s$ ) and $X, Y, s$ 11th-order interpolation
- Exclusion of $s$ entirely and 11th-order interpolation of $X$ and $Y$
- Approximate 15-term series representation of $X, Y$ with $s=0$
- Approximate 6 -term series representation of $X, Y$ with $s=0$
- Approximate 4-term series representation of $X, Y$ with $s=0$

Interpolation of tabulated $X, Y$, and $s$ values was introduced by Coppola et al (2009) and offers superior computational efficiency as compared to the Full Theory or series methods, while maintaining nearly full accuracy. Accuracy degradation is largely determined by the order of Lagrange interpolation used. Errors in $X, Y$ and $s$ due to 11 th-, 9 th-, and 7 th-order interpolation are contained in 4.8.3. The compromise with the interpolation method is the memory required to store the tabulated data, though for short timespans, the number of values needed is far less than the several thousand needed by the full series or Full Theory methods. Therefore, we present shortened series (4-, 6-, and 15-term approximations) for computing $X$ and $Y$. These approximate series are fast and low on memory requirements, but come at the price of accuracy. The 4 -term and 6 -term truncations are published and discussed by Wallace and Capitaine (2006) and Capitaine and Wallace (2008), respectively. The 15-term approximation has been assembled specifically for use in this study. The values needed for each series and their accuracies for the computation of $X$ and $Y$ are presented in 4.8.5, 4.8.6, and 4.8.7.

A comparison of each bias-precession-nutation scheme is performed by transforming positions from the ITRS to the GCRS at noon everyday from 1990 to 2050, using the Full Theory as truth. Performing each transformation at noon (12h) is chosen to maximize interpolation errors for the Ohr tabulated data. Table 4.7 lists the position and angular errors resulting from each simplified procedure. The 11th-order Lagrange interpolation scheme yields the best accuracy, with errors
on the same level as the accuracy of the IAU models themselves (sub-microarcsecond). A small degradation in accuracy is seen by reducing the interpolation order to 9 and to 7 .

Lines 3 and 4 in Table 4.7 show results from simplifications to the use of the CIO locator $s$. Both of the simplifications use 11th-order interpolation of $X, Y, s$, but either eliminate the trigonometric expressions by using a small angle approximation or remove $s$ from the $\mathbf{C}$ matrix entirely (see Eq. 5.4). We see that between 1990 and 2050, there is no need to use the full trigonometric terms when including $s$ in the $\mathbf{C}$ matrix. A small angle approximation does not degrade the transformation in a meaningful way as the value of $s$ itself does not exceed 0.022 arcseconds between 1990 and 2050 (see Fig. 4.8). Excluding $s$ entirely, however, introduces a sub-meter position error at the surface of the Earth and several meters in GEO.

The use of the truncated series approximations for $X$ and $Y$ produce larger position and angular errors than the other methods. There are many applications which only require subarcsecond accuracy, instead of milli-arcsecond or even micro-arcsecond accuracy, such as telescope pointing, radar dish pointing, or satellite attitude knowledge. The truncated series are very light on memory usage and computation time, making them ideal for situations when ultimate Earth orientation accuracy is not required.

Table 4.7: Maximum 3D position and angular differences resulting from bias-precession-nutation simplifications. RMS errors are shown in parenthesis. Transformations performed at noon each day from 1990 to 2050.

| Method | Surface | LEO | GPS | GEO | Angular Error |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Interp $X, Y, s$ 11th-Order | $11 \mu \mathrm{~m}(2.6 \mu \mathrm{~m})$ | $12 \mu \mathrm{~m}(2.9 \mu \mathrm{~m})$ | $44 \mu \mathrm{~m}(11 \mu \mathrm{~m})$ | $69 \mu \mathrm{~m}(17 \mu \mathrm{~m})$ | $0.34 \mu$ as (0.09 $\mu$ as) |
| Interp $X, Y, s$ 9th-Order | $35 \mu \mathrm{~m}(8.7 \mu \mathrm{~m})$ | $40 \mu \mathrm{~m}(9.8 \mu \mathrm{~m})$ | $150 \mu \mathrm{~m}(37 \mu \mathrm{~m})$ | $240 \mu \mathrm{~m}(58 \mu \mathrm{~m})$ | $1.2 \mu \mathrm{as}(0.28 \mu \mathrm{as})$ |
| Interp $X, Y$, 7th-Order | $0.15 \mathrm{~mm}(41 \mu \mathrm{~m})$ | $0.17 \mathrm{~mm}(45 \mu \mathrm{~m})$ | $0.63 \mathrm{~mm}(0.17 \mathrm{~mm})$ | $1.0 \mathrm{~mm}(0.27 \mathrm{~mm})$ | $4.9 \mu \mathrm{as}(1.3 \mu \mathrm{as})$ |
| Small Angle Approx $s$ | $11 \mu \mathrm{~m}(2.6 \mu \mathrm{~m})$ | $12 \mu \mathrm{~m}(2.9 \mu \mathrm{~m})$ | $44 \mu \mathrm{~m}(11 \mu \mathrm{~m})$ | $69 \mu \mathrm{~m}(17 \mu \mathrm{~m})$ | $0.34 \mu \mathrm{as}(0.09 \mu \mathrm{as})$ |
| No $s(s=0)$ | $0.68 \mathrm{~m}(0.25 \mathrm{~m})$ | $0.76 \mathrm{~m}(0.28 \mathrm{~m})$ | $2.8 \mathrm{~m}(1.0 \mathrm{~m})$ | $4.5 \mathrm{~m}(1.7 \mathrm{~m})$ | $0.022 \mathrm{asec}(8 \mathrm{mas})$ |
| 15-Term Series for $X, Y$ | $4.3 \mathrm{~m}(1.7 \mathrm{~m})$ | $4.8 \mathrm{~m}(1.9 \mathrm{~m})$ | $18 \mathrm{~m}(7.2 \mathrm{~m})$ | $28 \mathrm{~m}(12 \mathrm{~m})$ | 0.14 asec ( 56 mas ) |
| 6-Term Series for $X, Y$ | $12 \mathrm{~m}(4.9 \mathrm{~m})$ | $14 \mathrm{~m}(5.5 \mathrm{~m})$ | $50 \mathrm{~m}(21 \mathrm{~m})$ | 79 m ( 33 m ) | $0.39 \mathrm{asec}(0.16 \mathrm{asec})$ |
| 4-Term Series for $X, Y$ | $28 \mathrm{~m}(18 \mathrm{~m})$ | $32 \mathrm{~m}(20 \mathrm{~m})$ | 120 m ( 74 m ) | $190 \mathrm{~m}(120 \mathrm{~m})$ | $0.91 \mathrm{asec}(0.57 \mathrm{asec})$ |

### 4.4.5 Julian Date Handling

With the ITRS/GCRS transformation procedure discussed in detail, one last important consideration (often overlooked) is the storage of time itself. During the implementation of the IAU models, time is the independent variable for EOP interpolation, bias-precession-nutation computations, and the computation of the Earth rotation angle (ERA). Each of these pieces of the transformation require time to be in either UT1 or TT, but always as a Julian date or Julian century. This section discusses the impact on precise ITRS/GCRS frame transformations due to how the Julian date is stored in the computer.

Storing the Julian date as one double-precision number limits the precision to which the date and time can be recorded due to the large integer part inherent to Julian dates. Current Julian dates stored in double precision only have a precision of $2 \mathrm{e}-9$ days, or about 0.2 milliseconds. The precision to which time is stored most notably affects the computation of $\theta_{E R A}$ (used in $\mathbf{R}$ ), however it also influences the computation (or interpolation) of $X, Y$, and $s$. For comparison, the ocean tide corrections for $\Delta \mathrm{UT} 1$ are on the order of tens of microseconds, well below the precision maintained by a single Julian date. Four methods for Julian date storage are described and supported by IAU's SOFA software suite (SOFA, 2013). Table 4.8 provides an example of each storage technique and the precision limit of each. The light-time equivalent is also given, since time stamp formats will dictate the resolution to which a range measurement, for example, may be stored.

Table 4.8: Several common examples of ways that Julian dates can be stored. Example date is 7 March 2013 18:00:00.0. This analysis assumes a computer floating-point accuracy of 2.2e-16.

| Format Name | JD1 | JD2 | Precision <br> $(\mathrm{s})$ | Light Dist. <br> $(\mathrm{m})$ |
| :--- | :--- | ---: | ---: | ---: |
| Julian Date Method | 2456359.25 | 0 | $1.9 \mathrm{e}-4$ | 57,000 |
| MJD Method | 2400000.5 | 56358.75 | $1.9 \mathrm{e}-6$ | 570 |
| J2000 Method | 2451545 | 4814.25 | $1.9 \mathrm{e}-7$ | 57 |
| Date \& Time Method | 2456358.5 | 0.75 | $1.9 \mathrm{e}-11$ | 0.006 |

Table 4.9 lists the maximum 3D position errors resulting from using a single Julian date value when performing a coordinate transformation. The same transformation simulation setup described in Table 4.1 is used. Position errors are on the order of centimeters. A significant improvement to
precision can be obtained by storing a Julian date in two parts, referred to as the "date and time" method in Table 4.8. In this scheme, one value is the 0 h day portion (thus ending in 0.5) and the second value is the fraction of a day, which is always less than 1.0. This two-part formulation yields about $2.2 \mathrm{e}-16$ day precision, which is equivalent to $2 \mathrm{e}-11$ seconds. ${ }^{12}$

Table 4.9: Maximum 3D position differences in the ITRS/GCRS frame transformation due to storing Julian date as a single value instead of a two-part Julian date.

| Time Storage Format | Surface | LEO | GPS | GEO | Angular Error |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Single JD Value | 2.6 cm | 2.9 cm | 11 cm | 17 cm | 0.82 mas |

Proper handling of date/times also has a significant impact on orbit determination. The importance of precise timing in constructing radio ranging and Doppler measurements is clear, where a timing error of $1 \mu \mathrm{~s}$ leads to a range error of approximately 300 m due to the distance that radio signals travel over that interval. What is perhaps less appreciated, is the importance of the time stamp precision in marking these measurements. In this case, the timing error maps to orbit error based on the motion of the transmitter or receiver platform. For example, when incorporating a ranging measurement made on a LEO platform, a time resolution limited to only 0.2 ms (corresponding to the Julian date method in Table 4.8) could result in an along-track position error of 1.4 m due to the $7 \mathrm{~km} / \mathrm{s}$ velocity of the platform.

### 4.5 Summary of Recommendations

The frame transformation analysis presented in this paper provides details describing the impact on accuracy of EOP usage and interpolation, tide corrections, time handling, and precessionnutation, including various implementation options. This section compiles results in order to present a set of recommended procedures to meet a range of accuracy and computation load requirements. While some users require the highest accuracy with little regard for computation time, others may find moderate to low accuracy perfectly acceptable, given more stringent limits on computational load.

[^12]Table 4.10 summarizes our recommendations for the ITRS/GCRS frame transformation procedure to achieve specific levels of accuracy in several altitude regimes about the Earth. Each recommended procedure is aimed at a minimum computational burden to achieve the desired accuracy. Position and angular errors assume a truth transformation using "Full Theory" bias-precessionnutation, all EOPs interpolated using a cubic spline, interpolation of regularized $\Delta \mathrm{UT} 1$, and EOP ocean tide corrections included. Recommendations for using the $X, Y, s$ interpolation method assume the $X, Y, s$ table has been generated using either the "Full Theory" or full series methods for bias-precession-nutation with values stored every day at 0h TT.

In Table 4.10, the threshold line between 2.3 mas and 23 mas for maximum angular error indicates the breaking point for using a one-part versus a two-part Julian date. Below the line, a two-part Julian date format (the "date and time" method) should be used. Above this line, a single number for Julian date may be used without significant impact on the total error. The term "simple $s$ " in the $X, Y, s$ column stands for the small angle approximation of $s$ to be used in the bias-precession-nutation matrix formulation. The threshold for using a one- or two-part Julian date occurs near the switch between including $s$ or ignoring $s$ entirely and approximately when $d X$ and $d Y$ are excluded. Lastly, an asterisk in the EOP Interpolation column indicates the use of the regularization process for the interpolation of $\Delta \mathrm{UT} 1$. Regularization has a small effect on the overall transformation and is only required for the highest accuracy applications.

Table 4.10: Recommendations for EOP usage and precession-nutation implementations to achieve specific levels of position transformation accuracy with minimum computational cost. Each row gives the recommended procedure to achieve position and angular accuracies below the maximum errors specified on the left. An asterisk in the EOP Interpolation column indicates the use of $\Delta$ UT1 regularization.

| Maximum Allowed Error |  |  |  | $X, Y, s$ <br> Representation | EOPs | EOP | Ocean Tide |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Angle | Surf/LEO | GPS | GEO |  |  | Interpolation | Corrections |
| 0.7 deg | 90 km | 330 km | 520 km | None (GMST Only to 2050) | none | - | - |
| 0.37 deg | 46 km | 170 km | 270 km | None (GMST Only to 2025) | none | - | - |
| 10 asec | 350 m | 1.3 km | 2.1 km | 4-term $X, Y$, No $s$ | none | - | - |
| 1.3 asec | 46 m | 170 m | 270 m | 4-term $X, Y$, No $s$ | $\Delta \mathrm{UT} 1$ | Nearest | No |
| 0.8 asec | 28 m | 110 m | 170 m | 6-term $X, Y$, No $s$ | $\Delta \mathrm{UT1}$ | Nearest | No |
| 0.66 asec | 23 m | 85 m | 140 m | 15-term $X, Y$, No $s$ | $\Delta \mathrm{UT} 1$ | Nearest | No |
| 0.14 asec | 4.7 m | 18 m | 28 m | 15-term $X, Y$, No $s$ | $x_{p}, y_{p}, \Delta \mathrm{UT} 1$ | Nearest | No |
| 23 mas | 0.80 m | 3.0 m | 4.7 m | Interp, Lagr 7, No s | $x_{p}, y_{p}, \Delta \mathrm{UT} 1$ | Linear | No |
| 2.3 mas | 7.9 cm | 29 cm | 46 cm | Interp, Lagr 7, Simple $s$ | $x_{p}, y_{p}, \Delta \mathrm{UT} 1$ | Linear | No |
| 0.19 mas | 6.5 mm | 2.4 cm | 3.9 cm | Interp, Lagr 7, Simple s | All EOPs | Lagr 3 | Yes |
| $71 \mu$ as | 2.5 mm | 9.1 mm | 15 mm | Interp, Lagr 7, Simple $s$ | All EOPs | Lagr 5 | Yes |
| $37 \mu \mathrm{as}$ | 1.3 mm | 4.8 mm | 7.5 mm | Interp, Lagr 7, Simple $s$ | All EOPs | Lagr 7 | Yes |
| $5.0 \mu \mathrm{as}$ | 0.18 mm | 0.64 mm | 1.1 mm | Interp, Lagr 9, Simple $s$ | All EOPs | Cubic Spline | Yes |
| $1.2 \mu \mathrm{as}$ | $39 \mu \mathrm{~m}$ | 0.15 mm | 0.23 mm | Interp, Lagr 9, Simple $s$ | All EOPs | Cubic Spline* | Yes |
| $0.34 \mu \mathrm{as}$ | $12 \mu \mathrm{~m}$ | $43 \mu \mathrm{~m}$ | $68 \mu \mathrm{~m}$ | Interp, Lagr 11, Simple $s$ | All EOPs | Cubic Spline* | Yes |

The method of interpolating a table of $X, Y, s$ values is recommended for all moderate to high-accuracy applications. Interpolation, especially using a 9th- or 11th-order Lagrange scheme, yields accuracies that agree to within about $1 \mu$ as of the series method and "Full Theory" methods, but is nearly 600 times faster (see Coppola et al (2009) for more details). For moderate to low accuracy requirements, the 6 - and 15 -term series approximations yield sub-arcsecond accuracies and $\Delta \mathrm{UT} 1$ is the only EOP that needs to be included. Beyond these, using a simple GMST rotation is a fast alternative that yields transformation errors below 0.4 degrees up to the year 2025 and below 1 degree up to 2050. The GMST method could be acceptable for visibility calculations or spacecraft attitude rotations, depending on the accuracy requirements. However, including the simple 4-term approximation for precession-nutation significantly improves the accuracy, reducing the transformation error by $99.3 \%$ with little additional computation time.

### 4.6 Conclusion

The impacts of EOP usage, interpolation, ocean tide corrections, bias-precession-nutation simplifications, and Julian date storage on the accuracy of coordinate transformations between
the ITRS and GCRS have been thoroughly investigated. Strategies are discussed for reducing computation time while achieving various levels of accuracy. EOP interpolation methods and ocean tide corrections are shown to have a notable impact on precise frame transformations. Poor interpolation of EOPs and the exclusion of ocean tide corrections can lead to position errors on the order of 5 cm near the surface of the Earth and $20-30 \mathrm{~cm}$ at GPS altitude. The effect of individual EOPs being excluded from the transformation is also presented. The results demonstrate the need for orbital analysts and scientists to carefully consider EOP implementation strategies based on the given task, including orbital altitude and desired position accuracy.

Simplifications to the CIO-based transformation method, namely in the computation of the CIP coordinates and CIO locator, are presented and illustrate the impact of each simplification on accuracy. Each simplification offers trade-offs between accuracy, computation time, and memory usage. It is demonstrated that the inclusion of the CIO locator can be simplified to using small angle approximations for precise applications, and ignored entirely for moderate accuracy applications. Interpolation of precession-nutation parameters offer fast and accurate capabilities, but at the cost of some memory. Truncated series representations offer moderate accuracy with the least computational burden.

Lastly, the commonly-used simplification of only using GMST to convert between the ITRS and GCRS is shown to yield position errors from 50 km to 270 km in LEO and GEO, respectively, through the year 2025. This approximation should only be used for early phase design studies or satellite visibility computations where some loss in accuracy is acceptable.

We provide a table of recommendations for the use of EOPs, interpolation methods, ocean tide corrections, and precession-nutation schemes to achieve various levels of position accuracy in several altitude regimes. This information may be used to guide the design of on-board and post-processing orbit estimation, orbit propagation, and attitude tasks.
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### 4.8 Appendix

### 4.8.1 Transformation Procedure and EOPs



Figure 4.5: Flow chart for several ITRS/GCRS frame transformation procedures. The layout is based on Vallado (2013).


Figure 4.6: Behavior of daily tabulated EOP values for 90 days from 1 January 2013.

### 4.8.2 $\quad X, Y, s$ Behavior

To help understand the behavior and magnitude of the CIP coordinates ( $X$ and $Y$ ) and the CIO locator (s), Fig. 4.7 and 4.8 depict the value of these parameters between the years 1990 and 2050. The "Full Theory" has been used to compute $X, Y$ and $s$ has been computed using its full series representation. These models adhere to the IAU $2006 / 2000 A_{\text {R06 }}$ theory.


Figure 4.7: Actual values of $X$ and $Y$ between 1990 to 2050 generated using the Full Theory.


Figure 4.8: Actual values of CIO-locator $s$ between 1990 to 2050 generated using the Full Theory.

### 4.8.3 $\quad X, Y, s$ Interpolation Accuracy

This section displays the errors associated with the tabulation and interpolation method for computing $X, Y, s$ using 11th-, 9th-, and 7th-order Lagrange schemes. Values are tabulated at 0 hr TT each day and interpolations are made at noon to yield worst cast interpolation errors. Truth is considered to be the use of the "Full Theory" to compute $X, Y, s$.


Figure 4.9: Error in CIO parameters $X, Y, s$ from 11th-order Lagrange interpolation of daily tabulated values between 1990 to 2050. Interpolations are made each day at noon. Truth $X, Y, s$ values are generated using the Full Theory. Note the unit for $X, Y$ is microarcseconds and the unit for $s$ is nanoarcseconds. Maximum errors are $0.30 \mu \mathrm{as}, 0.34 \mu \mathrm{as}$, and 0.69 nas for $X, Y$, and $s$ respectively. RMS errors are $0.057 \mu$ as, $0.061 \mu \mathrm{as}$, and 0.08 nas.


Figure 4.10: Error in CIO parameters $X, Y, s$ from 9th-order Lagrange interpolation of daily tabulated values between 1990 to 2050. Interpolations are made each day at noon. Truth $X, Y, s$ values are generated using the Full Theory. Note the unit for $X, Y$ is microarcseconds and the unit for $s$ is nanoarcseconds. Maximum errors are $1.0 \mu \mathrm{as}, 1.1 \mu \mathrm{as}$, and 2.4 nas for $X, Y$, and $s$ respectively. RMS errors are $0.19 \mu$ as, $0.21 \mu$ as, and 0.27 nas.


Figure 4.11: Error in CIO parameters $X, Y, s$ from 7th-order Lagrange interpolation of daily tabulated values between 1990 to 2050. Interpolations are made each day at noon. Truth $X, Y, s$ values are generated using the Full Theory. Note the unit for $X, Y$ is microarcseconds and the unit for $s$ is nanoarcseconds. Maximum errors are $4.4 \mu \mathrm{as}, 4.8 \mu \mathrm{as}$, and 11 nas for $X, Y$, and $s$ respectively. RMS errors are $0.89 \mu \mathrm{as}, 0.96 \mu \mathrm{as}$, and 1.3 nas.

### 4.8.4 Fundamental Arguments

The linear approximations for the Delaunay variables are given in Table 4.11, where $T_{\mathrm{TT}}$ is Julian centuries of TT past J2000. The higher order $T_{\mathrm{TT}}^{2}, T_{\mathrm{TT}}^{3}$, and $T_{\mathrm{TT}}^{4}$ terms have been omitted.

Table 4.11: Linear approximations of the Delaunay variables from Capitaine and Wallace (2008). Variables $l$ and $l^{\prime}$ are omitted from this table because they are not used in the 4 -, 6 -, or 15 -term $X, Y$ approximations discussed in this paper. Jcy stands for Julian century.

| Angle | $(\mathrm{rad})$ | $T_{\mathrm{TT}}$ <br> $(\mathrm{rad} / \mathrm{Jcy})$ |
| :--- | ---: | ---: |
| $F$ | 1.6279050815 | 8433.4661569164 |
| $D$ | 5.1984665887 | 7771.3771455937 |
| $\Omega$ | 2.1824391966 | -33.7570459536 |

### 4.8.5 $\quad$-Term $X, Y$ Series Approximation

This section outlines the 4 -term series truncation for computing the CIP coordinates, $X$ and $Y$. This series truncation is originally presented in Wallace and Capitaine (2006). The values for computing the Delaunay variables are contained above in 4.8.4.

Table 4.12: Series for the 4-term $X, Y$ approximation from Wallace and Capitaine (2006). Maximum errors between 1990 and 2050 are $0.90 \operatorname{arcsec}$ and $0.80 \operatorname{arcsec}$ for $X$ and $Y$, respectively. RMS errors are 0.39 arcsec and 0.42 arcsec.

|  | Term | Amplitude <br> $(\mu \mathrm{as})$ | $l$ | $l^{\prime}$ | $F$ | $D$ | $\Omega$ |  |
| :--- | :--- | ---: | ---: | :--- | :--- | :--- | :--- | :--- |
| $X$ | $t$ |  | 2004191898 |  |  |  |  |  |
| $Y$ | $t^{2}$ |  | -22407275 |  |  |  |  |  |
| $X$ |  | $\sin$ | -6844318 | 0 | 0 | 0 | 0 | 1 |
| $Y$ |  | $\cos$ | +9205236 | ${ }^{\prime \prime}$ | $\prime \prime$ | $\prime \prime$ | $\prime \prime$ | $\prime \prime$ |



Figure 4.12: Error in CIO parameters $X$ and $Y$ from the 4-term series approximation between 1990 to 2050. Truth $X, Y$ values are generated using the Full Theory.

### 4.8.6 $\quad$ 6-Term $X, Y$ Series Approximation

The parameters of the 6 -term series truncation for computing $X$ and $Y$ are given below in
Table 4.13. The 6 -term truncation is originally presented by Capitaine and Wallace (2008).

Table 4.13: Series for the 6 -term $X, Y$ approximation from Table G. 1 in Capitaine and Wallace (2008). Table layout follows that of Capitaine and Wallace (2008). Maximum errors between 1990 and 2050 are 0.38 arcsec and 0.27 arcsec for $X$ and $Y$, respectively. RMS errors are 0.12 arcsec and 0.10 arcsec.

|  | Term | Amplitude <br> $(\mu$ as $)$ | $l$ | $l^{\prime}$ | $F$ | $D$ | $\Omega$ |
| :--- | ---: | ---: | ---: | :--- | :--- | :--- | :--- |
| $X$ | $t$ |  | 2004191898 |  |  |  |  |
| $Y$ | $t^{2}$ |  | -22407275 |  |  |  |  |
| $X$ |  | $\sin$ | -6844318 | 0 | 0 | 0 | 0 |
| $Y$ |  | $\cos$ | +9205236 | $\prime \prime$ | $\prime \prime$ | $\prime \prime$ | $\prime \prime$ |
| $\prime \prime$ |  |  |  |  |  |  |  |
| $X$ |  | $\sin$ | -523908 | 0 | 0 | 2 | -2 |
| $Y$ |  | $\cos$ | +573033 | $\prime \prime$ | $\prime \prime$ | $\prime \prime$ | $\prime \prime$ |
| $\prime \prime$ |  |  |  |  |  |  |  |



Figure 4.13: Error in CIO parameters $X$ and $Y$ from the 6 -term series approximation between 1990 to 2050. Truth $X, Y$ values are generated using the Full Theory.

### 4.8.7 $\quad$ 15-Term $X, Y$ Series Approximation

This section presents the parameters and the accuracy of the 15 -term series truncation for $X$ and $Y$. The 15 -term series is presented for this paper and is a truncation of the full series adhering to the IAU $2006 / 2000 \mathrm{~A}_{\text {R06 }}$ theory.

Table 4.14: Series for the 15 -term $X, Y$ approximation presented in this paper. Maximum errors between 1990 and 2050 are $0.13 \operatorname{arcsec}$ and $0.094 \operatorname{arcsec}$ for $X$ and $Y$, respectively. RMS errors are 0.048 arcsec and 0.028 arcsec.

| Term |  |  | Amplitude ( $\mu \mathrm{as}$ ) | $l$ | $l^{\prime}$ | F | D | $\Omega$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| X |  |  | -17251 |  |  |  |  |  |
| $X$ | $t$ |  | 2004191898 |  |  |  |  |  |
| X | $t^{2}$ |  | -429783 |  |  |  |  |  |
| Y | $t$ |  | -25896 |  |  |  |  |  |
| Y | $t^{2}$ |  | -22407275 |  |  |  |  |  |
| $X$ |  | $\sin$ | -6844318 | 0 | 0 | 0 | 0 | 1 |
| $X$ | $t$ | cos | +205833 | " | " | " | " | " |
| Y |  | $\cos$ | +9205236 | " | " | " | " | " |
| $Y$ |  | sin | +153042 | " | " | " | " | " |
| $X$ |  | sin | +82169 | 0 | 0 | 0 | 0 | 2 |
| Y |  | cos | -89618 | " | " | " | " | " |
| X |  | sin | -523908 | 0 | 0 | 2 | -2 | 2 |
| $Y$ |  | cos | +573033 | " | " | " | " | " |
| X |  | sin | -90552 | 0 | 0 | 2 | 0 | 2 |
| Y |  | $\cos$ | +97847 | " | " | " | " | " |



Figure 4.14: Error in CIO parameters $X$ and $Y$ from the 15 -term series approximation between 1990 to 2050. Truth $X, Y$ values are generated using the Full Theory.

## Chapter 5

# ITRS/GCRS Impact on Orbit Propagation 
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### 5.1 Abstract

Propagation of satellite orbits is required for astrodynamics applications including mission design, orbit determination in support of operations and payload data analysis, and conjunction assessment. Each application has unique requirements in terms of precision, latency, and computational load. This research investigates the impact of the fidelity of the transformation between the Geocentric Celestial Reference System (GCRS) and the International Terrestrial Reference System (ITRS) on orbit propagation. This transformation is required to evaluate and rotate the acceleration vector due to Earth's gravity field and the time-derivative of the transformation is used for orbit propagation in the ITRS. Motivated by the growing space catalog and the demands for precise orbit determination with shorter latency for science and reconnaissance missions, this research improves the computational performance of orbit propagation through more efficient and precise ITRS/GCRS implementations. This paper provides simplifications to the Celestial Intermediate Origin (CIO) transformation scheme and Earth orientation parameter (EOP) storage for use in orbit propagation. A complete derivation of the frame transformation time-derivative is detailed for use in velocity transformations between the GCRS and ITRS and is applied to orbit propagation in the rotating ITRS. A range of orbit propagation simulations are performed to analyze
the impact of transformation complexity on propagation accuracy. We consider low-Earth orbits (LEO), global positioning system (GPS) orbits, and geosynchronous orbits (GEO) with a variety of inclinations and initial conditions. A significant savings in computation time and memory can be made by the use of polynomial and trigonometric series approximations for CIO parameters and EOPs with a small number of terms. These techniques yield maximum propagation errors of around 2 cm and 1 m are achieved after 15 minutes and 6 hours in LEO, respectively. For orbit propagation in the ITRS, we demonstrate a simplified scheme that yields propagation errors under 5 cm after 15 minutes in LEO. This approach is beneficial for orbit determination based on GPS measurements. The result is a comprehensive summary yielding accuracy versus algorithm complexity for inertial and Earth-fixed orbit propagations so that users may choose the best approach which balances accuracy, computational load, and memory for their application.

### 5.2 Introduction

Orbit propagation is a key component in astrodynamics. It is used in orbit determination for commercial, military, and scientific satellites, and in conjunction assessment for the growing catalog of objects in Earth orbit. Today, the public space catalog consists of approximately 17,000 objects. ${ }^{1}$ Maintaining the growing catalog, performing conjunction assessment to prevent collisions, and operating on-going satellite missions all require orbit propagation encompassing a wide range of accuracy and computational requirements. The central piece to performing orbit propagation around Earth is a transformation between the Geocentric Celestial Reference System (GCRS) and the International Terrestrial Reference System (ITRS). This transformation can be a costly procedure if performed to full accuracy. The computational complexity required for this transformation depends on the application and can be adjusted such that the precision is met while minimizing memory and computation time. This paper seeks to determine the influence of the ITRS/GCRS on orbit propagation and follows the study in Bradley et al (2015), which focused on coordinate rotation accuracy, e.g., for use with ground station coordinates, satellite positions, and

[^13]spacecraft attitude.
The procedures and models needed to transform between the GCRS and ITRS are maintained by the International Earth Rotation Service (IERS) and International Astronomical Union (IAU) (Petit and Luzum, 2010). The transformation includes precession, nutation, polar motion, Earth's proper rotation, and requires Earth orientation parameters (EOPs) for moderate to high accuracy. The full accuracy procedures involve series with several thousand terms, requiring substantial computation time and memory (Wallace and Capitaine, 2006; Petit and Luzum, 2010). This transformation is used within orbit propagation during the evaluation and subsequent rotation of the acceleration vector due to the central body's gravity field. The computation of the acceleration due to Earth's gravity field (e.g., through spherical harmonics) must be performed multiple times per numerical integration step when propagating orbits using special perturbation theory.

We conduct a range of orbit propagation simulations with the goal of generating recommendations for the minimum ITRS/GCRS transformation complexity needed to achieve specific orbit propagation accuracies. To this end, simplifications to bias-precession-nutation, namely interpolation and truncated series approximations, are outlined and a polynomial fit to precession-nutation quantities is presented. These methods are faster and use less memory than the full accuracy procedures.

We then perform a detailed analysis of orbit propagation in the ITRS. While orbit propagation is commonly performed in an inertial system (e.g., the GCRS), there are situations when propagating an orbit in a rotating frame may be beneficial. Such is the case for satellites utilizing GPS measurements to perform precise orbit determination on-board a satellite, because the position of each GPS satellite is given in the ITRS. Propagating an orbit in the ITRS requires that each perturbing acceleration be expressed in the ITRS and that additional centripetal, Coriolis, and Euler accelerations be included. Computing the additional acceleration terms requires the angular velocity vector of the ITRS. Montenbruck and Ramos-Bosch (2008) describe a simple approach for computing this rotation vector, but the full expression is complex and requires time-derivatives of
polar motion, CIP coordinates, and the time-derivative of the rotation vector itself.
A detailed derivation of the angular velocity vector necessary for ITRS propagation is presented next. Each time-varying component of precession-nutation, polar motion, and proper motion of Earth is analyzed. Orbit propagation simulations with a variety of rotation vector simplifications are used to generate recommendations which balance accuracy and computational complexity. The resulting recommendations give satellite operators and scientists a concrete set of options to decide if ITRS propagation is appropriate for their application, and if so, how best to implement it. This research demonstrates that ITRS propagation is viable for both real-time on-board orbit determination and long-term orbit propagation.

This paper begins with an overview of the ITRS/GCRS transformation procedure based on the Celestial Intermediate Origin (CIO). Simplifications for computing the CIP parameters and EOPs are detailed next. Section 4 investigates inertial orbit propagation and the impact that frame transformation procedure has on propagation accuracy. Next, the complete time-derivative of the ITRS/GCRS transformation matrix and rotation vector of the ITRS are derived in full detail. Velocity transformation accuracy is analyzed to ensure correct initial conditions for ITRS propagation. The paper concludes with results from ITRS orbit propagation simulations using various levels of simplification to the ITRS rotation vector. The result is a comprehensive summary yielding accuracy versus algorithm complexity for inertial and Earth-fixed orbit propagations so that users may easily decide the best method for their needs.

### 5.3 ITRS/GCRS Transformation

This section outlines the ITRS to GCRS transformation process used in orbit propagation and orbit determination. The current recommendations for the transformation procedure are the International Astronomical Union (IAU) models contained within the IERS 2010 Conventions (Petit and Luzum, 2010; Capitaine and Wallace, 2008). The new model, as a whole, is called IAU $2000 \mathrm{~A} / 2006$. This includes the IAU $2000 \mathrm{~A}_{\text {R06 }}$ nutation theory and the IAU 2006 precession theory. The methods for implementing this transformation can be separated into two categories, equinox-
based and Celestial Intermediate Origin (CIO-based). This work focuses on the use of the CIObased method which is based on the direction cosine components of the Celestial Intermediate Pole (CIP) in the GCRS ( $X$ and $Y$ ) and the CIO locator $(s)$. This is a convenient method because the CIP is approximately the instantaneous rotation vector of the Earth in the GCRS, the bias-precession-nutation matrix is formed directly from $X, Y, s$, and the IERS will continue to publish the $d X$ and $d Y$ celestial pole offsets in the future (Wallace and Capitaine, 2006; Kaplan, 2005). The transformation of a position vector, $\vec{r}$, from the ITRS to the GCRS is performed by

$$
\begin{equation*}
\vec{r}_{\mathrm{GCRS}}=\mathbf{C} \mathbf{R} \mathbf{W} \vec{r}_{\mathrm{ITRS}}, \tag{5.1}
\end{equation*}
$$

and the reverse by

$$
\begin{equation*}
\vec{r}_{\mathrm{ITRS}}=\mathbf{W}^{\mathrm{T}} \mathbf{R}^{\mathrm{T}} \mathbf{C}^{\mathrm{T}} \vec{r}_{\mathrm{GCRS}} \tag{5.2}
\end{equation*}
$$

We define the total transformation such that

$$
\begin{equation*}
\mathbf{T}=\mathbf{C} \mathbf{R} \mathbf{W} \tag{5.3}
\end{equation*}
$$

where the CIO-based equations for bias-precession-nutation (C), Earth rotation (R), and polar motion ( $\mathbf{W}$ ) are given by

$$
\begin{align*}
\mathbf{C} & =\left[\begin{array}{ccc}
1-a X^{2} & -a X Y & X \\
-a X Y & 1-a Y^{2} & Y \\
-X & -Y & 1-a\left(X^{2}+Y^{2}\right)
\end{array}\right] \mathrm{R}_{3}(s)  \tag{5.4}\\
\mathbf{R} & =\mathrm{R}_{3}\left(-\theta_{E R A}\right)  \tag{5.5}\\
\mathbf{W} & =\mathrm{R}_{3}\left(-s^{\prime}\right) \mathrm{R}_{2}\left(x_{p}\right) \mathrm{R}_{1}\left(y_{p}\right) . \tag{5.6}
\end{align*}
$$

The z-component of the CIP vector $\left[\begin{array}{lll}X & Y & Z\end{array}\right]^{\mathrm{T}}$ is given by

$$
\begin{equation*}
Z=\sqrt{1-X^{2}-Y^{2}} \tag{5.8}
\end{equation*}
$$

and is used to compute

$$
\begin{equation*}
a=1 /(1+Z) \tag{5.9}
\end{equation*}
$$

The TIO locator $\left(s^{\prime}\right)$, also known as the instantaneous prime meridian, is given in arcseconds by $s^{\prime}=-0.000047^{\prime \prime} T_{\mathrm{TT}}$ for use in the polar motion matrix. The parameter $T_{\mathrm{TT}}$ is Julian centuries of Terrestrial Time (TT) past $\mathrm{J} 2000^{2}$. Within the CIO-based approach, the largest computational burden comes from the calculation of $X, Y$, and $s$.

An additional aspect of the ITRS/GCRS transformation is the inclusion of EOPs. EOPs correct for irregularities in the IAU models and are estimated from observations using Very Long Baseline Interferometry (VLBI), Satellite Laser Ranging (SLR), and the Global Positioning System (GPS) (Artz et al, 2012; Sibois et al, 2015). EOPs consist of the UT1 time difference ( $\Delta \mathrm{UT} 1$ ), pole coordinates $\left(x_{p}, y_{p}\right)$, and celestial pole offsets $(d X, d Y)$. Length of day (LOD), the time derivative of $\Delta \mathrm{UT} 1$, is usually contained within published EOP files as well. EOPs are published in data tables which contain values at 0h UTC each day and typically include predicted values at least one month into the future (Vallado and Kelso, 2013). An overview of EOP behavior and usage, along with ocean tide corrections for EOPs, is given by Bradley et al (2015). That work showed that the largest effect on coordinate transformations is $\Delta \mathrm{UT} 1$, yielding a position error of up to 350 m at an altitude of 800 km if neglected (Bradley et al, 2015).

### 5.4 EOP and CIO Simplifications

The computation of CIO-based parameters $X, Y$, and $s$ as well as the storage and maintenance of EOP data tables come at the cost of computation time and memory. Two full accuracy methods to compute $X, Y$, and $s$ outlined by Wallace and Capitaine (2006), SOFA (2014), and Vallado (2013) are the (1) series method and (2) full theory. The series method contains a polynomial and trigonometric portion with approximately 4,000 coefficients, that yields $X$ and $Y$ directly and the parameter $s+X Y / 2$ (Petit and Luzum, 2010; Capitaine and Wallace, 2008). The "full theory" approach uses the Fukushima-Williams angles for precession and the IAU $2000 \mathrm{~A}_{\text {R06 }} \mathrm{nu}$ tation theory to compute $X$ and $Y$ from the resulting bias-precession-nutation matrix (Wallace and Capitaine, 2006). The CIO locator $s$ must still be computed using the series for the quantity

[^14]$s+X Y / 2$. This method also has a high computational load and memory requirement due to the series for $s+X Y / 2$ and the several thousand term expression for nutation. In addition, the use of EOPs for a full accuracy frame transformation requires more memory for the storage of EOP data tables and the complication of updating the data table to retrieve the latest estimated values.

This section presents procedures for computing $X, Y, s$ and EOPs which are faster than the standard methods and use less memory. Two effective simplifications of these $X, Y, s$ calculations that have been previously published employ a truncated series approximation and tabulation/interpolation (Capitaine and Wallace, 2008; Coppola et al, 2009; Bradley et al, 2015). We introduce a third method, polynomial fitting, for both $X, Y, s$ and EOPs and compare the performance with the other methods. Polynomial fitting is advantageous for applications where high-precision frame transformations may not be required or for on-board applications that have stringent memory requirements.

### 5.4.1 $\quad X, Y$ Series Approximation

The full accuracy series method consists of approximately 4,000 coefficients to compute $X$ and $Y$ directly and the parameter $s+X Y / 2$ (Petit and Luzum, 2010; Capitaine and Wallace, 2008). Each series contains a polynomial and trigonometric portion (Capitaine and Wallace, 2008)

$$
\begin{align*}
q=q_{0} & +q_{1} T_{\mathrm{TT}}+q_{2} T_{\mathrm{TT}}^{2}+q_{3} T_{\mathrm{TT}}^{3}+q_{4} T_{\mathrm{TT}}^{4}+q_{5} T_{\mathrm{TT}}^{5} \\
& +\sum_{i} \sum_{j=0}^{4}\left[\left(a_{s, j}\right)_{i} \sin (\mathrm{ARG})+\left(a_{c, j}\right)_{i} \cos (\mathrm{ARG})\right] T_{\mathrm{TT}}^{j}, \tag{5.10}
\end{align*}
$$

where $q$ stands for $X, Y$, or $s+X Y / 2$ and ARG stands for combinations of the luni-solar and planetary parts of the fundamental arguments. The large number of coefficients and trigonometric evaluations make the full series evaluation burdensome, both on computation time and memory. However, series can be truncated to speed up computation time at the loss of some accuracy, as is shown by Capitaine and Wallace (2008), Bradley et al (2015), and Wallace and Capitaine (2006). Bradley et al (2015) demonstrates the achievable accuracy of coordinate transformations using truncated series for $X$ and $Y$ for applications on the surface of the Earth and at several orbital
altitudes. Coefficients for 4-, 6-, 15-, and higher-term series methods can be found in Capitaine and Wallace (2008) and Bradley et al (2015). Approxmations for $s$ are usually not beneficial because the value of $s$ is on the order of milliarcseconds (below 10 mas before 2030), a magnitude many times smaller than the errors in $X$ and $Y$ approximations.

The truncated series approach requires very little computation time and memory while yielding moderate accuracy. This method is thus well suited for on-board satellite operations. An added benefit is that each set of coefficients provide $X$ and $Y$ through the year 2050, never having to be replaced through an upload via a ground station.

### 5.4.2 $X, Y, s$ Interpolation

Tabulating and interpolating $X, Y$, and $s$ is an option that can preserve full accuracy (to within the uncertainty of the IAU models) while reducing computation time and memory (Coppola et al, 2009; Bradley et al, 2015). The full theory or series methods may be used to generate $X, Y$, and $s$ values at 0 h TT each day and stored in a data table. The user can then interpolate the values to any desired time. The method is developed and analyzed in Coppola et al (2009) and used in this paper as one of the default recommended procedures. Bradley et al (2015) analyzes the accuracy of several interpolation methods for $X, Y, s$ in the context of coordinate rotations. Maximum errors of $12 \mu \mathrm{~m}$ and $40 \mu \mathrm{~m}$ in LEO are achieved with 11th-order and 9th-order Lagrange interpolation, respectively. These are equivalent to $0.34 \mu$ as and $1.2 \mu \mathrm{as}$, respectively. One disadvantage compared to the truncated series representation, however, is the need for a modest amount of memory. If the series contains $X, Y, s$, and modified Julian date (MJD), one year's worth of data amounts to 1,460 values. This is still a reduction in memory compared to the full accuracy methods and is faster to evaluate, but applications constrained in memory may require a different approach.

### 5.4.3 $\quad X, Y, s$ Polynomial Fitting

A third option for computing $X, Y$, and $s$ is to use a polynomial fit to a short time interval of full accuracy values. As with the tabulation and interpolation scheme, full accuracy values can be
computed ahead of time. A polynomial can then be fit to the desired time window of data (e.g., 30 days). This method does not contain any trigonometric terms, which are present in the truncated series method, and is low on memory demands. The disadvantages are the finite time interval the fit is valid for and the moderate accuracy. Table 5.1 provides maximum and root mean square (RMS) errors resulting from various fit intervals and degrees of polynomials. Polynomial fits were made each day from 1 Jan 2014 to 1 Jan 2015 using the three specified fit windows and polynomial degrees. Evaluations of $X, Y$, and $s$ were made every 0.1 days to compare the polynomial fit to full accuracy calculations of each parameter.

Table 5.1: Maximum and RMS errors of $X, Y$, and $s$ for various polynomial fit windows and degrees. Fits were made from 1 Jan 2015 to 1 Jan 2015 and error calculations were made every 0.1 days.

| Parameter | Polynomial | 15-Day Fit |  | 30-Day Fit |  | 60-Day Fit |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Max | RMS | Max | RMS | Max | RMS |
| $X$ (asec) | linear | 0.14 | 0.050 | 0.19 | 0.058 | 0.28 | 0.081 |
|  | quadratic | 0.17 | 0.034 | 0.11 | 0.052 | 0.14 | 0.057 |
|  | cubic | 0.13 | 0.019 | 0.13 | 0.052 | 0.13 | 0.056 |
|  | linear | 0.15 | 0.052 | 0.16 | 0.059 | 0.28 | 0.082 |
| $Y$ (asec) | quadratic | 0.16 | 0.036 | 0.11 | 0.054 | 0.14 | 0.058 |
|  | cubic | 0.14 | 0.020 | 0.11 | 0.054 | 0.11 | 0.057 |
|  | linear | 0.11 | 0.037 | 0.12 | 0.042 | 0.20 | 0.059 |
| $s$ (mas) | quadratic | 0.11 | 0.026 | 0.077 | 0.038 | 0.11 | 0.041 |
|  | cubic | 0.093 | 0.014 | 0.086 | 0.039 | 0.071 | 0.040 |

Table 5.1 shows that the 30 -day fits have the lowest maximum errors for quadratic and cubic polynomials, but exhibit a small increase in RMS error as compared to the 15 -day fits. However, each fit window has roughly the same order of magnitude of errors (maximum of about 0.15 arcseconds and RMS around 0.055 arcseconds for $X$ and $Y$ ). Because of this error stability, a fit window of 60 days or even longer may be the best choice for applications where computing, and possibly uploading, new fit parameters is undesirable. For the 30 - and 60 -day fits, using a quadratic polynomial yields a noticeable improvement over a linear fit, while the use of a cubic provides a relatively small benefit. The use of a 30 -day fit with a quadratic polynomial is a good compromise between update frequency, accuracy, and number of terms needed. Figure 5.1 illustrates the errors in $X$ and $Y$ resulting from a 30 -day quadratic fit for the same analysis window as Table 5.1.


Figure 5.1: Polynomial fit errors for $X$ and $Y$ using a 30 -day quadratic fit. Comparisons are made every 0.1 days from 1 Jan 2014 to 1 Jan 2015.

The errors shown in Fig. 5.1 remain consistent for the majority of the fit window and are comparable to the errors achieved with the 15 -term series approximation (Bradley et al, 2015). Near the outer 1-2 days of the fit interval, however, the errors decrease and then increase sharply. While these outer portions are included in the maximum and RMS errors in Table 5.1, in practice it is advisable to not use the polynomial fit during the first and last 1-2 days. Note that as with the series representations, which also achieve $X$ and $Y$ errors near a tenth of an arcsecond, the CIO locator ( $s$ ) can be ignored entirely because its value is at least an order of magnitude smaller than 0.1 arcseconds. We present results for fitting $s$ here for completeness.

### 5.4.4 Speed and Memory Comparison: $X, Y, s$

Selecting a method for computing the bias-precession-nutation quantities $X, Y$, and $s$ requires the consideration of computation time, memory usage, and accuracy. Table 5.2 compares each of the methods discussed in this paper and Bradley et al (2015) for computing $X$ and $Y$. The CIO locator $(s)$ is not included in the error column because the value of $s$ is small compared to $X$
and $Y$. Interpolating $X, Y, s$ values using a 9th-order Lagrange scheme is used as the baseline for relative timing and speed-up factors. The number of terms listed for the tabulation/interpolation methods is based on daily tabulated data for $\mathrm{MJD}_{\mathrm{TT}}, X, Y$, and $s$ for 30 days. An additional number is contained in parentheses for the storage of a 1-year data table. The number of terms for the quadratic fit assumes 3 coefficients each for $X$ and $Y$ and the MJD of the epoch. While considerable consideration was given towards developing a fair runtime comparison, results may vary slightly due to differences in hardware, coding style, and programming language used. ${ }^{3}$ However, Table 5.2 is still useful as a guide to the relative computation time required by each method.

Table 5.2: Normalized time and memory required to compute CIO parameters $X, Y$, and $s$. Entries for relative timing and the number of terms are based on the computation of $X, Y$, and $s$ while maximum errors are only reported for $X$ and $Y$. The number of terms reported for the interpolation methods are for 30 days with a 1 -year set of terms in parentheses. Normalized speed factor is the inverse of normalized computation time.

| Method | Normalized Computation Time | Normalized Speed Factor | Coefficients | $\begin{aligned} & \text { Max Error } \\ & X, Y \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: |
| Full Series | 42 | 0.024 | 47,117 | - |
| Full Theory | 41 | 0.025 | 39,753 | - |
| Interp 11th-Order | 1.2 | 0.83 | 120 (1,460) | 0.30, $0.34 \mu \mathrm{as}$ |
| Interp 9th-Order | 1.0 | 1.0 | 120 (1,460) | 1.0, 1.1 $\mu \mathrm{as}$ |
| Interp 7th-Order | 0.90 | 1.1 | 120 (1,460) | 4.4, 4.8 mas |
| 15-Term Series | 0.17 | 6.0 | 21 | 0.13, 0.094 asec |
| 6-Term Series | 0.16 | 6.5 | 12 | 0.38, 0.27 asec |
| 4-Term Series | 0.023 | 43 | 6 | $0.9,0.8$, asec |
| 30-Day Quad Fit | 0.0071 | 141 | 7 | 0.13, 0.11 asec |

Table 5.2 demonstrates the significant improvement in computation time and memory usage that the tabulation/interpolation methods have over the full theory and full series schemes. The tabulation/interpolation methods also have the ability maintain microarcsecond and even submicroarcsecond agreement with the rigorous formulations. A greater improvement in speed and memory is achievable through the truncated series and quadratic polynomial fitting schemes at the cost of accuracy on the order of tenths of arcseconds.

[^15]
### 5.4.5 EOP Polynomial Fitting

EOPs are an important component in the ITRS/GCRS transformation. Many applications have ready access to full EOP data tables which can be downloaded from one of several sources for the most up to date values and predictions (Vallado and Kelso, 2013). Some applications (e.g., on-board satellite operations) may want EOP data uploads occurring less frequently than once per day or desire less memory storage than a full data table spanning several weeks. As with the parameters $X, Y$, and $s$, EOPs can benefit from polynomial fits in the same way, utilizing a small number of terms to represent a week's or a month's worth of data. For ground-based simulations or processing, polynomial fits can be generated for rapid or final estimates of EOPs. Real-time EOPs for use on board a satellite require a fit to a combination of a few days worth of rapid EOP estimates and EOP predictions.

Table 5.3 provides maximum and root mean square (RMS) errors resulting from various EOP fit intervals and degrees of polynomials. Polynomial fits were made each day from 1 Jan 2014 to 1 Jan 2015 using the specified fit windows and polynomial degrees. Evaluations of each polynomial were made every 0.1 days and compared to cubic spline interpolation of each parameter. To put each error into perspective, $x_{p}, y_{p}$ values are typically on the order of tens to hundreds of milliarcseconds and $\Delta \mathrm{UT} 1$ varies between $\pm 0.8$ seconds. ${ }^{4}$

Table 5.3: Maximum and RMS errors of $x_{p}, y_{p}$, and $\Delta \mathrm{UT} 1$ for various polynomial fit windows and degrees. Fits were made from 1 Jan 2015 to 1 Jan 2015 and error calculations were made every 0.1 days using a cubic spline as truth.

| Parameter | Polynomial | 7-Day Fit |  |  | 15-Day Fit |  | 30-Day Fit |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Max | RMS | Max | RMS | Max | RMS |  |
| $x_{p}$ (mas) | linear | 2.1 | 0.33 | 4.4 | 0.70 | 7.2 | 1.4 |  |
|  | quadratic | 1.8 | 0.20 | 3.0 | 0.44 | 5.0 | 0.79 |  |
| $y_{p}$ (mas) | linear | 1.6 | 0.24 | 2.2 | 0.47 | 5.1 | 1.0 |  |
|  | quadratic | 1.4 | 0.15 | 1.6 | 0.30 | 2.6 | 0.53 |  |
| $\Delta \mathrm{UT} 1(\mathrm{~ms})$ | linear | 1.1 | 0.18 | 2.4 | 0.47 | 4.2 | 0.85 |  |
|  | quadratic | 0.54 | 0.06 | 1.6 | 0.27 | 2.5 | 0.57 |  |

Table 5.3 demonstrates the increase in error as the length of fit window increases. However,

[^16]errors are approximately the same order of magnitude throughout. A significant improvement can be made by using a quadratic fit instead of linear for 15- and 30-day fit windows. For comparison, RMS errors for $x_{p}$ and $y_{p}$ are of the same order of magnitude as polar motion ocean tide corrections. This is approximately one order of magnitude greater than errors resulting from linear interpolation of an EOP data table. RMS errors for $\Delta \mathrm{UT} 1$ quadratic fits are less than one order of magnitude greater than ocean tide corrections for $\Delta \mathrm{UT} 1$ (which are in the 0.07 ms neighborhood). These errors are adequate, since polynomial fitting is meant for applications which require moderate accuracy and benefit from low memory usage.

A good compromise between accuracy and fit length is a 15 -day fit window with a quadratic polynomial. Another EOP consideration for on-board operations is the method being used for $X, Y, s$. If $X, Y, s$ data are also being uploaded to the spacecraft on some regular basis (either a data table for interpolation or a polynomial fit), the update frequency of both EOPs and $X, Y, s$ should be considered together. Figures 5.2 and 5.3 illustrate the errors due to a quadratic fit for $x_{p}, y_{p}$ and errors due to linear and quadratic fits of $\Delta \mathrm{UT} 1$, respectively.


Figure 5.2: Polynomial fit errors for $x_{p}$ and $y_{p}$ using a 15 -day quadratic fit. Comparisons are made every 0.1 days from 1 Jan 2014 to 1 Jan 2015.


Figure 5.3: Polynomial fit errors for $\Delta$ UT1 using a 15 -day linear and quadratic fit. Comparisons are made every 0.1 days from 1 Jan 2014 to 1 Jan 2015.

It should be noted the $x_{p}, y_{p}$, and $\Delta \mathrm{UT} 1$ will become available on the modernized GPS signals in the near future (the current year is 2015). These three parameters and their derivatives, which include all zonal, diurnal, and semidiurnal effects, will be broadcast within the Civil Navigation (CNAV) message type 32 on the L2C and L5 GPS signals (GPSD, 2013). This is a great benefit for spacecraft flying GPS receivers, because it eliminates the need for EOPs to be supplied via other means. Unfortunately, the CNAV messages currently being broadcast are considered preoperational. Until the CNAV messages are broadcast operationally by the whole constellation, GPS-based orbit determination as well as other applications may benefit from using polynomial fits (e.g., 15-day quadratic). Polynomial fits may also be of benefit for storing a backup set of EOPs in the event of failure to decode the relevant GPS navigation message.

### 5.5 Impact on Orbit Propagation in the GCRS

This section investigates the impact of the ITRS/GCRS transformation on orbit propagation around Earth in the GCRS. Specifically, the ITRS/GCRS transformation is required for the evaluation of the Earth's non-spherical gravity field and the subsequent rotation of the computed acceleration during each orbit propagation step. A spherical harmonic gravity field is traditionally used with special perturbation techniques for orbit propagation. Using Cowell's formulation, the total acceleration of a satellite in Earth orbit can be expressed as a sum of the different forces acting on the satellite

$$
\begin{equation*}
\ddot{\vec{r}}=\ddot{\vec{r}}_{\mathrm{pm}}+\ddot{\vec{r}}_{\mathrm{ns}}+\ddot{\vec{r}}_{\mathrm{d}}+\ddot{\vec{r}}_{3 \mathrm{~b}}+\ddot{\overrightarrow{\vec{r}}}_{\mathrm{srp}}, \tag{5.11}
\end{equation*}
$$

where each acceleration is in the GCRS (Montenbruck and Gill, 2000; Vallado, 2013). Equation 5.11 contains accelerations due to the Earth as a point mass (pm), non-spherical gravity of Earth (ns), atmospheric drag (d), third-body gravity from the Sun and Moon (3b), and solar radiation pressure (srp). Most of these terms are most naturally computed and expressed in the GCRS. However, the evaluation of the non-spherical gravity field must be computed in the ITRS, because gravity models are tied to the respective central body's body-fixed coordinate system. For Earth, the body-fixed system is the ITRS. The acceleration due to the non-spherical Earth is a function of the ITRS position of the satellite

$$
\begin{equation*}
\ddot{\vec{r}}_{\mathrm{nS}}^{\mathrm{ITRS}}=\frac{\partial U^{\prime}\left(\vec{r}_{\mathrm{ITRS}}\right)}{\partial \vec{r}_{\mathrm{ITRS}}}, \tag{5.12}
\end{equation*}
$$

where $U^{\prime}$ is the gravitational potential of the Earth (excluding the point-mass contribution). Once the non-spherical gravitational acceleration is computed, it must be rotated from the ITRS to the GCRS for inclusion into the total acceleration by

$$
\begin{equation*}
\ddot{\vec{r}}_{\mathrm{ns}}=\mathbf{T} \ddot{\vec{r}}_{\mathrm{ns}}^{\text {ITRS }} \tag{5.13}
\end{equation*}
$$

The fidelity to which $\mathbf{T}$ is constructed impacts orbit propagation. Applications of orbit propagation include high-precision post-processing orbit determination, propagation of a large population of objects for conjunction assessment, and on-board real-time navigation. Each of these applications
demand unique precision, memory, and computation time limitations. This section demonstrates the impact of EOP usage and bias-precession-nutation simplifications that support each level of requirements through the use of orbit propagations of four common orbit types: LEO at 400 km altitude, LEO at 800 km altitude, GPS, and GEO. Table 5.4 lists the propagation settings and set of osculating classical orbital elements for each orbit type. Every orbital element combination was used for propagations, beginning each day at noon from 1 June 2012 to 15 June 2012. Appropriate gravity field sizes for each orbit regime were implemented using the EGM2008 gravity field with the permanent tide included (Petit and Luzum, 2010). A fixed-step 8th-order Dormand and Prince integration scheme (DOPRI8) was used for numerical integration (Prince and Dormand, 1981). The month of June of 2012 was chosen for our study because a leap second occurs on 1 July, making the $\Delta \mathrm{UT} 1$ parameter near its maximum value.

Table 5.4: Orbital elements and propagation settings. Each orbital element combination was used to propagate orbits beginning at noon each day from 1 June to 15 June 2012.

| Orbit | Altitude <br> $(\mathrm{km})$ | $i$ <br> $\left({ }^{\circ}\right)$ | $\Omega$ <br> $\left({ }^{\circ}\right)$ | $e$ | $\nu_{0}$ <br> $\left({ }^{\circ}\right)$ | Duration | Step <br> $(\mathrm{s})$ | Gravity <br> Field |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| LEO | 400 | $\{25,98.6\}$ | $\{0,90\}$ | 0.001 | $\{0,90\}$ | 6 hrs | 15 | $90 \times 90$ |
| LEO | 800 | $\{25,98.6\}$ | $\{0,90\}$ | 0.001 | $\{0,90\}$ | 6 hrs | 30 | $90 \times 90$ |
| GPS | 20,200 | $\{55\}$ | $\{0,90\}$ | 0.001 | $\{0,90\}$ | 12 hrs | 300 | $12 \times 12$ |
| GEO | 35,786 | $\{0.001,15\}$ | $\{0,90\}$ | 0.001 | $\{0,90\}$ | 3 days | 600 | $8 \times 8$ |

Each reference, or truth, trajectory is generated using all EOPs interpolated with a cubic spline, EOP ocean tide corrections applied, and 11th-order Lagrange interpolation of full accuracy $X, Y$, and $s$ values. The step size selected for each orbit was chosen slightly below the step size settled on by a variable-step DOPRI8(7) scheme. This step size is used by both the truth trajectory and comparison trajectories so that interpolation error is not introduced when performing error calculations. We compare the reference trajectories to propagations performed using simplified $X, Y, s$ models (as discussed in Sect. 5.4) and ignoring EOPs all together. We also include the use of a 15 -day quadratic fit of $\Delta \mathrm{UT} 1, x_{p}$, and $y_{p}$. A polynomial fit offers efficient storage and computation of EOPs when maximum accuracy is not required and memory is limited. The specification of "Interp $X, Y$ " indicates the tabulation and interpolation method for computing $X$ and $Y$ using a

9th-order Lagrange scheme. Included in this study is the use of Greenwich Mean Sidereal Time (GMST) alone for transforming between the ITRS and GCRS. This simplification is commonly used and taught in the astrodynamics community due to its ease of computation and implementation.

Table 5.5: Maximum orbit propagation errors for each orbit type and ITRS/GCRS transformation method. Position errors are given for different propagation durations. The reference propagation was performed using interpolated $X, Y, s$ values and EOPs interpolated using a cubic spline with ocean tide corrections applied.

| Orbit | Duration | 6-term $X, Y$ <br> Fit $\Delta U T 1, x_{p}, y_{p}$ | Interp $X, Y$ <br> No EOPs | 6-term $X, Y$ <br> No EOPs | 4-term $X, Y$ <br> No EOPs | GMST Only |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
|  |  | $s=0$ | $s=0$ | $s=0$ | $s=0$ |  |
| LEO | 1 min | 0.05 mm | 0.16 mm | 0.16 mm | 0.2 mm | 7.7 cm |
| $(400 \mathrm{~km})$ | 15 min | 1.2 cm | 2.3 cm | 2.4 cm | 4.6 cm | 16 m |
|  | 6 hrs | 0.75 m | 1.1 m | 1.1 m | 2.9 m | 1.1 km |
| LEO | 1 min | 0.04 mm | 0.10 mm | 0.11 mm | 0.16 mm | 6.1 cm |
| $(800 \mathrm{~km})$ | 15 min | 0.93 cm | 1.8 cm | 1.8 cm | 3.7 cm | 13 m |
|  | 6 hrs | 0.64 m | 0.85 m | 0.90 m | 2.5 m | 930 m |
| GPS | 15 min | 0.05 mm | 0.12 mm | 0.12 mm | 0.23 mm | 7.7 cm |
|  | 12 hrs | 5.8 cm | 10 cm | 11 cm | 23 cm | 83 m |
| GEO | 1 day | 2.0 cm | 8.6 cm | 8.5 cm | 9.7 cm | 28 m |
|  | 3 days | 5.7 cm | 53 cm | 53 cm | 57 cm | 78 m |

The results in Table 5.5 can be summarized by the following:

- Using GMST only, therefore ignoring precession-nutation and EOPs entirely, results in large propagation errors. A similar computation cost of the 4- or 6-term $X, Y$ approximation (along with the Earth rotation angle (ERA)) improves the propagation accuracy significantly.
- For durations shown, EOPs (and the CIO locator, s) do not significantly impact orbit propagations. This is especially true for short durations.
- Using analytic simplifications to compute $X$ and $Y$ does not yield significant propagation errors and are similar in complexity and computation time to using GMST only. They also eliminate the need for data tables of X and Y to be stored on-board a spacecraft.
- The 4-term $X, Y$ approximation does not yield drastically different results as compared to the 6 -term representation. But, using the 2 extra terms approximately doubles the accuracy
for LEO and GPS orbits. Therefore, the 6 -term $X, Y$ approximation is recommended for precession and nutation.
- Given that a quadratic fit of $X$ and $Y$ using a 30-day window yields errors less than the 6-term series approximation for $X$ and $Y$, the quadratic fit will produce similar propagation errors.
- If even greater accuracy is desired, using $X, Y, s$ interpolation and either nearest, linear interpolation, or a linear fit for EOPs is sufficient.

In conclusion, use of the 6 -term $X, Y$ approximation and exclusion of $s$ and all EOPs is recommended for nearly all applications. This method is computationally efficient and eliminates the memory requirement for storing data tables of $X, Y, s$ and EOPs. This method is sufficient even for precise, real-time orbit determination (e.g., using GPS measurements in LEO every 10-60 seconds).

### 5.6 Orbit Propagation in the ITRS

This section discusses the benefits and implementation of performing orbit propagation in the ITRS instead of the GCRS. Typically, orbit determination is performed by estimating the inertial position and velocity of the satellite. However, this requires a rotation of the satellite position to the ITRS when evaluating the spherical harmonic gravity field, as discussed above, and when computing an expected pseudorange measurement from either a ground station or GNSS satellite. If the application requires a high level of accuracy, this transformation must be done precisely, requiring extra data tables for EOPs and precession-nutation. Using the ITRS for orbit propagation and orbit determination avoids some of these complications and is potentially preferred when the spacecraft position is required in the ITRS (instead of the GCRS) and measurements are ground- or GNSS-based. The following list provides a set of advantages and additional costs of using the ITRS instead of the GCRS for state estimation and orbit propagation.

## Advantages

- Eliminates requirement for precise rotation of ground station and GNSS positions from ITRS to GCRS for range and pseudorange measurement processing.
- Eliminates requirement for rotation of satellite position to ITRS for gravity field evaluation.


## Costs

- Requires the rotation of small perturbing forces (e.g., third-body and solar radiation pressure) from the GCRS to the ITRS. However, this may be done with a simple rotation.
- Requires the addition of Coriolis and centripetal accelerations to the force model, which requires low-fidelity knowledge of $x_{\mathrm{p}}$ and $y_{\mathrm{p}}$.


### 5.6.1 Velocity Transformation

To assess the accuracy of ITRS orbit propagation implementations, an accurate velocity transformation between the GCRS and ITRS is necessary. Reference trajectories are generated using orbit propagations performed in the GCRS. The initial state for each corresponding ITRS propagation requires a transformation of the velocity vector. Any error in the initial velocity can lead to large errors in the propagated trajectory. This section presents both simplified and detailed approaches for transforming velocity vectors. A simplified implementation for transforming velocity is presented in Vallado (2013) (and similarly in Montenbruck and Gill (2000)), which accounts only for the Earth's proper rotation about its rotation axis by transforming the objects position vector into the Terrestrial Intermediate Reference System (TIRS) when applying the angular velocity cross product where

$$
\begin{equation*}
\vec{v}_{\mathrm{GCRS}}=\mathbf{C R}\left\{\mathbf{W} \vec{v}_{\mathrm{ITRS}}+\vec{\omega}_{\oplus} \times \mathbf{W} \vec{r}_{\mathrm{ITRS}}\right\} \tag{5.14}
\end{equation*}
$$

and vice-versa

$$
\begin{equation*}
\vec{v}_{\mathrm{ITRS}}=\mathbf{W}^{\mathrm{T}}\left\{\mathbf{R}^{\mathrm{T}} \mathbf{C}^{\mathrm{T}} \vec{v}_{\mathrm{GCRS}}-\vec{\omega}_{\oplus} \times \mathbf{W} \vec{r}_{\mathrm{ITRS}}\right\} . \tag{5.15}
\end{equation*}
$$

In this form, the rotation vector of the Earth $\vec{\omega}_{\oplus}$ is given by

$$
\vec{\omega}_{\oplus}=\left[\begin{array}{lll}
0 & 0 & \omega_{\oplus} \tag{5.16}
\end{array}\right]^{\mathrm{T}},
$$

where the instantaneous rotation rate of the Earth $\omega_{\oplus}$ is ${ }^{5}$

$$
\begin{equation*}
\omega_{\oplus}=7.2921151467064 \times 10^{-5}\left\{1-\frac{\mathrm{LOD}}{86400}\right\} \mathrm{rad} / \mathrm{s} \tag{5.17}
\end{equation*}
$$

The velocity transformation above is a good approximation to the full equations, which is demonstrated later in this section. However, our analysis requires the use of a more precise velocity transformation. The complete velocity transformation requires the time-derivative of the transformation matrix and is written

$$
\begin{equation*}
\vec{v}_{\mathrm{GCRS}}=\mathbf{T} \vec{v}_{\mathrm{ITRS}}+\dot{\mathbf{T}} \vec{r}_{\mathrm{ITRS}} \tag{5.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\vec{v}_{\mathrm{ITRS}}=\mathbf{T}^{\mathrm{T}} \vec{v}_{\mathrm{GCRS}}+\dot{\mathbf{T}}^{\mathrm{T}} \vec{r}_{\mathrm{GCRS}} . \tag{5.19}
\end{equation*}
$$

To simplify the derivative calculations, the three z-axis rotations ( $\theta_{E R A}, s$, and $s^{\prime}$ ) can be combined as is done in Capitaine et al (2006). The new matrices, denoted by an asterisk in the subscript, are then

$$
\begin{align*}
& \mathbf{C}_{*}=\left[\begin{array}{ccc}
1-a X^{2} & -a X Y & X \\
-a X Y & 1-a Y^{2} & Y \\
-X & -Y & 1-a\left(X^{2}+Y^{2}\right)
\end{array}\right]  \tag{5.20}\\
& \mathbf{R}_{*}=\mathrm{R}_{3}(s) \mathrm{R}_{3}\left(-\theta_{E R A}\right) \mathrm{R}_{3}\left(-s^{\prime}\right)=\mathrm{R}_{3}(-\phi)  \tag{5.21}\\
& \mathbf{W}_{*}=\mathrm{R}_{2}\left(x_{p}\right) \mathrm{R}_{1}\left(y_{p}\right) \tag{5.22}
\end{align*}
$$

where

$$
\begin{equation*}
\phi \equiv \theta_{E R A}+s^{\prime}-s . \tag{5.23}
\end{equation*}
$$

[^17]The new matrix definitions result in the same overall transformation matrix

$$
\begin{equation*}
\mathbf{T}=\mathbf{T}_{*}=\mathbf{C}_{*} \mathbf{R}_{*} \mathbf{W}_{*}, \tag{5.24}
\end{equation*}
$$

where rotation matrices are now in a more manageable form for computing their respective timederivatives. The time derivative of the transformation matrix and its transpose needed in Eqs. 5.18 and 5.19 are given by

$$
\begin{equation*}
\dot{\mathbf{T}}=\dot{\mathbf{T}}_{*}=\dot{\mathbf{C}}_{*} \mathbf{R}_{*} \mathbf{W}_{*}+\mathbf{C}_{*} \dot{\mathbf{R}}_{*} \mathbf{W}_{*}+\mathbf{C}_{*} \mathbf{R}_{*} \dot{\mathbf{W}}_{*} \tag{5.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{\mathbf{T}}^{\mathrm{T}}=\dot{\mathbf{T}}_{*}^{\mathrm{T}}=\dot{\mathbf{W}}_{*}^{\mathrm{T}} \mathbf{R}_{*}^{\mathrm{T}} \mathbf{C}_{*}^{\mathrm{T}}+\mathbf{W}_{*}^{\mathrm{T}} \dot{\mathbf{R}}_{*}^{\mathrm{T}} \mathbf{C}_{*}^{\mathrm{T}}+\mathbf{W}_{*}^{\mathrm{T}} \mathbf{R}_{*}^{\mathrm{T}} \dot{\mathbf{C}}_{*}^{\mathrm{T}} . \tag{5.26}
\end{equation*}
$$

where the time-derivative of each matrix is detailed explicitly in Sec. 5.9.1. The rates of change of $X, Y, \theta_{E R A}, s^{\prime}, s, x_{p}$, and $y_{p}$ are required for the rigorous computation of $\dot{\mathbf{T}}$. Figure 5.4 shows the magnitude of each parameter's rate of change from the year 2000 to 2050 to demonstrate the relative importance of each parameter in the total transformation derivative. Note that the derivative of $\theta_{E R A}$ is simply $\omega_{\oplus}$. The remaining derivatives are computed using a 4th-order (i.e., 5 -point) central difference scheme (Fornberg, 1988). A step size of 900 seconds was used for $\dot{X}, \dot{Y}$, and $\dot{s}$ and a step of 90 seconds is used for the computation of $\dot{x}_{p}$ and $\dot{y}_{p} .{ }^{6}$ Ocean tide corrections are incorporated into $x_{p}$ and $y_{p}$ when computing their derivatives, which actually dominate the derivative calculation due to their relatively steep oscillations compared to the slowly varying uncorrected values.

Figure 5.4 reveals that the rotation rate of the Earth through the angle $\theta_{E R A}$ (i.e., $\omega_{\oplus}$ ) is approximately 7 orders of magnitude greater than the next largest derivatives, $\dot{X}$ and $\dot{Y}$. Polar motion rates are then approximately an order of magnitude smaller than the CIP coordinate rates. Finally, the rates $\dot{s}$ and $\dot{s}^{\prime}$ are several orders of magnitude smaller than polar motion. This provides an idea about the importance of each parameter, and thus each matrix derivative, in the transformation of velocity between the ITRS and GCRS.

[^18]

Figure 5.4: Comparison of the time derivative of individual CIO and EOP parameters over time. Derivatives are absolute values and are computed using a 4th-order central difference technique with optimized step sizes for each parameter.

The next step is to analyze the magnitude of each matrix time derivative directly for $\mathbf{W}_{*}$, $\mathbf{R}_{*}$, and $\mathbf{C}_{*}$. This can be done by computing the rotation vector of each contributing factor. This is analogous to the Earth rotation vector used in Eqs. 5.14 and 5.15. The rotation vector equivalent of $\dot{\mathbf{T}}_{*}^{\mathrm{T}}$ is given by

$$
\dot{\mathbf{T}}_{*}^{\mathrm{T}} \mathbf{T}_{*}=[\vec{\omega}]_{\times}=\left[\begin{array}{ccc}
0 & -\omega_{3} & \omega_{2}  \tag{5.27}\\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right]
$$

where $[\vec{\omega}]_{\times}$is a skew symmetric matrix (SSM) representing the cross product ( $\vec{\omega} \times$ ). This SSM is the Earth's instantaneous rotation vector and is the same one needed for the computation of the Coriolis and centripetal accelerations discussed in Sec. 5.6.2. Equation 5.27 can then be written out as

$$
\begin{equation*}
\dot{\mathbf{T}}_{*}^{\mathrm{T}} \mathbf{T}_{*}=\dot{\mathbf{W}}_{*}^{\mathrm{T}} \mathbf{W}_{*}+\mathbf{W}_{*}^{\mathrm{T}} \dot{\mathbf{R}}_{*}^{\mathrm{T}} \mathbf{R}_{*} \mathbf{W}_{*}+\mathbf{W}_{*}^{\mathrm{T}} \mathbf{R}_{*}^{\mathrm{T}} \dot{\mathbf{C}}_{*}^{\mathrm{T}} \mathbf{C}_{*} \mathbf{R}_{*} \mathbf{W}_{*} . \tag{5.28}
\end{equation*}
$$

Each group containing one matrix derivative can be computed separately and used to form its own

SSM such that

$$
\begin{equation*}
[\vec{\omega}]_{x}=\left[\vec{\omega}_{W}\right]_{x}+\left[\vec{\omega}_{R}\right]_{x}+\left[\vec{\omega}_{C}\right]_{x} . \tag{5.29}
\end{equation*}
$$

Fortunately, each SSM component is able to be simplified greatly into

$$
\begin{gather*}
\vec{\omega}_{W}=\left[\begin{array}{c}
\dot{y}_{p} \\
\dot{x}_{p} \cos y_{p} \\
\dot{x}_{p} \sin y_{p}
\end{array}\right]  \tag{5.30}\\
\vec{\omega}_{R}=\dot{\phi}\left[\begin{array}{c}
-\sin x_{p} \\
\cos x_{p} \sin y_{p} \\
-\cos x_{p} \cos y_{p}
\end{array}\right]  \tag{5.31}\\
\vec{\omega}_{C}=\frac{\mathbf{W}_{*}^{\mathrm{T}} \mathbf{R}_{*}^{\mathrm{T}}}{Z}\left[\begin{array}{c}
q X+\dot{Y} \\
q Y-\dot{X} \\
-q Z
\end{array}\right] \tag{5.32}
\end{gather*}
$$

where $q=a(Y \dot{X}-X \dot{Y})$. We now have a set of simple equations to compute the contribution of each transformation matrix derivative (polar motion, proper motion, and bias-precession-nutation) expressed in terms of the standard CIO parameters, EOPs, and their time rates of change. This process of creating individual rotation vector components for Earth's net rotation is based upon Capitaine et al (2006), which presents a similar quantity (using a slightly different transformation definition) towards the goal of developing dynamical equations of Earth's rigid body rotation. The resulting rotation vector components of Capitaine et al (2006), however, are different enough from $\dot{\mathbf{T}}_{*}^{\mathrm{T}} \mathbf{T}_{*}$ to warrant the derivation presented here.

Figure 5.5 depicts the magnitude of each rotation vector component ( $\omega_{W}, \omega_{R}$, and $\omega_{C}$ ) between the year 2000 and 2050. A similar trend as in Fig. 5.4 is depicted where Earth's proper motion $\left(\omega_{R}\right)$ contributes to the total rotation the most and the rotation due to polar motion $\left(\omega_{W}\right)$ contributes the least.

We now have a detailed expression for transforming velocity vectors between the ITRS and GCRS and an understanding of the relative contribution of each component of Earth's rotation vec-


Figure 5.5: Magnitudes of each component of Earth's total rotation vector from the year 2000 to 2050.
tor. This detailed velocity transformation is necessary for comparing orbit propagations performed in the ITRS versus propagations performed in the GCRS.

We should also consider the impact that various simplifications to this detailed model have on velocity transformations for cases that do not require the highest accuracy. The computation of the full Earth rotation vector is notably more time consuming than using the basic proper motion assumption $\left(\vec{\omega}_{\oplus}\right)$ due to the computation of the derivatives of each CIO parameter and EOP. ${ }^{7}$

For this analysis, velocity transformations from the GCRS to the ITRS are performed at points along each orbit described in Table 5.4. These velocity transformations are made every 5 degrees in true anomaly and every 4.66 hours in time between 1 Jan 2000 and 1 Jan 2015 to avoid repeating times and obtain good spatial and temporal resolution. The reference, or "truth", ITRS velocity vector is computed using the full form of Eq. 5.26, including EOP ocean tide corrections and the derivative of each parameter in the model. Table 5.6 shows the maximum errors of the

[^19]transformed ITRS velocities due to several possible implementations. Each reported error is the error in the velocity magnitude. The results show the following:

- Excluding EOP ocean tide corrections results in $\mu \mathrm{m} / \mathrm{s}$ errors.
- Excluding $\vec{\omega}_{W}, \dot{s}$, and $\dot{s}^{\prime}$ has little impact on the velocity magnitude.
- Excluding the LOD parameter, which modifies $\omega_{\oplus}$, is acceptable, especially if $\vec{\omega}_{C}$ and $\vec{\omega}_{W}$ are also excluded.

We conclude that the use of Eqs. 5.14 and 5.15 to transform velocity yields sufficient accuracy for most applications and the exclusion of the LOD are both warranted. If a higher accuracy is required, the best choice is to add the $\vec{\omega}_{C}$ component (precession-nutation rates, $\dot{\mathbf{C}}$ ). Note that even precise orbit determination of spacecraft in LEO produces velocity uncertainties on the order of $\mathrm{mm} / \mathrm{s}$, further justifying the use of the simplified recommendation made here.

Table 5.6: Maximum velocity transformation errors (magnitude) due to simplifications of Earth's rotation vector. Values are the maximum error in velocity magnitude found in simulations covering transformations made every 5 degrees in true anomaly and every 4.66 hours from 1 Jan 2000 to 1 Jan 2015.

| Orbit | $\vec{\omega}_{R}, \vec{\omega}_{C}, \vec{\omega}_{W}$ <br> No EOP tides | $\vec{\omega}_{R}, \vec{\omega}_{C}$ <br> No EOP tides <br> $\dot{s}, \dot{s}^{\prime}=0$ | $\vec{\omega}_{R}$ <br> No EOP tides <br> $\dot{s}, \dot{s}^{\prime}=0$ | $\vec{\omega}_{R}$ <br> No EOP tides <br> LOD, $\dot{s}, \dot{s}^{\prime}=0$ |
| :--- | :--- | :--- | :--- | :--- |
| LEO $(400 \mathrm{~km})$ | $4.9 \mu \mathrm{~m} / \mathrm{s}$ | $5.2 \mu \mathrm{~m} / \mathrm{s}$ | $58 \mu \mathrm{~m} / \mathrm{s}$ | $58 \mu \mathrm{~m} / \mathrm{s}$ |
| LEO $(800 \mathrm{~km})$ | $5.2 \mu \mathrm{~m} / \mathrm{s}$ | $5.5 \mu \mathrm{~m} / \mathrm{s}$ | $61 \mu \mathrm{~m} / \mathrm{s}$ | $62 \mu \mathrm{~m} / \mathrm{s}$ |
| GPS | $19 \mu \mathrm{~m} / \mathrm{s}$ | $23 \mu \mathrm{~m} / \mathrm{s}$ | $0.23 \mathrm{~mm} / \mathrm{s}$ | $0.23 \mathrm{~mm} / \mathrm{s}$ |
| GEO | $30 \mu \mathrm{~m} / \mathrm{s}$ | $36 \mu \mathrm{~m} / \mathrm{s}$ | $0.36 \mathrm{~mm} / \mathrm{s}$ | $0.37 \mathrm{~mm} / \mathrm{s}$ |

### 5.6.2 ITRS Orbit Propagation Analysis and Results

This section details the additional force model terms needed for orbit propagation in the ITRS and presents orbit propagation accuracy as a function of the fidelity of these models. Propagating a satellite orbit and performing orbit determination (OD) using ITRS position and velocity has several advantages over the use of the GCRS for certain applications, namely near real-time OD through the use of GNSS or ground-based measurements. Montenbruck and Ramos-Bosch (2008) successfully demonstrate the use of ITRS-based orbit propagation for OD of several flight missions using a GPS receiver.

The consequence from using a rotating frame when propagating an orbit is the need to include Euler, Coriolis, and centripetal accelerations into the force model. The additional consideration is that any other acceleration that is naturally expressed and computed in a different frame (e.g., the GCRS) must be rotated to the ITRS. The total acceleration of the satellite expressed in the ITRS, analogous to Eq. 5.11, is given by

$$
\begin{equation*}
\ddot{\vec{r}}_{\text {ITRS }}=\ddot{\vec{r}}_{\mathrm{pm}}+\ddot{\vec{r}}_{\mathrm{ns}}+\ddot{\vec{r}}_{\mathrm{d}}+\mathbf{T}^{\mathrm{T}}\left(\ddot{\vec{r}}_{\mathrm{r}}+\ddot{\vec{r}}_{\mathrm{srp}}\right)+\ddot{\vec{r}}_{\mathrm{cc}} \tag{5.33}
\end{equation*}
$$

where the acceleration due to the Earth as a point mass and non-spherical gravity field are computed directly in the ITRS. Atmospheric drag can be computed in the ITRS by using the satellite's ITRS velocity vector for the relative velocity vector needed in the calculation (see Sec. 5.9.2.7 for details). Equation 5.33 shows that third-body (e.g., lunisolar) and solar radiation pressure accelerations (for example) are computed in the GCRS and must be transformed to the ITRS for inclusion into the total acceleration. The last acceleration term in Eq. 5.33, denoted $\ddot{\vec{r}}_{\mathrm{cc}}$, accounts for rotating frame being used and is given by

$$
\begin{equation*}
\ddot{\vec{r}}_{\mathrm{cc}}=-\dot{\vec{\omega}} \times \vec{r}_{\mathrm{ITRS}}-2 \vec{\omega} \times \vec{v}_{\mathrm{ITRS}}-\vec{\omega} \times \vec{\omega} \times \vec{r}_{\mathrm{ITRS}} \tag{5.34}
\end{equation*}
$$

which is composed of three components: (1) the tangential acceleration (also known as the Euler force) ( $-\dot{\vec{\omega}} \times \vec{r}_{\text {ITRS }}$ ), (2) Coriolis acceleration ( $-2 \vec{\omega} \times \vec{v}_{\text {ITRS }}$ ), and (3) centripetal acceleration ( $-\vec{\omega} \times$ $\vec{\omega} \times \vec{r}_{\text {ITRS }}$ ). The study presented here provides an in depth investigation into the effects of $\vec{\omega}$
simplifications on orbit propagation as well as demonstrates that using the rigorous computation of $\vec{\omega}$ yields accurate long-term propagations in the ITRS. We also provide all of the necessary partial derivatives to be able to perform ITRS-based OD using a Kalman filter in Sec. 5.9.2. This includes measurement sensitivity matrix partials for kinematic GPS point solution measurements and pseudorange observations, as well as the state transition mapping matrix partials.

As in Sec. 5.6.1, $\vec{\omega}$ is the instantaneous rotation vector of the Earth. For the computation of acceleration in Eq. 5.34, however, we need the negative of Eqs. 5.28 and 5.29 such that

$$
\begin{equation*}
[\vec{\omega}]_{x}=-\left(\dot{\mathbf{T}}_{*}^{\mathrm{T}} \mathbf{T}_{*}\right) . \tag{5.35}
\end{equation*}
$$

Montenbruck and Ramos-Bosch (2008) recommend a simplified Earth rotation vector

$$
\begin{equation*}
\vec{\omega} \approx \mathbf{W}^{\mathrm{T}} \vec{\omega}_{\oplus}, \tag{5.36}
\end{equation*}
$$

which is equivalent to $-\vec{\omega}_{R}$ without $\dot{s}$ or $\dot{s}^{\prime}$. The inclusion of $\mathbf{W}^{\mathrm{T}}$ transforms the rotation axis, $\vec{\omega}_{\oplus}$, from the Terrestrial Intermediate Reference System (TIRS) to the ITRS.

Figure 5.6 illustrates the magnitude of the Euler/Coriolis/centripetal acceleration compared to other acceleration models in order to demonstrate its importance in ITRS orbit propagation. ${ }^{8}$

The magnitude of the acceleration is approximately within an order of magnitude of the point mass acceleration.

Figure 5.7 depicts the magnitude of the Euler/Coriolis/centripetal acceleration an $800-\mathrm{km}$ LEO orbit at four different inclinations. Non-equatorial orbits exhibit a sinusoidal pattern, as expected, where higher inclination orbits show a greater variation in the acceleration. The peaks of the inclined orbit accelerations that rise above the equatorial orbit acceleration are caused by: (1) higher ITRS velocities due to the inclination and (2) velocity vectors nearly perpendicular to the Earth's rotation vector. This behavior indicates the importance of choosing an appropriate step size for fixed-step numerical integration or the use of a variable-step scheme.

The orbits listed in Table 5.4 are used to investigate the accuracy of ITRS orbit propagation

[^20]

Figure 5.6: Comparison of force models at different altitudes. Plot style based on Montenbruck and Gill (2000).


Figure 5.7: Behavior of Euler/Coriolis/centripetal acceleration for an 800 -km altitude LEO orbit with several different orbit inclinations.
and to determine the effect of Euler/Coriolis/centripetal acceleration modeling on ITRS propagation accuracy. Each reference orbit is generated using orbit propagation in the GCRS with the
same settings as was done in Sec. 5.5. Each ITRS orbit propagation and associated maximum position error are computed using the following methodology:
(1) The initial GCRS position and velocity are transformed to the ITRS using the full accuracy procedure. ${ }^{9}$
(2) Orbit propagation is carried out in the ITRS using the schemes specified in each column of Table 5.7 for the computation of the Euler/Coriolis/centripetal acceleration.
(3) The ITRS position at each propagation step is transformed to the GCRS using the full accuracy procedure.
(4) Each position is compared to the reference orbit position and the maximum 3 D position error is displayed in Table 5.7.

The results presented in Table 5.7 yield several conclusions. First, performing orbit propagation in the ITRS using the rigorous formulation for Earth's rotation vector, Eq. 5.35, and including the Euler acceleration in Eq. 5.34 (i.e., referring to the leftmost column of results) yields accurate propagations for relatively long period of time (hours for LEO and days for GEO).

[^21]Table 5.7: Maximum ITRS orbit propagation position errors for each orbit type and Earth rotation vector computation method. Position errors are given for multiple propagation durations. Each reference propagation was performed in the GCRS using all EOPs and their respective ocean tide corrections.

| Orbit | Duration | $\vec{\omega}_{R}, \vec{\omega}_{C}, \vec{\omega}_{W}, \dot{\vec{\omega}}$ | $\vec{\omega}_{R}$ | $\vec{\omega}_{R}$ | $\vec{\omega}_{\oplus}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | No EOP tides | No EOP tides |  |
|  |  | $\dot{s}^{\prime}=0$ | $\dot{s}, \dot{s}^{\prime}=0$ | LOD, $\dot{s}, \dot{s}^{\prime}=0$ | LOD $=0$ |
| $\begin{aligned} & \text { LEO } \\ & (400 \mathrm{~km}) \end{aligned}$ | 1 min | 0.064 mm | 0.20 mm | 0.21 mm | 4.1 mm |
|  | 15 min | 0.93 mm | 4.9 cm | 4.9 cm | 1.1 m |
|  | 6 hrs | 6.6 cm | 4.1 m | 4.1 m | 81 m |
| $\begin{aligned} & \text { LEO } \\ & (800 \mathrm{~km}) \end{aligned}$ | 1 min | 0.068 mm | 0.20 mm | 2.0 mm | 4.0 mm |
|  | 15 min | 0.98 mm | 4.7 cm | 4.7 cm | 0.98 m |
|  | 6 hrs | 6.8 cm | 4.3 m | 4.3 m | 85 m |
| GPS | 15 min | 5.2 mm | 2.2 cm | 2.2 cm | 0.41 m |
|  | 12 hrs | 0.66 m | 27 m | 28 m | 46 m |
| GEO | 1 day | 0.41 m | 37 m | 43 m | 420 m |
|  | 3 days | 1.2 m | 110 m | 130 m | 1300 m |

The assumption that Earth's rotation axis is aligned with the z-axis of the ITRS (i.e., using $\vec{\omega}_{\oplus}$ ) produces orbit propagation errors that grow rapidly in every orbit regime. However, the inclusion of only the polar motion matrix, even while excluding ocean tide corrections, their rates, as well as LOD, $\dot{s}$, and $\dot{s}^{\prime}$, produces errors less than 5 cm in LEO and less than 2.5 cm in GPS over 15 minutes. This refers to the second column from the right in Table 5.7 and is equivalent to Eq. 5.36. Many satellites which employ a GPS receiver for orbit determination take record pseudorange and carrier-phase observations at 10 - or 30 -second intervals. At this update frequency, the use of $\vec{\omega}_{R}$ with ITRS orbit propagation does not introduce any meaningful error into the propagation. This viable ITRS-based implementation for orbit propagation, and thus orbit determination, eliminates the need to compute precession-nutation quantities and only requires rough values for $x_{p}$ and $y_{p}$, such as polynomial fits. Section 5.9 .2 contains the necessary partial derivatives for performing orbit determination with ITRS position and velocity instead of the traditional GCRS. Measurement sensitivity matrix partials are given for both kinematic GPS position/clock bias measurements and pseudorange measurements. State transition mapping matrix partials are also given for a variety of force models.

### 5.7 Conclusion

In this paper, we have investigated the impact of bias-precession-nutation simplifications and EOP usage on orbit propagation for several orbit regimes. Specifically, their impact is contained to the evaluation and rotation of the acceleration vector due to Earth's gravity field for inertial orbit propagation. Simplifications to the CIO-based ITRS/GCRS transformation method, such as tabulation/interpolation and truncated series, are discussed and short-term polynomial fits to CIP coordinates ( $X$ and $Y$ ) are introduced. The results demonstrate that EOPs as well as bias-precession-nutation simplifications have little effect on orbit propagation at any altitude. Ignoring EOPs entirely and using a 6 -term series approximation for $X$ and $Y$ yield orbit propagation errors of 1 m after 6 hours in LEO and only 53 cm after 3 days in GEO. This robustness to EOPs and bias-precession-nutation simplifications allows for a faster and lower memory ITRS/GCRS transformation. It also makes orbit propagation in real-time and in the future robust to errors in EOP predictions or excluding them entirely. Note, however, that an over simplified approach of using only a GMST rotation to transform between the ITRS and GCRS results in large orbit propagation errors on the order of 1 km in LEO and 80 m in GEO after 6 hours and 3 days, respectively. Therefore, the 4 -term series approximation of $X$ and $Y$ should be used at the minimum. The CIO locator, $s$, can be safely ignored for all inertial orbit propagations about Earth.

In addition to orbit propagation in an inertial system, we detail propagation in the rotating ITRS. This requires additional acceleration terms in the force model to account for centripetal, Coriolis, and Euler forces. The time-derivative of the ITRS/GCRS transformation matrix for velocity transformations and the ITRS rotation vector are both presented in detail. The results demonstrate that precise orbit propagation can be performed in the ITRS, but it comes with a high computational burden. The high computational load is mainly due to the time-derivatives of bias-precession-nutation and polar motion, along with the Euler force. However, a simplified computation of the ITRS rotation vector and neglect of the Euler force achieves orbit propagation errors less than 5 cm in LEO and 2.2 cm for GPS orbits in 15 minutes. Since propagation in the

ITRS is mainly beneficial to GPS-based orbit determination, typical propagation durations between measurements is only 30 seconds, making ITRS propagation tractable. This simplified approach only requires approximate polar motion coordinates, which can be provided, for example, via short data tables or 15 -day quadratic fits. In the near future, polar motion parameters and the $\Delta$ UT1 time difference will be broadcast operationally as part of GPS civilian navigation messages on the modernized L2C and L5 signals.

Overall, this work provides simplifications to the ITRS/GCRS transformation that enable orbit propagation without meaningful loss of accuracy in addition to improved efficiency and lower memory usage. We detail procedures for orbit propagation in both the inertial GCRS and rotating ITRS. The results allow astrodynamicists and scientists to employ efficient algorithms in simulations, on-board and post-processing orbit determination, and conjunction assessment.
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### 5.9 Appendix

### 5.9.1 ITRS/GCRS Transformation Derivatives

This section contains the time derivatives of each rotation matrix in the ITRS/GCRS transformation. Specifically, the derivatives are given for each of the modified rotations in Eqs. 5.20-5.22. Each C and S refer to cosine and sine, respectively. The time derivative of the modified polar motion
matrix is given by

$$
\dot{\mathbf{W}}_{*}=\left[\begin{array}{ccc}
-\mathrm{S}\left(x_{p}\right) \dot{x}_{p} & \mathrm{C}\left(x_{p}\right) \mathrm{S}\left(y_{p}\right) \dot{x}_{p}+\mathrm{S}\left(x_{p}\right) \mathrm{C}\left(y_{p}\right) \dot{y}_{p} & -\mathrm{C}\left(x_{p}\right) \mathrm{C}\left(y_{p}\right) \dot{x}_{p}+\mathrm{S}\left(x_{p}\right) \mathrm{S}\left(y_{p}\right) \dot{y}_{p}  \tag{5.37}\\
0 & -\mathrm{S}\left(y_{p}\right) \dot{y}_{p} & \mathrm{C}\left(y_{p}\right) \dot{y}_{p} \\
\mathrm{C}\left(x_{p}\right) \dot{x}_{p} & \mathrm{~S}\left(x_{p}\right) \mathrm{S}\left(y_{p}\right) \dot{x}_{p}-\mathrm{C}\left(x_{p}\right) \mathrm{C}\left(y_{p}\right) \dot{y}_{p} & -\mathrm{S}\left(x_{p}\right) \mathrm{C}\left(y_{p}\right) \dot{x}_{p}-\mathrm{C}\left(x_{p}\right) \mathrm{S}\left(y_{p}\right) \dot{y}_{p}
\end{array}\right] \text {, }
$$

and the derivative of the modified Earth rotation matrix (or proper motion matrix) is

$$
\dot{\mathbf{R}}_{*}=\dot{\phi}\left[\begin{array}{ccc}
-\mathrm{S}(\phi) & -\mathrm{C}(\phi) & 0  \tag{5.38}\\
\mathrm{C}(\phi) & -\mathrm{S}(\phi) & 0 \\
0 & 0 & 0
\end{array}\right]
$$

where

$$
\begin{align*}
& \phi=\theta_{\mathrm{ERA}}+s^{\prime}-s,  \tag{5.39}\\
& \dot{\phi}=\omega_{\oplus}+\dot{s}^{\prime}-\dot{s} . \tag{5.40}
\end{align*}
$$

The rotation rate of the Earth, $\omega_{\oplus}$, can be computed using Eq. 5.17. Finally, the time derivative of the modified CIO-based bias-precession-nutation matrix is

$$
\dot{\mathbf{C}}_{*}=\left[\begin{array}{ccc}
-\dot{a} X^{2}-2 a X \dot{X} & -\dot{a} X Y-a(Y \dot{X}+X \dot{Y}) & \dot{X}  \tag{5.41}\\
-\dot{a} X Y-a(Y \dot{X}+X \dot{Y}) & -\dot{a} Y^{2}-2 a Y \dot{Y} & \dot{Y} \\
-\dot{X} & -\dot{Y} & -(X \dot{X}+Y \dot{Y}) / Z
\end{array}\right]
$$

where the z -component of the CIP is

$$
\begin{equation*}
Z=\sqrt{1-X^{2}-Y^{2}} \tag{5.42}
\end{equation*}
$$

and the the parameter, $a$, and its derivative are

$$
\begin{equation*}
a=1 /(1+Z), \tag{5.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\dot{a}=\frac{a^{2}(X \dot{X}+Y \dot{Y})}{Z} . \tag{5.44}
\end{equation*}
$$

### 5.9.2 Partial Derivatives for ITRS Orbit Determination

Filters commonly used for orbit determination, such as the batch filter, conventional Kalman filter (CKF), and the extended Kalman filter (EKF), require partial derivatives of several quantities with respect to the state being estimated. This sections provides the partial derivatives needed for performing orbit determination with a filter set up to estimate ITRS position and velocity instead of the commonly-used GCRS. The partial derivatives include those for the measurement sensitivity matrix and the state transition mapping matrix. The filter state to be estimated is assumed to be

$$
\mathbf{X}=\left[\begin{array}{lllll}
\vec{r}_{\text {ITRS }} & \vec{v}_{\text {ITRS }} & b & C_{\mathrm{d}} & C_{\mathrm{r}} \tag{5.45}
\end{array}\right]^{\mathrm{T}}
$$

where $b$ is the receiver clock bias, $C_{\mathrm{d}}$ is the satellite drag coefficient, and $C_{\mathrm{r}}$ is the satellite coefficient of reflectivity.

### 5.9.2.1 Measurement Sensitivity Matrix, $\tilde{H}$

This section provides partial derivatives of the measurement sensitivity matrix for two measurement types: (1) GPS kinematic point solutions and (2) GPS pseudorange observations. The measurement sensitivity matrix, $\tilde{\boldsymbol{H}}$, is the partial derivative of the measurement model, $G$, with respect to the filter state being estimated, $\mathbf{X}$. The measurement sensitivity matrix generalized to $j$ observations and a filter state of length $n$ is

$$
\tilde{\boldsymbol{H}}=\frac{\partial G(\mathbf{X}, t)}{\partial \mathbf{X}}=\left[\begin{array}{cccc}
\frac{\partial G_{1}}{\partial X_{1}} & \frac{\partial G_{1}}{\partial X_{2}} & \cdots & \frac{\partial G_{1}}{\partial X_{n}}  \tag{5.46}\\
\frac{\partial G_{2}}{\partial X_{1}} & \frac{\partial G_{2}}{\partial X_{2}} & \cdots & \frac{\partial G_{2}}{\partial X_{n}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial G_{j}}{\partial X_{1}} & \frac{\partial G_{j}}{\partial X_{2}} & \cdots & \frac{\partial G_{j}}{\partial X_{n}}
\end{array}\right] .
$$

### 5.9.2.2 GPS Point Solution Measurements

A common observation set that is automatically generated by most GPS receivers is a kinematic ITRS position solution and receiver clock bias estimate. This observation set is denoted

$$
G(\mathbf{X}, t)=\left[\begin{array}{ll}
\vec{r}_{\text {ITRS }} & b \tag{5.47}
\end{array}\right]^{\mathrm{T}},
$$

where $G$ is really a set of four observations at one time. Given the filter state in Eq. 5.45, the measurement sensitivity matrix is composed as

$$
\tilde{\boldsymbol{H}}=\left[\begin{array}{lllll}
\frac{\partial G}{\partial \vec{r}_{\text {ITRS }}} & \frac{\partial G}{\partial \vec{v}_{\mathrm{I} T R S}} & \frac{\partial G}{\partial b} & \frac{\partial G}{\partial C_{\mathrm{d}}} & \frac{\partial G}{\partial C_{\mathrm{r}}} \tag{5.48}
\end{array}\right],
$$

where each component of the matrix can be computed separately with

$$
\begin{gather*}
\frac{\partial G}{\partial \vec{r}_{\mathrm{ITRS}}}=\left[\begin{array}{cc}
I_{3 \times 3} \\
0 & 0
\end{array}\right],  \tag{5.49}\\
\frac{\partial G}{\partial \vec{v}_{\mathrm{ITRS}}}=\left[\begin{array}{l}
0_{4 \times 3}
\end{array}\right],  \tag{5.50}\\
\frac{\partial G}{\partial b}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right] \tag{5.51}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{\partial G}{\partial C_{\mathrm{d}}}=\frac{\partial G}{\partial C_{\mathrm{r}}}=\left[0_{4 \times 1}\right] . \tag{5.52}
\end{equation*}
$$

If the filter state contains position and velocity in the GCRS instead, the only change is to the partial of the observations with respect to the position such that

$$
\frac{\partial G}{\partial \vec{r}_{\mathrm{GCRS}}}=\left[\begin{array}{ccc} 
& \mathbf{T}^{\mathrm{T}} &  \tag{5.53}\\
0 & 0 & 0
\end{array}\right]
$$

where the transformation matrix takes the place of the identity matrix in Eq. 5.49.

### 5.9.2.3 Pseudorange Measurements

This section provides the partial derivatives for a GPS-based pseudorange measurement, $\rho$. This measurement can be modeled using the simple expression

$$
\begin{equation*}
G(\mathbf{X}, t)=\rho=R+b-c \delta t_{\mathrm{GPS}} \tag{5.54}
\end{equation*}
$$

where $R$ is the geometric distance between the GPS satellite position ( $\left.\vec{s}_{\text {ITRS }}\right)$ at the time of signal transmission $\left(t_{t}\right)$ and the receiver position ( $\vec{r}_{\text {ITRS }}$ ) at the time of signal reception ( $t$ ) (i.e., $R=$ $\left.\left\|\vec{r}_{\text {ITRS }}(t)-\vec{s}_{\text {ITRS }}\left(t_{t}\right)\right\|\right)$. The last term in Eq. $5.54\left(c \delta t_{\mathrm{GPS}}\right)$ is the GPS satellite clock bias (speed of light times clock bias). The ITRS position of the GPS satellite and GPS clock bias can be computed using parameters from the GPS navigation message or through the use of precise ephemerides published by the International GNSS Service (IGS). Note that Eq. 5.54 does not include terms for ionospheric delay, tropospheric delay, or multipath. These excluded terms, however, do not alter the partial derivatives given here. The partial derivatives for a single pseudorange measurement with respect to the ITRS filter state, $\mathbf{X}$, are

$$
\begin{gather*}
\frac{\partial G}{\partial \vec{r}_{\mathrm{ITRS}}}=\frac{\left(\vec{r}_{\mathrm{ITRS}}-\vec{s}_{\mathrm{ITRS}}\right)^{\mathrm{T}}}{R},  \tag{5.55}\\
\frac{\partial G}{\partial \vec{v}_{\mathrm{ITRS}}}=\left[\begin{array}{lll}
0 & 0 & 0
\end{array}\right]  \tag{5.56}\\
\frac{\partial G}{\partial b}=1 \tag{5.57}
\end{gather*}
$$

and

$$
\begin{equation*}
\frac{\partial G}{\partial C_{\mathrm{d}}}=\frac{\partial G}{\partial C_{\mathrm{r}}}=0 \tag{5.58}
\end{equation*}
$$

If the filter state being estimated contains position in the GCRS instead, the relevant partial becomes

$$
\begin{equation*}
\frac{\partial G}{\partial \vec{r}_{\mathrm{GCRS}}}=\frac{\partial G}{\partial \vec{r}_{\mathrm{ITRS}}} \frac{\partial \vec{r}_{\mathrm{ITRS}}}{\partial \vec{r}_{\mathrm{GCRS}}}, \tag{5.59}
\end{equation*}
$$

where

$$
\begin{equation*}
\frac{\partial \vec{r}_{\mathrm{ITRS}}}{\partial \vec{r}_{\mathrm{GCRS}}}=\mathbf{T}^{\mathrm{T}} \tag{5.60}
\end{equation*}
$$

All other partial derivatives remain unchanged.

### 5.9.2.4 State Transition Mapping Matrix, $A$

The state transition matrix (STM), $\boldsymbol{\Phi}$, maps state deviations from one time to another. It is the partial derivative of the state at one time with respect to the state at some epoch and is used in a Kalman filter for mapping the measurement sensitivity matrix as well as the state's covariance. For the application of Kalman filtering in orbit determination, the STM is propagated through time, which is typically done through numerical integration. The time derivative of the STM is given by

$$
\begin{equation*}
\dot{\Phi}=\boldsymbol{A} \boldsymbol{\Phi} \tag{5.61}
\end{equation*}
$$

where $\boldsymbol{A}$ is the state transition mapping matrix (Tapley et al, 2004). The state transition mapping matrix is the partial derivative of the state derivative with respect to the state

$$
\boldsymbol{A}=\frac{\partial \dot{\mathbf{X}}}{\partial \mathbf{X}}=\left[\begin{array}{cccc}
\frac{\partial \dot{X}_{1}}{\partial X_{1}} & \frac{\partial \dot{X}_{1}}{\partial X_{2}} & \cdots & \frac{\partial \dot{X}_{1}}{\partial X_{n}}  \tag{5.62}\\
\frac{\partial \dot{X}_{2}}{\partial X_{1}} & \frac{\partial \dot{X}_{2}}{\partial X_{2}} & \cdots & \frac{\partial \dot{X}_{2}}{\partial X_{n}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial \dot{X}_{n}}{\partial X_{1}} & \frac{\partial \dot{X}_{n}}{\partial X_{2}} & \cdots & \frac{\partial \dot{X}_{n}}{\partial X_{n}}
\end{array}\right],
$$

where the derivative of state in this example is

$$
\dot{\mathbf{X}}=\left[\begin{array}{lllll}
\vec{v}_{\mathrm{ITRS}} & \ddot{\vec{r}}_{\mathrm{ITRS}} & \dot{b} & \dot{C}_{\mathrm{d}} & \dot{C}_{\mathrm{r}} \tag{5.63}
\end{array}\right]^{\mathrm{T}}
$$

For our purposes here, we will assume that $b, C_{\mathrm{d}}$, and $C_{\mathrm{r}}$ are treated as constant parameters, each with a derivative of zero. The first entry in Eq. 5.63 is the satellite's ITRS velocity vector and the second is the acceleration vector. The main calculation involved in Eq. 5.62 is the computation of the acceleration with respect to each state parameter. The following subsections provide the equations for each force model's contribution to the state transition mapping matrix. We include partial derivatives for the following accelerations: point-mass central body, $J_{2}$ zonal harmonic gravity contribution, atmospheric drag, and the Coriolis/centripetal acceleration.

### 5.9.2.5 Point-Mass Gravity

The satellite acceleration due to the central body acting as a point-mass is

$$
\begin{equation*}
\ddot{\vec{r}}_{\mathrm{pm}}=-\frac{\mu}{r^{3}} \vec{r} \tag{5.64}
\end{equation*}
$$

where $\mu$ is the gravitational parameter of the central body. This acceleration is purely a function of the satellite's position and the equation is the same for both GCRS and ITRS position vectors. The only non-zero partial derivative of Eq. 5.64 is with respect to the position vector (Montenbruck and Gill, 2000)

$$
\begin{align*}
\frac{\partial \ddot{\vec{r}}_{\mathrm{pm}}}{\partial \vec{r}} & =\frac{\mu}{r^{5}}\left[\begin{array}{ccc}
3 x^{2}-r^{2} & 3 x y & 3 x z \\
3 x y & 3 y^{2}-r^{2} & 3 y z \\
3 x z & 3 y z & 3 z^{2}-r^{2}
\end{array}\right],  \tag{5.65}\\
& =-\mu\left(\frac{I_{3 \times 3}}{r^{3}}-3 \frac{\vec{r} \vec{r}^{\mathrm{T}}}{r^{5}}\right) . \tag{5.66}
\end{align*}
$$

The use of a position vector in the ITRS will yield a derivative in the ITRS. Similarly, the use of a GCRS position vector will yield the derivative in the GCRS.

### 5.9.2.6 $J_{2}$ Zonal Gravity

The satellite acceleration due to the $J_{2}$ zonal harmonic is computed by

$$
\begin{align*}
& \ddot{x}_{\mathrm{ns}}=\frac{3}{2} \frac{\mu}{r^{3}} J_{2}\left(\frac{R_{\oplus}}{r}\right)^{2} x\left\{5\left(\frac{z}{r}\right)^{2}-1\right\},  \tag{5.67}\\
& \ddot{y}_{\mathrm{ns}}=\frac{3}{2} \frac{\mu}{r^{3}} J_{2}\left(\frac{R_{\oplus}}{r}\right)^{2} y\left\{5\left(\frac{z}{r}\right)^{2}-1\right\},  \tag{5.68}\\
& \ddot{z}_{\mathrm{ns}}=\frac{3}{2} \frac{\mu}{r^{3}} J_{2}\left(\frac{R_{\oplus}}{r}\right)^{2} z\left\{5\left(\frac{z}{r}\right)^{2}-3\right\}, \tag{5.69}
\end{align*}
$$

where $R_{\oplus}$ is the equatorial radius of Earth and $J_{2}$ is the value of the 2 nd-order zonal harmonic (e.g., $J_{2} \approx 0.001082635$ for Earth). The ITRS position of the satellite should be used to evaluate this expression because gravity models are tied to the body-fixed frame of the central body. Even though zonal harmonics are not functions of longitude, differences between GCRS latitude and ITRS
latitude exist due to polar motion and will affect the computed acceleration. The components which make up the $3 \times 3$ partial derivative of the zonal harmonic acceleration with respect to the satellite position are given by

$$
\begin{align*}
\frac{\partial \ddot{x}_{\mathrm{ns}}}{\partial x} & =\frac{3}{2} \frac{\mu}{r^{3}} J_{2}\left(\frac{R_{\oplus}}{r}\right)^{2}\left\{5\left(\frac{z}{r}\right)^{2}\left(1-7\left(\frac{x}{r}\right)^{2}\right)-1\right\},  \tag{5.70}\\
\frac{\partial \ddot{x}_{\mathrm{ns}}}{\partial y} & =\frac{3}{2} \frac{\mu}{r^{3}} J_{2}\left(\frac{R_{\oplus}}{r}\right)^{2}\left(\frac{5 x y}{r^{2}}\right)\left\{1-7\left(\frac{z}{r}\right)^{2}\right\},  \tag{5.71}\\
\frac{\partial \ddot{x}_{\mathrm{ns}}}{\partial z} & =\frac{3}{2} \frac{\mu}{r^{3}} J_{2}\left(\frac{R_{\oplus}}{r}\right)^{2}\left(\frac{5 x z}{r^{2}}\right)\left\{3-7\left(\frac{z}{r}\right)^{2}\right\},  \tag{5.72}\\
\frac{\partial \ddot{y}_{\text {ns }}}{\partial x} & =\frac{\partial \ddot{x}_{\text {ns }}}{\partial y}  \tag{5.73}\\
\frac{\partial \ddot{y}_{\text {ns }}}{\partial y} & =\frac{3}{2} \frac{\mu}{r^{3}} J_{2}\left(\frac{R_{\oplus}}{r}\right)^{2}\left\{5\left(\frac{z}{r}\right)^{2}\left(1-7\left(\frac{y}{r}\right)^{2}\right)-1\right\},  \tag{5.74}\\
\frac{\partial \ddot{y}_{\mathrm{ns}}}{\partial z} & =\frac{3}{2} \frac{\mu}{r^{3}} J_{2}\left(\frac{R_{\oplus}}{r}\right)^{2}\left(\frac{5 y z}{r^{2}}\right)\left\{3-7\left(\frac{z}{r}\right)^{2}\right\},  \tag{5.75}\\
\frac{\partial \ddot{z}_{\mathrm{ns}}}{\partial x} & =\frac{3}{2} \frac{\mu}{r^{3}} J_{2}\left(\frac{R_{\oplus}}{r}\right)^{2}\left(\frac{5 z x}{r^{2}}\right)\left\{3-7\left(\frac{z}{r}\right)^{2}\right\},  \tag{5.76}\\
\frac{\partial \ddot{z}_{\mathrm{ns}}}{\partial y} & =\frac{3}{2} \frac{\mu}{r^{3}} J_{2}\left(\frac{R_{\oplus}}{r}\right)^{2}\left(\frac{5 z y}{r^{2}}\right)\left\{3-7\left(\frac{z}{r}\right)^{2}\right\},  \tag{5.77}\\
\frac{\partial \ddot{z}_{\mathrm{ns}}}{\partial z} & =\frac{3}{2} \frac{\mu}{r^{3}} J_{2}\left(\frac{R_{\oplus}}{r}\right)^{2}\left\{-35\left(\frac{z}{r}\right)^{4}-30\left(\frac{z}{r}\right)^{2}-3\right\} . \tag{5.78}
\end{align*}
$$

The use of a higher-order spherical harmonics model (e.g., a $10 \times 10$ gravity field) for the STM requires that the partial derivatives be computed using an ITRS position. This is ideal for propagation in the ITRS because an additional frame transformation is not required. However, if the propagation is performed in the GCRS, the partial derivative can be transformed using

$$
\begin{equation*}
\frac{\partial \ddot{\vec{r}}}{\vec{r}_{\mathrm{GCRS}}}=\mathbf{T} \frac{\partial \ddot{\vec{r}}}{\vec{r}_{\mathrm{ITRS}}} \mathbf{T}^{\mathrm{T}} . \tag{5.79}
\end{equation*}
$$

This transformation can also be used to transform partial derivatives that are defined in the GCRS and must be rotated to the ITRS, such as those for third-body and solar radiation pressure accelerations.

### 5.9.2.7 Atmospheric Drag

The acceleration due to atmospheric drag acting on a satellite is given by

$$
\begin{equation*}
\ddot{\vec{r}}_{\mathrm{d}}=-\frac{1}{2} C_{\mathrm{d}} \frac{A}{m} \rho_{\mathrm{atm}} v_{r} \vec{v}_{r}, \tag{5.80}
\end{equation*}
$$

where $\vec{v}_{r}$ is the relative velocity vector of the satellite with respect to the velocity of the atmosphere and $\rho_{\text {atm }}$ is the atmospheric density at the location of the satellite. Typically, the atmosphere is assumed to be co-rotating with the central body. For a typical orbit propagation using position and velocity in the GCRS, the relative velocity may be computed as

$$
\begin{equation*}
\vec{v}_{r}=\vec{v}_{\mathrm{GCRS}}-\vec{\omega} \times \vec{r}_{\mathrm{GCRS}}, \tag{5.81}
\end{equation*}
$$

which is equivalent to the satellite velocity with a magnitude of an ITRS velocity, but in the GCRS frame. This is the traditional equation given in textbooks, which also assume that $\vec{\omega}$ is equal to $\vec{\omega}_{\oplus}$. However, as shown in this paper, that is not the case and a more appropriate rotation axis of the Earth should be used. The rotation axis vector should instead be

$$
\vec{\omega}=\omega_{\oplus}\left[\begin{array}{l}
X  \tag{5.82}\\
Y \\
Z
\end{array}\right],
$$

where $X, Y$, and $Z$ are the CIP coordinates in the GCRS. These parameters may be computed using a moderate accuracy scheme, such as the 4 - or 6 -term truncated series. As detailed in this paper, other methods exist for computing an appropriate rotation vector of the Earth and for computing the cross product, but the formulation in Eq. 5.82 is easy to implement and easy to modify existing atmospheric drag code if need be.

First, assuming the use of the typical GCRS formulation, the relevant partial derivatives for the state transition mapping matrix are

$$
\begin{equation*}
\frac{\partial \ddot{\vec{r}}_{\mathrm{d}}}{\partial \vec{v}_{\mathrm{GCRS}}}=-\frac{1}{2} C_{\mathrm{d}} \frac{A}{m} \rho_{\mathrm{atm}}\left(\frac{\vec{v}_{r} \vec{v}_{r}^{\mathrm{T}}}{v_{r}}+v_{r} I_{3 \times 3}\right), \tag{5.83}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \ddot{\vec{r}}_{\mathrm{d}}}{\partial \vec{r}_{\mathrm{GCRS}}}=-\frac{1}{2} C_{\mathrm{d}} \frac{A}{m} v_{r} \vec{v}_{r}\left(\frac{\partial \rho_{\mathrm{atm}}}{\partial \vec{r}_{\mathrm{GCRS}}}\right)+\left(\frac{\partial \overrightarrow{\vec{r}}}{\partial \vec{v}_{\mathrm{GCRS}}}\right)\left(\frac{\partial \vec{v}_{r}}{\partial \vec{r}_{\mathrm{GCRS}}}\right), \tag{5.84}
\end{equation*}
$$

where the final term is simply the negative of the skew symmetric matrix form of Eq. 5.82

$$
\begin{equation*}
\frac{\partial \vec{v}_{r}}{\partial \vec{r}_{\mathrm{GCRS}}}=-[\vec{\omega}]_{\times} . \tag{5.85}
\end{equation*}
$$

For the drag coefficient partial, we have

$$
\begin{equation*}
\frac{\partial \ddot{\vec{r}}_{\mathrm{d}}}{\partial C_{\mathrm{d}}}=\frac{\ddot{\vec{r}}_{\mathrm{d}}}{C_{\mathrm{d}}} \tag{5.86}
\end{equation*}
$$

For the case where orbit propagation and state estimation are performed in the ITRS, the computation of atmospheric drag can be formulated in a more convenient way, where the relative velocity is simple the ITRS velocity vector of the satellite

$$
\begin{equation*}
\vec{v}_{r}=\vec{v}_{\mathrm{ITRS}} . \tag{5.87}
\end{equation*}
$$

Fortunately, this formulation change has no effect on $\partial \ddot{\vec{r}}_{\mathrm{d}} / \partial \vec{v}_{\text {ITRS }}$. The partial derivative with respect to position, however, now becomes

$$
\begin{equation*}
\frac{\partial \ddot{\vec{r}}_{\mathrm{d}}}{\partial \overrightarrow{\mathrm{r}}_{\mathrm{ITRS}}}=-\frac{1}{2} C_{\mathrm{d}} \frac{A}{m} v_{r} \vec{v}_{r}\left(\frac{\partial \rho_{\mathrm{atm}}}{\partial \vec{r}_{\mathrm{ITRS}}}\right) . \tag{5.88}
\end{equation*}
$$

If the atmospheric density is a function of position in the GCRS and not the ITRS, the partial derivative can be transformed such that

$$
\begin{equation*}
\frac{\partial \rho_{\mathrm{atm}}}{\partial \vec{r}_{\mathrm{ITRS}}}=\left(\frac{\partial \rho_{\mathrm{atm}}}{\partial \vec{r}_{\mathrm{GCRS}}}\right) \mathbf{T} \tag{5.89}
\end{equation*}
$$

### 5.9.2.8 Coriolis and Centripetal Acceleration

The Coriolis and centripetal acceleration required for orbit propagation in the ITRS described in this paper is repeated here for convenience. Excluding the small Euler term, the acceleration is

$$
\begin{equation*}
\ddot{\vec{r}}_{\mathrm{CC}}=-\vec{\omega} \times \vec{v}_{\mathrm{ITRS}}-\vec{\omega} \times \vec{\omega} \times \vec{r}_{\mathrm{ITRS}} \tag{5.90}
\end{equation*}
$$

where the rotation vector of the Earth for this equation may be sufficiently modeled by

$$
\vec{\omega}=\mathbf{W}^{\mathrm{T}}\left[\begin{array}{c}
0  \tag{5.91}\\
0 \\
\omega_{\oplus}
\end{array}\right]
$$

as determined by the analysis described in this paper. The partial derivatives of the Coriolis/centripetal acceleration with respect to ITRS position and velocity are then

$$
\begin{equation*}
\frac{\partial \ddot{\vec{r}}_{\mathrm{CC}}}{\partial \vec{r}_{\mathrm{ITRS}}}=-[\vec{\omega}]_{\times}[\vec{\omega}]_{\times}, \tag{5.92}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \ddot{\vec{r}}_{\mathrm{CC}}}{\partial \vec{v}_{\mathrm{ITRS}}}=-2[\vec{\omega}]_{\times}, \tag{5.93}
\end{equation*}
$$

where $[\vec{\omega}]_{\times}$is the skew symmetric matrix generated using the Earth rotation vector from Eq. 5.91.

## Chapter 6

## Conclusions

This dissertation develops efficient implementations of orbit propagation and coordinate transformations, impacting applications from precise post-processing orbit determination to realtime on-board orbit determination and conjunction assessment. A new implicit Runge-Kutta numerical integration scheme, called Bandlimited Collocation Implicit Runge-Kutta, is presented. The new technique features an efficient force model evaluation strategy applicable to astrodynamics. BLC-IRK features node spacing that is more efficient than traditional polynomial-based quadrature (e.g., Gauss-Legendre). This promotes the use of large time steps and a large number of nodes per interval, reducing the computational load near the clustered endpoints as with polynomial-based quadratures. Orbit propagation simulations for a variety of orbital regimes are used to characterize the efficiency and accuracy of BLC-IRK compared to commonly used explicit Runge-Kutta techniques and multistep 8th-order Gauss-Jackson scheme. We demonstrate superior performance of BLC-IRK over commonly used ERK methods for near circular orbits while closely matching GJ 8, even when operating in serial mode (no parallelization). In addition, the dense output capability of BLC-IRK is outlined. Simulations demonstrate that interpolating a BLC-IRK trajectory using its collocation algorithm yields a high accuracy, smooth, and continuous solution. This is especially important for conjunction assessment where solutions are required at various points in time along a trajectory.

Efficient procedures for implementing the ITRS/GCRS transformation within orbit propagation are developed to reduce computation time and memory usage. Several simplifications to bias-
precession-nutation and EOP usage are presented and utilized in orbit propagation simulations. Improvements to costly full accuracy transformation procedures include tabulation/interpolation, truncated series representations, and polynomial fitting. Ignoring EOPs entirely and using a 6term series approximation for CIP coordinates yield worst-case orbit propagation errors of 1 m after 6 hours in LEO and only 53 cm after 3 days in GEO. Due to the improved efficiency while maintaining accurate orbit propagations, these procedures are applicable to both on-board orbit propagation and post-processing applications.

In addition to orbit propagation in an inertial system (GCRS), performing orbit propagation in the rotating ITRS is detailed. This requires additional acceleration terms in the force model to account for centripetal, Coriolis, and Euler forces. I derive the detailed time-derivative of the ITRS/GCRS transformation matrix for velocity transformations and a detailed ITRS rotation vector. This detailed derivation is analyzed for dominating terms and computational time sinks. Comprehensive orbit propagation simulations demonstrate that a simplified computation of the ITRS rotation vector and neglect of the Euler force achieves orbit propagation errors less than 5 cm in LEO and 2.2 cm for GPS orbits in 15 minutes. The results indicate that this scheme is beneficial and tractable for use in propagating orbits on-board satellites using GPS-based orbit determination.

Lastly, the impacts of EOP usage, interpolation, ocean tide corrections, bias-precessionnutation simplifications, and Julian date storage on the accuracy of coordinate transformations between the ITRS and GCRS have been thoroughly investigated. These coordinate transformations are used in the computation of expected measurements (e.g., pseudorange) during orbit determination. Strategies are discussed for reducing computation time while achieving various levels of accuracy. This dissertation provides a table of recommendations for the use of EOPs, interpolation methods, ocean tide corrections, and bias-precession-nutation schemes to achieve various levels of position accuracy in several altitude regimes. The comprehensive summary guides astrodynamicists and scientists through the design of on-board and post-processing orbit estimation, orbit propagation, and attitude tasks.
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[^0]:    ${ }^{1}$ Based on NASA Orbital Debris Quarterly News, Vol. 19, Issue 3, July 2015.

[^1]:    ${ }^{1}$ This definition is based on Aoki et al (1982), which defines the rotational period of the Earth as 86164.09890369732 seconds of UT1. An overview of the computation of rotation rate and definitions of UT1 and LOD can be found here:
    http://hpiers.obspm.fr/eop-pc/earthor/ut1lod/UT1.html

[^2]:    ${ }^{2}$ Formally, the time argument is Barycentric Dynamical Time (TDB), but TT is used in practice because the resulting difference is below the precision of the IAU models themselves.

[^3]:    ${ }^{3}$ The term Earth Rotation Parameters (ERP) is also a common acronym in literature. The ERPs are a subset of EOPs consisting of only the pole coordinates, UT1 time difference, and length of day.

[^4]:    ${ }^{4} \mathrm{http}: / /$ www.iers.org/IERS/EN/DataProducts/EarthOrientationData/eop.html
    ${ }^{5}$ http://earth-info.nga.mil/GandG/sathtml/eopp.html
    ${ }^{6}$ http://www.usno.navy.mil/USNO/earth-orientation/eo-products
    ${ }^{7}$ http://www.celestrak.com/SpaceData/

[^5]:    ${ }^{1}$ Based on bulk TLE data sets from Space-Track.org in March of 2013.
    ${ }^{2}$ Based on NASA Orbital Debris Quarterly News, Vol. 18, Issue 1, January 2014.

[^6]:    ${ }^{1} T_{\mathrm{TT}}=\left(\mathrm{JD}_{\mathrm{TT}}-2451545\right) / 36525$ where $\mathrm{JD}_{\mathrm{TT}}$ is the Julian date of TT.
    ${ }^{2}$ This definition is based on Aoki et al (1982), which defines the rotational period of the Earth as 86164.09890369732 seconds of UT1. An overview of the computation of rotation rate and definitions of UT1 and LOD can be found here:
    http://hpiers.obspm.fr/eop-pc/earthor/ut1lod/UT1.html

[^7]:    ${ }^{3}$ Formally, the time argument is Barycentric Dynamical Time (TDB), but TT is used in practice because the resulting difference is below the precision of the IAU models themselves.

[^8]:    ${ }^{4}$ Note that $\Delta \mathrm{UT} 1$ and LOD are not independent parameters. LOD is the time derivative of $\Delta \mathrm{UT}$. Additionally, the $\Delta \mathrm{UT} 1$ time series contains leap second jumps whenever $\Delta \mathrm{AT}$ is updated.
    ${ }^{5}$ Although the Atomic Time offset (leap seconds) is not an EOP, it is included in this list because it is commonly incorporated into tabulated EOP data files.

[^9]:    ${ }^{6}$ http://www.iers.org/IERS/EN/DataProducts/EarthOrientationData/eop.html
    ${ }^{7}$ http://earth-info.nga.mil/GandG/sathtml/eopp.html
    ${ }^{8} \mathrm{http}: / /$ www.usno.navy.mil/USNO/earth-orientation/eo-products
    ${ }^{9}$ http://www.celestrak.com/SpaceData/

[^10]:    ${ }^{10}$ INTERP.F available here: ftp://hpiers.obspm.fr/eop-pc/models/interp.f

[^11]:    ${ }^{11}$ RG_ZONT2.F available here: http://tai.bipm.org/iers/convupdt/convupdt_c8.html

[^12]:    ${ }^{12}$ This assumes the floating-point accuracy of the computer is $2.2 \mathrm{e}-16$.

[^13]:    ${ }^{1}$ Based on NASA Orbital Debris Quarterly News, Vol. 19, Issue 3, July 2015.

[^14]:    ${ }^{2} T_{\mathrm{TT}}=\left(\mathrm{JD}_{\mathrm{TT}}-2451545\right) / 36525$ where $\mathrm{JD}_{\mathrm{TT}}$ is the Julian date of TT.

[^15]:    ${ }^{3}$ Relative timing results were generated using MATLAB. Matrix operations were used for many of the multiplication and summation operations in the full series and full theory methods. The number of coefficients reported for the full series, full theory, and truncated series schemes include all coefficients for the fundamental arguments (i.e., Delaunay variables and mean heliocentric longitudes of the planets) and data files tab5.2a.txt, tab5.2b.txt, tab5.2d.txt, tab5.3a, and tab5.3b from ftp://tai.bipm.org/iers/conv2010/chapter5/.

[^16]:    ${ }^{4}$ Care should be taken when fitting $\Delta$ UT1 due to the presence of leap seconds. A safer approach would be to fit UT1-TAI (which is continuous) and use this value in the transformation algorithms instead of UT1-UTC.

[^17]:    ${ }^{5}$ This definition is based on Aoki et al (1982), which defines the rotational period of the Earth as 86164.09890369732 seconds of UT1. An overview of the computation of rotation rate and definitions of UT1 and LOD can be found here:
    http://hpiers.obspm.fr/eop-pc/earthor/ut1lod/UT1.html

[^18]:    ${ }^{6}$ Different step sizes for the numerical differentiation of each parameter were chosen due to the different variability of each parameter. Each step size was optimized to minimize machine round-off error while maximizing accuracy of the derivative calculation.

[^19]:    ${ }^{7}$ Previously, we noted that the GPS constellation will broadcast EOPs and their rates as part of the CNAV message in the near future. For a satellite with a GPS receiver, this would eliminate the computation of EOP ocean tide corrections and $\dot{x}_{p}, \dot{y}_{p}$. However, the computation of $\dot{X}$ and $\dot{Y}$, which are an order of magnitude greater than polar motion would still need to be computed.

[^20]:    ${ }^{8}$ Spacecraft properties: $C_{\mathrm{r}}=1.2$ (coefficient of reflectivity), $C_{\mathrm{d}}=2.2$ (drag coefficient), area-to-mass ratio of 0.01 $\mathrm{m}^{2} / \mathrm{kg}$. Harris-Priester atmospheric density model.

[^21]:    ${ }^{9}$ GCRS to ITRS transformation for epoch state: $X, Y, s$ tabulation/interpolation using 9th-order Lagrange scheme, all EOPs used and interpolated using a 5th-order Lagrange scheme, EOP ocean tide corrections applied, all EOPs and their rates included in the velocity transformation.

