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Superconducting detectors have revolutionized the field of millimeter-wave (mm-wave) and sub-

millimeter-wave astrophysics and cosmology over the past twenty years. These detectors work at very

low temperatures, typically well below 1 K, and exploit phenomena in superconductivity, such as the super-

conducting phase transition, to enable photon-noise-limited performance. Large arrays of superconducting

detectors are being more frequently used as the detector of choice for current and future (sub)mm-wave in-

struments on ground-based telescopes. For example, by using arrays numbering nearly 105 detectors total,

the upcoming ground-based experiment Simons Observatory (SO) will measure the very faint temperature

and polarization anisotropies of the cosmic microwave background (CMB). Despite the prevalence of these

detectors, challenges remain in operating large arrays of these detectors and optimizing their performance

under dynamic loading conditions as seen when observing on-sky from ground-based observatories. My

dissertation addresses the development and characterization of superconducting detectors, transition-edge

sensor (TES) bolometers and microwave kinetic inductance detectors (MKIDs), at the National Institute of

Standard and Technology (NIST) to study the mm-wave Universe. In this work, we discuss the optical char-

acterization of TES bolometer pixels, consisting of four detectors, one for each passband and polarization,

for the highest frequency passbands of SO. We describe our new MKID tuning method to optimize opera-

tion of MKID arrays, consisting of hundreds of resonators on the same feedline, for TolTEC, a mm-wave

imaging polarimeter at the Large Millimeter Telescope. We also investigate the system noise of the TolTEC

1.1 mm array and comment on future steps towards improving its current readout configuration and noise.
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Chapter 1

Introduction

This thesis concerns the development of two types of superconducting detectors and their application

to astronomical observations. In this introductory chapter, we describe the scientific motivation for the de-

velopment of these sensors. We then introduce the superconducting transition-edge sensor (TES) bolometer

and the microwave kinetic inductance detector (MKID).

Low temperature, specifically superconducting, detectors have been of immense interest to the astron-

omy community over the past twenty years. Advances in the use of superconducting detector technologies

have been motivated by challenges in ground-based millimeter-wave (mm-wave) and submillimeter-wave

astronomy. Increasingly larger arrays of these detectors have enabled us to learn a tremendous amount about

the history of the Universe and its contents. These detectors have also demonstrated powerful capabilities for

observing electromagnetic radiation across wavelengths spanning many orders of magnitude, from millime-

ter to gamma-ray wavelengths. A few science case studies in (sub)millimeter-wave astronomy are described

in the following section.

1.1 Science motivation

1.1.1 ΛCDM cosmology and the cosmic microwave background

Λ Cold Dark Matter (ΛCDM) is a predictive cosmological model. It is the simplest model allowed

by current observational constraints and consists of only six parameters. This model provides a frame-

work for understanding the composition, expansion, and evolution of the Universe. It describes a Universe

consisting of ordinary matter or baryonic matter, radiation, non-baryonic matter such as neutrinos, cold or
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Figure 1.1: Recent measurements of CMB temperature anisotropy and polarization for the Planck, ACT,
SPTpol, POLARBEAR, and BICEP2/Keck collaborations, from Choi et al. (2020) [39]. ΛCDM cosmo-
logical models (grey lines) fit well to measurements (colored points) of the CMB temperature anisotropy
(TT), E-mode polarization (EE), B-mode polarization (BB), and cross-correlation power (TE) at a range of
angular scales/multipoles ℓ. The dash dotted grey line corresponds to the primordial BB signal at r = 0.1.
This signal of significant science interest is a few orders of magnitude below other CMB signals, making its
detection very difficult.
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non-relativistic dark matter (CDM), and a cosmological constant Λ associated with a dark energy or vacuum

energy. Λ is responsible for the observed accelerated expansion of the Universe [136] in this model. The

six parameters of ΛCDM [141] are the baryon density parameter Ωb, the CDM density parameter Ωc, the

angular acoustic scale Θs or the angular diameter distance to the sound horizon at last scattering [136], the

scalar spectral index ns associated with the spectrum of primordial scalar fluctuations, the amplitude of pri-

mordial scalar fluctuations As, and the reionization optical depth τ . Also, of particular interest in cosmology,

is the Hubble constant H0 which describes how fast the Universe is expanding in units of km s−1 Mpc−1.

Ω is defined as the ratio of the density parameter denote by the subscript relative to the critical density

ρcrit = 3H2
0/(8πG). The critical density is the matter density of a spatially flat Universe, given in terms

of the Hubble constant and the gravitational constant G. The density parameters may also be expressed as

physical density values such as the physical baryon density Ωbh2 and physical CDM density Ωch2, where h

is the reduced Hubble constant such that h = H0/(100 km s−1 Mpc−1).

From these cosmological parameters, other model values which provide additional physical insight

can be derived. These include H0 and the age of the Universe t0. This model is also defined by a set of

assumptions, such as that general relativity (GR) is the correct theory to describe gravity on cosmological

scales. ΛCDM has proven to be extremely successful in explaining a wide variety of cosmological observa-

tions, including the accelerating expansion of the Universe [147, 137], the statistical properties of large-scale

structure [34], the observed abundances of different types of light elements such as hydrogen and helium

[44], and the power spectrum and statistical properties of the cosmic microwave background (CMB) [135].

Despite these successes, with the increasing precision of cosmological and astrophysical data, some of these

approaches are in tension with the ΛCDM model. For example, in the H0 tension [53], there is a greater

than 4σ difference between ΛCDM cosmology from CMB measurements [141] and methods that probe the

more local Universe [146, 186].

There are many extensions considered for the ΛCDM model in the community (e.g. [136]), although

most are not needed to match the current precision of measurements. While not required for ΛCDM to

fit to cosmological data, something additional is needed to explain the otherwise huge coincidences of

the “horizon” and “flatness” problems. Cosmic inflation is a leading theory, or extension (e.g., [72]), to
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explain these open problems in cosmology. It describes a period of exponential expansion that occurred

immediately after the Big Bang. In this thesis, the ΛCDM model serves as the framework for understanding

measurements of the cosmic microwave background.

Millimeter-wave measurements of the cosmic microwave background have been a powerful tool for

probing the earliest moments of the Universe (e.g., [92, 79, 140]). The CMB is the relic radiation created as

the Universe cooled down and matter decoupled from photons. It is microwave radiation that is everywhere

in the observable Universe. The existence of this background provided landmark evidence for the Big

Bang theory as it can be used to explain the origin of this background. The CMB contains measurable,

minute fluctuations that are hypothesized to have been seeded by primordial quantum fluctuations [95, 36]

imprinted on the Universe during cosmic inflation. Early measurements of the CMB, including with the

Cosmic Background Explorer (COBE) in 1992 [157], firmly established [2] the ΛCDM cosmological model

beginning in the late 1990s [147]. Precision measurements of anisotropies in the CMB have also enabled

us to learn a tremendous amount about the history of the Universe and its contents within the context of

ΛCDM.

Furthermore, precision measurements of anisotropies in the polarization of the CMB also have the

potential to reveal the existence of tensor perturbations from primordial gravitational waves [94] produced

during cosmic inflation, where the amplitude of these gravitational waves would create CMB B-mode polar-

ization (BB). The strength of these gravitational waves is parameterized by the tensor-to-scalar ratio, r, the

ratio of tensor fluctuations to scalar fluctuations, and the energy density of the Universe. Figure 1.1 shows

recent measurements [39, 142, 152, 41, 5] of the CMB temperature anisotropy (TT), E-mode polarization

(EE), B-mode polarization (BB), and cross-correlation (TE) at a range of angular scales from [39], including

a model of the primordial BB signal at r = 0.1. Each of these collaborations has used large arrays of TES

bolometers for these measurements. As can be seen in this figure, the primordial B-mode polarization is

much fainter than other CMB signals, making its detection extremely difficult.

CMB measurements are further complicated by astrophysical foregrounds, like synchrotron emission

and galactic dust, which also emit at millimeter wavelengths. Higher frequency observations [35] will

measure polarized Galactic dust emission that can aid in their removal. Figure 1.2 shows the root mean
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square brightness temperature for polarization of different foregrounds compared to the CMB and how

broad frequency coverage can disentangle their contribution to CMB measurements.

CMB experiments utilize large arrays, with thousands to tens of thousands of detectors across multiple

arrays in current generation cameras. These arrays have broad spectral coverage to distinguish between these

astrophysical foregrounds and the CMB since their spectral energy distributions (SEDs) are distinct. State

of the art CMB experiments use TES bolometer pixels that are sensitive to both linear polarizations and

have two or more passbands. One of the goals of upcoming CMB observatories, like SO, will be to reduce

bounds on, perhaps even confirm, primordial gravitational waves by an order of magnitude over current

experiments through measurements of CMB B-mode polarization at large angular scales. For example, one

of the main science goals of SO [7] is to measure r to σ(r) = 0.003 for an r = 0 model, or r ≥ 0.01 at

3σ . In Chapter 4, I discuss my work in [176] on the development and characterization of TES bolometer

pixels with broad spectral coverage for the highest frequency passbands of SO and how they will enable us

to better distinguish between astrophysical foregrounds and much fainter signals, like the CMB.

Figure 1.2: Root mean square brightness temperature for polarization as a function of frequency and astro-
physical component, from Planck X (2016) [138]. The green and red curves denote significant foreground
sources, synchrotron and thermal dust emission, respectively. The CMB polarization is denoted by the cyan
curve. The dashed lines correspond to foreground when observing 73% (top) or 93% (bottom) of the sky.
Horizontal bars denote instrument passbands, similar to Simons Observatory and CCAT-prime. Instruments
with multiple passbands are needed to distinguish between the CMB and foreground sources.
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1.1.2 Galaxy clusters and the Sunyaev–Zeldovich effect

Galaxy clusters are the most massive self-gravitating structures in the Universe and consist of many

galaxies gravitationally bound together [103]. By studying their properties, galaxy clusters can serve as

sensitive probes of cosmology [8, 154, 50]. They have offered particularly strong evidence for dark matter

and dark energy [190]. They can also be used to trace the formation and evolution of large scale structure

through cosmic time [158]. However, there remains much to learn about the complex dynamical processes

in clusters [129] and to connect cosmological hydrodynamical simulations of these objects to observations.

Millimeter-wave observations of galaxy clusters are identified and studied with the Sunyaev-Zeldovich

(SZ) effect [162, 163]. The SZ effect is a small spectral distortion to the CMB due to inverse Compton scat-

tering of CMB photons by hot free electrons in the intracluster medium (ICM) of galaxy clusters and has

enabled studies of some of the most massive galaxy clusters to date [78]. The SZ spectrum consists of two

distinct effects that are independent of redshift known as the thermal SZ effect (tSZ) and kinetic SZ effect

(kSZ). In the case of the tSZ effect, it is caused by the scattering of CMB photons by thermal electrons. This

makes it a good probe of the thermal energy of electrons in the ICM and the total cluster mass of galaxy

clusters. The amplitude of the tSZ effect at the center of a galaxy cluster is commonly described by the

Compton y-parameter. The Compton y-parameter is a dimensionless measure of the line-of-sight integral of

the electron pressure through the cluster [57] and is calculated as:

y =
σT

mec2

∫
nekTedl (1.1)

where l is length, σT is the Thomson cross-section, c is the speed of light, k is the Boltzmann constant,

me is electron mass, ne is the electron density, and Te is the electron temperature. Also, the Compton y-

parameter is proportional to the cluster optical depth where τe = σT
∫

ne(r)dl. Figure 1.4 shows the thermal

SZ spectrum from [35] and how this spectrum changes with electron temperature. As can been seen in this

figure, the tSZ spectrum has a characteristic spectral shape with a null at 217.5 GHz, a decrement in intensity

at frequencies below this null, and an increment at higher frequencies.

There are also non-negligible relativistic corrections to the tSZ, called the relativistic SZ (rSZ). The

rSZ is caused by hot thermal electrons, with energies of several keV (e.g., [91]), in the ICM of galaxy
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Figure 1.3: Example of a galaxy cluster from the 2500 deg2 SPT-SZ cluster catalog, adapted from Bleem
et al. (2015) [32]. This cluster (SPT-CL J2248–4431) is displayed as its optical/near-infrared RGB image
(MPG/ESO WFI IRV -band image) with the thermal Sunyeav-Zeldovich detection contours over-plotted.

Figure 1.4: Spectrum of the thermal (tSZ) and kinetic Sunyeav-Zeldovich (kSZ) effects, from CCAT-prime
Collaboration (2023) [35]. The horizontal bars denote the frequency coverage of SO and the CCAT-prime
collaboration/Fred Young Submillimeter Telescope (FYST). Shown also is a model for the dust intensity.
On the right, a color bar shows how this spectrum changes as a function of electron temperature (Te) of
galaxy clusters, the relativistic correction to the thermal SZ effect. A wealth of information about galaxy
clusters can be gleaned from measurements of the SZ spectrum.
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clusters. These electrons cause the tSZ spectrum to become a function of electron temperature, where higher

temperatures shift the null towards higher frequencies, modulate the spectrum amplitude, and broaden the

spectrum increment. Large surveys of galaxy clusters, including more than a thousand of some of the most

massive clusters (cluster mass M > 1014M⊙), have been successfully measured using the tSZ effect by

ground-based CMB observatories like the Atacama Cosmology Telescope (ACT) (e.g., [78]) and the South

Pole Telescope (SPT) (e.g., [32, 31]).

Another SZ effect is the kinetic SZ effect. It is caused by the Doppler shift of scattered CMB photons

by electrons with line-of-sight bulk flows in the rest frame of the CMB (e.g., [30]). This makes it a potential

probe of the peculiar velocities of galaxy clusters. Compared to the tSZ effect, the rSZ correction to the tSZ

and the kSZ effect are much smaller, which has made their detection very difficult to date [86, 3].

Upcoming (sub)mm observatories [7, 35] as well as mm-wave instruments like TolTEC [185] will

measure galaxy clusters via the tSZ effect with unprecedented sensitivity and resolution. TolTEC is a mm-

wave imaging polarimeter for the Large Millimeter Telescope (LMT), a 50 m single-dish steerable telescope

in Sierra Negra, Mexico. Its camera consists of 7718 polarization sensitive MKIDs in three arrays with pass-

bands centered at 1.1 mm, 1.4 mm, and 2.0 mm. By observing in these passbands simultaneously, TolTEC

will measure the full tSZ spectrum, including the decrement at 150 GHz, the null at 217.5 GHz, and the

increment at 270 GHz, and to greater sensitivity than comparable millimeter-wave MKID cameras to date

[116]. Deep, high-resolution measurements of a large number of clusters will set better constraints on cluster

mass by resolving cluster substructure. These observations will also enable a more complete picture of the

thermodynamics of galaxy clusters independent of X-ray measurements, by resolving gas distributions and

pressure fluctuations in the ICM. They could also provide new ways to constrain cosmological parameters.

In Chapter 6, we describe a new MKID tuning method and the application of this method to better

optimize detector operation during TolTEC observations. In Chapter 7, we describe the characterization of

the system noise of the TolTEC 1.1 mm array.



9

1.2 Superconducting detectors for millimeter/submillimeter-wave astronomy

An early example of bolometric detectors used in astronomy and particle detection, including (sub)mm

cameras like SCUBA [81], BOLOCAM [66], and HAWC [75], was the neutron transmutation doped (NTD)

germanium (Ge) thermistor [15]. These detectors have high impedance and are read out using low noise

JFET amplifiers cooled down to ∼ 120 K. Despite the maturity of these detectors, it is challenging to read

out large arrays of these detectors, since JFET amplifiers are operated at much higher temperatures than the

detectors so that heat dissipation to the bolometers is a concern [175]. More importantly, NTD Ge thermis-

tors cannot be multiplexed, or where detector signals are read out with a small number of channels. This

limitation greatly constrains the maximum number of detectors per array. It lead to the adoption of arrays

of transition-edge sensor bolometers about twenty years ago and the use of arrays of microwave kinetic

inductance detectors within the past decade.

Compared to early detector technologies like NTD Ge thermistors, another type of detectors used in

(sub)millimeter-wave astronomy are superconducting detectors. By operating detectors at very low tempera-

tures, well below 1 K, these detectors are extremely sensitive and achieve photon-noise-limited performance.

The heat capacity C of a superconductor decreases exponentially with temperature [56] so that by operating

in a regime well below a detector’s superconducting transition temperature Tc, even a miniscule amount of

heat or energy can be detected or resolved using a thermometer. In an example of this implementation called

a thermistor bolometer, the detector uses a combination of an absorber, thermometer, and heat bath/sink.

More specifically, the absorber is connected to a heat bath through a weak thermal link and a thermome-

ter attached to the absorber is used to detect small changes in temperature. This temperature change can

be due to a single photon in the case of X-ray and gamma-ray detection or a stream of photons at longer

wavelengths, like the millimeter and/or submillimeter regime relevant to this work.

1.2.1 Sensitivity

To most efficiently map the CMB or other astrophysical sources, we aim to design and use detectors

that are photon-noise-limited. In photon-noise-limited detectors, the noise from incident photons is the
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dominant source of noise and is greater than the quadrature sum of all other noise sources. Noise is usually

given in terms of noise equivalent power (NEP) or the uncertainty in detected power in a bandwidth of 1 Hz

or one-half second integration. This means that lower NEP relates to more sensitive detectors. The photon

NEP in units of W/
√

Hz is given by [188]:

NEP2
photon =

∫
∞

0
2

dPabs

dν
hν(1+η(ν)m(ν))dν

≈ 2Pabshν(1+ηm)

(1.2)

where ν is the band averaged center frequency, dPabs/dν is the power absorbed by the detector per frequency,

h is the Planck constant, η(ν) is the optical efficiency, m(ν) is the photon occupation number, and dν is the

bandwidth. For CMB observations, m(ν) is a blackbody source so that m(ν) = 1
exp(hν/kT )−1 . In the second

part of Eqn 1.2, we assumed that our detectors are sensitive to light in a narrow bandwidth. In Eqn 1.2, the

first term is referred to as Poisson/shot noise from uncorrelated photons and the second term is referred to

as wave noise and is due to wave bunching. In addition to this photon noise, there are other sources of

noise that originate from the detector itself and from the readout electronics used to operate these detectors.

These noise sources need to be lower than and in some cases mitigated in the system to achieve photon-

noise-limited performance. The following subsections will briefly introduce two types of superconducting

detectors that are highly relevant to (sub)millimeter-wave astronomy and are the topic of this thesis, the TES

bolometer and the MKID.

1.2.2 Transition-edge sensor bolometers

One type of thermistor bolometer which makes some of the most sensitive superconducting detectors

and has been demonstrated at wavelengths spanning several orders of magnitudes across the electromag-

netic spectrum is the transition-edge sensor (TES) bolometer. A TES bolometer is a very sensitive and

stable thermal detector that measures incident radiation through heating of a temperature-dependent resis-

tor [90], a superconducting film which is the TES itself. The TES is operated within its superconducting

phase transition, which is extremely sharp and exists between its normal and superconducting states. The

TES bolometer can be modeled as a temperature-dependent resistor of resistance RTES, the combined heat
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Figure 1.5: a: Diagram of a transition-edge sensor bolometer. Incident optical power P0 heats a heat capacity
C at temperature T with a very sensitive resistor RTES, to measure the associated temperature change. The
heat capacity and resistor are connected to a stable thermal reservoir at bath temperature Tb through a weak
link with thermal conductance G. Also, shown is the TES input-circuit diagram. A bias current Ibias is
applied to a shunt resistor Rsh in parallel with a sensitive ammeter for readout and a variable resistor RTES,
the TES. As power is incident on the heat capacity and heats it up, the resistance of the TES increases and
this creates a detectable drop in current following V = IR. b: A measurement of the resistance of a TES as
a function of temperature in response to a small excitation current, from Ullom and Bennett (2015) [170].
The resistance is plotted as a fraction of its normal resistance (Rn) and spans the superconducting-to-normal
transition.
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capacity of this resistor and an absorber C at temperature T and their connection to a stable thermal reser-

voir at bath temperature Tb through a weak link with thermal conductance G [89]. This is visualized in the

conceptual drawing in Fig 1.5a. The value of G and C sets the natural time constant for this detector, the

time required between independent measurements in the absence of electrothermal feedback, as τ ≡ C/G.

The TES can also be designed as a microcalorimeter to resolve the incident energy of individual photons

[170].

TES bolometers are usually operated by voltage-biasing within their superconducting phase transition

so that operation can be well-stabilized even after power absorption due to negative electrothermal feedback

[90]. To operate the TES in this way, its input circuit includes a bias current Ibias that is applied to a small

shunt resistor Rsh in parallel with sensitive ammeter for readout and a variable resistor, which is the TES

itself. Rsh is small compared to a typical operating RTES value, so the TES is operating toward the limit

of a hard voltage bias, with V ∼ IbiasRsh. Figure 1.5b includes a circuit diagram of the TES input circuit

discussed here. The sensitive ammeter represents an input coil inductively coupled to a single element

superconducting quantum interference device (SQUID). The SQUID is a sensitive magnetic flux to voltage

transducer that is used as a current sensor in this configuration.

The TES bolometer operates as a relative power meter. When optical power is dissipated on a TES

bolometer, its temperature and resistance will increase as it is operated within its superconducting transition.

This increase in resistance will create a corresponding drop in current since V = IR, following Ohm’s Law.

Through inductive coupling of an input coil to a SQUID, this temporary change in current will manifest as

a change in input flux to the SQUID, whose output is further amplified and read out by room temperature

electronics. Large arrays of detectors can be multiplexed, where detector signals are read out to a smaller

number of channels, using SQUIDs. The specific details of the SQUIDs and their associated circuits depends

on the type of readout employed.

This thesis describes the physics of a TES bolometer in more detail in Chapter 2. In Chapter 4, we

discuss the design and characterization of TES bolometer pixels [176], consisting of four detectors, one for

each passband and polarization, for the highest frequency passbands of the upcoming ground-based CMB

observatory, SO [7]. In Chapter 5, we discuss dark, or non optically-coupled, measurements of TES bolome-
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ter devices [177] for the upcoming CMB experiment, Ali CMB Polarization Telescope (AliCPT) [106]. This

work is motivated by using large TES bolometer arrays with broad spectral coverage. For example, SO will

utilize six frequency bands from 27 GHz to 280 GHz, to distinguish between astrophysical foregrounds, like

synchrotron emission and galactic dust, and the CMB since their spectral energy distributions are distinct.

1.2.3 Microwave kinetic inductance detectors

Another category of superconducting detectors operates as quasiparticle detectors, that is they directly

measure quasiparticles, or unpaired electrons, created in a superconducting film as a single photon or many

photons break Cooper pairs. In superconductivity, a Cooper pair is a pair of electrons that move freely in

a superconductor below the critical temperature Tc of the superconducting transition. They enable zero DC

resistance in the material in this regime. An example of a type of quasiparticle detector is the microwave

kinetic inductance detector (MKID).

MKIDs consist of superconducting films deposited on insulating substrates, such as silicon, with

lithography to create thin-film, high quality factor (Q) micro-resonators [189]. In a superconductor, the for-

mation of Cooper pairs below T < Tc leads to zero DC resistance; however, there is still a small, but nonzero

AC impedance due to the finite inertia of Cooper pairs [111]. There also exists in superconductors a small

fraction of electrons thermally excited from their Cooper pairs at T > 0. The complex surface impedance

of a superconductor is Zs = Rs + jωLs where ωLs >> Rs [189]. When operating a resonator, the AC circuit

contributes a kinetic inductance Lk to the total surface inductance. MKIDs detect incident radiation when

absorption of photons of energy h f > 2∆ ≈ 3.52kTc [169] breaks Cooper pairs in the superconducting film

and create quasiparticles, where h is the Planck constant, f is frequency, ∆ is the superconducting energy

gap, and k is the Boltzmann constant.

Figure 1.5b shows the circuit of a single MKID. This MKID resonator is an LC circuit with capac-

itance C, variable kinetic inductance Lk, and magnetic inductance Lm that is capacitively coupled Cc to a

feedline whose forward transmission S21 is measured. The Lk of a superconducting film changes with an

increase in quasiparticle density.

In a MKID, when the quasiparticle density increases, it leads to a small change in the surface
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Figure 1.6: a: A MKID circuit diagram. A MKID resonator is an LC circuit with capacitance C, vari-
able kinetic inductance Lk, and magnetic inductance Lm that is capacitively coupled Cc to a feedline whose
forward transmission S21 is measured. The Lk of a superconducting film changes with an increase in quasi-
particle density. b: S21 measurement as function of frequency for a MKID resonator at two different optical
loads/bath temperatures, from Galitzki et al. (2016) [61]. As the kinetic inductance and resistance of the
MKID increase with greater quasiparticle production/higher loading, this leads to a measurable decrease in
the resonant frequency δ f and amplitude of the resonance δA. Courtesy of J. Austermann (NIST).
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impedance of the film δZs, specifically a change in the kinetic inductance and resistance. The change in

Lk leads to a measurable decrease in the resonant frequency while the change in resistance leads to a re-

duction in the quality factor of the MKID, respectively. Figure 1.6b shows two measurements at different

loadings/bath temperatures for a MKID from the BLAST-TNG balloon experiment [61]. A reduction in

kinetic inductance and resistance with increased loading can be clearly seen by a decrease in resonant fre-

quency δ f and a decrease in the amplitude of the resonance or quality factor δA.

While superconducting micro-resonators, of which MKIDs are one type, have been around since

the 1960s [189], interest has grown dramatically (e.g., [68, 73]) in the almost two decades since their first

demonstration as sensitive detectors by Caltech/JPL [49]. MKIDS are well suited to operating in large

arrays since thousands of high Q resonators, or pixels, may be frequency-division multiplexed, or read

out using a single pair of coaxial cables [189]. As such, these detectors can vastly simplify cryogenic

readout and detector packaging of arrays compared to TES bolometers, the current workhorse of ground-

based (sub)mm astronomy [83]. Since their inception, MKIDs have been developed for a variety of far-IR

and (sub)mm instruments, including imaging cameras and spectrometers, that have either been deployed

[68, 126, 62, 73, 14] or are currently in development, including the TolTEC camera [185] which is discussed

in Chapter 6 and Chapter 7. MKIDs have also been demonstrated through UV, optical, and near-infrared

observations [117, 123, 178].

This thesis describes the physics of MKIDs in more detail in Chapter 3. In Chapter 6, we discuss the

development of a new method for optimal tuning of MKID arrays, consisting of hundreds of resonators on

the same feedline for TolTEC [185], a mm-wave imaging polarimeter at the Large Millimeter Telescope.

Then, in Chapter 7, we present a characterization of the system noise of the TolTEC 1.1 mm array due to

sub-optimal readout-dominated noise performance during commissioning. Finally, we comment on future

steps towards achieving photon-noise-limited performance of TolTEC detector arrays.

1.3 Examples of superconducting detectors

NIST has a heritage in developing arrays of feedhorn-coupled superconducting detectors for a number

of experiments that operate from 1 mm to 4 mm [185, 131, 13, 156, 26]. In one approach to coupling light
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from a feedhorn array, where there is one feedhorn for each detector, we utilize a circular waveguide with

probes with superconducting transmission line to route signal to the detectors. This method can be used

in tandem with superconducting integrated circuits (ICs) for dual-polarization as well as multichroic, or

multi-passband, capabilities with on-chip filtering [83]. Figure 1.7a shows an example of TES bolometer

studied in this thesis. We integrated four of these TES bolometers per detector pixel. We describe the

development and characterization of this architecture in Chapter 4 for the highest frequency passbands of

SO (220 GHz/280 GHz). This approach has matured over the past decades with TES bolometers and has

been demonstrated with ground-based CMB experiments, including SPTPol [13] and AdvACT [77], as well

as (sub)mm balloons, like SPIDER [58] and BLAST [62]. It is an active area of research to integrate MKIDs

with an OMT in a similar manner [167, 21].

In a second approach, light is coupled from a feedhorn array directly to an impedance-matched direct

absorber. This approach enables efficient coupling and dual-polarization sensitivity and has been used with

MKID imaging cameras, including MUSIC [68], NIKA [126], and TolTEC [185]. Figure 1.7b shows an

MKID pixel developed at NIST for TolTEC from [14]. Important components of this device, which has two

MKIDs, one for each polarization, are highlighted in white. In Chapter 6, I discuss our work to develop a

new tuning method for TolTEC MKID arrays. In Chapter 7, we describe our characterization of the system

noise of TolTEC’s 1.1 mm array.
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Figure 1.7: a: Micrograph of a TES bolometer for SO. Light couples from the feedhorn to a circular
waveguide with probes (shown in Chapter 4). The circuit is terminated on the TES bolometer using a
dissipative niobium (Nb) to gold (Au) transition. The TES is thermally isolated using a membrane and
four legs. The TES heat capacity is increased with a palladium gold (PdAu) alloy thermal ballast that
is electrically connected to the TES. b: Micrograph of a MKID pixel for TolTEC, from Austermann et
al. (2018) [14]. Light couples from a feedhorn to an absorber which also serves as the inductor of two
resonators, one for each polarization. Afterwards, radiation is coupled to each interdigitated capacitor (IDC)
of a resonator and this circuit in turn capacitively coupled to a common feedline.



Chapter 2

Theory of transition-edge sensor bolometers

In this chapter, we discuss the underlying physics of transition-edge sensor (TES) bolometers. A TES

bolometer is a very sensitive and stable thermal detector that measures the intensity of incident radiation

through heating of a temperature-dependent resistor [90]. The main parts are a radiation absorber and a

superconducting film. The TES is operated within its superconducting phase transition, which is extremely

sharp and exists between its normal and superconducting states. When optical power is dissipated on a

thermally isolated membrane connected to a TES, the TES temperature and resistance increase when it is

operated within its superconducting transition. Through voltage-biasing within this transition, operation will

be well-stabilized even after power absorption due to negative electrothermal feedback [90].

In this chapter, we begin with a discussion of the TES bolometer circuit, including what is measured

to characterize these devices. Next, we briefly explain the characteristics of the superconducting transition of

a TES and how it is used to make a very sensitive detector. We then talk about the TES response in the small-

signal limit, which is broadly applicable to a variety of operating conditions. Afterwards, we discuss the

TES electrical and thermal responses, including criteria for stability, saturation, and negative electrothermal

feedback. We then go into detail about TES bolometer sensitivity, including different sources of noise, and

finally what constitutes a photon-noise-limited detector.

2.1 The superconducting transition

A transition-edge sensor (TES) bolometer is a very sensitive thermal detector consisting of a photon

absorber and a superconducting film that acts as a temperature-dependent resistor [90]. This film is operated
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Figure 2.1: A measurement of the resistance of a TES as a function of temperature in response to a small
excitation current, from Ullom and Bennett (2015) [170]. The resistance is plotted as a fraction of its normal
resistance (Rn) and spans the superconducting-to-normal transition.
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within its superconducting phase transition, an extremely sharp temperature region between the normal and

superconducting states. Figure 2.1 shows an example measurement of the resistance of a TES as a function

of temperature in response to a small excitation current [170]. The resistance is plotted as a fraction of its

normal resistance Rn, where the film has zero electrical resistance when superconducting and is at its normal-

metal value when warmer than this transition temperature. The sharpness of this transition is quantified

by the logarithmic sensitivity αI = d logR/d logT . This TES thermometer can be used as a bolometer to

measure incident power, as discussed in this chapter, or as a microcalorimeter to resolve the incident energies

of individual photons. This sensitivity enables thermal detectors with a small threshold to detect energy. We

will now discuss some of the physics that influence the width and sharpness of this transition.

In the microscopic Bardeen, Cooper, and Schrieffer (BCS) theory [16, 169], superconductivity occurs

when sets of free electrons bind together into Cooper pairs. In particular, a Cooper pair is formed when

a free-flowing electron in a superconductor attracts positive ions in the lattice. These interactions with

positive ions are mediated by phonons, or quantized vibrations of the lattice. This creates a cloud of positive

charge that in turn attracts a second electron. The energy that binds Cooper pairs is referred to as the

superconducting energy gap of the material, ∆. The formation of Cooper pairs in a superconductor prevents

scattering and enables zero DC resistance below Tc. The size of the Cooper-pair wave function depends

on the temperature-dependent coherence length ξ (T ) such that ξ (0) ≈ 0.18vF/(kTc), where ξ (0) is the

zero-temperature coherence length, vF is the Fermi velocity of the material, k is the Boltzmann constant,

and Tc is the critical temperature of the superconductor. At temperatures above Tc, Cooper pairs are broken

spontaneously into their two constituent electrons or quasiparticles by thermal energies of order kTc [90].

A hallmark of BCS theory is the relationship between the superconducting energy gap and the critical

temperature such that 2∆ ≈ 3.52kTc [169]. BCS theory is applicable to low-Tc materials, with Tc < 1 K, such

as the TES bolometers and MKIDs designed and characterized in this thesis.

Near the superconducting transition, a superconductor is well described by the macroscopic Ginzburg-

Landau theory [65, 90]. The Ginzburg-Landau theory was derived from a Taylor expansion of the phe-

nomenological order parameter, Ψ, which is proportional to the density of superconducting pairs [71]. As

part of this theory, there is a dimensionless Ginzburg-Landau parameter, κ ≡ λeff(T )/ξ (T ), where λeff(T ) is
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an effective penetration depth that quantifies how much an applied magnetic field is screened by an induced

Cooper-pair supercurrent. The value of κ determines whether a superconducting film, the TES, is a Type I

(κ < 1/
√

2) or Type II (κ > 1/
√

2) superconductor. The type of superconductor influences the physics of

the superconducting transition and its noise, current-carrying capability, and sensitivity to applied magnetic

field [90]. For transition-edge sensors, superconducting films are usually in the dirty limit, where ξ (T )> 1

µm and electron mean free path l are a few tens or hundreds of nanometers. For a film in the dirty limit at

T = Tc, the Ginzburg-Landau parameter κ is [169]:

κ ≈ 0.715λL(0)/l(d) (2.1)

where λL(0) is the zero temperature penetration depth or London penetration depth and l is the electron

mean free path as a function of film thickness d.

The superconducting transition has a finite width even in the case of a uniform film with near-zero

applied current and no external magnetic field. Phenomena related to flux motion lead to this finite transition

and differ for Type I and Type II superconductors. These mechanisms are described in more detail by Irwin

& Hilton (2005) [90]. The transition widths measured under bias in actual TESs are much larger in practice,

on the order of a few milliKelvin with typical bias currents as seen in Figure 2.1. The broadening of the

superconducting transition is compounded by non-ideal effects, including nonuniformity of film Tc, external

magnetic fields, large bias currents, and variations in temperature within the film due to Joule heating and

other sources of loading.

Careful detector design can help address some of these non-ideal effects. For example, TES self-

heating can cause temperature variations across the device, leading to reduced sensitivity and even instabil-

ity. In the case of uniform heat flow from the TES to a heat bath, Irwin et al. (1998) [89] found that the

condition for stability against geometric separation into superconducting and normal phases for a rectangular

film is [90]:

Rn < π
2 L0Tcn

GαI
(2.2)

where Rn is the normal resistance, L0 is the Lorenz number, n is an exponent related to power flow to a heat

bath, and G is the thermal conductance to the heat bath. From Eqn 2.2, we see that Tc and αI are important
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quantities. For a TES with Rn low enough to satisfy Eqn 2.2, self-heating can be minimized.

The critical temperature, Tc, must be chosen to achieve the necessary sensitivity and response time

for a TES. These quantities strongly depend on temperature because the heat capacity, thermal conductance,

noise, and other parameters also exhibit a temperature dependence. It is therefore important to choose a

transition temperature appropriate for each application. This can be done by choosing an elemental super-

conductor with an appropriate Tc or tuning the Tc by using the proximity effect in a normal/superconductor

bilayer (e.g. [174]) or using magnetic dopants (e.g. [52]). In Chapter 4 and Chapter 5, we describe measure-

ments of TES bolometers made of a doped aluminium-manganese (Al-Mn) alloy [55] and in Chapter 6 and

Chapter 7, we describe measurements of MKIDs with a superconducting film of varying titanium nitride

(TiN) and titanium (Ti) layer thicknesses, specifically a TiN/Ti/TiN trilayer [14] made using the proximity

effect.

2.2 TES small-signal limit

In the small-signal limit, we may solve for the TES response to different input signals and use those

expressions to derive conditions for TES stability, negative electrothermal feedback, and TES saturation

power among other things. Following the work of Irwin & Hilton (2005) [90], we describe the TES bolome-

ter circuit, the TES electrical and thermal responses, including its response to an incident power load as in a

bolometer or the power-to-current responsivity, criteria for TES stability, negative electrothermal feedback,

and TES saturation.

2.2.1 The TES bolometer circuit

We discuss the electrothermal bias circuit of a TES via two coupled differential equations, one de-

scribing its thermal behavior and one its electrical behavior. We model a TES as a temperature- and current-

dependent resistor, R(T, I). The combined heat capacity of this resistor and its absorber is C at a temperature

T . They are connected to a stable thermal reservoir at bath temperature Tb through a weak link with thermal

conductance G [89]. This is visualized in the conceptual drawing in Fig 2.2. The values of G and C set the

natural time constant for this detector, the time required between independent measurements in the absence
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Figure 2.2: Diagram of a transition-edge sensor bolometer. Incident optical power P0 heats a heat capacity C
at temperature T with a very sensitive resistor RTES to measure the associated temperature change. The heat
capacity and resistor are connected to a stable thermal reservoir at bath temperature Tb through a weak link
with thermal conductance G. Also shown is the TES input-circuit diagram. A bias current Ibias is applied to
a shunt resistor Rsh in parallel with a sensitive ammeter for readout and a variable resistor RTES, the TES.
Rsh is small compared to a typical operating RTES value, so the TES is operating toward the limit of a hard
voltage bias, with V ∼ IbiasRsh. As power is incident on the heat capacity and heats it up, the resistance of
the TES increases and this creates a detectable drop in current following V = IR.
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of any electrothermal feedback, as τ ≡C/G.

The TES circuit includes a real source impedance ranging from zero when constant voltage-biased

to infinite when constant current-biased. Historically, TESs were current-biased and read out via a voltage

amplifier because sufficiently sensitive ammeters were not practical [90]. In the modern era, after 1995

[87], TESs are often voltage-biased using a small shunt resistor Rsh in parallel with the TES resistance RTES,

such that RTES ≫ Rsh, and read out via a superconducting quantum interference device (SQUID) current

amplifier. By voltage-biasing a TES within its superconducting transition, operation is well-stabilized even

after power absorption due to negative electrothermal feedback. This low impedance configuration includes

a reactance from parasitic inductance in the leads and inductance from a SQUID input coil and we often add

other L intentionally to slow down the electrical response. The input coil is used to inductively couple the

TES circuit to a SQUID. The SQUID acts a sensitive magnetic flux-to-voltage transducer that is used as an

ammeter for the current through its input coil that creates flux.

The TES operates as a relative power meter. In a voltage-biased TES, the input circuit includes a

bias current, Ibias, that is applied to a small shunt resistor Rsh, for a voltage V = IbiasRsh, in parallel with

any parasitic resistance Rpar in the circuit (not shown). The sensitive ammeter represents an input coil with

inductance L coupled to a SQUID. The SQUID is part of the voltage-biased readout and acts as a sensitive

ammeter. Large arrays of detectors can be multiplexed, where detector signals are read out to a smaller

number of channels, using SQUIDs. SQUID amplifiers are operated at low temperatures and read out with

room temperature electronics. The specific details of the SQUIDs and their associated circuits depends on

the type of readout employed. The input coil is in series with a variable resistor, which is the TES itself.

Figure 2.2 includes a circuit diagram of the TES bias circuit.

2.2.2 TES electrical and thermal response

The response of the TES is described by a system of two coupled differential equations for the elec-

trical and thermal circuits. The thermal differential equation, which describes how the temperature T of the
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TES changes with time t is given by [90, 115]:

C
dT
dt

= PJ +Popt −Pbath = Pdiss −Pbath

= Pdiss −
∫ T

Tb

G(T ′)dT ′
(2.3)

where C is the lumped heat capacity, including the TES and absorber, Pbath is the power flowing from the

TES to the heat bath, PJ is the Joule electrical power dissipation, and Popt is the signal/optical power. We

have also defined the total power dissipated in the absorber and TES as Pdiss = PJ +Popt. The Joule power

dissipation is related to the voltage bias Vbias and TES resistance as PJ =V 2
bias/RTES(T, I). In the second part

of Eqn 2.3, we have related Pbath to the thermal link with thermal conductance G since G ≡ dPbath/dT . Also,

for power flow to the heat bath Pbath, we usually assume a power law dependence so that:

Pbath = K(T n −T n
b ) (2.4)

where K and n depend on the nature of the thermal weak link to the heat bath and Tb is the bath temperature.

K is related to the thermal conductance as K = G/(nT n−1). The electrical differential equation, which

describes how the current I through the TES changes with time is given by:

L
dI
dt

=V − IRL − IRTES(T, I) (2.5)

where RTES(T, I) is the electrical resistance of the TES which depends on both temperature and current.

From Eqn 2.3 and Eqn 2.5, we see that in the case of a voltage-biased TES within its superconduct-

ing transition, when optical power is dissipated on a TES bolometer or bath temperature is increased, the

temperature of the absorber/TES and also TES resistance RTES(T, I) rise. Since the TES is operated at near

constant voltage, this increase in resistance will create a corresponding drop in current through the ther-

mometer since V = IR, following Ohm’s Law. It also reduces the dissipated Joule electrical power PJ. These

two changes stabilize the TES temperature within its superconducting transition. Through inductive cou-

pling of an input coil to a SQUID, this temporary current drop will manifest as a change in input flux to the

SQUID, whose output is further amplified and read out by room temperature electronics. The relationship

between the electrical readout circuit and thermal properties of the system with time is called electrother-

mal feedback. To help quantify the dependence of the TES resistance, it is common to define a unitless
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logarithmic temperature sensitivity αI and current sensitivity βI as:

αI ≡
∂ logR
∂ logT

∣∣∣∣
I0

=
T
R

∂R
∂T

∣∣∣∣
I0

(2.6)

and

βI ≡
∂ logR
∂ log I

∣∣∣∣
T0

=
I
R

∂R
∂ I

∣∣∣∣
T0

(2.7)

In the small-signal limit, nonlinear terms in Eqn 2.3 and Eqn 2.5 can be linearized around the steady-

state values of resistance R0, temperature T0, and current I0. In this limit, we can also use steady-state values

of heat capacity C and thermal conductance G. If we expand Eqn 2.3 for a small oscillation in absorbed

optical power at frequency ω , or δPopte jωt , we find that [115]:

jωCδT = δPopt +
∂PJ

∂T
δT −GδT (2.8)

where δT = T −T0 in the small-signal limit. From Eqn 2.8, we rearrange terms to write δPopt as:

δPopt = ( jωC+G+αIPJ/T )δT (2.9)

where we have used Eqn 2.6 for αI . We can expand the TES resistance around for small signals to first order

too so that [90]:

R(T, I)≈ R0 +
∂R
∂T

∣∣∣∣
I0

δT +
∂R
∂ I

∣∣∣∣
T0

δ I

≈ R0 +αI
R0

T0
δT +βI

R0

I0
δ I

(2.10)

where δ I = I − I0. Likewise, the Joule power can be expanded to first order such that:

PJ = I2R ≈ PJ,0 +2I0R0δ I +αI
PJ,0

T0
δT +βI

PJ,0

I0
δ I (2.11)

where the steady-state Joule power is PJ,0 = I2
0 R0.

From Eqn 2.10, we observe that for a TES at constant temperature, the dynamic resistance of the TES

can be simplified to:

Rdyn ≡
∂V
∂ I

∣∣∣∣
T0

= R0(1+βI) (2.12)
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Another quantity of interest in operating a TES is the low-frequency loop gain under constant current

which we define as:

LI ≡
PJ,0αI

GT0
(2.13)

To solve the system of coupled equations, consisting of the TES thermal differential equation (Eqn 2.3)

and current differential equation (Eqn 2.5), they can be linearized by substituting in the above expansions

around steady-state values for Pbath, R(T, I), and PJ and using LI and the natural time constant τ ≡C/G. Af-

terwards, this system can be solved by using harmonic expansion or a matrix change of variables approach.

The specific details of how perform this change of variables [109] can be found in Irwin & Hilton (2005)

[90].

In bolometric applications, where the power levels of arrays of TES detectors are monitored, the

power-to-current responsivity sI [A/W] of a TES to changes in absorbed optical power under constant volt-

age bias is one of the most important parameters. It enables measured currents to be referred back to input

power signals. We have denoted this quantity by a lowercase s to differentiate it from the noise power

spectral density discussed later. The power-to-current responsivity sI is [115]:

sI =
dI
dR

dR
dT

dT
dPopt

=−Vbias

R2
dR
dT

1
jωC+G+αIPJ/T

=− 1
Vbias

αIPJ/GT
1+αIPJ/GT + jωC/G

[
A
W

] (2.14)

where we have used Eqn 2.9 for dT/dPopt and Vbias = IR in the first part. In the second part of Eqn 2.14, we

have also used PJ =V 2
bias/R(T, I).

We can also express the power-to-current responsivity SI in terms of the loop gain LI so that:

sI =− 1
Vbias

LI

LI +1
1

1+ jωτeff

[
A
W

]
(2.15)

where we have used the effective time constant τeff = τ/(LI +1). This expression (Eqn 2.15) does not take

into account non-ideal properties of the TES and readout electronics. We refer to Irwin & Hilton (2005)

[90], an analysis of additional effects, including the nonlinear TES resistance RTES(T, I), parasitic resistance

in the circuit, and inductance in the readout.
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2.2.3 TES stability

Generally, the stability of a TES depends on whether its response is damped or oscillating and whether

it is being operated using a current or voltage bias. The desire for stable operation with strong feedback

LI ≫ 1,βI motivated the use of voltage-biased detectors. We follow the discussion in Irwin & Hilton

(2005) [90] for the TES stability under different damping conditions.

In the case of an overdamped TES, the response will be stable for steady-state resistance R0 and load

resistor RL = Rsh +Rpar when [90]:

R0 >
LI −1

LI +1+βI
RL (2.16)

For a current-biased TES, this constrains the value of the load resistor that can be used and prevent thermal

runaway from positive feedback when LI > 1. By comparison, for a voltage-biased TES, this condition is

always satisfied since R0 > RL so an overdamped or critically-damped TES is stable.

In the case of an underdamped TES, the stability criterion is now:

LI ≤ 1, or LI > 1 and L <
τ

LI −1
(RL +R0(1+βI)) (2.17)

as a constraint on the inductance L. When a TES is critically damped, Eqn 2.16 and Eqn 2.17 are equivalent

conditions.

2.2.3.1 Negative electrothermal feedback

A TES is considered to be operated with strong negative electrothermal feedback (ETF) when the

voltage bias is such that RL ≪ R0 and there is high low-frequency constant current loop gain such that

LI ≫ 1,βI . In this limit, the TES is stable against thermal runaway even at high loop gain LI/faster response

time since the reduction in Joule power with increased temperature will act as a restoring force. At Tb ≪ Tc,

Joule power dissipation also causes a TES to self-bias in temperature within its transition. This characteristic

reduces sensitivity to TES parameter differences, like Tc, allowing for operation of large arrays of TES

detectors.

From the thermal (Eqn 2.3) and electrical (Eqn 2.5) differential equations, we see that an increase in

temperature of the TES leads to a corresponding increase in the TES resistance RTES(T, I). For a TES biased
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at a near constant voltage, this change in resistance leads a drop in current through the TES following V = IR

and a drop in dissipated Joule electrical power. This causes the temperature of the TES to stabilize.

Electrothermal feedback can be either positive or negative depending on a few factors. In a TES,

the logarithmic temperature sensitivity αI is positive so the resistance of a TES increases with temperature

while biased in its superconducting transition, such as Figure 2.1. When operating a TES under current-

bias conditions, or RL ≫ R0, temperature, resistance, Joule power PJ = I2R increase. This corresponds to

positive ETF. By comparison, when operating a TES under voltage-bias conditions, or RL ≪ R0, PJ =V 2/R

decreases with increasing temperature. This corresponds to negative ETF.

A overdamped/critically-damped TES (Eqn 2.16) is stable when the TES is voltage-biased since R0 >

RL. By comparison, a damped current-biased TES where RL ≫ R0 will only stable against thermal runaway

when LI ≤ 1. These stability conditions greatly restrict the available operational parameters of current-

biased TESs.

The complex impedance of a TES is useful probe of the linear circuit parameters of a TES. The circuit

complex impedance and complex impedance of the TES ZTES are given by [90]:

Zω =Vω/Iω = RL + iωL+ZTES (2.18)

and

ZTES = R0(1+βI)+
R0LI

1−LI

2+βI

1+ jωτI
(2.19)

where τI = τ/(1−LI) is the steady-state current-biased thermal time constant. In Chapter 5, we discuss

complex impedance measurements of dark, or non-optically coupled, Al-Mn TES bolometers. These mea-

surements enabled us to characterize the dynamics of TES bolometers with different geometries and thermal

conductance over a range of detector bias and loading conditions. From this, we were able to choose a

bolometer design with optimal stability for AliCPT before fabrication of arrays.
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2.2.3.2 TES saturation

In the limit of large signals, power loads on a TES bolometer are capable of saturating the TES by

driving it outside of its narrow transition region. The saturation power of a TES bolometer is given by [90]:

Psat = Pbath(T )−
(

V
RL +Rn

)2

Rn (2.20)

where Pbath(T ) = K(T n − T n
b ) is the power flowing to the heat bath at temperature T , Rn is the normal

resistance of the superconductor, and R0 is the steady-state resistance. We can simplify Eqn 2.20 since a

voltage-biased TES will have RL = 0 and a narrow superconducting transition will have an approximately

constant Pbath. Equation 2.20 thus simplifies to:

Psat =

(
1− R0

Rn

)
Pbath (2.21)

When the signal power exceeds this saturation power Psat, a TES bolometer loses all sensitivity. This con-

dition for device saturation motivates the selection of a larger thermal conductance G for the weak link

connecting the TES and heat capacity to the bath to avoid this occurring. However, careful selection of G is

needed as larger values will degrade detector NEP even at low signal powers.

2.3 Sensitivity

In astronomical applications, in which the photon signal is faint, we strive to design detectors that are

photon-noise-limited or background-limited, that is where the noise from incident photons is the dominant

source of noise in the detector. When a measurement is dominated photon noise, specifically by the shot

noise component of the photon noise (Eqn 2.23), the signal-to-noise ratio (SNR) will increase as
√

N, where

N is the number of measurements. Detectors are said to be operating in the background-limited infrared

photodetector limit (BLIP) when they are limited by the shot noise of in-band background photons from the

receiver, optics, atmosphere, and astrophysical source being observed.

The sensitivity of a (sub)millimeter-wave detector is usually given in terms of noise equivalent power

(NEP) and in units of W/
√

Hz. The NEP is the uncertainty in detected power in a bandwidth of 1 Hz or

one-half second integration. This means that lower NEP relates to more sensitive detectors. It is common
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to express the NEP in terms of the power detected or absorbed Pabs, called the the electrical NEP (NEPel),

or in terms of power at the output of the source, called the optical NEP (NEPopt). The power absorbed by

a detector is Pabs = ηPopt where η is the optical efficiency. The electrical NEP is related to the optical NEP

such that NEP2
el = η2NEP2

opt. To date, lab measurements of dark, or non-optically coupled, TES bolometers

have been measured with electrical NEPel ∼ 2× 10−19 W/
√

Hz have been demonstrated [145, 101, 165],

which will be sufficient for a future space-based far-infrared spectrometer.

The photon NEP for wide passbands is given by [188]:

NEP2
phot =

∫
∞

0
2

dPabs

dν
hν(1+η(ν)m(ν))dν (2.22)

where ν is the band averaged center frequency, dPabs/dν is the power absorbed by a detector per frequency,

h is the Planck constant, η(ν) is the optical efficiency, and m(ν) is the photon occupation number. Also,

the factor of 2 in this equation is from the Nyquist factor relating bandwidth to integration time, specifically

δ f = 1/2δ t. For a single mode detector operating in a narrow bandwidth, Eqn 2.22 can be further reduced

using Pabs = ηmhν∆ν such that [115]:

NEP2
phot = NEP2

shot +NEP2
wave = 2Pabshν(1+ηm)

= 2Pabshν +
2P2

abs
∆ν

(2.23)

This electrical NEP can also be converted to an optical NEP so that:

NEP2
phot

η2 =
2Popthν(1+ηm)

η

=
2hνPopt

η
+

2P2
opt

∆ν

(2.24)

where we measure Popt at the output of the source. In Eqn 2.23, the first term comes from Poisson/shot noise

from uncorrelated photons and the second term is wave noise due to wave bunching. The shot noise term

dominates for low occupation number m such that hν/kT ≫ 1. While the wave bunching term dominates

for high m such that hν/kT ≪ 1.

In addition to photon noise, there are other sources of noise that originate from the detector itself and

from the readout electronics used to operate these detectors. These noise sources need to be lower than and

in some cases mitigated in the system to achieve photon-noise-limited performance. In TES bolometers,
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the total NEP includes contributions from photon noise, thermal fluctuation noise (TFN) from phonons,

Johnson-Nyquist noise in the TES, Johnson-Nyquist noise in the load resistor RL, SQUID noise related to

the readout, and excess noise. In the following subsections, we will discuss the different sources of noise in

TEss with the exception of the SQUID noise, which is usually subdominant to other sources of noise.

2.3.1 Thermodynamic noise

One of the fundamental noise sources in a TES is the thermal fluctuation noise (TFN) or phonon noise

from thermodynamic fluctuations associated with a thermal impedance. Another noise source is Johnson or

Nyquist noise from thermodynamic fluctuations associated with an electrical resistance. In Irwin & Hilton

(2005) [90], the thermodynamic noise in a TES is analyzed by applying the Fluctuation-Dissipation Theorem

(FDT) to the differential equations for temperature (Eqn 2.3) and current (Eqn 2.5). In this case, the power

and voltage signals are considered stochastic forces that depend on correlations in the state variables from

thermodynamic fluctuations. From the FDT, the power spectral density (PSD) at equilibrium and for small

fluctuations is:

Sui(ω) = 4kT Re[Yii(ω)] (2.25)

where i is the vector index, ui is the velocity state variable, and Yii(ω) is the corresponding diagonal element

of the admittance matrix. Also, Yii(ω) ≡ Z−1
ii (ω). We consider work done on a voltage source internal to

the TES, like a Johnson noise voltage Vnoise, that would cause power dissipation in the thermal circuit of

the TES. The Joule power dissipation is then PJ = IVT ES, where VTES = IR+Vnoise. By applying Eqn 2.25

to an equilibrium internal impedance matrix, which includes internal voltage noise sources, the Nyquist

noise voltage of the TES, the Nyquist noise voltage of the load resistor RL, and the TFN across the thermal

conductance G can be calculated. The Nyquist noise voltage of the TES is then SVTES = 4kT0R0. The Nyquist

noise voltage of the load resistor is SVL = 4kT0RL. Also, to account for nonlinearity in the TES resistor, SVTES

may be rewritten as:

SVTES = 4kT0R0ξ (I0) (2.26)
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where ξ (I0) is a function determined at the steady-state bias current I0 for a resistor with a current-dependent

nonlinearity or βI ̸= 0. In the linear approximation, ξ (I0) = 1 while for a quadratic nonlinear resistor

ξ (I0) = 1+2βI .

The TES thermal fluctuation noise can be written as:

STFN = 4kT 2
0 GFlink(T0,Tb) (2.27)

where the unitless function Flink depends on the thermal conductance exponent and type of phonon reflec-

tions. Compared to the Nyquist noise voltage of the TES, this noise has a T 2
0 dependence.

We can convert the voltage noise power spectral densities for TFN (Eqn 2.27), Johnson noise in the

TES (Eqn 2.26), and Johnson in the load resistor to current noise by multiplying by the squared magnitude

of either the internal or external admittance of the TES circuit. The external admittance which affects the

Johnson noise of load resistor is [90]:

Yext(ω)≡ I(ω)

Vext(ω)
= sI(ω)I0

LI −1
LI

(1+ jωτI) (2.28)

The internal admittance which affects the Johnson noise of the TES is also:

Yint(ω)≡ I(ω)

Vint(ω)
=−sI(ω)I0

1
LI

(1+ jωτ) (2.29)

where τ is the natural, or no feedback, time constant, τI is the constant current time constant, and sI(ω)

is the power-to-current responsivity. The current noise for each noise source can then be converted to a

power-referred noise by dividing by the squared magnitude of the power-to-current responsivity of the TES

or |sI(ω)|2. In this way, the PSD of the power-referred Nyquist noise in the TES is:

SPTES(ω) =
SVTES |Yint(ω)|2

|sI(ω)|2
= 4kT0I2

0 R0
ξ (I0)

L2
I
(1+ω

2
τ

2)

[
W 2

Hz

]
(2.30)

and the PSD of the power-referred Nyquist noise in the load resistor RL is:

SPL(ω) =
SVL |Yext(ω)|2

|sI(ω)|2
= 4kT0I2

0 RL
(LI −1)2

L2
I

(1+ω
2
τ

2
I )

[
W 2

Hz

]
(2.31)

The PSD of the power-referred thermal fluctuation noise is also:

SPTFN(ω) = 4kT 2
0 GFlink(T0,Tb)

[
W 2

Hz

]
(2.32)
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where the additional unitless function Flink depends on the thermal conductance exponent and type of

phonon reflections, T0 is the steady-state temperature of the TES, and Tb is the bath temperature.

2.3.2 Excess noise

TESs have been measured to have excess noise from sources internal to the TES itself that is greater

than that predicted by existing noise models based on fundamental sources of noise. These additional noise

sources include internal thermal fluctuation noise (e.g. [113]) and excess electrical noise (e.g. [182]). Excess

electrical noise in particular has been found to impact many different TES materials and geometries [90].

Recent noise modeling has shown that a possible mechanism of the excess electrical noise in TESs is based

on high-frequency Johnson noise that is mixed down into the signal band by Josephson oscillations due to

a nonlinear voltage–current relationship in TESs. Figure 2.3 shows the total current noise in a measured

TES device, including a model of the quadrature sum of noise components discussed in the chapter, such as

thermal fluctuation noise and Johnson noise from the TES and bias circuit. A number of mitigation strategies

have been developed (e.g [170]) to reduce the contributions from these excess noise sources to be smaller

than thermal fluctuation noise or photon noise

2.3.3 Ratio of thermal fluctuation noise to photon noise

A useful quantity to calculate is the ratio of the thermal fluctuation noise to the photon noise in a TES

[115]. From this ratio, we can find the base temperature needed for a TES bolometer to be photon-noise-

limited given incident photons with central frequency ν . When the bath temperature Tb is low compare to

critical temperature Tc, we can approximate the thermal fluctuation noise in the TES due to phonons as:

SPTFN = NEP2
phonon = Flink4kT 2

c G0

≈ Flink4kT 2
c n(1+ γ)

Popt

Tc

[
W 2

Hz

] (2.33)

In going from the first part of Eqn 2.33 to the second, we have assumed a ratio of saturation power to average

or minimum absorbed optical power PJ = γPopt and a thermal conductance of the form G(T ) =G0(T/Tc)
n−1.

Recall from before that the total amount of power dissipated in the absorber and TES is Pdiss = PJ +Popt.
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Figure 2.3: Total current noise in a TES, adapted from Wessels et al. (2019) [182]. Blue points are measured
data whiles the lines are the predicted contributions of different noise sources, including the thermal fluctu-
ation noise (cyan dash-dotted), SQUID noise (purple dashed), Johnson noise in the TES with the (1+2βI)
enhancement (green dashed), Johnson noise from the shunt resistor (red dashed), and the quadrature sum
of the noise components (black solid). The measured data has excess noise above this quadrature sum as
represented by the gap from the total predicted noise.



36

Using Eqn 2.3 for a constant temperature with time, we can express Pdiss as:

Pdiss = (1+ γ)Popt =
∫ Tc

Tb

G(T )dT

=
G0

n

[
Tc

(
1−
(

Tb

Tc

)n)] (2.34)

Using Eqn 3.63 for the photon noise in a single mode detector with a narrow passband and the thermal

fluctuation noise from above (Eqn 2.33), we can calculate the ratio of the two as:

NEP2
phot

NEP2
phonon

≈ hν

kTc

1+ηm
2Flinkn(1+ γ)

(2.35)

Then, for the thermal fluctuation noise in a TES to be equal to the photon noise, the critical tempera-

ture Tc of a TES needs to be lower than:

Tc ≤
hν

k
1+ηm

2Flinkn(1+ γ)
(2.36)

2.3.4 Total TES bolometer NEP

The total optical noise equivalent power NEPtot for a detector is calculated from the sum of the

contributions of different noise sources added in quadrature. For a photon-noise-limited TES bolometer, the

dominant noise source is from incident photon fluctuations and this photon noise is greater than the sum of

squares of other noise terms. In the absence of excess noise, the components that typically contribute most

to least to the total NEP are photon noise, Johnson-Nyquist noise in the TES, thermal fluctuation noise,

SQUID noise related to the readout, and Johnson-Nyquist noise in the load resistor. Most of these sources

have been discussed throughout this section with the exception of SQUID noise. The total NEP can be

calculated as [90]:

NEP2
tot = SPtot( f )+Sphot( f ) = SPTFN +SVTESI2

0
1

L2
I
(1+ω

2
τ

2) +

SVLI2
0
(LI −1)2

L2
I

(1+ω
2
τ

2
I )+

SIamp(ω)

|sI(ω)|2
+Sphot( f )

= 4kT 2
0 GFlink(T0,Tb)+4kT0R0ξ (I0)I2

0
1

L2
I
(1+ω

2
τ

2) +

4kT0RLI2
0
(LI −1)2

L2
I

(1+ω
2
τ

2
I )+2Pabshν(1+ηm)

[
W 2

Hz

]
(2.37)



37

where τ is the natural, or no feedback, time constant, τI is the constant current time constant, sI(ω) is

the power-to-current responsivity, and SIamp is the current-referred SQUID/amplifier noise. In the second

part of Eqn 2.37, the TFN power noise SPTFN , TES voltage noise SVTES , and load voltage noise SVL have

been substituted. For the TES voltage noise, ξ (I0) = 1 in the linear and ξ (I0) = 1+ 2βI in the quadratic

approximations, respectively. Equation 2.37 does not include any additional sources of excess noise (e.g.

[182]). The NEP of a TES bolometer is the square root of the PSD of the total power-referred noise or

NEP(ω) =
√

SP(ω) in units of W/
√

Hz.



Chapter 3

Theory of microwave kinetic inductance detectors

In this chapter, we discuss the underlying physics of microwave kinetic inductance detectors (MKIDs).

A MKID is a type of detector that consists of superconducting films deposited on insulating substrates

with lithography to create thin-film, high quality factor (Q) micro-resonators [189]. Photons with energy

hν > 2∆ ≈ 3.52kTc [169] absorbed by this superconducting film will break a Cooper pair in the supercon-

ducting film into its two constituent electrons or quasiparticles (QP), where h is the Planck constant, ν is

frequency, ∆ is the superconducting energy gap, and k is the Boltzmann constant. This breaking apart of

Cooper pairs can be used to estimate the total power absorbed by a device. Specifically, in an MKID, the

breaking of Cooper pairs is measured through the corresponding change in the kinetic inductance of the

film.

In this chapter, we start with a discussion of the MKID resonator response, including what is measured

to characterize these devices in practice. Next, we explain the complex conductivity of a superconductor

using the Drude model as well as BCS theory and Mattis-Bardeen. We then talk about the surface impedance

and kinetic inductance of a superconducting resonator and their relationship to the complex conductivity.

We then go into detail about the MKID responsivity to changes in temperature and optical power. Finally,

we go through the contribution of different sources of noise on the MKID sensitivity and what constitutes a

photon-noise-limited detector.
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3.1 Resonator response

The MKIDs described in this thesis are exclusively of the lumped-element type. We therefore focus

on lumped element MKIDs. This resonator is an LC circuit that consists of a capacitance C and variable

kinetic inductance Lk in series with a magnetic inductance Lm such that Ltot = Lk + Lm. This circuit is

usually either capacitively coupled Cc or weakly inductively coupled to a feedline. The kinetic inductance

of a superconducting film changes with an increase in quasiparticle density. More details about the kinetic

inductance especially as it pertains to MKIDs are discussed in Section 3.4. Figure 3.1a shows the lumped

element resonant circuit of a single MKID, where different components are labeled. Also, shown is an arrow

denoting the forward scattering parameter S21 or transmission measured for this circuit.

For a capacitively coupled resonator, the resonant frequency is given by:

ωr = 2π fr =
1√

Ltot(C+Cc)
(3.1)

For an MKID, the resonant frequency will shift to lower frequencies with an increase to the kinetic induc-

tance of the superconducting film. The kinetic inductance can be affected by changes in absorbed optical

power, bath temperature, and microwave probe tone power. When the quasiparticle density increases, it leads

to a small change in the surface impedance of the film δZs, specifically a change in the kinetic inductance

and resistance. The change in Lk leads to a measurable decrease in the resonant frequency while the change

in resistance leads to reduction in the quality factor of the MKID, respectively. The kinetic inductance of a

superconducting film, especially as it pertains to a MKID, is discussed in more detail in Section 3.4. If we

take the derivative of the resonant frequency (Eqn 3.1) with respect to the kinetic inductance, we find that:

d fr

dLk
=−α fr

2Lk
(3.2)

where α = Lk/Ltot is the kinetic inductance fraction. We have also substituted in C = 1/(Ltotω
2
r ), ignoring

Cc for the coupling capacitance to the feedline.

Generally, a resonator will lose energy due to dissipative losses and also from coupling to an external

circuit, including a feedline or waveguide. The total quality factor of a superconducting resonator Qr, such
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as an MKID, is given by:

1
Qr

=
1
Qi

+
1

Qc
=

fr

∆ f
(3.3)

where the internal quality factor Qi describes dissipative losses and the coupling quality factor Qc describes

the strength of coupling to an external circuit. In the second part of this equation, fr is the resonant frequency

and ∆ f is the resonator bandwidth, or full width at half maximum (FWHM). The internal quality factor of a

resonator is given by [189, 115]:

Qi =
Im(Zr)

Re(Zr)
=

Qr

min(|S21|)
(3.4)

where Zr is the resonator impedance, specifically of the inductive part. The coupling factor of a resonator is

given by [69, 189]:

Qc =
2(C+Cc)

ωrC2
c Z0

=
Qr

1−min(|S21|)
(3.5)

where Z0 is the impedance of the feedline.

The resonator impedance Zr depends on frequency as well as the resonator detuning, or the fractional

detuning of a tone frequency f from the resonance frequency x = ( f − fr)/ fr. To first order in x, Zr( f ) can

be expressed as [115]:

Zr( f )≃ Z0

[
Qc

2Qi
+ jQcx

]
1

1+ jεa
(3.6)

where εa is an asymmetry parameter such that εa = C/(CcQi). In general, the transmission of a signal

traveling along a transmission line with impedance Z0 and a circuit with shunt impedance to ground Zr is

given by [115]:

S21( f ) = 1− 1
1+2Zr( f )/Z0

(3.7)

We can then plug in Eqn 3.6 for Zr( f ) and rewrite Eqn 3.7 as:

S21( f ) = 1− 1+ jεa

1+ jεa
Qr
Qc

Qr

Qc

[
1

1+2 jQrx/(1+ jεa
Qr
Qc
)

]
(3.8)

When εa ≪ 1 this reduces further to:

S21( f )≃ 1− Qr

Qc

1
1+2 jQrx

(3.9)
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Figure 3.1: a: A MKID circuit diagram. A lumped-element MKID resonator is an LC circuit with capac-
itance C, variable kinetic inductance Lk, and magnetic inductance Lm that is capacitively coupled Cc to a
feedline whose forward microwave transmission S21 is measured. The Lk of a superconducting film changes
with an increase in quasiparticle density. b: S21 magnitude measurement vs frequency for a MKID resonator
at two different optical loads/bath temperatures. As photons are absorbed in the superconducting film, extra
quasiparticles are created, which increases kinetic inductance Lk and subsequently decreases the resonator
frequency fr and its amplitude A. This change in frequency and amplitude is a measure of the absorbed
photon power. Courtesy of J. Austermann (NIST).
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which is the standard model for a single MKID commonly used in the literature [189]. We can multiply

Eqn 3.9 by a few other parameters for the feedline so that S21( f ) for a single MKID now becomes:

S21( f ) = Ae−2π j f τ

(
1− Qr

Qc

e jφ0

1+2 jQrx

)
(3.10)

where A is a complex constant accounting for the gain, loss, and phase shift in the system, τ is a cable delay

constant due to the length of cables, and φ0 accounts for impedance mismatch. This model of S21( f ) for a

resonator corresponds to a Lorentzian shape in |S21| vs frequency space and traces out a circle in the complex

S21 domain. Figure 3.1b shows two measurements at different loadings/bath temperatures for a MKID from

the BLAST-TNG balloon experiment [61]. A reduction in kinetic inductance and resistance with increased

loading can be clearly seen by a decrease in resonant frequency δ f and a decrease in the amplitude of the

resonance or quality factor δA.

For an MKID array, there are now many LC resonator circuits capacitively coupled to a common

feedline. The array is read out simultaneously using a technique called frequency multiplexing in which a

comb of complex carrier/probe tone signals, consisting of many different frequencies, is sent from port 1

to propagate down a transmission line shared with the MKIDs. Each tone in this comb is tailored to match

the resonance frequency of a device. For each MKID, at its resonance frequency, the magnitude of the

forward transmission reaches its minimum where min(|S21|) = 1−Qr/Qc, while far away from resonance,

the transmission approaches unity |S21| → 1. Each probe tone will interact with the MKID and monitor

a change in phase while the rest of the comb will travel past. After propagating past all resonators in the

array at port 2, the comb of probe tones enters a low noise amplifier (LNA). The noise associated with

this amplifier is discussed in Section 3.7.2. Figure 3.2 shows the equivalent circuit of a small subset of a

frequency-multiplexed array of shunt-coupled MKIDs. Three LC resonators are shown, each with resonance

frequency ωr,n = 1/
√

LnCn where n is the resonator number. In current generation MKID experiments,

the readout supports up to 1000 probe tones/resonators. More details on frequency multiplexing readout,

particularly related to TolTEC, can be found in Chapter 7. We will now go into detail about the complex

conductivity of a superconductor. The measured change in kinetic inductance is related to this.
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Figure 3.2: Circuit diagram of a subset of a MKID array read out using frequency multiplexing. The solid
lines represent transmission line sections. Each nth MKID is represented as a LC circuit, with capacitance
Cn and current-dependent total inductance Ln(I), capacitively coupled Cc to a shared feedline. The array
is read out simultaneously by sending a comb of carrier/probe tones with generator voltage Vg into port 1.
Each port is denoted by dotted lines. After propagating past all resonators in the array, the comb of probe
tones, with changed amplitude and phase, enters a low noise amplifier with input impedance Z0 at port 2.
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3.2 Complex conductivity

In a superconductor, the formation of Cooper pairs below T < Tc leads to zero DC resistance; however,

there is still a small, but nonzero AC impedance due to the finite inertia of Cooper pairs [111]. There

also exists in superconductors a small fraction of free electrons, or quasiparticles, thermally excited from

their Cooper pairs at T > 0. A superconductor experiences a perturbation to the complex conductivity,

σ(ω) = σ1– jσ2 when Cooper pairs are broken into quasiparticles. This manifests as perturbations to the

dissipative σ1 and reactive σ2 components such that δσ(ω) = δσ1– jδσ2. In the following subsections,

we will explain the complex conductivity of a superconductor using a simplified model, the Drude model,

and follow-up with a more thorough discussion using BCS theory and Mattis-Bardeen with a treatment of

quasiparticles.

3.2.1 Complex conductivity from the Drude model

Using the Drude model, we can relate the effect of the inertia of quasiparticles in a superconductor to

the normal conductivity. This model makes the simplifying assumption that electrons behave like a gas, that

is that they do not interact with each other and are randomly scattered. For a superconductor, quasiparticles

are substituted for electrons in this case. From this, the complex AC conductivity can be expressed as [63]:

σ(ω) =
ne2τ

m
1

1+ jωτ
=

σn

1+ jωτ
(3.11)

where ω is the frequency, σn is the normal-state conductivity such that σn = ne2τ/m, m, n, and e are the

mass, density, and charge of an electron. Also, in Eqn 3.11 is the scattering time τ , or the characteristic

time between collisions, of free electrons. This time is related to the mean free path l and Fermi velocity

v0 of electrons such that τ = l/v0. The jωτ term represents a phase lag due to the inertia of electrons. At

room temperature, τ is usually less that 1 picosecond, so that ωτ ≪ 1, even at microwave frequencies, and

σ ≈ σn.

An electromagnetic field also penetrates into a normal metal to a finite length, or the skin depth δ .

The skin depth is related to σn such that δ ≈
√

2/ωµσ , where µ is the magnetic permeability of the metal

such that µ ≈ µ0 usually.
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Eqn 3.11 can also be written as real and imaginary components such that the complex conductivity is

now:

σ(ω) =
σn

1+ω2τ2 − j
ωτσn

1+ω2τ2 = σ1(ω)− jσ2(ω) (3.12)

At low temperatures T ≪ Tc, the normal conductivity σn → ∞ and ωτ → ∞. However, in Eqn 3.11,

the ratio σ/ωτ also remains finite such that the AC conductivity is almost purely inductive or σ2 ≫ σ1. In a

conductor, a local version of Ohm’s Law applies such that current density
−→
J and electric field

−→
E are related

as:

−→
J = σ

−→
E =

σn

1+ jωτ

−→
E (3.13)

where Eqn 3.11 has been used for σ . Eqn 3.11 for the complex conductivity and classic skin depth are valid

when l ≪ δ . At high enough frequencies and/or low enough temperatures, as in a superconductor, Ohm’s

law is not an adequate description of the electrodynamics. Non-local contributions to
−→
J and σ must also be

considered [63].

3.2.2 Complex conductivity from BCS theory and Mattis-Bardeen

Using BCS theory, Mattis-Bardeen derived a more general, non-local form of the complex AC con-

ductivity. The equations for the real and imaginary components of the complex conductivity relative to σn

can be written as [169]:

σ1(ω)

σn
=

2
h̄ω

∫
∞

∆

dE
E2 +∆2 + h̄ωE√

E2 −∆2
√
(E + h̄ω)2 −∆2

[ f (E)− f (E + h̄ω)] (3.14)

and

σ2(ω)

σn
=

1
h̄ω

∫
∆+h̄ω

∆

dE
E2 +∆2 − h̄ωE√

E2 −∆2
√

∆2 − (E − h̄ω)2
[1−2 f (E)] (3.15)

where h̄ is the reduced Planck constant or h̄ = h/2π , ω is angular frequency, E is the energy, and f (E) is

the distribution function of unpaired normal electrons.

At zero temperature T = 0 K, the penetration depth of an electromagnetic field is given by the London

penetration depth:

λL0 =

√
m

µ0ne2 =

√
l

µ0σnv0
(3.16)
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where σn is the normal-state conductivity. This is related to the coherence length of a superconductor, similar

to the minimum size of a Cooper pair [63], ξ0 = h̄v0/π∆0, where ∆0 is the gap energy at zero temperature.

3.2.2.1 Complex conductivity of a Fermi gas in thermal equilibrium

In MKIDs, quasiparticles (QPs) may be thermally generated due to a change in temperature of the de-

vice, where temperature fluctuations create phonons that interact with the crystal lattice of a superconductor.

Excess QPs are also generated from breaking of Cooper pairs with the absorption of photons with energy

h f > 2∆. As these are two separate mechanisms for QP generation, they can be modeled as two different

populations. The total number density of quasiparticles in a superconductor can be written as [189, 115]:

nqp,tot = nqp(T )+nqp(P)

= 4N0

∫
∞

∆

dE
E√

E2 −∆2
f (E)

(3.17)

where nqp(T ) are the number density of thermal quasiparticles and nqp(P) is the number density of optically

generated, excess quasiparticles. In the second part of Eqn 3.17, E is the energy, N0 is the single spin density

of states at the Fermi energy or N(E = 0), and f (E) is the distribution function for unpaired normal electrons

or QPs.

We can substitute f (E) with a Fermi-Dirac distribution that has been modified to include an effective

chemical potential for excess quasiparticles [134, 63] such that:

f (E; µ
∗,T ) =

1

1+ e
E−µ∗

kT

(3.18)

where µ∗ is an effective chemical potential and T is the temperature. Equation 3.18 treats the QPs as a Fermi

gas in thermal equilibrium.

If we insert Eqn 3.18 into Eqn 3.17, then nqp,tot can be written as:

nqp,tot = 4N0

∫
∞

∆

dE
E√

E2 −∆2
f (E; µ

∗,T )

= 4N0

∫
∞

∆

dE
E√

E2 −∆2

1

1+ e
E−µ∗

kT

(3.19)

At low temperatures T ≪ Tc, such that kT ≪∆, and satisfying the condition h̄ω ≪∆, the quasiparticle
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density can be approximated to [63]:

nqp,tot ≃ 2N0
√

2πkT ∆e−
∆−µ∗

kT (3.20)

Quasiparticles also have the effect of suppressing the energy gap ∆ relative to its zero temperature

value ∆0 such that [189]:

∆0 −∆

∆0
≈− ln

(
∆

∆0

)
= 2

∫
∞

∆

dE
1√

E2 −∆2
f (E; µ

∗,T ) (3.21)

It is also important to consider how long quasiparticles will exist in a superconducting volume before

recombining into Cooper pairs. As part of this process, QPs will emit a phonon as they recombine and this

phonon will escape from the volume. The QP lifetime τqp in MKIDs has been found empirically to vary

with the number density of thermal quasiparticles nqp(T ) such that [189]:

τqp =
τmax

1+nqp(T )/n∗
(3.22)

where n∗ is the crossover number density, observed to be ∼ 100− 500 µm−3 for many materials [179]

and τmax is the experimentally measured maximum QP lifetime. Typical values are τmax = 100− 1000 µs

for materials with a superconducting critical temperature Tc ∼ 1 K, like those used in submillimeter and

millimeter-wave MKIDs.

We can also use Eqn 3.18 for a Fermi-Dirac distribution of quasiparticles to rewrite Eqn 3.14 and

Eqn 3.15 for the real and imaginary components of the complex conductivity compared to σn as:

σ1(ω)

σn
=

2
h̄ω

∫
∞

∆

dE
E2 +∆2 + h̄ωE√

E2 −∆2
√
(E + h̄ω)2 −∆2

[ f (E; µ
∗,T )− f (E + h̄ω; µ

∗,T )] (3.23)

and

σ2(ω)

σn
=

1
h̄ω

∫
∆+h̄ω

∆

dE
E2 +∆2 − h̄ωE√

E2 −∆2
√

∆2 − (E − h̄ω)2
[1−2 f (E; µ

∗,T )] (3.24)

3.2.3 Changes in complex conductivity due to quasiparticles

The number of quasiparticles in a MKID is not fixed and varies with a change in temperature as well

as with pair-breaking photons that are absorbed by the superconductor volume. Thermal quasiparticles are
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generated by a change in temperature. At low temperatures T ≪ Tc, such that kT ≪ ∆, and satisfying the

condition h̄ω ≪ ∆, the number density of thermal quasiparticles nqp(T ) is [70]:

nqp(T )≃ 2N0
√

2πkT ∆0e−
∆0
kT =

Nqp(T )
V

(3.25)

where we have set µ∗ = 0. Also, Nqp = nqpV and V is the active volume of the MKID, in this case the

inductor. The number of optically generated quasiparticles generated per absorbed photon can be calculated

from the ratio of the photon energy to the superconducting energy gap as:

Nqp,per(ν) =
ηdethν

∆
(3.26)

where Popt is the optical power and ηdet is the detector quantum efficiency. The detector quantum efficiency

is typically about ∼ 0.7-0.8. Using Eqn 3.26, the total number of optically generated quasiparticles is then:

Nqp(P) =
Nqp,per(ν)τqpPopt

hν
(3.27)

From Gao (2008) [63], for T ≪ Tc and h̄ω ≪ ∆, the real and imaginary components of the complex

conductivity can be approximated as separate expressions due to thermal QPs (therm) and excess QPs (opt)

such that:

σ1,therm(T )
σn

=
4∆0

h̄ω
e−

∆0
kT sinh(ξ )K0(ξ ) (3.28)

σ2,therm(T )
σn

=
π∆0

h̄ω

[
1−

√
2πkT

∆0
e−

∆0
kT −2e−

∆0
kT e−ξ I0(ξ )

]
(3.29)

σ1,opt(nqp,T )
σn

=
2∆0

h̄ω

nqp

N0
√

2πkT ∆0
sinh(ξ )K0(ξ ) (3.30)

σ2,opt(nqp,T )
σn

=
π∆0

h̄ω

[
1−

nqp

2N0∆0

(
1+

√
2∆0

πkT
e−ξ I0(ξ )

)]
(3.31)

where ξ = h̄ω/2kT , µ∗ = 0, and In, Kn are the nth order (zero order) modified Bessel function of the first

and second kind. From these equations, the derivatives dσ/dnqp, specifically ∂σ(T )/∂T
∂nqp(T )/∂T or ∂σ(nqp,T )

∂nqp
can be

evaluated for thermal QP and excess QP from pair breaking photons, respectively. The factor of 1/ω in

these equations is related to the finite inertia of Cooper pairs such that at T ≪ Tc, the dissipative σ1 is much

smaller than the reactive σ2 or σ1 ≪ σ2.
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3.3 Surface impedance

The surface impedance of a superconductor is a complex quantity such that:

Zs = Rs + jXs = Rs + jωLs = Rs + jωµ0λeff (3.32)

where Rs is the surface resistance, Xs is the surface reactance, Ls is the surface inductance, ω is the angular

frequency, and µ0 is the vacuum permeability. At low temperatures, T ≪ Tc, such as where MKIDs are

usually operated, ωLs >> Rs [189] and Zs is almost purely inductive. To relate the surface impedance

to the complex conductivity, we will consider several limiting cases/approximations for a superconductor

volume/film following the work of [63, 189]. For these cases, it is useful to define a purely reactive surface

impedance at zero temperature Zs(ω,T ):

Zs(ω,0) = jωµ0λeff (3.33)

where λeff is the effective penetration depth, or the distance over which an electromagnetic field penetrates

into a superconductor. The effective penetration depth changes depending on the limiting case and film

thickness.

Case 1, Local limit and thick films: The local limit approximation is valid for a superconductor

volume under two conditions, 1) the coherence length ξ0 ≪ λL0 or 2) the mean free path l ≪ λL0, where λL0

is given by Eqn 3.16. These two conditions can be further relaxed to 1) ξ0 ≪ λeff or 2) l ≪ λeff [63]. These

two conditions imply that the magnetic field varies slowly in space compared to the characteristic length

scale of the Cooper pair system. Also, in the local limit, the effective penetration depth λlocal is equivalent

to [189]:

λlocal =

√
h̄

π∆µ0σn
(3.34)

where σn is the normal-state conductivity.

For thick films in the local limit, the surface impedance and AC conductivity are related such that

[189]:

Zs(ω,T ) =

√
jµ0ω

σ(ω,T )
=

Zs(ω,0)√
1+ jδσ(ω,T )/σ2(ω,0)

(3.35)
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where Zs(ω,0) is given by Eqn 3.33 and the change in conductivity is δσ(ω,T ) = σ(ω,T )−σ(ω,0) =

σ1(ω,T )− jδσ2(ω,T ).

Case 2, Extreme anomalous limit and thick films: The extremely anomalous limit approximation

is valid for a superconductor volume under two conditions, 1) the coherence length ξ0 ≫ λL0 or 2) the mean

free path l ≫ λL0. These two conditions can be further relaxed to 1) ξ0 ≫ λeff or 2) l ≫ λeff [63]. These two

conditions imply that the characteristic length scale of the Cooper pair system is long compared to distance

over which the penetrating magnetic field varies significantly. In the extremely anomalous regime, λea is

equivalent to [189]:

λea = λlocal

[ √
3l

2πλlocal

]1/3

(3.36)

For thick films in the extremely anomalous limit, the surface impedance and complex conductivity

are related such that [189]:

Zs(ω,T ) = jµ0ωλea[1+ jδσ(ω,T )/σ2(ω,0)]−1/3 (3.37)

Case 3, local limit and thin films: In the regime of thin films, the superconducting film thickness

t is smaller than the electron mean free path l. This suggests that l ≈ t since it will be limited by surface

scattering. The effective penetration depth for thin films is λthin = λ 2
local/t. If t ≪ λeff, the electromagnetic

field will completely penetrate that film and the current density will be nearly constant throughout the film.

The relationship between the surface impedance and complex conductivity in this case is then [63]:

Zs(ω,T ) =
1

(σ1 − jσ2)t
=

1
σ(ω)t

(3.38)

Also, since the mean free path is comparable to the film thickness l ≈ t, σ has a 1/l ∼ 1/t dependence and

Zs varies as 1/t2.

From these cases, we can summarize the change in Zs, δZs/Zs to the change in complex conductance

δσ/σ for a MKID such that [63]:

δZs

Zs
= γ

δσ

σ
(3.39)

where γ is case-dependent factor. In particular, γ corresponds to the power dependence in Eqn 3.35, Eqn 3.37,
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and Eqn 3.38 such that:

γ =



−1/2 thick films, local limit

−1/3 thick films, extreme anomalous limit

−1 thin films, local limit

(3.40)

From Eqn 3.39, we can see that the responsivity of MKIDs is related to dZs/dnqp and to dσ/dnqp as dis-

cussed in Section 3.2.3. For the MKIDs discussed in this thesis, the thin film and local limit is most appro-

priate given that the film thickness satisfies t ≪ λeff, particularly t = 18 nm and λeff ∼ 100−300 nm for the

film materials (TiN, Ti) [174].

3.4 Kinetic inductance

The inductance L is related to the magnetic field outside a conductor. Inductance is defined as the ratio

of the applied voltage to the rate of change of current such that L = V/(dI/dt). This inductance depends

purely on the geometry of the conductor, specifically film length l, width w, and thickness t, and is referred

to as the geometric or magnetic inductance Lm. The energy stored in the inductance is E = 1
2 LI2.

For a superconducting film, the magnetic field extends into the material by a distance given by the

penetration depth λeff described in Section 3.3. There is a supercurrent flowing in this layer that carries a

substantial amount of the kinetic energy (velocity) of the Cooper pairs and quasiparticles with an associated

inertia.

This kinetic inductance Lk also contributes to the total inductance such that:

Ltot = Lm +Lk (3.41)

It is useful to define a kinetic inductance fraction α such that:

α =
Lk

Ltot
(3.42)

or the ratio of the kinetic inductance to the total inductance. In MKIDs, a larger α translates to a more

responsive detector since this factor represents the fraction of the inductance that is able to change with the

quasiparticle density and Cooper generation and recombination.
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For a thin superconducting film with thickness t, the surface impedance Zs is given by (Eqn 3.38) such

that:

Zs =
1

σ(ω)t
≃ 1

t
σ1 + jσ2

σ2
2

= R+ jωLk(Ω/□) (3.43)

where R = σ1/σ2
2 t is the resistance per square and Lk =

1
σ2ωt is the kinetic inductance per square.

In the low frequency limit h̄ω ≪ kT , the Mattis Bardeen equation for the imaginary complex conduc-

tivity can be expressed as [11]:

σ2 =
σnπ∆

h̄ω
tanh

(
∆0

2kT

)
(3.44)

where ∆0 is the zero temperature energy gap. We now substitute Eqn 3.44 into the expression for Lk so that

the kinetic inductance per square becomes [70]:

Lk =
h̄Rs

π∆
(3.45)

where Rs = 1/σnt is the sheet resistance of the film in the normal state and tanh(x) approaches 1 at low

temperatures T ≪ Tc. Equation 3.45 suggests that superconducting materials with higher normal state sheet

resistance Rs and/or smaller energy gaps ∆ will have higher intrinsic kinetic inductance fractions α .

3.5 Temperature responsivity

Now that we have discussed the physics needed to how understand how QPs affect the kinetic in-

ductance, surface impedance, and complex conductivity of an MKID, we will briefly discuss the change in

MKID resonant frequency in response to a change in bath temperature following Mauskopf (2018) [115].

Recall that the resonant frequency fr and total quality factor Qr are affected by changes in the quasipar-

ticle density of the superconducting volume. The shift in the resonant frequency due to changes in bath

temperature may be expressed as:

d fr

dT
=

d fr

dσ2

dσ2

dnqp

dnqp

dT
(3.46)

For a thin superconducting film with thickness t, the kinetic inductance is Lk =
1

σ2ω
. From this we

can solve for the change in Lk due to the change in the imaginary conductivity as:

dLk

dσ2
=− 1

ωσ2
2
=−Lk

σ2
(3.47)
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We can then use Eqn 3.2 and Eqn 3.47 to solve for how the resonant frequency changes with σ2 such that:

d fr

dσ2
=

d fr

dLk

dLk

dσ2
=

α fr

2σ2
(3.48)

The quasiparticle density at low temperatures T ≪ Tc is given by:

dnqp

dT
≃

nqp

T

(
1
2
+

∆

kT

)
(3.49)

Finally, the Mattis Bardeen equation for σ2 in the case of thermal quasiparticle generation (Eqn 3.29)

can be used to find dσ2/dnqp.

Then Eqn 3.46 can be solved analytically so that the resonant frequency depends on bath temperature

as:

d fr

dT
=

α fre−
∆

kT

T

√
2πkT

∆0

(
1
2
+

∆

kT

)(
1+

√
2∆0

πkT
e−ξ I0(ξ )

)
(3.50)

As can be seen, there is an explicit dependence on the zero temperature energy gap ∆0 and kinetic

inductance fraction α . It is possible to find these values by fitting to the temperature dependence of the

resonant frequency.

3.6 Optical responsivity

In this section, we will discuss the change in an MKID’s resonant frequency in response to a change

in absorbed optical power following discussions in Mauskopf (2018) [115] and Gordon (2019) [70]. When

optical power is absorbed by an MKID, with photons of energy hν > 2∆, this leads to a change in the quasi-

particle density of the device. This causes a corresponding change in the real and imaginary components

of the complex conductivity and thus the surface impedance of the superconducting films (see Section 3.2.2

and Section 3.3). With this change in the surface impedance, particularly the increase in the kinetic induc-

tance (Section 3.4), the resonance frequency shifts δ fr and the total quality factor is also affected δQr. When

using a fixed probe tone on or near resonance for each MKID, the transmitted tone will experience a change

in amplitude and phase.

At a fixed bath temperature, the shift in resonant frequency in response to a change in absorbed optical
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power is given by:

d fr

dPabs
=

d fr

dσ2

dσ2

dnqp

dnqp

dPabs
(3.51)

The Mattis Bardeen equations, specifically Eqn 3.15 and Eqn 3.17, can be used to approximate the

change in σ2 to change in quasiparticle density nqp such that:

dσ2

dnqp
≃− σ2

2N0∆0

(
1+

√
2∆0

πkT

)
(3.52)

Using Eqn 3.48 for the change in resonance frequency with respect to σ2, we find that the one of the products

in Eqn 3.51 is:

d fr

dσ2

dσ2

dnqp
≃− α fr

4N0∆0

(
1+

√
2∆0

πkT

)
(3.53)

This shows that the MKID geometry (α , fr), temperature of the device (T ), and superconducting material

properties (N0,∆0) play a role in the device optical responsivity.

However, the change in quasiparticle density due to absorbed optical power dnqp/dPabs is case de-

pendent. The quasiparticle density in a MKID depends on the rate of quasiparticle generation, where we

consider here phonons, absorbed optical power, microwave readout power, and the rate of recombination of

quasiparticles into Cooper pairs. If we balance these rates then we find that:

dnqp

dt
= Γopt +Γread +Γtherm −Γrec

=
ηPabs

∆V
+

εPread

∆V
+ γN2

0 8πkT ∆e−2∆/kT −
nqp

τqp

(3.54)

where Γopt, Γread, and Γtherm are the QP generation rate due to absorbed optical power, microwave readout

power, or thermal phonons, respectively, and Γrec is the QP recombination rate back into Cooper pairs. In the

second part of Eqn 3.54, η is the internal quasiparticle generation efficiency for absorbed optical power, V is

the volume of the superconductor, ε is the internal quasiparticle generation efficiency for absorbed/dissipated

readout power, and γ = 1/(nqpτqp) is a constant relating the number density of quasiparticles to the QP

recombination time. This is a simplification of more comprehensive equations for the rate of change of

quasiparticles (e.g. [37, 67]).

Case 1: Quasiparticle generation dominated by absorption of optical photons

In Case 1, the rate of quasiparticle generation due to absorbed optical power is much larger than the readout
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Figure 3.3: a: Measured fractional frequency response d fr/ fr vs absorbed optical power for an Al MKID
measured using a source with continuous-wave (brown square) and broadband (green circle) modes, from
Flanigan et al. (2016) [59]. The dashed black line (linear) and solid gray line show how this response
changes at low and high absorbed powers. This response is consistent with Case 1 or a regime where quasi-
particle generation is dominated by absorption of optical photons at higher powers. b: Measured normalized
fractional frequency response d fr/ fr vs absorbed optical power for TiN/Ti/TiN trilayer MKIDs where power
is varied using a cryogenic blackbody source, from Wheeler et al. (2022) [183]. This linear response over
a wide range of powers is consistent with Case 2 or where the recombination time of quasiparticles is inde-
pendent of absorbed optical power.
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or thermal contributions so that Eqn 3.54 reduces to:

dnqp

dt
=

ηPabs

∆V
− γn2

qp (3.55)

Also, for a fixed amount of absorbed power, the steady state solution to dnqp
dt = 0 using Eqn 3.55 is:

n0 =

√
ηPabs

γ∆V
(3.56)

Using Eqn 3.56 in the small signal limit [144], the change in the number density of quasiparticles due to the

absorbed optical power dnqp
dPabs

can be shown to be [115]:

dnqp

dPabs
=

1
2

√
η

γPabs∆V
1

1+ jωτqp/2

=
n0

2Pabs

1
1+ jωτqp/2

(3.57)

Behavior corresponding to Case 1 has been observed in aluminum (Al) MKIDs within the literature (e.g

[51, 59]). Figure 3.3 shows the measured fractional frequency response δ fr/ fr with a change in optical

power, using a cryogenic blackbody source to vary loading on the MKIDs. For the Al MKIDs measured

in Fig 3.3a from [59], there is a notable transition from linear response at low powers to a regime where

quasiparticle generation is dominated by the absorption of optical photons at higher powers.

Case 2: Quasiparticle generation dominated by thermal phonons or with recombination time

independent of absorbed optical power

In Case 2, the thermal quasiparticle generation rate is constant so that Eqn 3.54 reduces to:

dnqp

dt
≃ ηPabs

∆V
+Γtherm −

nqp

τeff
(3.58)

where Γtherm and τeff are constant at a fixed phonon temperature.

Using Eqn 3.58 in conjunction with the small signal approximation [144], the change in the number

density of quasiparticles due to the absorbed optical power dnqp
dPabs

can be shown to be:

dnqp

dPabs
≃ ητeff

∆V
1

1+ jωτeff
(3.59)

Behavior corresponding to Case 2 has been observed in TiN MKIDs and TiN/Ti/TiN trilayer MKIDs

within the literature (e.g [84, 183]). For the TiN/Ti/TiN trilayer MKIDs measured in Fig 3.3b from [183], a

linear response is observed over a wide range of absorbed optical powers.
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Case 3: Intermediate case, with a population of thermal quasiparticles

In Case 3, there is an effective “dark” power loading P0 that generates a constant population of quasiparticles.

This has the effect of limiting the quasiparticle lifetime at low optical powers. Due to this population,

Eqn 3.54 in the steady-state solution can now be written as:

ηPabs

∆V
+ γN2

0 8πkT ∆e−2∆/kT − γn2
qp = 0 (3.60)

In the general case, using Eqn 3.60, the number density of quasiparticles nqp can be found to be [115]:

nqp =

√
Γ0 +ηPabs/∆V

γ
(3.61)

Taking the derivative of Eqn 3.61 with respect to Pabs gives:

dnqp

dPabs
=

√
η

∆V γ

1√
P0 +Pabs

(3.62)

This effective “dark” power loading P0 could originate from thermal phonons, stray light, or quasiparticle

trapping among others.

3.7 Sensitivity

In astronomical applications, in which the photon signal is faint, we strive to design detectors that are

photon-noise-limited or background-limited, that is where the noise from incident photons is the dominant

source of noise in the detector. More details about the photon noise are discussed in Chapter 2. For a single

mode detector, the photon NEP in units of W/
√

Hz is:

NEP2
phot = NEP2

shot +NEP2
wave = 2Pabshν(1+ηm) (3.63)

which is referenced to power absorbed by a detector Pabs. Using Pabs = ηmhν∆ν , we can also rewrite

Eqn 3.63 as:

NEP2
phot = 2Pabshν +

2P2
abs

∆ν
(3.64)

In Eqn 3.64, the first term comes from Poisson/shot noise from photons and the second term is a correction

due to wave bunching. The shot noise term dominates for low occupation number m such that hν/kT ≫ 1.

While the wave bunching term dominates for high m such that hν/kT ≪ 1.
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In addition to photon noise, there are other sources of noise that originate from the detector itself

and from the readout electronics used to operate these detectors. These noise sources need to be lower

than and in some cases mitigated in the system to achieve photon-noise-limited performance. In MKIDs,

the total NEP includes contributions from photon noise, quasiparticle generation-recombination (GR) noise,

amplifier noise, readout noise, and excess noise from two level systems (TLS) that cause fluctuations in the

resonator capacitance. In the following subsections, we will discuss the different sources of noise in MKIDs

with the exception of readout noise. A more detailed discussion of readout noise, particularly as it pertains

to TolTEC, will follow in Chapter 7.

3.7.1 Generation-recombination noise

The fundamental noise source in MKIDs is generation-recombination noise. GR noise is caused

by the intrinsic uncertainty in the Cooper pair recombination and generation rates. The fluctuation in the

Cooper pair number δNcp can be written in terms of the recombination (Γrec) rate as:

δNcp =
√

Γrecδ t =

√
Nqpδ t
2τqp

(3.65)

where Γrec is the number of Cooper pairs recombining per second and δ t = 1/2δ f is the measurement

integration time with measurement bandwidth δ f . The number of Cooper pairs broken per optical photon

is:

Ngen =
ηpbhν

2∆
(3.66)

while the number of quasiparticles generated per optical photon is just twice this or:

Nqp =
ηpbhν

∆
(3.67)

where ηpb is the pair-breaking efficiency of converting absorbed power to quasiparticles.

Using Eqn 3.65 for δNcp and Eqn 3.66 for Ngen, the uncertainty in the absorbed energy due to the

recombination of quasiparticles into Cooper pairs δErec is:

δErec =
δNcp

Ngen
hν =

2∆δNcp

ηpb
=

2∆

ηpb

√
Γrecδ t

=
2∆

ηpb

√
Nqpδ t
2τqp

=

√
2∆Pabsδ t

ηpb
[J]

(3.68)
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where Pabs = hν/τqp has been used. Energy can be converted to power by dividing a time interval δ t such

that:

δPrec =

√
2∆Pabs

ηpbδ t
[W ] (3.69)

Furthermore, this can be converted to a noise equivalent power (NEPGR) by dividing Eqn 3.69 by the

square root of the bandwidth
√

δ f =
√

1/2δ t so that:

NEPGR =

√
4∆Pabs

ηpb

[
W√
Hz

]
(3.70)

where the additional factor of
√

2 comes from the fact that quasiparticles are generated and recombine in

pairs [60]. This expression for NEPGR applies in the limit that the quasiparticle recombination noise is

significant. Recall that Pabs can also be referenced to the optical source power since Pabs = ηPopt where η is

the system efficiency. We can rewrite Eqn 3.70 as an optical NEP such that:

NEPGR

η
=

√
4∆Popt/ηpb

η
(3.71)

3.7.2 Amplifier noise

When operating an MKID array, the cryogenic low noise amplifier (LNA) at the output of the array

adds thermal, or Johnson-Nyquist, noise with an associated noise temperature Tamp. The LNA is used to

amplify the probe tone comb. The voltage noise/power spectral density at the input of the amplifier is:

eV,amp = 4kTampZamp

[
V 2

Hz

]
(3.72)

where Zamp is the input impedance of the amplifier. This amplifier noise (Eqn 3.72) can be converted to

frequency units by dividing the voltage responsivity so that:

e2
fr,amp =

e2
V,amp

|dVout/d fr|2

[
Hz2

Hz

]
(3.73)

where fr is the resonance frequency. The voltage responsivity is related to the input voltage (Vin) and output

voltage (Vout) of the amplifier such that:

dVout

d fr
=

d
d fr

VinS21

≃−2 jVin
Q2

r f
Qc f 2

r

1
(1+2 jQrx)2

(3.74)
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where we have taken the derivative of Eqn 3.9 for S21 and x = ( f − fr)/ fr where f is the readout frequency.

On resonance, such that x = 0, Eqn 3.74 reaches its maximum value dVout/d fr ≃ −2 jVinQ2
r /(Qc fr). Using

Eqn 3.73 for the voltage responsivity, we can now rewrite the amplifier noise near resonance x ≪ 1 as:

e2
fr,amp = 4kTampZamp

(
Q2

c f 2
r

4V 2
inQ4

r

)
= kTamp

(
Q2

c f 2
r

Q4
r Pr

)[
Hz2

Hz

] (3.75)

where we have used Pr =V 2
in/Zamp for the readout power.

The LNA contribution to the NEP (NEPamp) can be written as:

NEPamp = efr,amp/

(
d fr

dPabs

)[
W√
Hz

]
(3.76)

where d fr
dPabs

is the optical responsivity derived in Section 3.6 for different QP cases. The 1/
√

Pr dependence

in NEPamp shows that using higher readout powers will suppress this noise contribution.

3.7.3 Excess noise: TLS noise

In addition to the noise sources listed above, there is an additional source of excess noise in MKIDs

caused by two-level systems (TLS) in the surfaces of amorphous dielectric materials near the resonator (eg.

[63, 189]). Two-level systems are tunneling states, where one or a group of atoms can tunnel between two

sites, in amorphous materials that can be activated at low temperatures and induce an additional resonance

frequency shift/pure phase (frequency) noise and dielectric loss. Gao (2008) [63] studied the power, tem-

perature, material, and geometry dependences of TLS-induced noise and developed a semi-empirical noise

model to explain the power and geometry dependence of this noise. The TLS have electric and elastic dipole

moments which can cause variations in the permittivity, related to the electric field, and permeability, related

to the magnetic field, of amorphous materials.

TLS are usually modeled as fluctuations in the capacitance of the MKID [63, 189]. The TLS-induced

resonator frequency shift with temperature when the electric field is weak can be depend on: [63, 189]:

δ fr

fr
=

FTLSδ0

π

[
ReΨ

(
1
2
+

1
2π j

h̄ω

kT

)
− ln

(
h̄ω

kT

)]
(3.77)
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where Ψ is the complex digamma function and FTLS is a filling factor for the fraction of the electric field

energy in the dielectric material with the TLS. This filling factor also relates the resonator dissipation to the

TLS loss tangent δTLS such that:

Q−1
i,TLS(ω,T ) = FTLSδTLS(ω,T ) ∝ FTLS

(
1+

Pint

Pc

)−1/2

(3.78)

where Pint is the internal microwave power stored in the resonator and is proportional to the readout power

Pr such that Pint = 2Q2
r Pr/(πQc).

There are a number of strategies that have been developed for mitigating capacitive TLS noise. They

include modifying the capacitor geometry [132]. Operating MKIDs at higher bath temperatures can also

be used to suppress TLS noise as seen by the temperature dependence in Eqn 3.77. The TLS can also be

suppressed by operating resonators with greater microwave powers as seen by the 1/
√

Pint dependence in

Eqn 3.78. Another active area of research is the use of crystalline instead of amorphous dielectric materials

for the MKID capacitor (e.g. [181]).

The TLS noise has been observed to scale as 1/
√

Pint like Eqn 3.78 and to increase with inductor

volume as Σ1/2 [115]. Substrate material can also change the way that optical responsivity (Section 3.6)

depends on inductor volume. For Case 1, including Al MKIDs, the optical responsivity d fr/dPabs does not

depend on Σ (Eqn 3.57) so the TLS noise only increases as Σ1/2 and the inductor volume can be made large.

For Case 2, including TiN MKIDs and TiN/Ti/TiN trilayer MKIDs, the optical responsivity instead has a

Σ−1 dependence (Eqn 3.59) so these detectors are usually designed with smaller volumes to mitigate TLS

noise.

The fractional frequency noise power spectral density due to TLS Sxx,TLS(ν) or Sδ fr/ fr(ν) depends on

frequency ν , temperature T , and readout power Pr such that [189]:

Sxx,TLS(ν) ∝ ν
−1/2

∝ T−β
∝ P−1/2

r

[
1

Hz

]
(3.79)

where β is an empirical constant such that β = 1.5−2. This noise corresponds to fluctuations in the MKID

transmission in a direction that is purely tangential to the resonance circle in IQ space. A more detailed,

semi-empirical model of Sxx,TLS(ν) can be found in Gao (2008) [63]. The TLS noise equivalent power

NEPTLS(ν) can be found by dividing Sxx,TLS(ν) by the case-specific optical responsivity in Section 3.6.
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3.7.4 Total MKID NEP

The total optical noise equivalent power NEPtot for a detector is calculated from the sum of the

contributions of different noise sources added in quadrature. In a photon-noise-limited detector, the noise

components that contribute most to least are photon noise, amplifier noise, generation-recombination noise,

and readout noise. Most of these sources have been discussed throughout this section with the exception of

readout noise. The total NEP can be calculated as:

NEPtot = (NEP2
phot +NEP2

amp +NEP2
TLS +NEP2

GR +NEP2
read)

1/2 (3.80)

where NEPread is the readout noise equivalent power. A systematic study of the noise of detector arrays for

the TolTEC camera, including a discussion of readout noise, will follow in Chapter 7.

Figure 3.4: a: Measured noise-equivalent power (NEP) versus absorbed optical power for an Al MKID
measured using a source with continuous-wave (brown square) and broadband (green circle) modes, from
Flanigan et al. (2016) [59]. The lines, which are fits to this data given by the models on the upper left, are
consistent with photon-noise-limited performance at higher powers (green dotted line). b: Measured NEP
vs absorbed optical power for TiN/Ti/TiN trilayer MKIDs, from Wheeler et al. (2022) [183]. The white
noise level at each point was extracted from measured PSDs and is consistent with photon-noise-limited
performance in the gray vertical band which correspond to expected loading levels.



Chapter 4

Demonstration of 220/280 GHz multichroic feedhorn-coupled TES polarimeter

This work was published as [176] and is reprinted identically in this chapter.

4.1 Abstract

We describe the design and measurement of feedhorn-coupled, transition-edge sensor (TES) po-

larimeters with two passbands centered at 220 GHz and 280 GHz, intended for observations of the cosmic

microwave background. Each pixel couples polarized light in two linear polarizations by use of a planar

orthomode transducer and senses power via four TES bolometers, one for each band in each linear polar-

ization. Previous designs of this detector architecture incorporated passbands from 27 GHz to 220 GHz; we

now demonstrate this technology at frequencies up to 315 GHz. Observational passbands are defined with an

on-chip diplexer, and Fourier-transform-spectrometer measurements are in excellent agreement with simula-

tions. We find coupling from feedhorn to TES bolometer using a cryogenic, temperature-controlled thermal

source. We determine the optical efficiency of our device is η = 77%±6% (75%±5%) for 220 (280) GHz,

relative to the designed passband shapes. Lastly, we compare two power-termination schemes commonly

used in wide-bandwidth millimeter-wave polarimeters and find equal performance in terms of optical effi-

ciency and passband shape.

Keywords: feedhorn, polarimeter, microwave, millimeter-wave, cosmic microwave background, CMB,

transition-edge sensor, TES
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4.2 Introduction

The cosmic microwave background (CMB) provides a powerful probe of the earliest moments of the

universe. Precision measurements of CMB temperature and polarization aniso-tropies have played a crucial

role in shaping our understanding of how the universe formed by providing rigorous constraints [141] on

parameters of the standard cosmological model, ΛCDM. However, millimeter-wave observations are com-

plicated by the presence of astrophysical foregrounds, such as synchrotron emission and galactic dust, which

also radiate at these wavelengths. By designing detectors with broad spectral coverage, these foregrounds

can be separated from the CMB because their spectral energy distributions are distinct. In addition, these

detectors maximize the usage of telescope focal planes. For these reasons, several research groups are de-

veloping multichroic detectors [122] with different coupling architectures [164, 9, 45]. We are developing

feedhorn-coupled transition-edge sensor (TES) polarimeters, which have been deployed in multiple experi-

ments [80, 38, 102] over bands from 27 GHz to 220 GHz. In this work, we describe our first implementation

of multichroic, dual-polarization-sensitive 220/280 GHz detectors for the Simons Observatory [4].

4.3 Design and simulated performance

We have designed and fabricated single-pixel, feedhorn-coupled, 220/280 GHz polarimeters. Devices

were fabricated in the NIST Boulder Microfabrication Facility. The general feedhorn-coupled architecture

is described by McMahon et al. [122]. Fabrication is described in more detail by Duff et al. [55]. Here we

focus on aspects unique to this design. The device consists of four optically-coupled TES bolometers for

passband measurements in two linear polarizations. Additionally, we include two dark TES bolometers for

systematic checks. TESs consist of an AlMn alloy and were designed to have Tc = 160 mK and Rn = 8 mΩ.

Detector pixels were also designed with two different bolometer-saturation powers (PSats). The first type

has TESs with continuous membranes suitable for room-temperature Fourier-transform-spectrometer (FTS)

measurements. The second type has TESs with released membranes suitable for ground-based photon load-

ing in the Atacama Desert, Chile. Fig. 4.1 shows an optical micrograph of the detector pixel with compo-

nents highlighted.
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Figure 4.1: Left: Optical micrograph of 220/280 GHz multichroic detector with major components de-
noted by red labels. Right: Detailed micrographs of: a planar orthomode transducer (OMT), b co-planar
waveguide-to-microstrip (CPW-to-MS) transition, c diplexer, d hybrid tee and e TES bolometer with Nb-
to-Au MS transition for ‘A-type’ termination, and f TES bolometer with lumped termination resistor for
‘B-type’ termination. (Color figure online.)
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As part of our first implementation, we also designed each polarization with a different power-

termination: a hybrid tee coupled to a lossy Au distributed termination (‘A-type’) [40] or a PdAu lumped

termination resistor (‘B-type’) [128]. The function of this termination is to dissipate only the lowest-order

waveguide mode, TE11, on the bolometer. At 2.3:1 bandwidth, the planar orthomode transducer (OMT) sup-

ports multiple waveguide modes; however, we only wish to couple the bolometer to the TE11 mode because

it exhibits a well defined polarization state. Furthermore, coupling the bolometer to higher-order modes is

undesirable as it degrades angular resolution [83]. In the A-type, filtered passbands are routed to a hybrid

tee, which takes the input from two ports and produces sum and difference outputs. Higher-order modes are

associated with the sum output and are terminated on the substrate, while power in the TE11 mode associ-

ated with the difference port is routed to the bolometer and dissipated in a lossy Nb-to-Au meander. In the

B-type, a lumped termination resistor, thermally connected to the TES, is differentially fed signals from one

pair of OMT probes. This termination scheme also results in a smaller bolometer than in the A-type, which

could be beneficial for more tightly packed pixels.

The performance of the components listed in Fig. 4.1 was verified through electromagnetic (EM) sim-

ulations in Microwave Office (1D, www.awr.com), Sonnet (2.5D, www.-sonnetsoftware.com/), and HFSS

(3D, www.ansys.com). We created a full 3D model in HFSS of the OMT (Fig. 4.1a), including a backshort

and waveguide coupling. We calculated the scattering parameters of five waveports, one for the waveguide

input and one for each of the four OMT probes. This model assumed no loss so that any power not found in

these five waveports was assumed to be due to radiation that could leak out of the 25 µm gaps between the

planar OMT above and below the waveguide. From this, we predict 95.4% (89.6%) co-polar coupling, 2.4%

(2.8%) reflection, and 2.2% (7.6%) radiation, averaged over the 220 (280) GHz passband. The co-planar

waveguide-to-microstrip (CPW-to-MS) transition (Fig. 4.1b) was optimized with a transmission-line model

in Microwave Office and then verified in Sonnet. Mean reflection across the extended passband, 195 GHz

to 315 GHz, was simulated to be −25 dB. The diplexer (Fig. 4.1c) was designed and verified in Sonnet. We

estimate 94.7% (91.0%) transmission assuming SiN loss tangent (tan δ ) = 0.0008, averaged over the 220

(280) GHz passband. For the A-type termination, separate hybrid tees (Fig. 4.1d) were designed in Son-

net for the 220 GHz and 280 GHz passbands, because they have intrinsically narrow bandwidths. From the
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scattering parameters, the differential-odd mode, associated with the difference port, was calculated to have

> 99% transmission for each type. The Nb-to-Au transition (Fig. 4.1e), like the CPW-to-MS transition,

was optimized with a transmission-line model in Microwave Office and verified in Sonnet. Mean reflection

across the extended passband was simulated to be −35 dB. For the B-type termination, the termination re-

sistor (Fig. 4.1f) was simulated in Sonnet, assuming PdAu with sheet resistance R = 3.2Ω/square and an

ideal aspect ratio of length:width = 7:1. Mean reflection across the extended passband was simulated to be

−25 dB.

4.4 Experimental setup

To test the devices, we packaged the dies in brass split-block modules coupled to prototype alu-

minum spline-profiled feedhorns [156], coupled to a time-division multiplexer (TDM) [54], and installed in

a 100 mK adiabatic-demagnetization-refrigerator cryostat. We configured the cryostat in two ways for our

two measurements. For measurement of detector passbands, we installed an optical-access window in the

cryostat and used a Fourier-transform-spectrometer (FTS). The optical path from FTS to feedhorn consists

of the following filters. At 300 K, we use a 8.89 cm diameter aperture stop and 5.08 cm thick polypropylene-

based, expanded foam access window. At 50 K, we use a 2 cm thick single-layer anti-reflection (AR) coated

PTFE filter. This AR coating has been optimized for transmission from 195 GHz to 420 GHz. At 4 K, we use

a 14 cm−1 metal-mesh low pass filter [6] from Cardiff, a 1 cm thick Teflon filter, and a 1.5875 mm thick ny-

lon stack with the same AR coating as the 50 K component. For measurement of detector optical efficiency,

we used a cryogenic temperature-controlled thermal source heat-sunk to the 4 K stage. This thermal load

consists of a 101.6 mm tesselating terahertz tile that has < −30 dB reflection at 300 GHz [149]. We there-

fore assume a perfect blackbody in our loading calculation discussed in the next section. Two uncalibrated

thermometers on the backside of this thermal load are used to measure temperature changes. The source’s

exponential decay-time constant was measured to be ∼ 2.5 minutes. We place 14 cm−1 and 11 cm−1 low

pass filters from Cardiff at 4 K to further attenuate any out-of-band pickup.
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Figure 4.2: Passband measurements of the 220/280 GHz detector. A and B refer to orthogonal polarizations
with different termination schemes described in more detail in Section 4.3. Data (solid lines) are in excellent
agreement with simulations (dashed lines). Both data and simulations are peak normalized. (Color figure
online.)
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Type Raw With dark subtraction

220A 95%±1% 76%±2%
220B 97%±4% 79%±6%
280A 97%±4% 72%±4%
280B 103%±3% 78%±4%

Table 4.1: Optical efficiency for raw ∆P data (‘Raw’) and after subtracting the contribution to ∆P from dark
TESs (‘With dark subtraction’). Error bars are the one standard deviation statistical uncertainty from 42
independent measurements, two pixels, seven ∆T points, and three repeats, summed in quadrature.

4.5 Results

4.5.1 Passbands

Fig. 4.2 shows peak normalized FTS measurements of the 220/280 GHz detector along with separate

220 GHz and 280 GHz simulations that consist of the simulated peak normalized frequency response of the

diplexer and OMT. There is excellent agreement with simulations and both A- and B-type terminations give

well-matched passbands. This agreement also shows that the slight interaction between the two passbands

at ∼250 GHz is understood; this was removed with a simple design change in subsequent wafer production.

Furthermore, the anti-reflection coating used in our filter stack is non-ideal. Given our knowledge of the

materials and distances in the optical path from FTS to feedhorn, we expect fringing at the level of 20% to

30%, which is also seen in the data.

4.5.2 Optical efficiency

Because CMB measurements are inherently of low signal-to-noise ratio, we seek to maximize the

optical efficiency of our detectors. We define optical efficiency η as the ratio of the optical power dissipated

in our TES bolometers (∆P) to the calculated loading power we would expect ∆PLoad:

η = ∆P/∆PLoad. (4.1)
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Figure 4.3: Power change in detectors as a function of temperature change of a cryogenic blackbody with
reference to 5 K. Solid lines denote measurements and dashed lines correspond to theoretical loading ∆PLoad.
(Color figure online.)
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We vary the temperature of a beam-filling cryogenic blackbody load from 5 K to 12 K and measure the

change in power in each TES through bolometer I −V curves for P at 80% Rn. Measurements are taken at

each 1 K point after 21 minutes to allow the thermal load to fully equilibrate. We calculate PLoad for a single

mode and ideal blackbody, including simulated passbands and corrections for free space filter loss, as

PLoad =
∫ hν

e
hν

kBT −1

4

∏
i=1

Fi(ν)dν , (4.2)

where h is the Planck constant, ν is frequency, kB is the Boltzmann constant, and T is the blackbody

temperature in kelvin. Fi(ν) includes the peak normalized 220 GHz or 280 GHz simulated diplexer response,

the peak normalized simulated OMT response, and the 300 K measured absolute transmission spectra of the

14 cm−1 and the 11 cm−1 low pass filters. Fig. 4.3 shows ∆P measurements of both optical and dark TES

bolometer channels as a function of cryogenic blackbody temperature (referenced to 5 K) denoted by solid

lines. Dashed lines correspond to calculations of expected loading power, ∆PLoad, using Eq. (4.2).

Optical efficiencies are calculated with Eq. (4.1) for each ∆T point. The average is reported in Ta-

ble 4.1, both with (‘With dark subtraction’) and without (‘Raw’) dark bolometer power subtraction. Error

bars in Table 4.1 are the one standard deviation statistical uncertainty from 42 independent measurements,

two pixels, seven ∆T points, and three repeats, summed in quadrature. Assuming the ∆P of dark bolometers

accurately monitors the parasitic power radiatively coupled to the optically coupled bolometers, we subtract

dark ∆P from optical ∆P to estimate η . We calculate η = 77%± 6% (75%± 5%) for the 220 (280) GHz

passband. Factors that could account for this additional loss include: imprecise knowledge of load tempera-

ture, ideal versus measured passband shape, uncertainty in the gap size of the OMT, and the dark subtraction

assumption itself. Given these factors, there is general agreement between measurements and expectations.

4.6 Conclusions

We have demonstrated a working prototype of a multichroic feedhorn-coupled 220/280 GHz detec-

tor pixel through electromagnetic simulations, FTS passband measurements, and cryogenic temperature-

controlled blackbody measurements to calculate optical efficiency. Measured passbands are in excellent
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agreement with simulations. We determine detector optical efficiency η = 77%± 6% (75%± 5%) for the

220 (280) GHz passband. These results are consistent with expectations and demonstrate efficient optical

coupling from feedhorn to TES bolometer. As part of our first implementation of these devices, we also

investigated two power-termination schemes commonly used in wide-bandwidth millimeter-wave polarime-

ters: a hybrid tee coupled to a lossy Au distributed termination (A-type) or a PdAu lumped termination

resistor (B-type). We find equal performance in terms of optical efficiency and passband shape.

After testing a second prototype of this detector pixel, this design will be implemented in arrays to be

fielded in the Simons Observatory. In arrays to be deployed, an all-silicon assembly will reduce the OMT

waveguide gap by more than a factor of 2. This will result in both an expected increase in co-polar coupling

and a decrease in leakage radiation, improving the optical performance beyond what we demonstrate here.
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Chapter 5

Measurements of AlMn transition-edge sensor bolometers well described by a simple

electrothermal model

This work was published as [177] and is reprinted identically in this chapter.

5.1 Abstract

Cosmic microwave background (CMB) polarization experiments utilize arrays of low temperature

detectors, such as superconducting transition-edge sensor (TES) bolometers. Voltage-biased TES bolome-

ters must be embedded in a readout circuit that allows for stable operation. To ensure stability and to test

our physical and electrothermal model of these devices, measurements aimed at characterizing the dynamics

of the sensor over the range of detector bias and loading conditions relevant to our application are carried

out for multiple bolometer designs. In this work, we present bolometer electrothermal properties derived

from current-voltage curves, effective electrothermal time constant measurements, and complex impedance

measurements of AlMn TES bolometers intended for the Ali CMB Polarization Telescope (AliCPT). All

bolometers consist of 385 nm thick 1400 ppma AlMn film with measured superconducting critical temper-

ature Tc = 480 mK. The bolometers are well-described by a simple, one-pole electrothermal model with a

natural time constant τ0 that we adjust by varying the leg geometry and the amount of PdAu thermal ballast

on the bolometer island. From these measurements, we determine that the volumetric heat capacity of sput-

tered PdAu (atomic percentages 67.6 % / 32.4 %) at 480 mK is 0.22 fJ/(K·µm3). Finally, we present the TES

parameters as a function of operational resistance and over a range of loading conditions.

Keywords: Microwave, millimeter-wave, cosmic microwave background, CMB, superconducting transition-
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edge sensor, TES, bolometer, AliCPT

5.2 Introduction

Cosmic microwave background (CMB) polarization experiments utilize arrays of low temperature de-

tectors, such as superconducting transition-edge sensor (TES) bolometers, to probe the earliest moments of

the universe. Precision measurements of minute fluctuations in the CMB temperature and polarization have

been transformative. They have shaped our understanding of the universe through improved constraints on

parameters of the standard cosmological model, ΛCDM [34], from experiments like Planck [141]. Of partic-

ular interest among these parameters is the tensor-to-scalar ratio, r, which quantifies the tensor fluctuations

caused by primordial gravitational waves encoded in CMB B-mode polarization in relation to the primordial

scalar fluctuations hypothesized to have seeded temperature anisotropies in the CMB [95, 36]. The detec-

tion of CMB B-mode polarization continues to be a main science driver of CMB experimental cosmology

[92, 79, 141], as this signal remains elusive. Current constraints place r < 0.07 at 2σ from BICEP2/Keck

Array and Planck [28]. Upcoming experiments like the Ali CMB Polarization Telescope (AliCPT) [105],

situated in the Tibetan Plateau, are poised to improve this constraint by one order of magnitude over current

estimates with 3 years of observations and will open a new window for CMB observations in the Northern

Hemisphere.

TES bolometers are a type of superconducting detector commonly used in CMB measurements.

These detectors measure incident millimeter-wave radiation through heating of a temperature-dependent

resistor, in this case, a superconducting film (the TES). Through voltage-biasing of the TES, which causes

negative electrothermal feedback, operation can be well-stabilized within its superconducting transition [88].

Inductive coupling of TES bolometers to superconducting quantum interference devices (SQUIDs), which

convert magnetic flux to voltage, allows arrays of these detectors to be read out, or multiplexed, to room

temperature electronics. Future ground-based CMB experiments [1] require arrays on order O(105) TES

detectors for increased gains in sensitivity [83]. To operate these arrays of voltage-biased TES bolometers,

they must be embedded in a readout circuit that allows for stable operation. To ensure this stability and test

our physical and electrothermal model of these devices before building full detector arrays, lab measure-
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ments aimed at characterizing the dynamics of the sensor were carried out over the range of detector voltage

bias and loading conditions relevant to our application.

In this work, we present bolometer electrothermal properties derived from current-voltage (I-V )

curves, effective electrothermal time constant measurements, complex impedance measurements, and heat

capacity measurements of aluminum manganese (AlMn) TES bolometers intended for AliCPT. Our mea-

surements are well described by the simplest TES electrothermal model [107, 88], which describes a single

pole. In Section 5.3, we describe our dark bolometer test chip, where bolometers are not optically cou-

pled, and the experimental setup. Section 5.4 includes a brief review of the simple TES electrothermal

model [107, 88], especially as it pertains to the measurements described in this work. In Section 5.5, we

present bolometer electrothermal properties derived from I-V curves, effective electrothermal time constant

measurements using a heater on the TES island, complex impedance measurements, and heat capacity cal-

culations of AlMn TES bolometers. We conclude in Section 5.6 with the main results of this work.

5.3 Bolometer test chip and experimental setup

Figure 5.1: a Micrograph of a dark AlMn TES bolometer chip. Each chip has 14 different bolometer
designs that vary in leg width, leg length, and PdAu thermal ballast for additional heat capacity. b Close-up
micrographs of three different bolometer designs with varying fractions of PdAu thermal ballast on the TES
island, no additional PdAu ballast or “No PdAu Ballast” (Top), “Half PdAu Ballast” (Middle), and “Full
PdAu Ballast” (Bottom).
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We designed and fabricated a dark bolometer test chip, where bolometers are not optically coupled,

that contains 14 unique AlMn TES bolometer designs. These differences enable us to identify a bolometer

design best suited for AliCPT. General details of the fabrication process can be found in Duff et al. (2016)

[55]. Here we focus on features unique to this test chip. For all designs on this test die, the TES is located

on a thermally isolated silicon nitride (SiN) membrane, or island, suspended by four narrow SiN legs [55],

varying from 7 µm to 10 µm wide. Each TES consists of 385 nm thick 1400 ppma AlMn film, or 1400 parts

per million atomic percent Mn in Al, with measured superconducting critical temperature Tc = 480 mK and

normal resistance Rn = 8 mΩ. Designs vary in leg width, leg length, and sputtered palladium gold (PdAu)

(atomic percentages 67.6 % / 32.4 %) thermal ballast for additional heat capacity [112, 64]. In addition,

there is an aluminum (Al) TES bolometer more well suited for testing with room temperature sources [82] in

series with the AlMn TES bolometer on the TES island. For this reason, the scope of this work concentrates

on measurements of the AlMn TES bolometers. All designs utilize a lumped termination resistor [128] to

deposit differentially fed signals as heat on the TES island. When our TES bolometers are coupled to the

telescope and a planar orthomode transducer, this resistor is utilized to absorb the millimeter-wave radiation

being measured. However, in this work, since the TES bolometers are dark, or not optically coupled, the

resistor is used as an on-island heater to characterize the detector (see Section 5.5.2).

Figure 5.1 a shows a full view micrograph of the dark TES bolometer test chip. Figure 5.1 b includes

close-up micrographs of the TES island for three designs with increasing fractions of PdAu thermal ballast

from top to bottom, with no additional PdAu, with PdAu ballast of volume 984 µm3 (“half” PdAu bal-

last), and with PdAu ballast of volume 1974 µm3 (“full” PdAu ballast). In this work, we primarily present

measurements of 10 of the 14 TES bolometer designs (designs 1–10), since they are most similar to the

geometries used by the AliCPT optical prototype single pixels [151]. Table 5.1 describes the geometry dif-

ferences between all fabricated designs in greater detail, though later sections will give results in aggregate

when appropriate.

To test our dark TES bolometer chips, we utilize a test board, which houses up to 18 bolometer

test die, and reads them out by use of a 3 x 32 (three column, 32 TES bolometer) time-division SQUID

multiplexer (TDM) [143, 54]. Figure 5.2 a shows a close-up of this test board where important components
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Figure 5.2: a Close-up of the dark bolometer chip test board, which can house up to eighteen chips. Im-
portant components like the bolometer test chips and the SQUID and wiring chips that enable time-division
multiplexing readout are labeled in white. A cover goes over the whole test board, which is not shown. b
Test board mounted in the cryostat to a 100 mK ADR stage. It is surrounded by a curved high-permeability
magnetic shield and an outer Nb shield both mounted at 4 K [25] labeled in white.
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Design Area/length (µm) Fraction of PdAu ballast

1 0.033 Full

2 0.044 Full

3 0.055 Full

4 0.055 Half

5 0.055 No

6 0.055 Full

7 0.055 No

8 0.055 Full

9 0.066 Full

10 0.065 Full

11 0.086 Full

12 0.086 Half

13 0.086 Full

14 0.107 Full

Table 5.1: Geometry details of all bolometer designs included on the dark TES bolometer test chip. Designs
11–14 were only used to characterize bolometer electrothermal properties in Section 5.5.1.

such as the bolometer test chips and the SQUID and wiring chips that enable time-division multiplexing

readout are labeled. Similar designs were wired together in independent columns to allow for optimal

stability deeper in their superconducting transitions. Figure 5.2 b shows this setup mounted to the 100 mK

stage of an adiabatic-demagnetization-refrigerator (ADR) cryostat, where it is surrounded by an additional

high-permeability magnetic shield and niobium (Nb) shield at the 4 K stage for magnetic shielding [25].

For the measurements described in this work, we used all 18 slots to connect redundant copies of each TES

bolometer design, with and without the on-island heater connected in case there were systematic effects

associated with the heater.

5.4 Simple TES model

In this section, we briefly review the simple electrothermal model [107, 88], which was used to de-

scribe TES bolometer impedance in this work, especially as it pertains to Section 5.5.3. Figure 5.3 shows a

schematic of this model for a single thermal mass with a single time constant. The TES bolometer is rep-

resented as a temperature-dependent resistor of resistance R(T ), the TES itself, the combined heat capacity

C of this resistor at temperature T = TTES, where TTES is the temperature of the TES and is close to Tc, and
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Figure 5.3: Schematic of the simple TES bolometer model. On the lower left, in light blue, is the Thevenin
equivalent circuit of the TES. It consists of a Thevenin-equivalent voltage source V , a load resistor RL, and
an input coil L, for inductive coupling to the SQUID in series with a variable resistor R(T ), the TES itself.
The rest of the figure shows how a thermal mass with heat capacity C at temperature T = TTES, which is
close to Tc, is thermally isolated from a thermal reservoir at temperature Tbath through a weak thermal link
with thermal conductance G.
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its connection to a stable thermal reservoir at bath temperature, Tbath < Tc, through a weak link with thermal

conductance G with no additional heat capacity [89]. The value of C and G sets the natural time constant of

the detector without any feedback, τ0 =C/G. Also shown in Figure 5.3 is the Thevenin-equivalent bias cir-

cuit of the TES, consisting of a Thevenin-equivalent voltage source V , a load resistor RL, and an input coil L,

for inductively coupling to the SQUID in series with a variable resistor R(T ), the TES itself. For our setup,

RL = 160 µΩ with negligible parasitic resistance. From this schematic, we see that complex impedance of

the full TES circuit with respect to angular frequency ω is:

Z(ω) = RL + iωL+ZTES(ω) , (5.1)

where ZTES ≡ δV
δ I is the complex impedance of the TES to small changes in voltage bias. When operating the

TES, the power flowing through this weak thermal link in the steady state condition is called the saturation

power, Psat, or the total input power needed to drive the TES into its normal state. When the TES is in its

normal state, it will have a maximum resistance RN and will no longer be sensitive to temperature changes,

what we call saturated. Usually Psat is the sum of input microwave signal P0 and electrical bias power Pe.

However, since our test setup is designed to be dark, P0 is effectively negligible when not using the on-island

heater. We define saturation power as:

Psat = K(T n −T n
bath) , (5.2)

where K is related to the thermal conductance G, T is the temperature of the thermal mass or bolome-

ter island, where T = TTES which is close to Tc, and n is related to the thermal link to the bath. We use

Eq. 5.2 to fit for K, Tc, and n in Section 5.5.1. Also, related to Psat is the thermal conductance G of the weak

link between the TES and the bath given by:

G ≡ dPsat

dT
(Tc) = nKT n−1

c (5.3)

Therefore, once we fit for K, Tc, and n, we can also calculate G.

To describe how the TES operates in the steady state, we can write the TES logarithmic temperature

and current sensitivities as α = dlnR
dlnT

∣∣
I0

and β = dlnR
dlnI

∣∣
T0

, where R is the TES resistance, I0 is the steady state
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current, T0 is the steady state temperature, and R0 is the steady state resistance. When the TES bolometers

are voltage-biased, the effects of negative electrothermal feedback can be quantified by the TES loop gain

under constant-current, L (T = Tc)≡ αPe
GTc

where Pe = I2
0 R0 .

The complex impedance of the TES for the simple electrothermal model as a function of angular

frequency ω [107, 88], as represented by Figure 5.3, is:

ZTES = R0(1+β )+
R0L

1−L

2+β

1+ iωτI
, (5.4)

where τI is the constant-current time constant of the TES with electrothermal feedback. τI is related

to τ0 without feedback by τI =
τ0

1−L . In Section 5.5.3, we describe how we fit measurements of complex

impedance to the model in Eq. 5.4 after calibrating out the other parts of the TES circuit in Eq. 5.1. This

allows us to extract the TES parameters α , β , L , τI , and C for different designs while varying loading

conditions, Tbath and % RN.

5.5 Measurements and analysis

5.5.1 Characterization of bolometer electrothermal properties

Figure 5.4: a Psat vs. Tbath for one design from I-V curves at different Tbath, 125 mK to 430 mK. A represen-
tative dataset with full PdAu and Psat evaluated at 80 % RN is shown as blue points and fit to Eq. 5.2 as a solid
black line. b Average K for each measured bolometer design vs. A/l (area/length) of the TES bolometer
legs. The solid black line is a prediction of expected K based on previous measurements at NIST. The blue
points and blue dashed line are what we measure and a fit to these data, respectively.
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To characterize the electrothermal properties of all TES bolometer designs (designs 1–14), we took

current-voltage (I-V ) curves while changing Tbath over the range 125 mK–490 mK. By varying Tbath, we

probe how Psat changes as a function of Tbath, since we expect Psat to decrease closer to the critical tem-

perature following Eq. 5.2. Figure 5.4 a shows Psat as a function of Tbath from 125 mK to 430 mK for a

typical bolometer design with full PdAu and Psat evaluated at 80 % RN. The fit to this data is shown as a

solid black line. By fitting to Eq. 5.2 with least squares minimization for Psat evaluated at many different

% RN, typically about 90 % RN to 30 % RN, we extract an average K for each design and an average Tc and n

based on all designs. Figure 5.4 b shows the average K for each measured bolometer design as a function of

the area/length (A/l) of the TES bolometer legs. This will be used to predict TES properties dependent on

island geometry in future fabrications. The solid black line is a prediction of expected K based on previous

measurements at NIST. The blue points and blue dashed line are what we measure without the on-island

heaters connected and a fit to this data, respectively. Both the prediction and fit are consistent within the

uncertainty given by the fit. From measurements of all designs, the average Tc and n are 480 mK± 1 mK

and 2.82± 0.01, respectively, from non-heater channels. Error bars are statistical and the 1 σ standard error

of the mean.

5.5.2 Effective electrothermal time constant measurements

We measure the effective electrothermal time constant τeff of our TES bolometers (designs 1–10)

individually by sending a small sinusoidal signal, < 5% Psat, on the on-island heater line using an external

function generator. The heater is equivalent to a small oscillating optical load for our TES bolometers.

Simultaneously, we use a lock-in amplifier technique with this generator’s sync signal to determine the in-

phase (I) and quadrature (Q) bolometer response. By varying the frequency of the sinusoidal signal from

1 Hz to 100 kHz, we map out the TES transfer function.

We fit the I and Q components of the raw data to a one-pole filter at the same time to extract τeff

using least squares minimization. We measure each bolometer individually to see how τeff varies with TES

resistance, typically 98 % RN to 90 % RN, and with bath temperature, Tbath = 200 mK to 430 mK. Using I-V

curves taken at each bath temperature, we determine the voltage bias for each % RN. We are limited to
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looking at behavior at or before the I-V turnaround due to radio-frequency (RF) interference coupled down

the heater line. We see that all TES designs act as a low-pass filter as expected. In Figures 5.5 a and 5.5 b,

we show the real and imaginary parts of the electrothermal response of a TES bolometer (Full PdAu in

Figure 5.5 c), respectively, measured at Tbath = 430 mK and four different bias conditions, corresponding

to 98 %, 95 %, 92 %, and 90 % RN. The black solid lines are fits of a one-pole filter, which can be seen to

describe the data well for all % RN shown. For all measured designs, τeff decreases deeper in the supercon-

ducting transition as expected. Additional PdAu ballast slows τeff in general and reduces the speed up of

τeff lower in the transition. Figure 5.5 c shows τeff as a function of % RN at Tbath = 430 mK for designs with

identical leg geometry (splits 3, 4, and 5) and different fractions of PdAu ballast (full, half, no). For this

specific leg geometry and by changing the amount of PdAu thermal ballast, and therefore heat capacity, of

the TES island, τeff spans 1.57 ms± 0.01 ms to 3.45 ms± 0.02 ms at 90 % RN and Tbath = 430 mK. Error bars

are the one standard deviation statistical uncertainty from one-pole filter fits to the data, which are similar to

the variations with repeat datasets.

Figure 5.5: a The real and b imaginary parts of the electrothermal response of a TES bolometer (Full
PdAu in c) using an on-island heater as measured at Tbath = 430 mK and four different bias conditions,
corresponding to 98 %, 95 %, 92 %, and 90 % RN. Data is shown as colored points while the solid black
lines are one-pole filter fits to the data, which describe the data well. c τeff vs. % RN for designs 3, 4, and 5
at Tbath = 430 mK. These designs have identical leg geometries, but differing volumes of PdAu ballast, full,
half, and none. By changing the amount of PdAu thermal ballast on the TES island, τeff was varied as shown.
Marker shape denotes fraction of PdAu thermal ballast, full (dot), half (square), and none (triangle). Due to
radio-frequency interference with the heater line, we were unable to measure τeff deep in the transition.

In addition, we measure heat capacity by voltage biasing each TES bolometer at the I-V turnaround

where L ≈ 1, assuming negligible parasitic inductance in the circuit. At high % RN, we can simplify
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τeff ≈ τ0
1+L . We use calculations of G (Eq. 5.3) from I-V curve measurements described in Section 5.5.1 to

solve for C:

C ≈ τeffG(1+L ) . (5.5)

This estimate of C is less involved to derive than that given by complex impedance measurements (see

Section 5.5.3). However, this approximation assumes negligible circuit parasitics and that the voltage bias

is high enough in the transition where β ∼ 0 and the resistance of the TES bolometer R(T )>> RL.

5.5.3 Complex impedance measurements

We measure the complex impedance Z(ω) of each TES bolometer (designs 1–10) individually by

sending a small sinusoidal signal on the detector bias line using an external function generator. This signal

acts as an additive δV to a constant DC voltage bias, corresponding to a particular % RN. Like τeff mea-

surements (Section 5.5.1), we use the same lock-in amplifier technique to determine the real (Re(ZTES)) and

imaginary (Im(ZTES)) components of the complex impedance. To calibrate out the terms in Z(ω) (Eq. 5.1)

not related to ZTES, we measure data in the superconducting state at each bath temperature measured and the

normal state, at Tbath = 500 mK [108]. To characterize ZTES over a range of loading conditions, we measure

at Tbath = 200 mK, 325 mK, 400 mK, and 430 mK, which varies Pe, and at many different TES resistances,

95 % RN to 20 % RN as device stability allows. We fit this data to the simple TES model (Eq. 5.4) up to

20 kHz using orthogonal distance regression. For each fit, we use fixed values for n, Tc, and G calculated

from I-V curve measurements (Section 5.5.1). Also, for initial C inputs, we use the results of our τeff mea-

surements (Section 5.5.2). These measured parameters are assumed to have negligible uncertainties within

the fit function. We use I-V curves taken at each bath temperature to inform our choice of voltage bias for a

particular % RN. For our fits, we also allow α and β to change with % RN. In this way, we extract α , β , L ,

and τI for each individual dataset and a global C for each TES bolometer design.

In Figure 5.6 a, we show the real and imaginary components of the complex impedance of a repre-

sentative TES bolometer with full PdAu as a function of frequency at Tbath = 430 mK. Figure 5.6 b shows

this same data now in the complex plane. Only a few of the measured % RN are shown to demonstrate how

well the simple electrothermal model fits the data at high (95 %), medium (80 %), and low (40 %) % RN. By
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Figure 5.6: a Impedance data for a representative TES bolometer with full PdAu as the real (Top) and
imaginary (Bottom) parts of complex impedance ZTES vs. frequency at Tbath = 430 mK. b Impedance data
for the same design and data, now in the complex plane. Colored points denote measured data while solid
lines of the same color are fits to Eq. 5.4 for high (95 %), medium (80 %), and low (40 %) % RN. c τI , α ,
β , and loop gain vs. % RN for three designs with identical leg geometries, but differing volumes of PdAu
ballast, full, half, and no. Parameters were extracted from simultaneous fits to Eq. 5.4 at low (200 mK) and
high (430 mK) Tbath. Marker shape denotes fraction of PdAu thermal ballast, full (dot), half (square), and
none (triangle). Dashed and solid curves represent data at Tbath = 200 mK or Tbath = 430 mK, respectively.
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fitting data for identical % RN and multiple Tbath simultaneously for each design, typically at a low (200 mK)

and high (430 mK) Tbath, we were able to reduce parameter covariance significantly. Figure 5.6 c shows τI ,

α , β , and loop gain L as a function of % RN for designs with identical leg geometry (splits 3, 4, and 5) and

different fractions of PdAu ballast (full, half, no). Parameters extracted from simultaneous fits to Eq. 5.4

at low (200 mK) and high (430 mK) Tbath are shown. At these Tbath, we varied loading conditions over the

range, 3.5 pW to 21.3 pW at 50% RN for all bolometer designs measured. We observed τI , β , and L to differ

clearly and systematically with Tbath = 200 mK and 430 mK at identical % RN as expected. We find α to be

insensitive to Tbath, which is also expected. Loop gain and β trend higher and τI faster at lower Tbath. Like

τe f f measurements, τI speeds up significantly deeper in the transition for designs with no additional PdAu

ballast. We are able to determine TES bolometer parameters over a large range of detector bias through the

transition (30% RN to 95% RN). When voltage biased to 50% RN and operated at Tbath = 430 mK, conditions

which mimic the electrical power dissipated in the sensor anticipated in AliCPT when observing, τI varies

from ∼ 0.12 ms–0.62 ms, α ∼ 128–305, β ∼ 0.6–1.0, and L ∼ 11–26 for all devices measured.

All studied bolometer designs are well described by the simple electrothermal model to ∼ 10 kHz.

At higher frequencies, the behavior of our devices begins to deviate from this model. This demonstrates

that the PdAu thermal ballast is well coupled to the TES compared to similar devices in the literature [64,

43]. Furthermore, both effective time constant and complex impedance measurements demonstrate that

additional PdAu thermal ballast is not necessary for stable operation in this configuration. We describe

our measurements of heat capacity, which vary with volume of PdAu thermal ballast, in greater detail in

Section 5.5.4.

5.5.4 Heat capacity

We predict the expected heat capacity of the bolometer island by summing the contributions from

electrons and phonons for all materials on the bolometer (Cpredicted in Table 5.2) for no, half, and full PdAu

cases. We also measure the heat capacity for measured designs (designs 1–10) in two distinct ways. From

τeff measurements (Section 5.5.1) at the I-V turnaround, τeff is sampled at four different bath temperatures,

200 mK, 325 mK, 400 mK, and 430 mK, to calculate an average τeff for each bolometer design. Heat capacity
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Fraction of PdAu ballast Cpredicted (pJ/K) Cheater (pJ/K) CcomplexZ (pJ/K)

Full 0.62 0.76 0.69

Half 0.42 0.57 0.50

No 0.21 0.31 0.27

Table 5.2: Average heat capacities for fraction of PdAu thermal ballast looked at in this work, full, half, and
none. Included is C predicted by summing the contributions from electrons and phonons for all materials on
the bolometer (Cpredicted) and from τeff (Cheater) and complex impedance (CcomplexZ) measurements. There is
good consistency between the two measurement methods.

(Cheater) is then approximated using Eq. 5.5. From complex impedance measurements (Section 5.5.3) at

multiple Tbath and % RN, we find heat capacity (CcomplexZ) by fitting to the simple electrothermal TES model,

Eq. 5.4. Measuring the complex impedance at multiple bath temperatures helps break degeneracies within

the model parameters, particularly α and C. We average results for designs with similar volumes of PdAu

ballast, regardless of leg geometry. Included in these averages are two designs with a reduced area ground

plane layer since we expect the contribution to heat capacity from this layer to be very small.

Table 5.2 shows average heat capacities of designs with identical volumes of PdAu thermal ballast

from τeff (Cheater) and ZTES (CcomplexZ) measurements as well our predictions (Cpredicted). For our aver-

age of full PdAu designs, which includes 7 unique bolometers, Cheater = 0.76± 0.09 pJ/K and CcomplexZ =

0.69±0.03 pJ/K. Error bars are statistical and 1σ and include the standard error of the mean and output un-

certainties on fit parameters. There is good consistency between the two methods within this measurement

uncertainty. However, we also detect greater non-PdAu heat capacity than predicted, ∼ 0.07 pJ/K based on

CcomplexZ. It is unclear what this excess heat capacity might be, though it is common to measure additional

heat capacity in SiN films [99], like those used in our bolometers.

From Cheater and CcomplexZ, the baseline heat capacity of our TES bolometers, without the addition

of any PdAu ballast, is 0.29 pJ/K± 0.02 pJ/K. We also calculate that the volumetric heat capacity of PdAu

at 480 mK is 0.22 fJ/(K·µm3)± 0.03 fJ/(K·µm3). Error bars are the 1σ standard deviation statistical uncer-

tainty, accounting for both types of measurements. We predict the volumetric heat capacity of sputtered

PdAu (atomic percentages 67.6 % / 32.4 %) at 480 mK is 0.21 fJ/(K·µm3), so measurements are consistent

with expectations. This demonstrates how the use of PdAu thermal ballast for additional heat capacity in
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our TES bolometers is well understood.

5.6 Conclusion

We present bolometer electrothermal properties derived from I-V curves, τeff measurements, and

complex impedance measurements primarily of 10 unique AlMn TES bolometer designs. As part of these

designs, we explored increasing the TES heat capacity by up to a factor of ∼ 3 with the addition of PdAu

thermal ballast. This has the effect of slowing down the time constant, as seen in τeff measurements and τI

extracted from complex impedance measurements, and increasing the heat capacity of the bolometer. From

this suite of measurements, our bolometers are well-described by a simple, one-pole electrothermal model

to∼ 10 kHz, even with the addition of PdAu. We present TES parameters extracted from this model, α , β

L , and τI , as a function of operational resistance and over the range of loading conditions, ∼ 3.5 pW to

21.3 pW at 50 % RN for Tbath = 200 mK and 430 mK. Without the addition of any PdAu, the baseline C of our

TES bolometers is 0.29 pJ/K± 0.02 pJ/K. We also calculate the volumetric heat capacity of sputtered PdAu

(atomic percentages 67.6 % / 32.4 %) at 480 mK is 0.22 fJ/(K·µm3)± 0.03 fJ/(K·µm3). The measurements

presented in this work will enable us to optimize final designs of TES bolometers for AliCPT [150].
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Chapter 6

Development of a new MKID tuning method

We developed a new method for optimal tuning of MKID arrays under dynamic atmospheric loading

conditions and with hundreds of resonators per feed line. Careful selection of readout power/tone amplitude

and probe tone frequency for each MKID can yield the best combination of linearity and sensitivity for

these arrays. However, this tuning is further complicated by variations in background loading which can

induce significant shifts in MKID resonance frequencies and reduce quality factors. When this happens,

the MKIDs require a re-tuning, where the probe tone for each MKID is modified to return detectors to

optimal operation. In this chapter, we describe the MKID nonlinear response due to the kinetic inductance

(Lk). Then, we introduce an improved resonator model that accounts for this nonlinear effect, including

bifurcation in the resonator response at high enough readout powers. Using frequency sweeps of the forward

transmission S21 of TiN/Ti/TiN trilayer MKIDs, we have demonstrated this model accurately fits the phase-

frequency data of resonators under different loading conditions. This includes lab measurements where we

vary the optical loading on these detectors with a cryogenic blackbody source and observations at the Large

Millimeter Telescope (Chapter 7). Using this improved modeling, we have developed a new MKID tuning

method that can be used to identify a microwave power and probe tone frequency for each MKID based on

a desired/user-specified detector nonlinearity parameter a [166]. This method is broadly applicable to the

operation of MKID arrays.
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6.1 MKID nonlinear response and associated feedback

To better understand how this new MKID tuning method works, we first review the MKID nonlinear

response and associated feedback due to the kinetic inductance, specifically bifurcation in the resonance

curves of resonators driven at high readout powers. In general, MKIDs are usually operated in a regime

where current in the resonator circuit I is non-negligible. Recall from Chapter 1 and Chapter 3, that the

complex surface impedance of a superconductor is Zs =Rs+ jωLs where ωLs >>Rs [189]. When operating

a resonator like an MKID, the AC circuit contributes a kinetic inductance Lk to the total surface inductance.

The kinetic inductance of a superconductor has an intrinsic nonlinearity that depends not only on temperature

and power absorbed, but also on resonator current. The kinetic inductance of a superconducting strip at

T ≪ Tc can be written in terms of I as [166]:

Lk(I)≃ Lk(0)
(

1+
I2

I2
∗
+ ...

)
(6.1)

where the linear term as well as odd terms are excluded due to symmetry considerations and Lk(0) is the

kinetic inductance of the resonator in the low-power, linear limit. In Eqn 6.1, I∗ is the characteristic current

which sets the scale of this quadratic nonlinearity. It is expected to be of order the critical current [189].

This nonlinearity in the kinetic inductance causes a frequency shift in a resonator with a similar

quadratic current dependence. The fractional detuning in the low-power and linear regime is x0 = (ω −

ωr,0)/ωr,0 where ωr,0 is the resonance frequency. The nonlinear frequency shift can be expressed as:

δx =
δωr

ωr,0
=−1

2
δL
L

=−α

2
I2

I2
∗

=− E
E∗

(6.2)

where L is the total inductance, α is the kinetic inductance fraction such that Lk = αL, and E is the energy

stored in the resonator. By writing the last part of Eqn 6.2 in this way, we have defined a scaling energy

E∗ ∝ LkI2
∗/α2 that is of similar order to the condensation energy of the inductor when α ≈ 1. From Eqn 6.2,

the shifted resonance frequency is then:

ωr(I) = ωr,0 +δωr = ωr,0

(
1− α

2
I2

I2
∗

)
(6.3)
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Figure 6.1: Conceptual diagram of MKID bifurcation regime due to the nonlinear kinetic inductance, from
Swenson et al. (2013) [166]. |S21| versus fractional detuning in resonance linewidths y0 = Qrx0 is shown.
Different colored resonance curves are snapshots of the same resonator at various probe frequencies during
a frequency sweep at high readout power such that a > 0.77. Probe frequencies are denoted by vertical lines
of the same color and number as the corresponding resonator behavior. When a: sweeping upward or b:
downward in probe frequency (arrows) during a frequency sweep, the observed MKID response is distinct
and traces out a hysteretic transfer function (dashed lines).
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The current in the resonator depends on the readout power Pr and E. The energy stored in the resonator

can be expressed as [166]:

E =
2Q2

r

Qc

1
1+4Q2

r x2
Pr

ωr
=

1
2

LI2 (6.4)

where Qr is the total quality factor and Qc is the coupling quality factor of the resonator. From Eqn 6.4, we

see that the fractional detuning can then be rewritten as:

x = x0 +
E
E∗

(6.5)

This expression can then be combined with Eqn 6.4 for the energy in the resonator so that the fractional

detuning becomes:

x = x0 +
2Q2

r

Qc

1
1+4Q2

r x2
Pr

ωrE∗
(6.6)

This expression for the fractional detuning includes feedback in the MKID due to the kinetic in-

ductance nonlinearity. We now introduce two variables, y = Qrx and y0 = Qrx0. They are the detuning

measured in linewidths relative to the shifted resonance and low-power resonance, respectively. This can

be seen from the definition of the total quality factor Qr = ωr/∆ω so that y = (ω −ωr)/∆ω , where ∆ω is

the linewidth of the resonance. From Eqn 6.6, we can also define a nonlinearity parameter a to quantify the

kinetic inductance nonlinearity effect as:

a =
2Q3

r

Qc

Pr

ωrE∗
(6.7)

Using y, y0, and a, we can rewrite the fractional detuning as:

y = y0 +
a

1+4y2 (6.8)

When solving Eqn 6.8 for different a, when a > 4
√

3/9 ≈ 0.77, there are now multiple solutions for

the fractional detuning y with y0 or a non-monotonic relationship. As readout power is increased, or for

moderate values of a < 0.77, the MKID resonance starts to become distorted and asymmetric. At high read-

out powers such that a > 0.77, the second order current term in the kinetic inductance (Eqn 6.1) causes the

resonator response to exhibit nonlinear switching. Bifurcation is the nonlinear frequency switching regime

of the resonance. This regime is hysteretic or depends on the direction of a frequency sweep, increasing
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or decreasing in probe frequency, when tracing out the MKID resonance. Figure 6.1 shows a conceptual

diagram of the MKID bifurcation regime from Swenson et al. (2013) [166] for the same resonator at differ-

ent probe frequency snapshots. The top of the figure shows what happens during a frequency sweep when

increasing (a) or decreasing (b) in probe frequency compared to the resonance. As can seen, there are two

different accessible states depending on the direction the probe frequency is swept and they trace out a hys-

teretic transfer function (dashed lines). In Fig 6.1a, when sweeping upward in probe frequency starting from

below the resonance, the resonator current I increases as the fractional detuning y0 decreases. The change

in the nonlinear kinetic inductance also causes the resonance frequency to shift downward. This acts as a

positive feedback effect and causes y0 to decrease further. As the probe tone enters the resonance, runaway

positive feedback causes the resonance to enter the bifurcation regime, where the resonant frequency snaps

to a lower frequency state. In Fig 6.1b, when sweeping downward in probe frequency starting from above

the resonance, the resonant frequency also shifts downward as a negative feedback effect. When the probe

tone is swept past the resonance minimum, the resonance enters the bifurcation regime, where the resonant

frequency snaps back to a higher frequency state. Swenson et al. (2013) [166] found that sweeping down-

ward in probe frequency gives full access to the high frequency side of the resonance at readout powers even

after the onset of bifurcation.

MKIDs are usually biased at readout powers before this bifurcation regime to avoid switching be-

tween these two states. To optimize sensitivity, it is ideal to drive resonators with large readout power close

to, but before bifurcation as this overcomes amplifier noise and suppresses two level systems (TLS) noise

[63]. Also, the resonance depth is predicted to stay constant with readout power. This is indicative of a

purely reactive nonlinearity which only affects the MKID frequency response.

6.2 Modeling nonlinear superconducting resonators

Now that we have discussed the MKID nonlinear response, which is dominated by the kinetic in-

ductance nonlinearity at high readout powers, and the associated feedback from the kinetic inductance, we

utilize an improved resonator model from Dai et al. (2023) [46] that can accurately fit the phase of a su-

perconducting resonator driven in the nonlinear regime, even after the onset of bifurcation. This method
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accounts for the varying resonator current I and the nonlinear kinetic inductance. After the resonator re-

sponse bifurcates, standard fitting models (e.g. [63, 100]) that have been developed to model resonators in

the linear, low-power regime no longer accurately trace the observed response. This approach also differs

from the nonlinear modeling of Swenson et al. (2013) [166] in that it does not require solving an implicit

cubic equation to implement. Using this improved resonator model, we have developed a new MKID fitting

and tuning pipeline that can identify an optimal readout power for each MKID based on desired detector

nonlinearity parameter a [166] using a wide sweep in readout power and at various optical loadings. This

model can retrieve different resonator parameters, like quality factor and resonance frequency, at microwave

readout powers where the response of the MKIDs is linear, as it starts to become nonlinear, and after the

onset of bifurcation.

Recall from Chapter 3 that the complex forward transmission S21 at low power for a superconducting

resonator capacitively coupled to a feed line is given by [63]:

z( f ) = S21( f ) = Ae−2π j f τ

1− Qr

Qc

e jφ0

1+2 jQr
f− fr,0

fr,0

 (6.9)

where f is the probe frequency, A is a complex constant accounting for the gain, loss, and phase shift in the

system, τ is a cable delay constant due to the length of cables, and φ0 accounts for impedance mismatch.

The phase θ of a superconducting resonator is:

θ( f ) = θ0 +2arctan(−2Qrx) (6.10)

where θ0 is the phase angle at the resonance frequency and the fractional detuning for each frequency point

f is x = ( f – fr,0)/ fr,0.

As discussed in the previous subsection, the MKID nonlinearity is related to the internal current

in a resonator and the kinetic inductance nonlinearity. In this nonlinear modeling technique, Eqn 6.9 is

modified so that instead of using a fixed resonance frequency fr,0, there is now a current dependent resonance

frequency fr(I). The S21 is then modified and can be written as [46]:

z( f ) = S21( f ) = Ae−2π j f τ

1− Qr

Qc

e jφ0

1+2 jQr
f− fr(I)

fr(I)

 (6.11)
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where the MKID parameters, Qr and Qc, are assumed to be independent of current which is valid for very

low dissipation. The resonance frequency fr,0 = fr(I = 0) can be found by fitting S21 sweep measured at

low readout power to a linear MKID model.

We use a 3-port circuit network of a capacitively coupled resonator [46] to conceptualize the waves

relevant to the complex forward transmission S21, which we commonly measure, and the current I in a

resonator which affects the kinetic inductance. The three ports include port 1 as the input of a transmission

line, port 2 as the output of a transmission line, and port 3 as the input to a capacitively coupled resonator.

In Figure 6.2a, there are two output waves relevant to S21, the direct transmission A2 which corresponds

to transmission far from the resonance and a reflected wave B2, which corresponds to the signal reflected

from the resonator near resonance to the output port 2. In Fig 6.2b, we use a phasor diagram of S21 to show

how these waves relate to the measured S21 of a resonator. From this diagram, A2 corresponds to an arrow

from the origin to an off-resonance point zoff and B2 corresponds to an arrow from zoff to an arbitrary probe

frequency point z. The sum of A2 and B2 then gives the forward transmission S21 from the origin to a probe

frequency point z. Also, |B2|2 can be expressed as [46]:

|B2|2 = |z( f )− zoff|2 ∝ I2 (6.12)

Using Eqn 6.12 and ω = 2π f , we can rewrite Eqn 6.3 for the shifted resonance frequency as:

fr(I) = fr,0 −β |z( f )− zoff|2 (6.13)

where β is a proportionality factor related to the resonator nonlinearity and can be fitted for a given resonator.

From Fig 6.2b and this new expression for fr(I) (Eqn 6.13), we see that the resonator phase can be modified

such that [46]:

θ( f ) = θ0 +2arctan
(
−2Qr

f − fr(I)
fr(I)

)
= θ0 +2arctan

(
−2Qr

f − fr,0 +β |z( f )− zoff|2)
fr,0

) (6.14)

Using Eqn 6.14 to fit the phase of a nonlinear resonator, we can find fr,0, Qr, β , and θ0. We have rewritten the

fractional detuning x = ( f − fr(I))/ fr(I) ≈ ( f − fr(I))/ fr,0. We have also substituted zoff = re j(θ0+π) since
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the S21 data traces out a circle in complex/IQ space and resonance frequency point zr and zoff are collinear

[189].

6.3 MKID fitting and tuning pipeline

We developed a new MKID fitting and tuning pipeline that can identify an optimal readout power/tone

amplitude and probe tone frequency corresponding to resonance for each MKID in an array based on a

desired/user-defined nonlinearity parameter a [166]. This method uses the improved resonator modeling

described in [46], specifically it utilizes frequency sweeps of resonator S21 measured for a range of read-

out powers and fits to the phase-frequency data using Eqn 6.11. This procedure has been verified on net-

works of TiN/Ti/TiN trilayer MKIDs, where ∼ 600 resonators are read out per feedline. This code is called

kid phase fit and can be found on GitHub.1

This procedure uses a wide sweep in readout power/drive attenuation and consists of five main steps.

For a network of resonators, we:

(1) Remove the cable delay term in Eqn 6.11, that is multiply each S21 sweep by e−2π j f τ . The cable

delay τ was measured previously in the lab for each network using a vector network analyzer.

(2) Perform a circle fit to the S21 data in the complex/IQ space to extract the circle center zc and radius

r for each sweep.

(3) Perform a fit to the phase frequency data using Eqn 6.10 for a linear, low-power dataset to find fr,0,

Qr, and θ0. These low-power resonator parameters are collectively called ‘result0’ and are used to

help another phase fit later. This step is the main reason we use a wide sweep in readout power.

(4) Rotate and translate the S21 data to the origin using the transformation

zrot( f ) = (zc − z( f ))e− jθzc .

(5) Trim phase frequency data based on a user-specified number of resonator line widths. Afterwards,

fit to this data using Eqn 6.14 to extract resonator parameters fr,0, Qr, θ0, β . To aid with the fit, this

1 https://github.com/swalker5/kid phase fit



97

Figure 6.2: a: Three port circuit network for an MKID resonator that is capacitively coupled Cc to a feed line,
where port 1 is the input of a transmission line, port 2 is the output of a transmission line, and port 3 is the
input to a capacitively coupled resonator. The directions of the input wave (A1) and directly transmitted wave
(A2) (light blue arrows) and reflected waves near resonance (B1 and B2) (red arrows) are shown. Also shown
is the current that directly flows to the nonlinear kinetic inductance (labeled purple arrow). b: Corresponding
phasor diagram of S21 in the linear regime. In the complex domain/IQ space, the MKID response traces out
a circle at some offset from the origin O. The transmitted wave A2 represents the transmission far from
resonance to an off-resonance point zoff and the reflected wave B2 is the signal reflected from the resonator
to port 2. The total forward transmission to an arbitrary probe frequency z is then S21 = A2 +B2. Also
shown here are the center of the circle zc (black cross) and the resonance frequency point zr (S21). c: Phasor
diagram of S21 in the nonlinear regime and after the onset of bifurcation.
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model requires initial guesses for fr,0, Qr, θ0, β , and r. This model also requires the frequency data

f and zrot( f ).

In Fig 6.3, we show a summary of pipeline steps that were taken to model a single TiN/Ti/TiN trilayer

resonator swept in readout power. This particular resonator was measured in the lab under a 4 K cryogenic

optical load. In Fig 6.3a, we plot |S21|2 versus frequency for a subset of readout powers where the resonator

response is linear, starting to become nonlinear, and after the onset of bifurcation. Next, we look at the

S21 data in complex S21/IQ space and polar coordinates. Figure 6.3b includes the original data (cyan), data

after removing the cable delay (blue) and performing a circle fit (red dashed), and data after rotation and

translation to the origin (magenta). In Fig 6.3c, we plot phase frequency data after applying the steps in b,

specifically after rotating and translating the S21 data. Data are fit using Eqn 6.14 (black dashed). We also

plot the residuals versus frequency, θdata–θfit, corresponding to the fits shown in c to investigate goodness

of fit. In Fig 6.5, we show a close-up of the same phase frequency data in Fig 6.3c for a single TiN/Ti/TiN

trilayer MKID measured at a range of readout powers. We fit this data to two different models for θ ,

specifically Eqn 6.10 (gray dashed) and Eqn 6.14 (black dashed). Through this comparison, we find that

using a correction for the shifted resonance frequency fr(I) greatly improves model accuracy, especially for

data near and after the onset of bifurcated response.

As a follow-up to Fig 6.3, we show that we can retrieve different resonator parameters, like quality

factor and resonance frequency, at a variety of microwave readout powers below, near, and after the onset of

bifurcated response. In Fig 6.4, we show some MKID parameters found from this fitting pipeline, particu-

larly the shifted resonance frequency fr(I) (a), Qi (b), Qc (c), and nonlinearity parameter a (d) as a function

of readout power.

After fitting all identified resonators in a network for a readout power sweep, the tuning procedure

will solve for the mean E∗ of this dataset. The equation for E∗ as derived from Eqn 6.7 for nonlinearity

parameter a is:

E∗ =
2Q3

r

Qc

Pr

ωra
(6.15)

where we calculate ωr = ωr,0 + δωr using ω = 2π f . Pr is the readout power converted from dB to W for
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Figure 6.3: Summary of pipeline steps to model a single TiN/Ti/TiN trilayer MKID swept in readout power.
a: |S21|2 versus frequency for a subset of readout powers where the resonator response is linear, starting
to become nonlinear, and after the onset of bifurcation. b: Data for the resonator in complex S21/IQ space
and polar coordinates. The original data (cyan), data after removing the cable delay (blue), circle fit (red
dashed), and data after rotation and translation (magenta) are shown, corresponding to different steps in the
fitting procedure. c: Phase frequency data for this same resonator after the steps in b. Data (colored points)
are fit using Eqn 6.14 (black dashed lines). Also shown is the resonance frequency fr(I) (black dots). d:
Residuals versus frequency, θdata −θfit, corresponding to the fits shown in c.
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Figure 6.4: Fit parameters for a single TiN/Ti/TiN trilayer MKID, resonant frequency fr(I), a: resonant
frequency, b: internal quality factor Qi, c: coupling quality factor Qc, d: and nonlinear parameter a as a
function of drive power. Parameters are from the phase frequency fits shown in Fig 6.3c.



101

Figure 6.5: Phase frequency data for a single TiN/Ti/TiN trilayer MKID measured in the lab under a 4 K
cryogenic optical load. Colors denote different readout powers where the resonator is linear, starting to
become nonlinear, and after the onset of bifurcation. The measured data (solid points) is modeled well by
Eqn 6.14 (black dashed lines). The legend also shows the corresponding nonlinearity parameter a from each
fit. Also shown are fits using Eqn 6.10 (gray dashed lines).

each sweep. When calculating the mean E∗, we also exclude the lowest drive power and any flagged fits.

This mean E∗ is then used to calculate Pr for a chosen nonlinearity parameter a for a network of MKIDs.

The equation for Pr is also derived from Eqn 6.7 for a and is:

Pr =
Qcωra
2Q3

r
E∗ (6.16)

where the MKID parameters for the lowest drive power dataset are used for Qr, Qc, and ωr. Pr is converted

from units of W to dB.

We plan to demonstrate the capabilities of our new MKID tuning method, kid phase fit, us-

ing measurements of MKID arrays at the Large Millimeter Telescope as part of TolTEC commissioning.
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TolTEC is a millimeter-wave imaging polarimeter which utilizes MKIDs. As part of this work, in Chapter 7,

we describe our efforts to characterize the system noise of TolTEC’s 1.1 mm array. This work was aimed at

better understanding and improving its noise.



Chapter 7

Characterization of the system noise of the TolTEC 1.1 mm array

The TolTEC camera [185] is a mm-wave MKID imaging polarimeter that was commissioned for the

Large Millimeter Telescope (LMT) in late 2022–2023. The LMT is a 50 m single-dish steerable telescope

in Sierra Negra, Mexico. The TolTEC receiver consists of 7718 polarization sensitive MKIDs distributed

across three arrays with passbands centered at 1.1 mm, 1.4 mm, and 2.0 mm. TolTEC achieves diffraction-

limited beams with full width at half maximum (FWHM) values of 5 arcsec, 6.3 arcsec, and 10 arcsec,

respectively. This dense arrangement of MKIDs enables TolTEC to achieve sub-10 arcsec beams that fill the

LMT’s 4 degree field of view. This will facilitate the creation of high-resolution, large-scale maps of nearby

and extragalactic systems. We discussed a few relevant science cases in Chapter 1.

We originally planned for this chapter to include a demonstration of our new MKID tuning method on

TolTEC data taken during real-time observations. This work is necessary to assess how effective our fitting

and tuning pipeline will be in optimizing detector linearity and sensitivity. However, it became apparent that

TolTEC is currently operating with readout-dominated noise performance. Therefore, we instead initiated a

characterization of the system noise of the TolTEC 1.1 mm MKID array. This analysis was done by taking

frequency sweeps and timestream measurements at the LMT with the cryostat window covered to simulate a

low loading environment for the detectors. The goal of this work was to identify possible sources of excess

noise and future steps to achieve photon-noise-limited performance.

In this chapter, we begin with an introduction of how timestream measurements of MKIDs can be

used to calculate their noise. Then, we briefly discuss our expectations of the system noise, applying our

discussion of noise sources in MKIDs in Chapter 3. Next, we describe our system noise analysis of the
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TolTEC 1.1 mm array in depth. We investigated six networks of detectors, where there are ∼ 600 resonators

per network. In particular, we discuss measurements of noise power spectral densities, the network RF

chain, median white noise, LNA power, and the impact to TolTEC’s sensitivity. We follow with conclusions

and future steps for improving this noise.

7.1 Conversion of raw timestreams to physical units

Timestream measurements of a MKID are taken by recording the complex forward transmission S21 at

a fixed probe frequency near the resonant frequency. In TolTEC, the S21 is recorded by the ROACH readout

in arbitrary analog-to-digital units (ADUs) during a frequency sweep. To compare data with expectations,

we must project from ADUs to physical units of frequency shift or amplitude change. To do so requires a

measurement of the resonant circle. In this section, we overview the projection of a raw timestream into

frequency or dissipation timestreams using a measured resonant circle. In later sections, we make infer-

ences about TolTEC’s sensitivity based on power spectral densities (PSDs) computed from these converted

timestreams.

It is necessary to calibrate timestream data using a corresponding frequency sweep before converting

to noise in frequency units. The steps of this calibration for a single resonator, with a typical response

among an array of detectors, is shown in Figure 7.1. In Figure 7.1 (top left), the measured raw data for

the frequency sweep and timestream are shown as colored points, blue for the frequency sweep and orange

for timestream data at a fixed probe tone. The first step in this calibration involves removing the cable

delay, which is an additional multiplicative term from the cables when measuring MKIDs. This term can

be removed by simply multiplying the timestream and frequency sweep by a factor of e2π jτ f , where τ is

the cable delay or round trip time a microwave signal propagates through the RF readout cabling and f is

the frequency. τ is typically expressed in units of nanoseconds and f in units of hertz (Hz). The data after

removing the cable delay is shown in Figure 7.1 (top right) with the same colored points as Figure 7.1 (top

left). Next, the corrected frequency sweep is fit to a circle to find its center point (xc + jyc) and radius r.

This center point is used to translate the timestream and frequency sweep to the origin by subtracting the

fit center point. The timestream and frequency sweep are also rotated so that the timestream data is at a



105

position corresponding to a phase angle θ = 0 rad. This is done by calculating the phase of the timestream

data using θ = arctan(Q/I), finding the median phase θmed, and multiplying the timestream and frequency

sweep by e− jθmed . This rotation by θmed prevents phase wrapping when plotting θ for the frequency sweep

and timestream data. Figure 7.1 (bottom left) shows the circle fit to the frequency sweep as a solid blue curve

and the translated and rotated frequency sweep and timestream data, where the timestream is now collinear

with the origin at θ = 0 rad.

After these calibration steps, to convert I/Q timestream data to fractional frequency d f/ f units of

Hz−1, we calculate the phase of the timestream and frequency sweep using θ = arctan(Q/I). Afterwards,

the frequency sweep phase θcal( f ) and corresponding frequency information are used to find an interpola-

tion function for frequency f = f(θcal( f )). The interpolation function is used to calculate a corresponding

frequency for each measured phase timestream θ(t) point. The mean of this new set of frequencies fmean

is calculated and used to convert θ(t) to a fractional frequency timestream d f
f (t). Figure 7.1 (bottom right)

shows the phase vs frequency for the calibrated frequency sweep and timestream data where colored points

correspond to data points. Also shown is the interpolation function as a dashed green curve. For the res-

onator shown, the interpolation is successful in tracing the relationship between phase and frequency.

This process where we remove the cable delay, perform a circle fit of the resonance circle, and trans-

late and rotate the frequency sweep and timestream data is summarized by the following expression for the

calibrated frequency sweep S21,cal as:

S21,cal = (S21e2π jτ f − xc − jyc)e− jθmed (7.1)

We then calculate the phase of Eqn 7.1 and the corresponding timestream data. The conversion of the phase

timestream θ(t) to a fractional frequency timestream d f
f (t) is then:

d f
f
(t) =

f(θ(t))
fmean

−1 (7.2)

where f(θ) is the calculated interpolation function for frequency from θcal( f ).

By translating the frequency sweep and timestream data, slow changes in S21 can be described by

adiabatic response coefficients A(ω) and B(ω) which correspond to the directions tangent and normal to the
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Figure 7.1: Frequency sweep and timestream data calibration steps for a single representative resonator.
These steps are performed in order from top left to bottom right. Top left: Raw data of a single resonator
in complex IQ space. The blue points are data measured from a frequency sweep while the orange points
are timestream data measured at a single probe tone frequency near the resonant frequency. Top right: Fre-
quency sweep and timestream data where the cable delay term has been removed. Bottom left: Frequency
sweep and timestream data that has been translated to the origin and rotated so that the timestream data is
collinear with the origin. The solid blue line corresponds to the circle fit of the resonance circle used to per-
form this translation. Bottom right: Phase vs frequency for the calibrated frequency sweep and timestream
data. An interpolation using the S21 sweep phase and frequency was used to find corresponding frequencies
for the timestream data. The interpolation function is shown as the dashed green line.
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Figure 7.2: Conceptual diagram of the calibrated resonator complex transmission S21,cal in real/imaginary
or IQ space. The orientation of the resonance circle is identical to Figure 7.1 (bottom left) with a radius
r = Qr/Qc, resonant frequency ωr, and center at the origin O (cross). The arrows labeled A and B at the
unfilled dot correspond to the directions tangent and normal to the resonance circle, respectively. With the
data calibrated in this way, A corresponds to the frequency direction noise and B to the amplitude/dissipation
direction noise.
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resonance circle in complex IQ space, respectively. From Zmuidzinas (2012) [189], we may write the small

change or perturbation in S21 with time as:

δS21(t) = A(ω)δx(t)+B(ω)δQ−1
i (t) (7.3)

where δx(t) is a small change in resonator detuning with time and δQ−1
i (t) is a small change in internal

quality factor with time. The resonator detuning is a fractional shift of a probe frequency ω from the

resonance frequency ωr such that x = (ω −ωr)/ωr. Figure 7.2 shows a schematic of the complex forward

transmission S21,cal in the IQ plane with arrows corresponding to the directions tangent (A(ω)) and normal

(B(ω)) to this circle. The orientation of the circle is identical to Figure 7.1 (bottom left).

7.2 Noise expectations

After converting phase timestreams for each resonator to fractional frequency timestreams, we can

find the components that correspond to the directions tangent A(ω) and normal B(ω) to the resonance

circle. The tangential component of the timestream data is the frequency direction and can be used to

find the frequency noise. The frequency noise is fluctuations in the phase of the probe tone or changes in

the resonator’s resonance frequency. From Figure 7.2, we see that the direction tangent to the circle, or

the red arrow labeled A, is the frequency direction. The normal component of the timestream data is the

amplitude direction and can be used to find the amplitude noise. The amplitude noise is fluctuations in the

amplitude of the probe tone or changes in the resonator’s total quality factor Q. The total quality factor

changes since resistive loss, or dissipation, from system components affect the internal quality factor Qi.

From Figure 7.2, we see that the direction normal to the circle, or the blue arrow labeled B, is the amplitude

direction. This approximation of the equivalence between fluctuations in amplitude with dissipation and

fluctuations in phase with frequency assumes that timestream data is measured using a probe signal at or

near the resonance frequency, such as this work.

We perform fast Fourier transforms (FFTs) of the tangent and normal components of the fractional

frequency timestreams d f
f (t) to calculate PSDs of the frequency direction noise and amplitude/dissipation

direction noise, respectively. For voltage noise PSDs, the units are in raw analog-to-digital units (ADU2/Hz)
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unless an additional calibration to volts V is performed. For fractional frequency PSDs, as are calculated

in this work, the units are 1/Hz. The frequency direction noise (Sxx) and amplitude direction noise (Syy)

can also be used to calculate the NEP for the array as NEP =
√

Sxx/R, where R is the optical responsivity

described in Chapter 3.

The main sources of noise for TolTEC are thought to be photons, generation and recombination

of quasiparticles and Cooper pairs in MKIDs, the cryogenic low noise amplifier (LNA) at the output of the

array, and sources of noise in the readout, including the digital-to-analog converter (DAC) used for frequency

comb generation and the analog-to-digital converter (ADC). In Chapter 3, we discussed the sensitivity of a

MKID and common noise sources in terms of the noise equivalent power (NEP) in units of W/
√

Hz. The

NEP is the uncertainty in detected power in a bandwidth of 1 Hz or one-half second integration. Our goal is

to make an instrument with photon-noise-limited or background-limited sensitivity. In photon-noise-limited

detectors, the photon noise term is equal to or higher than the quadrature sum of all other noise terms.

Assuming that these different noise sources are uncorrelated, we can write the fractional frequency noise

PSDs in the frequency (Sxx) and amplitude directions (Syy) as the sum of squares such that:

Sxx = e2
phot + e2

GR + e2
amp + e2

read (7.4)

and

Syy ≈ e2
amp + e2

read (7.5)

where ephot is the photon noise, eGR is the generation-recombination noise, and eamp is the amplifier noise.

Sxx and Syy are in units of 1/Hz. The photon noise and generation-recombination noise are the detector noise

terms. These sources of noise are described in more detail in Chapter 3 (Eqn 3.63, Eqn 3.70, and Eqn 3.73,

respectively). The readout noise includes DAC quantization noise and ADC noise among other readout

noise sources.

Our expressions for the frequency quadrature noise PSD (Eqn 7.4) and amplitude quadrature noise

PSD (Eqn 7.5) distinguish between noise intrinsic to the detector, or detector noise, and external noise

added to the probe tone, such as from the low noise amplifier. The amplitude direction component includes

noise sources that change the probe signal amplitude and resonator’s total quality factor which manifests as
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fluctuations in the direction normal to the resonance curve. These sources are dissipative and change the

internal quality factor Qi of the resonator. In MKIDs, the frequency optical responsivity (Section 3.6) is a

factor of β/2 [22, 120] larger than the dissipation optical responsivity, where β is the ratio of frequency

response to dissipation response. β has been measured to vary from ∼ 4–50 (e.g. [153, 155, 120, 119])

and scales with resonant frequency and temperature as β ∝ kT/ω [189]. Photon and GR noise sources are

therefore significantly reduced in the amplitude quadrature, divided by β 2, where β 2 ≫ 1, when calculating

NEP2. This enables us to approximate the amplitude quadrature as being independent of photon noise and

detector noise. The amplitude direction noise has also been observed to be independent of whether the probe

frequency is tuned on or off resonance and to have a value that is consistent with the noise floor of the readout

electronics, which is usually limited by the noise temperature of the LNA [63]. The amplitude quadrature

PSD Syy is therefore a good measure of dissipative noise sources external to the detectors, including noise

from the readout electronics.

The frequency direction component includes noise sources that change the probe signal phase and

resonator’s resonance frequency and manifest as fluctuations in the direction tangent to the resonance curve.

Detector noise and external noise modulate phase and frequency and include photon noise and generation-

recombination noise and components in the RF readout chain like the low noise amplifier, respectively.

Photon noise and GR noise contributions are significantly larger in the frequency quadrature due to the ratio

β . Therefore, the frequency quadrature PSD Sxx is a good proxy for the total system noise, when measured

using timestream data taken at or near the resonance frequency. From Eqn 7.4 and Eqn 7.5, we see that Sxx

should be greater than Syy when devices are operating in the photon-noise-limited regime. The difference of

the two Sxx −Syy can be used to provide an estimate of the photon noise and detector noise contributions.

We predict a optical NEP of photon-noise limited detectors for the 1.1 mm array of 9.0×10−17 W/
√

Hz

assuming an expected loading of 10.7 pW [14]. This loading is calculated using an atmospheric model for

the LMT site at median opacity during an observing season and includes estimates of emitted and scattered

light from all optical elements in the system. In this NEP, we consider both fundamental sources of noise

from photons (NEPphot) and quasiparticle generation and recombination (NEPGR) and a detector optical
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efficiency η ≈ 0.8 such that:

NEP2 =
NEP2

phot +NEP2
GR

η
(7.6)

For the amplifier noise, assuming a noise temperature of 5 K, we predict that Sxx,amp = 1.6×10−19 1/Hz.

This amplifier noise was calculated taking into account the measured median total quality factor Qr (∼ 13000)

and coupling quality factor Qc (∼ 71000) in the linear, low power regime at 28 dB drive attenuation and af-

ter filtering for flagged resonators using the fitting and tuning pipeline described in Chapter 6. Since the

designed and measured resonator Qr and Qc differ from the design values, this amplifier noise is about a

factor of ∼ 7 higher, which is still one order of magnitude below the expected photon-limited NEP.

7.3 Network RF chain

Figure 7.3: Circuit attenuation model of the total power flow through a TolTEC network from the DAC
to the ADC. Sections surrounded by boxes represent components in the network while dotted lines denote
reference planes of interest where the power is calculated. The large blue box denotes cryogenic components
in the readout. Orange boxes denote the drive attenuation (Drive Atten) and sense attenuation (Sense Atten)
which were varied for this analysis. The LNA input (LNA In) is shown as a orange dotted line since we
calculate the input power to the LNA in Section 7.4.3. The red dotted line denotes predicted compression at
the IF board input amplifier (IF Board In) based on this model. Model and figure courtesy of Grant Wilson
(UMass).

For the 1.1 mm array, there are seven networks of detectors, each reading out approximately 600

resonators. However, only six networks were wired up for these measurements due to issues with network 5.

Frequency sweeps were taken for each resonator after specifying a probe tone frequency near the resonant

frequency of each identified MKID. Figure 7.3 shows a circuit attenuation model of the total power flow

through the TolTEC network. Sections surrounded by boxes represent components in the network while

dotted lines denote reference planes of interest where the power is calculated. From this diagram, one can

convert readout-based settings to a physical power level at the MKID array and other components. The
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DAC is used generate a comb of probe tones to read out all detectors in a network. As part of this, the

voltage of each tone/tone amplitude for each MKID is set using a previously generated lookup table [70].

The transfer function of the tone amplitudes is informed by anti-aliasing filters near the edge frequencies

of the network and a local oscillator (LO) near the middle frequencies. After the DAC, there is a variable

attenuator called the drive attenuation (Drive Atten) which is one of the ways that we vary the power in the

line, where the power is calculated at the output of each IF slice (IF Out), before entering the cryostat with

the detector arrays. In this diagram, the cryogenic attenuator (Cryo Atten), KIDs array or power at the KIDs

(KIDs Pow), and LNA gain represent the cryogenic components of the readout. The LNA input (LNA In)

is one location where we calculate the power sent into the cryostat and is denoted by a orange dotted line.

The output side from the cryostat to the analog-to-digital converter (ADC) is also shown, where the power

coming out of the cryostat (Cryo Out), at the IF board input for each network (IF board In), and at the input

to the ADC (ADC In) are calculated. Another way that we varied the microwave power in our system to

the ADC was through a variable attenuator called the sense attenuation (Sense Atten). From this circuit

attenuation diagram, we find that there is predicted compression at the input amplifier of the IF board (IF

board In) as denoted by a red dotted line.

7.4 Measurements of noise power spectral density

7.4.1 Noise power spectral densities

Following the procedure described in Section 7.1, we measure power spectral densities for the RF

lines of the TolTEC 1.1 mm array. Figure 7.4 shows the results of a typical MKID in one network and

the median white noise of the network in both the frequency and amplitude/dissipation quadratures. We

plot noise power spectral densities in both raw voltage units (ADU2/Hz) (left) and converted to fractional

frequency units (1/Hz) (right). The fractional frequency noise PSD is commonly referred to as Sxx or Sδ f/ f .

The median noise PSDs are calculated using all resonators in the network (∼ 600) to find the median value

at each frequency. In Figure 7.4, noise PSDs were calculated at a drive attenuation of 14 dB and a sense

attenuation of 14 dB, which corresponded to maximal timestream response or a more elongated shape in IQ
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space. The blue solid and orange dashed curves correspond to PSDs for a single, representative detector

in the frequency and amplitude directions while the thick black and gray curves correspond to the median

PSDs.

The noise PSDs in the frequency and amplitude quadratures correspond to the directions tangent and

normal to the resonance circle in complex IQ space, respectively (Figure 7.2). The shape of the noise PSD

in the frequency direction is sensitive to optical signal and is expected to have a higher white noise level

than the amplitude quadrature. The frequency noise PSD is also expected to have a 1/ f knee at a few

Hz. This is seen in other high critical temperature Tc TiN/Ti/TiN trilayer MKIDs with a white noise floor

starting around 10 Hz [84] and an eventual roll-off in signal due to the MKID acting as a low pass filter at

frequencies larger than one resonator bandwidth ν > νr/(2Qr). The photon noise also rolls off with the

quasiparticle lifetime. While we see the 1/ f knee, we do not see a roll-off in the white noise floor since

our measured noise spectra are limited to ∼ 60 Hz due to the timestream sampling frequency limitation of

the room temperature electronics (122.1 Hz). The noise PSD in the amplitude direction by comparison is

expected to be relatively flat. The amplitude direction noise is a good proxy for external noise terms like the

LNA noise and readout noise that are dissipative and affect resonator internal quality factor Qi.

Comparing the white noise levels of the frequency direction and amplitude direction PSDs, the fre-

quency quadrature will be greater than the amplitude quadrature, or Sxx > Syy, when LNA noise and readout

noise contributions are subdominant to fundamental noise sources, that is photon noise and generation-

recombination noise. This is one of the indications of a device operating in the photon-noise-limited regime.

For our devices, we find that the separation between the median components of the frequency and dissipation

quadratures (black and gray), which represent the separation on average for the network, is a median factor

of 1.7 over the white noise range 10 Hz–61 Hz. Since the white noise level in the amplitude direction is

similar to the frequency direction, we conclude that readout noise contributes substantially to the sensitivity

of TolTEC.

We also looked at noise PSDs of dark, or non-optically coupled, detectors in the frequency and am-

plitude directions, of which there are generally less than five per network. Figure 7.5 shows the results of a

dark, or non-optically coupled, detector in both the frequency and amplitude quadratures. We also include



114

Figure 7.4: Noise power spectral densities for an optical detector. Left: Voltage PSDs in raw ADC units
for a select optical detector in the frequency (solid blue) and amplitude directions (dashed orange). The
white noise level starts around 10 Hz. The median frequency noise component (solid black) and amplitude
noise component (solid grey) for the network, about 600 resonators total, are also shown. They represent the
separation on average for the network. The small separation, a factor of 1.7, between the median components
shows a significantly higher amplifier/readout noise than expected. Right: Fractional frequency noise PSDs
(Sxx) in the frequency and amplitude directions for the same optical resonator as left. The median frequency
noise and amplitude noise components are also shown. The same colors are used for all curves as left.

Figure 7.5: Noise power spectral densities for a dark, or non-optically coupled, detector. Left: Voltage PSDs
in raw ADC units for a dark detector in the frequency (solid blue) and amplitude directions (dashed orange).
The white noise level starts around 10 Hz. For this resonator, the two quadratures have a median separation
factor of 1.5 over the white noise range 10 Hz–61 Hz. The median frequency noise component (solid black)
and amplitude noise component (solid grey) for the network, about 600 resonators total, are also shown. The
median curves are identical to 7.4 (right). Right: Fractional frequency noise PSDs (Sxx) in the frequency and
amplitude directions for the same dark resonator and colors as the left. The median frequency and amplitude
components are also shown. The median curves are identical to 7.4 (left). The same colors are used for all
curves as left. The dark white noise level (blue and orange) is about one order of magnitude lower than the
median due to having a higher total quality factor and not being coupled to optical power.
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the same median PSDs of the frequency and amplitude quadratures as Figure 7.4. We observe that the fre-

quency and amplitude direction white noise levels are comparable in raw ADC units (left) and fractional

frequency units (right). For this resonator, the two quadratures have a median separation factor of 1.5 over

the white noise range 10 Hz–61 Hz. This is consistent with the noise trend of optical resonators represented

by the median PSDs. The comparable white noise level of both quadratures further supports the idea that

readout noise is a significant part of TolTEC’s system noise. We also find that compared to the median

PSDs, the dark detector Sxx white noise is about one order of magnitude lower. This is due to a combination

of the dark detectors having a higher total quality factor, a factor of ∼2 greater than optical detectors, and

they are not coupled to optical power.

Linearity is a challenge in highly multiplexed microwave systems as non-linearity leads to sensitivity

loss and an increase in cross-talk. To understand the linearity of the microwave readout system of TolTEC,

we measured the noise in a 3D grid, changing the number of tones, the drive attenuation after the DAC,

and the sense attenuation before the ADC. Timestream data of the complex forward transmission S21 was

recorded at a single tone frequency for about 15 s and sampled at 122.1 Hz. Corresponding frequency sweeps

of the resonance circle were sampled at 488.3 Hz. Data was measured for a large grid of sense attenuation

values, from 30 dB to 0 dB in -2 dB steps, allowing different settings for the ADC and its effect on network

noise to be explored. At each sense attenuation step, a large sweep in drive attenuation/readout power was

performed, from 30 dB to 0 dB in -2 dB steps, to vary the microwave readout power on the network without

changing the tone amplitudes. An identical grid in sense attenuation and drive attenuation was collected for

datasets using different numbers of tone to vary the readout power on each MKID. We collected datasets

using tones for all ∼ 600 resonators, about ∼ 300 resonators, and 10 resonators. We refer to these as

‘full’, half’, and ‘ten’ tone datasets, respectively. In addition, we looked more closely at single/non-collided

resonators identical to one or more of these datasets, which we refer to as a ‘match’, and dark, or not

optically-coupled, detectors where the individual feedhorn was physically covered. By varying the number

of tones per dataset, this allowed us to explore the effect of the DAC on the total noise. It also enabled us

to investigate if one or more components in the readout chain may be going nonlinear and how well we are

handling the microwave power on the RF chain in the current configuration. For the rest of this chapter, we
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discuss only the full and half tone datasets since we found the ten tone datasets had timestream data where

the tone frequencies were chosen far from resonance.

For the full and half tone datasets, we investigated the effect of ADC noise on the total system noise

for each network through sweeps in sense attenuation. We found that the value of sense attenuation did

not have much of an effect on the noise, except at the highest sense attenuation values 30 dB to 28 dB or at

the lowest sense attenuation values explored ∼ 8 dB to 0 dB. This suggests that the ADC is subdominant to

other sources of readout noise.

7.4.2 Median white noise

We calculated the median white noise, from 10 Hz to 61 Hz, at each drive attenuation step (30 dB to

0 dB in -2 dB steps) for each network of the 1.1 mm array. Figure 7.6 shows the median white noise Sxx

as a function of drive attenuation for select networks 0, 1, 3, and 4. The solid curves and points in both

plots correspond to Sxx in the frequency direction. The dashed curves and points correspond to Sxx in the

amplitude direction. From Figure 7.6, we find that at low microwave tone powers, the noise is the same in

the amplitude and frequency directions and scales linearly for networks 0, 1, 3, and 4. This relationship

could possibly be explained as operating the networks in a readout-dominated regime since amplifier noise

(Chapter 3) and other sources of readout noise decrease with greater Pr. We conclude that noise terms other

than detector noise dominate in this array. We refer to “readout” here as all system components external

to the detectors. We also observe that a minimum Sxx and Syy occurs at a drive attenuation of 14 dB–

16 dB, depending on the network, for these measurements. At this minimum, we observe a maximum

separation factor of 2 between the frequency and amplitude directions. In particular, for network 4, Sxx =

8×10−17 1/Hz versus Syy = 4×10−17 1/Hz at 14 dB drive attenuation. In our model, in which the amplitude

direction is noise sources external to the detectors (Eqn 7.5) and the frequency direction is all noise sources

(Eqn 7.4), including detector noise, we conclude that the detector noise contributes one part of Sxx and the

readout contributes another equal part to the total system noise. The turnaround in both noise directions and

increase of Sxx and Syy at lower drive attenuation values than 14 dB–16 dB is unexpected. We believe this

increased Sxx at higher microwave powers is the result of compression of one or more components within
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Figure 7.6: Median fractional frequency noise Sxx as a function of drive attenuation for several 1.1 mm array
networks. The second x-axis at the top shows the conversion from drive attenuation in units of dB and 2 dB
steps to an estimated mean per-tone power at the KIDs in units of dBm. The dots correspond to the median
fractional frequency noise in the frequency (solid lines) and amplitude directions (dashed lines) calculated
in the white noise regime, from 10 Hz–61 Hz. The black dashed line (4×10−17 1/Hz) shows the measured
white noise level at NIST. At low microwave tone powers, the noise is the same in the amplitude and
frequency directions and scales linearly. This relationship shows noise terms other than the detector noise
dominate. A minimum Sxx and Syy occurs at 14 dB–16 dB drive attenuation, depending on the network, and
the increased noise at lower drive attenuation values is unexpected. We suspect this behavior to be due to
compression of one or more components within the RF readout chain.
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the RF readout chain. We take a closer look at the LNA power in Section 7.4.3. The cause of this excess

noise is under investigation.

In Figure 7.6, we also include a second x-axis at the top that shows the conversion from drive attenu-

ation in units of dB to an estimated mean per-tone power at the KIDs in units of dBm. This estimated mean

per-tone power was calculated using timestream data measured at each drive attenuation value in 2 dB steps

and the circuit attenuation model for the network RF chain described in Section 7.3 and Section7.4.3. First,

we find the mean per-tone power and one standard deviation (2.2 dBm) for each network, where there are

∼600 resonators and 16 steps in drive attenuation. Next, we determine a general per-tone power by calcu-

lating the average of the mean per-tone powers, including the four networks shown, and its one standard

deviation (1.1 dBm). In this way, our procedure takes into account the variation in per-tone power within a

network as well as the variation in a general per-tone power applicable to all networks. From a quadrature

sum of these standard deviations, we find that the per-tone power at each drive attenuation step has a one

standard deviation statistical uncertainty of 2.5 dBm. This estimated per-tone power can also be converted to

the total power at the KIDs by multiplying by the total number of MKIDs per network, where there are ∼600

resonators each. To further improve the accuracy of our circuit attenuation model in calculating the overall

power level at reference planes of interest, like the KID arrays, we plan to measure the transfer functions of

readout components at the instrument instead of using estimates based on lookup tables.

We look at histograms of the measured white noise for each resonator, chosen at 20 Hz (Sxx,20), in

the frequency and amplitude directions. We select a drive attenuation value of 16 dB near the minimum

measured Sxx and Syy. These histograms enable us to get an idea of the the distribution of noise in each

network before the suspected onset of compression of one or more components within the readout chain.

Previously, in Figure 7.6, we looked at the median white noise Sxx and Syy. Figure 7.7a and Figure 7.7b

show histograms of log(Sxx,20) for the full tone dataset in the amplitude direction (left) and frequency di-

rection (right). The histograms show how the distribution of the white noise for the resonators follows a

mostly Gaussian distribution, particularly at higher drive attenuation values/lower microwave powers. This

distribution shifts to a lower white noise with increasing readout power until a crucial drive attenuation less

than 14 dB–16 dB, depending on the network, where the noise starts to increase. These histograms of the
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amplitude direction (left) and frequency direction noise (right) peak at a comparable value log(Sxx)∼−16

in units of log(1/Hz). This is consistent with Figure 7.6 where the amplitude quadrature and frequency

quadrature noise have similar values at high drive attenuation values/low readout powers. We also find that

noise histograms of Syy have a wider spread and vary by a factor of 100 compared to similar histograms

of Sxx. This variation is not currently understood and suggests that a closer look at the end-to-end TolTEC

readout RF chain is needed.

7.4.3 LNA power

As part of our noise analysis, we worked with another graduate student in the TolTEC collaboration to

calculate the input power to the LNA as a function of drive attenuation and sense attenuation. This enabled

us to investigate whether we might be driving the LNA nonlinear with microwave readout power. The

complex forward transmission for each tone at the input to the LNA S21,LNA in units of dBm is calculated

taking into account different components in the readout chain as:

S21,LNA = S21,meas +CADC + |Asense|−Csense −Acorr (7.7)

where S21,meas is the measured complex forward transmission in units of dB, CADC =−162.4 dBm/ADU is

a constant conversion factor that relates raw ADU units to dBm, and Asense is the attenuation on the sense

line which we varied for our measurements as part of our data grid. Csense is a measured adjustment factor

in dBm to account for the IF board/network gain on the sense side and is useful for calculating the power

coming out of the cryostat. The factor Acorr is a gain factor along the sense line to the detector array and is

60 dB for the TolTEC readout chain.

We used Eqn 7.7 to calculate S21,LNA in dBm for each tone in a network, where there are ∼ 600

resonators total. We used timestream data for S21,meas and calculate per-tone power to the LNA for datasets

where the values of drive attenuation and sense attenuation were varied. Next, the S21,LNA per tone is

converted from dBm to mW and summed over to calculate the total input power into the LNA. Figure 7.9

shows a plot of the total power into the LNA in units of dBm for one network of the 1.1 mm array as a

function of drive attenuation and sense attenuation. The colored curves correspond to different values of
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Figure 7.7: Histograms of the log of the fractional frequency noise (log(Sxx)) in the a: amplitude direction
and b: frequency direction using the full tone dataset, about 600 resonators per network, for a large subset of
the 1.1 mm array. Values of white noise Sxx are selected for each tone at 20 Hz. Different colors correspond
to a network at 16 dB drive attenuation, near the minimum of Figure 7.6.

Figure 7.8: Histograms of the log of the fractional frequency noise (log(Sxx)) in the frequency and amplitude
directions for one network of the 1.1 mm array. Histograms are identical to Figure 7.7 for one network. For
this network, the median of the frequency and amplitude histograms are nearly incident.
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sense attenuation and total calculated power (solid lines with dots). We find that the LNA is compressed and

becomes nonlinear for drive attenuation less than 15 dB. At lower values of sense attenuation, we suspect

compression of the ADC following the sense attenuator (Figure 7.3). This effect becomes more prominent

for sense attenuation values of 8 dB or less. This suggests that one or more components in the RF readout

chain are exceeding their dynamic range and at a power level coincident with the minimum in median

fractional frequency white noise Sxx shown in Figure 7.6. This could impact the sensitivity of the 1.1 mm

array. The total quality factor of resonators is also lower than designed, about Qr ∼ 11,000 for detectors

when observing, and this complicates the issue.

Figure 7.9: Power into the LNA for one network of the 1.1 mm array as a function of network drive at-
tenuation and sense attenuation. Different colored curves correspond to the total tone power calculated for
a grid of sense attenuation values. The LNA exhibits nonlinear behavior for drive attenuation values less
than 15 dB. At lower values of sense attenuation, we suspect compression of the ADC following the sense
attenuator. Courtesy of N. DeNigris (UMass).

7.4.4 Impact to TolTEC’s sensitivity

From measurements of noise power spectral density, median white noise, and LNA power, we found

that the readout noise, or all system components external to the detectors, contributes substantially to the sen-

sitivity of TolTEC. In Section 7.2, we predicted that the amplifier noise would be Sxx,amp = 1.6×10−19 1/Hz

at 28 dB drive attenuation or -71.1 dBm input power to the LNA. This is an upper limit to the amplifier noise,
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since we suppress the amplifier noise at higher powers due to a 1/Pr dependence in Sxx,amp (Eqn 3.73). How-

ever, the amplitude quadrature also includes other readout noise sources that can be higher than this estimate.

We measure a minimum median white noise of Sxx = 8.0×10−17 1/Hz and Syy = 4.2×10−17 1/Hz at 14 dB

drive attenuation for network 4 (Figure 7.6). We find that the amplitude quadrature is a factor of ∼ 10

higher and the frequency quadrature is a factor of ∼ 2 higher than previous lab measurements. This suggests

that in the best case scenario the detector noise, that is photon noise and generation-recombination noise,

contributes one part of Sxx and the readout contributes another equal part to the total system noise (Eqn 7.4).

We investigated sources of excess noise, with particular attention to room temperature amplifiers and

the LNA. From an analysis of the median white noise across multiple networks of the 1.1 mm array (Sec-

tion 7.4.2 and Figure 7.6), we found evidence that suggests the compression of one or more components

within the network RF readout chain are compressing and exhibiting nonlinear behavior. Using a circuit

attenuation model of the network RF chain also suggests that the IF board input amplifier (IF Board In)

receives more power than its 1 dB compression point (P1dB) (Section 7.3). This is partially the result of

a lower total quality factor Qr than designed, either due to higher loading or higher base temperature than

expected from previous lab measurements. Lower resonator quality factors can also impact amplifier perfor-

mance and help contribute to the observed excess readout noise. In Section 7.4.3, we looked more closely at

input power to the network LNAs in our datasets to investigate potential compression of the LNA. We found

that the LNA is compressed for drive attenuation less than 15 dB, or readout power after tone generation with

the DAC (Figure 7.9). At lower values of sense attenuation, we suspect compression of the ADC following

the sense attenuator. From histograms of the measured white noise, such as Figure 7.7a and Figure 7.7b, we

found that Syy has a wider spread per network and varies by a factor of 100 compared to similar histograms

of Sxx. This variation is not currently understood. In addition to what is evidenced in Figure 7.6), the fact

that the amplitude direction noise varies by 100 suggests that we need to take a closer look at the details of

the end-to-end TolTEC readout RF chain in order to improve TolTEC’s sensitivity.
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7.5 Conclusions

From our results, we have identified that a sub-optimal readout configuration currently exists in the

TolTEC 1.1 mm array. The frequency quadrature noise, a proxy of the total system noise, is a factor of

∼ 2 higher at 14 dB drive attenuation for network 4 (Figure 7.6) than expected from noise measurements

taken at NIST before commissioning. This suggests that in the best case scenario the detector noise, that

is photon noise and generation-recombination noise in MKIDs, contributes one part of Sxx and the readout,

or all system components external to the detectors, contributes another equal part to the total system noise

(Eqn 7.4). In this current configuration, the system noise can be minimized up to a point by reducing the net-

work drive attenuation/increasing the microwave readout power on the system until right before one or more

components in the RF chain compress and show nonlinear behavior (Figure 7.6). After this point, which is

near 14 dB–16 dB drive attenuation depending on the network, although this will also vary depending on

the optical loading, we find that the noise unexpectedly increases. We believe this increased Sxx at higher

microwave powers is the result of compression of one or more components within the RF readout chain.

This is consistent with our circuit attenuation model of the RF readout chain in which a room temperature

amplifier was found to be compressed. From white noise histograms of Syy and Sxx (Figure 7.7a and Fig-

ure 7.7b), we find that noise histograms of Syy have a wider spread and vary by a factor of 100 compared

to similar histograms of Sxx. This variation is not currently understood. Our measurements suggest that we

need to take a closer look at the details of the end-to-end TolTEC readout RF chain. In the following section,

we discuss a number of future steps we will take to better understand and address this excess noise. This

will greatly improve TolTEC’s sensitivity beyond what we have shown in this initial commissioning work.

After improving the system noise, we plan to optimize the sensitivity and dynamic range of each

network of detectors, where there are about 600 resonators, by controlling three knobs in our MKID fitting

and tuning pipeline (Chapter 6). These three settings are the network drive attenuation and tone amplitude,

which set the microwave readout power on each resonator, and the probe tone frequency, which corre-

sponds to near the resonant frequency of each MKID. Our new tuning method has been demonstrated on

TiN/Ti/TiN trilayer resonators at a large range of readout powers when the resonator is linear, before the
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onset of bifurcation, and afterwards for both lab and on-sky measurements. This method has also recently

been implemented in the real-time observation software used by TolTEC. This will enable the quick and

careful selection of probe tone frequencies, tone amplitudes, and a drive attenuation for each network that

will operate detectors before bifurcation and push down noise in the amplitude quadrature.

7.6 Future steps

Through recent summer maintenance of TolTEC at the LMT, we were able to reconnect network 5,

which was not measured for this analysis. Crucially, when re-evaluating microwave power at each part in

the RF network chain, we discovered that the expected power at the 20 dB room temperature amplifier to

the IF board/slice was approximately 5 dB higher than its P1dB (see Figure 7.3). This issue had not been

expected or discovered until installation since we utilized microwave powers approximately 10 dB lower

while operating in the laboratory with lower optical loading. To address this compressed amplifier, we

installed 12 dB attenuators on the input to this amplifier on each network to provide additional overhead on

the readout power. We expect this will lead to significant improvement when operating this amplifier in its

linear regime compared to before. In the near future, we plan to take steps to:

(1) Re-measure the system noise of the TolTEC 1.1 mm array in a similar manner to this work given

these recent changes to the RF chain.

• Confirm that the amplitude noise is a smaller contribution to the overall noise budget.

• Check that the median white noise is no longer consistent with one or more amplifiers being

compressed.

(2) Investigate how effective our new MKID tuning method is at optimizing the sensitivity and dynamic

range of networks during real-time observations.

• As part of this, compare the selection of probe tone frequency, tone amplitude, and network

drive attenuation to the current operation scheme.
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Conclusion

In this thesis, we developed and characterized two complementary superconducting detectors, TES

bolometers and MKIDs, at the National Institute of Standard and Technology to study the (sub)mm-wave

Universe. We developed TES bolometers for CMB applications with direct impact to the Simons Observa-

tory (Chapter 4) and AliCPT (Chapter 5). We also developed an advanced MKID readout tuning technique

for MKID arrays (Chapter 6) and characterized the system noise of the TolTEC 1.1 mm array (Chapter 7).

In this concluding chapter, we comment on the outlook of these sensors for mm/submm-wave observations.

The search for inflationary B-modes continues to drive detector development, namely of TES bolome-

ters. During the 2020s, upcoming CMB experiments, such as Advanced Simons Observatory, will use larger

arrays of TES bolometers for improved sensitivity. Advanced Simons Observatory is a recently funded up-

grade to SO and will complete its three 0.5 m small aperture telescopes (SATs) and populate all 13 optics

tubes of its 6 m large aperture telescope (LAT), compared to 7 initially. This will lead to an additional

∼ 30,000 TES bolometers or ∼ 100,000 detectors in total across all four telescopes. These telescopes will

map the sky from the Atacama Desert and are designed to measure CMB anisotropies from few-degree

scales (SATs) to arcminute scales (LAT) [7]. These numbers of detectors will double the mapping speed

and significantly increase the sensitivity of the LAT during its planned five year observing period through

the early 2030s.

In the late 2020s/early 2030s, next generation CMB experiments, including LiteBIRD [76] and CMB

Stage 4 (CMB-S4) [2] are planned to continue the search for the inflationary B-mode signal. These ex-

periments will require significantly larger numbers of TES bolometer arrays or observe from space for
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more gains in sensitivity. LiteBIRD is a planned space mission that will map the CMB polarization at the

Sun-Earth Lagrangian point L2 for three years. It will consist of three telescopes and 4,339 detectors that

observe in 15 frequency bands between 34 GHz and 448 GHz with a typical angular resolution of 0.5 de-

grees at 100 GHz. Compared to ground-based experiments, this space environment will enable a survey of

the entire sky that is 30 times more sensitive than previous full-sky experiments [110]. Its main science goal

is to search for inflationary B-modes and constrain the tensor-to-scalar ratio r to r = 0.01 with greater than

5σ significance, or σ(r) = 0.001 in a fiducial r = 0 model. CMB-S4 is designed to be the largest dedicated

ground-based CMB experiment to date. It will utilize on order ∼ 500,000 photon-noise-limited detectors

across 12 telescopes divided between sites at the Atacama Desert and South Pole to map the CMB across

multiple angular scales and greater than 50% sky fraction for 7 to 10 years. This scale of detectors is a factor

of 10 greater than current experiments for improved sensitivity. One of the main science drivers of CMB-S4

is to search for the primordial B-mode signal to a target sensitivity of σ(r) = 0.001 [2] or an upper limit of

r = 0.01, assuming a r = 0 model.

There are a few efforts to incorporate aspects of TES bolometer pixel design in MKID arrays for up-

coming CMB experiments. There is recent work by the US and UK to develop planar orthomode transducer-

coupled (OMT-coupled) multichroic MKID arrays (e.g. [93, 167, 21]) optimized at 90/150 GHz frequency

bands for upcoming CMB experiments, including Simons Observatory. Current experiments with feedhorn-

coupled MKID arrays, such as TolTEC [14], commonly utilize a direct absorber to couple incident radiation

to two polarization-sensitive MKIDs per pixel, including Figure 1.7b. This architecture is simple and enables

MKIDs with high optical efficiency (η ∼ 80%) to incident radiation. Coupling an OMT to a detector pixel

is the architecture of choice for many CMB experiments with TES bolometer pixels developed by NIST

(e.g. [187, 13, 48, 47, 82]) and collaborators (e.g. [121, 40]) over the past decade, including Figure 1.7a.

This approach separates the detector and coupling architecture so that they can be individually optimized.

OMT-coupled MKIDs will thus enable sensitive dual-polarization pixels, with η > 80%, and have multiple

passbands defined all on-chip.

In another approach to MKIDs designed for CMB polarimetry, there is recent work by Caltech and

JPL to develop thermal kinetic inductance detectors (TKIDs) [160, 133] for CMB experiments, including
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a pathfinder 150 GHz camera with 512 devices [180] for the Keck Array [27] and a larger 220/270 GHz

receiver for the BICEP Array [85, 125] at the South Pole. A TKID is a sensitive superconducting detector

which incorporates a superconducting resonator as a bolometer [179]. Similar to a TES bolometer, a TKID

consists of a thermally isolated island with an absorber of heat capacity C at temperature T that converts

absorbed radiative or optical power to heat. The island and absorber are connected to a stable thermal

reservoir at bath temperature Tb through a weak link with thermal conductance G. The superconducting

circuit of a TKID is a parallel LC resonator consisting of lumped element components that is capacitively

coupled to a microstrip transmission line and to ground. The inductor is located on the island and acts as

a sensitive thermometer by measuring changes in the kinetic inductance while the capacitor is located off

the membrane. Similar to other MKIDs, TKIDs can be naturally frequency-division multiplexed to enable

large format arrays with thousands of detectors. However, in a TKID, the absorber is in thermal contact

with but now electrically separate from the inductor [179]. This approach electrically decouples the TKID

absorber and resonator circuit compared to an absorber/inductor MKID design, such as Figure 1.7b. This

characteristic of TKIDs offers more design flexibility by allowing the resonator circuit and absorber to be

individually optimized. It also enables the TKID to replace a TES in a bolometer so that mature radiation-

coupling technologies (e.g. [104, 187, 40, 12, 29, 77]) used successfully in TES bolometer pixels can be

utilized.

There are several efforts to develop MKID arrays that are slightly higher frequency than nomi-

nal CMB frequency bands and will be fielded in the 2020s. SPT-3G+ is a new camera consisting of

34,100 feedhorn-coupled KIDs that will measure the CMB at passbands centered at 220 GHz, 285 GHz,

and 345 GHz at the 10 m South Pole Telescope [10]. Each of its detector arrays will observe in a single

frequency band and contain 4,875 detectors, with 7 arrays in total. A focal plane of these detectors will

be demonstrated in 2023-2024 as part of a pathfinder spectrometer called SPT-SLIM [98]. MKIDs are

well suited to operating in large arrays since thousands of high Q resonators can be naturally frequency-

division multiplexed, or read out using a single pair of coaxial cables, to greatly simplify cryogenic readout

and detector packaging of arrays compared to TES bolometers. This characteristic also facilitates much

higher detector counts per MKID array, enabling faster mapping speeds per focal plane area. The 345 GHz
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high frequency band of SPT-3G+ will help better characterize the impact of dust foregrounds on searches for

inflationary B-modes. The upcoming (sub)mm CCAT Observatory with the Fred Young Submillimeter Tele-

scope (FYST) is an experiment designed to address broad astrophysical questions, ranging from Big Bang

cosmology through reionization to the formation of stars [35]. FYST is a 6 m aperture telescope on Cerro

Chajnantor in Chile (5600 m altitude) with first observations planned in 2024. Its first-generation receiver

cryostat, Prime-Cam, will consist of seven independent modules, two imaging spectrometer modules for line

intensity mapping (210–420 GHz), and five broadband polarization-sensitive modules (220 GHz, 280 GHz,

350 GHz, 410 GHz, and 850 GHz), with more than 100,000 MKIDs when completed. By combining ob-

servations from AdvACT, SO, and FYST, these experiments will measure the entire spectrum of the SZ

effect (Figure 1.4 from [35]). Prime-Cam’s spectrometer will be used to map the line intensity of atomic

fine-structure lines, particularly the bright 158 µm ionized-carbon transition [CII], to measure the 3-D Uni-

verse from redshift z = 1 to z > 5. In a complementary effort to SPT-3G+, CCAT higher frequency bands at

350 GHz and 410 GHz will measure polarized Galactic dust emission and far-infrared emission from dusty

galaxies that act as foregrounds to CMB and SZ measurements. The submm 850 GHz (350 µm) passband

will also enable surveys of dusty star-forming galaxies to better understand the cosmic star formation history

[114] at high redshifts.

In the 2020s, there will be a few experiments to develop and field far-infrared (FIR) MKID arrays

using stratospheric balloons. FIR wavelengths are inaccessible from the ground due to atmospheric ex-

tinction. One such funded next generation experiment is the Terahertz Intensity Mapper (TIM). TIM is

an integral-field spectrometer to observe from 240–420 µm with a resolving power of 250. It will utilize

3600 dual-polarization KID pixels coupled to a low-emissivity carbon-fiber 2 m telescope installed on a

stratospheric balloon with a flight planned from Antarctica at an altitude of 37 km. For more efficient spec-

troscopy, its KIDs will be split across two long-slit grating modules, a short wavelength module covering

240–317 µm and a long wavelength module covering 317–420 µm. One science goal of this instrument is to

map the line intensity of atomic fine-structure lines, particularly the 158 µm [CII] emission line, to produce

deep maps of the 3-D structure of the Universe from 0.52 < z < 1.67. These measurements will enable new

studies of the cosmic star formation history and evolution of galaxies. Another goal of this instrument is



129

to demonstrate technical milestones necessary for space-based FIR spectroscopy. TIM will validate a low-

emissivity, high-throughput telescope and spectrometer optics and arrays of photon-noise-limited detectors

that are scalable to greater than 10,000 pixel counts. These capabilities will enable future space-based FIR

instrumentation.

In the far-infrared community, a space-based instrument with a 4 K cooled mirror drives the develop-

ment of detectors with extreme per-pixel sensitivities, a few orders of magnitude lower than current ground-

based (sub)mm experiments. This is a major contemporary development in the field of superconducting

photon sensors. Potential future space-based FIR missions include a probe-class experiment in the 2030s

recommended by the Decadal Survey on Astronomy and Astrophysics 2020 and the Origins Space Telescope

on a longer timescale if selected. There are four probe-class missions currently under study [171], with two

of the four planning to use kinetic inductance detectors in a polarimetric imager and/or spectrometer. For

example, the Origins Space Telescope is planned to observe IR wavelengths from 25 µm to 588 µm and re-

quires a per-pixel noise equivalent power (NEP) of 3.0×10−19 W/
√

Hz for imaging and 3.0×10−20 W/
√

Hz

for spectroscopy with multiple arrays of ∼ 104 detectors each. These sensitivity requirements, especially for

FIR spectroscopy, are major design drivers. Efficient radiation coupling over shorter wavelengths compared

to (sub)mm ground-based instruments, susceptibility to cosmic rays, and optimization of detector readout

systems [159], including multiplexers, cold amplifiers, and warm readout electronics, are also design drivers

in these applications. TES bolometers and MKIDs can be developed with lower NEPs by exploiting their

detector physics as described in Chapter 2 and Chapter 3 of this thesis. We will briefly comment on a few

active areas of detector development for TES bolometers and MKIDs that work to address these design

challenges.

To improve the sensitivity of TES bolometers, there have been a few efforts to reduce the funda-

mental thermal fluctuation noise (Eqn 2.3.1) by decreasing the bolometer thermal conductance G. These

efforts include developing TES bolometers with long diffusive legs (e.g. [145, 101, 165]), short ballistic

leg bolometers (e.g. [20]), phononic filter bolometers with nanomachined legs designed to suppress phonon

modes (e.g. [148, 184]), and hot electron bolometers (e.g. [96, 97]). To date, lab measurements of dark,

or non-optically coupled, TES bolometers have an electrical NEPel = 2× 10−19 W/
√

Hz and reasonable re-
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sponse times (< 1 ms) [145, 101, 165], which will be sufficient for a future space-based far-infrared imager.

By comparison, a factor of 100 reduction in G will be needed to make devices 10 times more sensitive and

meet the spectrometer requirement of space observatories. Another consideration is that this reduction in

thermal conductance will also make devices about 100 times slower [130] since the natural time constant

τ ≡C/G.

For MKIDs, the system noise can be reduced in a few ways to achieve this space-based detector

sensitivity requirement. Increasing MKID optical responsivity by reducing the active inductor/absorber

volume of the detector will lead to a reduced NEP (Section 3.6). Excess noise in MKIDs such as TLS

noise (Section 3.7.3) can be suppressed by optimizing capacitor geometry, by careful choice of substrate

material [18], and by removing the exposed substrate surface from regions with high electric fields [19].

Noise in the amplitude/dissipation quadrature can also be reduced by optimizing coupling to the readout

line [23] and readout power [74]. Ultrastable MKIDs whose sensitivity is limited by photon noise at signal

frequencies as low as 50 mHz have been demonstrated with hybrid detectors utilizing a TiN interdigitated

capacitor and Al inductor/absorber [173]. By employing a number of these considerations, Baselmans et

al. (2022) [24] recently demonstrated hybrid Al/NbTiN antenna-coupled MKIDs with a mean experimental

NEP∼ 3.1×10−20 W/
√

Hz at readout frequency f = 200 Hz. Although, this design will require better 1/ f

performance at lower readout frequencies and the development of new architectures to build large arrays of

several 104 pixels [159].

In this thesis, we developed and characterized TES bolometers for the upcoming CMB experiments,

Simon Observatory and AliCPT. We also characterized MKID arrays of the TolTEC camera commissioned

at the Large Millimeter Telescope in late 2022–2023. We developed a new tuning method to optimize

operation of MKID arrays under dynamic loading conditions as seen when observing from ground-based

observatories and investigated the system noise of the TolTEC 1.1 mm array. This research will enable TES

bolometer arrays and MKID arrays across a broad range of mm/submm wavelengths and at the scale of

detector and readout integration and optimization necessary for the far-infrared and (sub)mm astronomy

communities in the coming decades.
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rese, F. T. Matsuda, T. Matsumura, L. Mele, M. Migliaccio, Y. Minami, A. Moggi, J. Montgomery,
L. Montier, G. Morgante, B. Mot, Y. Nagano, T. Nagasaki, R. Nagata, R. Nakano, T. Namikawa,
F. Nati, P. Natoli, S. Nerval, F. Noviello, K. Odagiri, S. Oguri, H. Ohsaki, L. Pagano, A. Paiella,
D. Paoletti, A. Passerini, G. Patanchon, F. Piacentini, M. Piat, G. Pisano, G. Polenta, D. Poletti,
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pin, K. Schuster, S. Shu, A. Sievers, C. Tucker, and R. Zylka. Cluster cosmology with the NIKA2 SZ
Large Program. In mm Universe @ NIKA2 - Observing the mm Universe with the NIKA2 Camera,
volume 228 of European Physical Journal Web of Conferences, page 00017, June 2020.

[117] B. A. Mazin, S. R. Meeker, M. J. Strader, P. Szypryt, D. Marsden, J. C. van Eyken, G. E. Duggan,
A. B. Walter, G. Ulbricht, M. Johnson, B. Bumble, K. O’Brien, and C. Stoughton. ARCONS: A 2024
Pixel Optical through Near-IR Cryogenic Imaging Spectrophotometer. , 125(933):1348, November
2013.

[118] Benjamin A. Mazin. Microwave Kinetic Inductance Detectors. PhD thesis, California Institute of
Technology, 2005.

[119] Benjamin A. Mazin. In-flight Performance of the BLAST-TNG Balloon-borne Far-infrared Telescope
and Development of a Reconfigurable Readout on the RFSoC Platform for Frequency Multiplexed
Superconducting Detector Arrays. PhD thesis, Arizona State University, 2021.



150

[120] Heather McCarrick. Design and performance of kinetic inductance detectors for cosmic microwave
background polarimetry. PhD thesis, Columbia University, 2018.

[121] J. McMahon, J. W. Appel, J. E. Austermann, J. A. Beall, D. Becker, B. A. Benson, L. E. Bleem,
J. Britton, C. L. Chang, J. E. Carlstrom, H. M. Cho, A. T. Crites, T. Essinger-Hileman, W. Everett,
N. W. Halverson, J. W. Henning, G. C. Hilton, K. D. Irwin, J. Mehl, S. S. Meyer, S. Mossley, M. D.
Niemack, L. P. Parker, S. M. Simon, S. T. Staggs, C. Visnjic, E. Wollack, K. U. -Yen, K. W. Yoon, and
Y. Zhao. Planar Orthomode Transducers for Feedhorn-coupled TES Polarimeters. In Betty Young,
Blas Cabrera, and Aaron Miller, editors, The Thirteenth International Workshop on Low Temperature
Detectors - LTD13, volume 1185 of American Institute of Physics Conference Series, pages 490–493,
December 2009.

[122] J. McMahon, J. Beall, D. Becker, H. M. Cho, R. Datta, A. Fox, N. Halverson, J. Hubmayr, K. Irwin,
J. Nibarger, M. Niemack, and H. Smith. Multi-chroic Feed-Horn Coupled TES Polarimeters. Journal
of Low Temperature Physics, 167(5-6):879–884, Jun 2012.

[123] Seth R. Meeker, Benjamin A. Mazin, Alex B. Walter, Paschal Strader, Neelay Fruitwala, Clint Bock-
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taner, K. Benabed, A. Benoı̂t, A. Benoit-Lévy, J. P. Bernard, M. Bersanelli, P. Bielewicz, J. J. Bock,
A. Bonaldi, L. Bonavera, J. R. Bond, J. Borrill, F. R. Bouchet, F. Boulanger, M. Bucher, C. Burigana,
R. C. Butler, E. Calabrese, J. F. Cardoso, A. Catalano, A. Challinor, A. Chamballu, R. R. Chary, H. C.
Chiang, P. R. Christensen, D. L. Clements, S. Colombi, L. P. L. Colombo, C. Combet, F. Couchot,
A. Coulais, B. P. Crill, A. Curto, F. Cuttaia, L. Danese, R. D. Davies, R. J. Davis, P. de Bernardis,
A. de Rosa, G. de Zotti, J. Delabrouille, F. X. Désert, C. Dickinson, J. M. Diego, H. Dole, S. Donzelli,
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Lamarre, A. Lasenby, M. Lattanzi, C. R. Lawrence, M. Le Jeune, J. P. Leahy, R. Leonardi, J. Les-
gourgues, F. Levrier, M. Liguori, P. B. Lilje, M. Linden-Vørnle, M. López-Caniego, P. M. Lubin,
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Nuevo, K. M. Górski, S. Gratton, A. Gruppuso, J. E. Gudmundsson, J. Hamann, W. Handley, F. K.
Hansen, D. Herranz, S. R. Hildebrandt, E. Hivon, Z. Huang, A. H. Jaffe, W. C. Jones, A. Karakci,
E. Keihänen, R. Keskitalo, K. Kiiveri, J. Kim, T. S. Kisner, L. Knox, N. Krachmalnicoff, M. Kunz,
H. Kurki-Suonio, G. Lagache, J. M. Lamarre, A. Lasenby, M. Lattanzi, C. R. Lawrence, M. Le Je-
une, P. Lemos, J. Lesgourgues, F. Levrier, A. Lewis, M. Liguori, P. B. Lilje, M. Lilley, V. Lindholm,



155
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