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Galaxy clusters are unique astrophysical laboratories that contain many thermal and non-

thermal phenomena. In particular, they are hosts to cosmic shocks, which propagate through the

intracluster medium as a by-product of structure formation. It is believed that at these shock fronts,

magnetic field inhomogeneities in a compressing flow may lead to the acceleration of cosmic ray

electrons and ions. These relativistic particles decay and radiate through a variety of mechanisms,

and have observational signatures in radio, hard X-ray, and Gamma-ray wavelengths.

We begin this dissertation by developing a method to find shocks in cosmological adaptive

mesh refinement simulations of structure formation. After describing the evolution of shock prop-

erties through cosmic time, we make estimates for the amount of kinetic energy processed and the

total number of cosmic ray protons that could be accelerated at these shocks.

We then use this method of shock finding and a model for the acceleration of and radio

synchrotron emission from cosmic ray electrons to estimate the radio emission properties in large

scale structures. By examining the time-evolution of the radio emission with respect to the X-ray

emission during a galaxy cluster merger, we find that the relative timing of the enhancements in

each are important consequences of the shock dynamics. By calculating the radio emission expected

from a given mass galaxy cluster, we make estimates for future large-area radio surveys.

Next, we use a state-of-the-art magnetohydrodynamic simulation to follow the electron accel-

eration in a massive merging galaxy cluster. We use the magnetic field information to calculate not

only the total radio emission, but also create radio polarization maps that are compared to recent

observations. We find that we can naturally reproduce Mpc-scale radio emission that resemble

many of the known double radio relic systems.

Finally, motivated by our previous studies, we develop and introduce a numerical library,



iv

CRT, for following cosmic ray transport. Using this new tool, we are able to follow the acceleration

and aging of cosmic rays as they flow throughout the intracluster medium. Using synthetic observa-

tions, we outline how this new capability will revolutionize our study of galaxy cluster non-thermal

populations by allowing comparisons with current and upcoming telescopes.
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Chapter 1

Introduction

How did the Universe form? How has it evolved since the beginning of time from a hot, dense,

singularity of space and time to what we see today, full of galaxies, stars, black holes, planetary

systems, and life? These are the questions that not only drive my investigation of the Cosmos, but

also have driven the work of philosophers and scientists since the earliest days of human kind. My

role thus far has been a small one, and the work presented in this dissertation concerns only a small

piece of the Cosmic puzzle. I have spent the last six years investigating the evolution and structure

of objects known as clusters of galaxies. As their name suggests, galaxy clusters, as I will generally

refer to them, are collections of a few tens to hundreds and sometimes thousands of galaxies. These

galaxies are bound together in a gravitational potential formed by a collection of dark matter, hot

diffuse gas, and the stars and galaxies themselves. These galaxy clusters are unique in that they are

the largest gravitationally bound objects in the Universe, which potentially make them powerful

probes of the structure of the Universe. They can help constrain what our Universe is composed

of as well as probe the nature of two of the biggest mysteries in modern cosmology: dark matter

and dark energy.

However, galaxy clusters are more than simply the most massive gravitationally collapsed

objects in the Universe. While their abundance and bulk properties can be used to constrain

cosmological parameters [102, 147, 243, 16], what makes them truly powerful tools in astrophysics

is the wide array of complex phenomena occurring within them [127, 132]. In-falling gas from outside

the cluster is shock-heated as it is accreted, becoming a hot, diffuse, magnetized plasma. These same
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Figure 1.1 Abell 1689, one of the most massive known galaxy clusters. Shown are both the clus-
ter galaxies at optical wavelengths from the Hubble Space Telescope as well as the X-ray emis-
sion in blue from the intracluster medium. X-ray: NASA/CXC/MIT/E.-H Peng et al; Optical:
NASA/STScI
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shocks are capable of accelerating cosmic ray electrons and ions [23, 204, 180, 109, 212, 239, 213].

Stars and galaxies form from cooling gas and return chemical, mechanical, thermal and non-thermal

feedback to the intracluster medium (ICM) [119]. Active Galactic Nuclei accrete and expel gas

within cores of galaxies, carving out X-ray cavities within the ICM and filling them with radio-

emitting plasma threaded with magnetic fields [74, 253]. Magneto-hydrodynamic turbulence in the

ICM is driven by both feedback from galaxies as well as merging sub-clusters traveling through the

ICM at supersonic velocities [255].

For all of these reasons, we should consider clusters of galaxies to be astrophysical Swiss

Army knives with which we can study an array of astrophysical and plasma physical phenomena.

Throughout this dissertation, I focus on how we can leverage advances in simulation and theory

together with current and next-generation telescopes to answer questions about both the thermal

and non-thermal history of our Universe.

The technological advancements in radio astronomy have led a renaissance in probing the

non-thermal populations of galaxy clusters. A number of NSF-funded national facilities, including

the Jansky Very Large Array (JVLA) and Green Bank Telescope (GBT), are opening up new

windows into the thermal and non-thermal landscape of clusters of galaxies. In particular, these

telescopes are being used to map out synchrotron emission in clusters of galaxies. This diffuse

emission is primarily classified as either a radio relic or radio halo. For a review of these objects,

see Feretti et al 2012 [77]. Radio relics are characterized by extended radio emission near the cluster

outskirts, have moderate (> 10%) polarized radio emission, and are often found in clusters with

disturbed morphologies and coincident with shocks. As such, they are thought to be the result

of shock acceleration [22]. Radio halos are instead often coincident with the central regions of

galaxy clusters and follow the X-ray emission morphology. They are found to have low polarization

fractions, and steeper spectral indices than those found in radio relics. The origin of this halo

emission is debated [32] between turbulent re-acceleration models [30] and secondary production of

electrons from proton-proton collisions[56]. In addition to US-based facilities, the Australian SKA

Pathfinder (ASKAP), Westerbork Synthesis Radio Telescope (WSRT) and Low Frequency Array
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Figure 1.2 Galaxy cluster CIZAJ2242.8+5301, which is currently undergoing a major merger.
Shown in red is the radio relic emission thought to be from shock-accelerated electrons using
the Giant Metrewave Radio Telescope in India. X-ray emission is shown in blue, observed with the
ROSAT satellite. CREDIT: R.J. van Weeren, Leiden Observatory
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(LOFAR) will provide very sensitive surveys of the radio sky at 1-2 GHz (ASKAP, WSRT) and

15 − 210 Mhz (LOFAR). Together, they are expected to observe 200-300 radio halos, a factor of

∼ 10 increase over today’s catalogs [44]. LOFAR has recently reported on their first observations

of cluster radio emission in Abell 2256 [238]. Recently the Giant Metrewave Radio Telescope has

been used to map the synchrotron emission in what is now known as the “Sausage” cluster, shown

in Figure 1.2.

The Green Bank Telescope, using the MUSTANG 90 GHz imager [160], has produced

exquisite maps of high-resolution thermal Sunyaev-Zel’dovich Effect (tSZE), which results from the

inverse-Compton scattering of the cosmic microwave background (CMB) radiation by hot electrons

in the ICM. Because of the simplicity of the physics behind the tSZE, it provides a complementary

probe of the thermal and non-thermal ICM plasma. The tSZE signal is proportional to the line-

of-sight integral of the pressure, and is therefore a sensitive probe of hydrostatic equilibrium and

shocks in the ICM.

Similar advances in observational techniques have led to a myriad of data concerning the

feedback from galaxies within clusters. Early on, evidence for feedback of energy into the ICM

was seen at radio wavelengths, where radio jets and lobes were observed to move outward from

a central Active Galactic Nuclei (AGN) [e.g. 177, 38, 175, 197]. Since then, advances in both

radio and X-ray observations have revealed a complex interplay between the ICM and resident

galaxies. Observations of the Perseus cluster [for a recent update, see 72] have unveiled X-ray

cavities filled with radio emitting plasma, threaded with Hα-emitting gas [71], shown in Figure

1.3. These findings suggest a coordinated dance between in-falling cold gas, AGN feedback, shocks,

sound waves, and magnetic fields. Further evidence for this feedback is found in a number of other

galaxy clusters [94].

Together, these observations provide the puzzle pieces to understanding the physics within

galaxy clusters. In order to put these pieces together, a large amount of work has been done in the

past 30 years to develop and advance our capabilities of numerically simulating the formation and

evolution of galaxy clusters. In some areas of research, we have made substantial progress, such as
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Figure 1.3 A three-color composite of the Perseus galaxy cluster core, showing optical, radio, and
X-ray emission. Optical is shown in red, green, and blue, highlighting star formation, hydrogen
filaments, and dark regions of dust lanes. The X-ray is shown in blue, and outlines the cavities
blown out by the central active galactic nucleus. Radio lobes filling those cavities are shown
in pink, and result from high energy electrons emitting synchrotron radiation. Credit: X-ray:
NASA/CXC/IoA/A.Fabian et al.; Radio: NRAO/VLA/G. Taylor; Optical: NASA/ESA/Hubble
Heritage (STScI/AURA) & Univ. of Cambridge/IoA/A. Fabian
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the evolution of large scale structure dominated by the collapse of dark matter into sheets, filaments,

and halos [221]. State-of-the art dark-matter simulations are breaching one trillion individual N-

body particles used to sample the phase space of a collisionless dark matter fluid. However, we

are still in our infancy of understanding the role that baryonic matter plays in galaxy cluster

dynamics. This problem involves solving equations of compressible (magneto-)hydrodynamics.

Several techniques, including smoothed particle hydrodynamics (SPH) Lagrangian [219], adaptive

mesh refinement (AMR) Eulerian [34], and hybrid Voronoi Tesselation based [220] methods have

been used to approach this problem. While this may be encouraging, the hydrodynamics are only

the first piece in the puzzle. Further methods for including star and galaxy formation, metal and

thermal feedback, cosmic ray acceleration, subgrid turbulence, and additional baryonic processes

are still being developed, debated, and quantified.

This dissertation focuses on two primary questions regarding the evolution of galaxy clusters.

The first is a question of how structure formation in the universe is imprinted on the distribution

and appearances of shocks formed during accretion and merging. I will also discuss how these

shocks may play a role in the acceleration of cosmic ray protons and electrons, and determine

the types of shocks that are responsible for the bulk of the energy injected. The second question

focuses on how a combination of simulations and observations can be used to investigate the plasma

physical processes occurring in galaxy clusters. I will show that there are degeneracies that are

present in observations that require the use of theory and simulations to disentangle, and comment

on what the future might hold in terms of both new telescopes and computational abilities. A

significant portion of this work sets the stage for my final dissertation project, which has been to

implement a method of following the momentum-space distribution of cosmic ray electrons and

ions in cosmological simulations. In Chapter 6 I outline how this is done, and showcase the first

results of such simulations of a galaxy cluster. This initial simulation of a galaxy cluster is the

highest resolution of its kind that has tracks the cosmic ray electrons in multiple momentum bins.

Our initial findings suggest that there may be a more significant link between so-called radio relics

and radio halos due to repeated merger shocks processing the central regions of a cluster.
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In the remainder of this introduction, I will discuss the theoretical frameworks needed in order

to study galaxy clusters, from cosmology to observational properties of galaxy clusters. Instead of

a full review of each of these topics, I will focus on only what is needed to understand and interpret

the results.

1.1 Big Bang Cosmology

It is widely believed that the Universe began its days at a singularity in time referred to as

the Big Bang. At this moment in time, the Universe was composed of infinitely dense, hot plasma

of quarks, gluons, and other fundamental particles. From this state, the Universe underwent

rapid expansion during a phase referred to as “inflation” which leads to a causal disconnection

between parts of the Universe that were once adjacent. This allows for the growth of a remarkably

homogeneous and isotropic distribution of mass and energy, observed in every direction we look.

Throughout this dissertation, I assume that our Universe behaves according to the “concor-

dance” Lambda Cold Dark Matter (ΛCDM) cosmology. Rather than justify its use as opposed

to any other cosmological model, which is far outside of this work, I will simply describe the

fundamental assumptions and results of the model.

Modern cosmology relies on two fundamental concepts: the Cosmological Principle and Ein-

stein’s Theory of General Relativity (GR). The Cosmological Principle states that the Universe is

homogeneous and isotropic. This principle allows for GR to be applied in a simplified fashion that

leads to the Friedmann-Robertson-Walker (FRW) metric that describes the expansion history of

the Universe. In its most basic form, ΛCDM cosmology assumes that Einstein’s theory of General

Relativity applies and that the Cosmological Principle holds. There are 4 types of matter and en-

ergy in our Universe: radiation; baryonic “normal” matter; non-baryonic “dark” matter, and dark

energy. The relative abundances of each of these at a given point in time determine the large scale

growth of the Universe. Within this framework, the expansion of the Universe can be described by



9

the evolution of the scale factor, a, and its growth rate ȧ. We define

H(t) =
ȧ(t)

a(t)
(1.1)

as the Hubble expansion rate. The evolution of H(t) can be recast into cosmological redshift using

z = ∆λ
λ , where λ is the rest-frame wavelength of a photon emitted at at a redshift z. In this case

the redshift is due to the expansion of space-time itself, and can be described in terms of the scale

factor as a = 1
1+z , where a = 1 at redshift z = 0. The expansion rate is described by the fractional

densities of each species of energy and density as:

H(z) = E(z)H0 (1.2)

E(z) =
√

(1 + z)3Ωm + (1 + z)2ΩK + (1 + z)3∗(1+w)ΩΛ + (1 + z)4Ωγ , (1.3)

where H0 = 70h70 km/s/Mpc is Hubble’s Constant at z = 0, and

ρc =
3H2

0

8πG
. (1.4)

Each Ωs corresponds to the fractional density of each species with respect to the critical density,

Ωs =
ρ̄s
ρc
∀ s ∈ (m : Matter, K : curvature, Λ : Dark Energy, γ : radiation). (1.5)

The contribution to E(z) due to dark energy is parameterized using the Dark Energy equation of

state relating the pressure and energy density,

P = ωρ, (1.6)

which in the ΛCDM cosmology takes on the value of ω = −1.

At the time of this writing, these values are [106, 18] Ωm = 0.288, ΩΛ = 0.712, ΩK ≈ 0,

Ωr = 5 × 10−5, and H0 = 69.33km/s/Mpc. This corresponds to a flat Universe given ΩK is so

small.

From the Big Bang forward the Universe expanded and cooled, during which there were

many interesting phase transitions which are of little direct importance to the remainder of our
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discussion. We will assume that what we begin with is a dark, neutral universe composed of

only the lightest elements dictated by Big Bang Nucleosynthesis, and that have an underlying set

of fluctuations in their density and velocity structure. These fluctuations lead to gravitational

instabilities, causing the beginning of structure formation. As the first structures begin to collapse,

gravitational potentials with halo masses of O(105M�) begin to form, leading to the eventual

cooling, and collapse to the first stars in the Universe.

These first stars are likely massive due to inefficient cooling mechanisms. Their radiation as

well as eventual deaths lead to a Cosmic Dawn in which the Universe begins the long and arduous

path to reionization. Through further collapse of structure, galaxies begin to form, aiding in the

reionization process through their supernovae and black hole feedback. After these first two stages

in the hierarchical structure formation take place, these galaxies begin to merge and collapse into

ever deeper gravitational potential wells until objects referred to as clusters of galaxies, or galaxy

clusters, begin to form.

Galaxy clusters are the latest stage of the gravitational collapse forming at the intersection

of filaments, growing to total masses of over 1015M� for the most massive clusters. Typical galaxy

clusters have masses of a few 1014M�. These exceedingly deep gravitational potentials lead to virial

temperature of ∼ (108K), with typical gas number densities of 10−5 − 10−3cm−3.

1.2 Large Scale Structure Formation

Through observations of the cosmic microwave background [176, 106], we can infer several

key properties of the universe only 300, 000 years after the Big Bang. One of the most useful results

is that of the power spectrum of low-level fluctuations against the mean temperature. These fluc-

tuations describe the inhomogeneities in the Universe that will eventually lead to the gravitational

collapse into stars, galaxies, and large scale structures. Under the influence of gravity, regions of

the universe will progress through several stages of collapse. In this section I will walk through

the process of gravitational collapse and define the terminology that will be used throughout this

dissertation to describe such structures.
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1.2.1 Gravitational Instability

Fundamentally, the structures present in our universe are due to gravitational instability,

seeded by very small scale fluctuations in the early Universe. We believe that before the inflationary

epoch, each field (density, velocity, etc.) could be described as a Gaussian random field, governed by

quantum fluctuations. During inflation, these fluctuations were “frozen-in” as the Universe rapidly

expanded. This is due to the cosmological horizon shrinking with respect to the wavelengths of the

initial perturbations. Once this happened, these perturbations would form the seeds for what is

now the cosmic web.

Once the expansion began to slow the horizon began to grow with respect to the perturba-

tions, allowing larger and larger scales to influence each other, beginning the process of gravitational

collapse. Before the time of radiation-matter equality (zreq ≈ 3200) any perturbation in the baryon

matter would be quickly erased by the propagation of sound waves through the radiation-dominated

fluid, acting to delay the onset of gravitational instability in the gas. However, the non-baryonic

dark matter component is not susceptible to such pressure waves, and therefore the gravitational

instability can proceed far before the gas starts to collapse. After zreq, the gas begins to fall into

the already-forming dark matter potentials. At this point, the evolution the gravitational collapse

is captured by following the evolution of three fundamental equations: the continuity equation; the

Euler equation for acceleration driven by gravity, dark and baryonic matter, and pressure forces;

and the Poisson-Newton equation for relating the gravitational potential to the matter density.

These three equations can be cast to describe an over-dense region of the universe defined as

an overdensity,

δ(~r, t) =
ρ(~r, t)− ρ̄

ρ̄
, (1.7)

where ρ̄ is the mean density of the Universe. After defining the peculiar velocity ~v(~r, t) as part of

the total velocity ~u(~r, t),

~u(~r, t) =
da(t)~r

dt
= H(t)a(t)~r + ~v(~r, t), (1.8)
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we can write the set of three equations as:

∂δ

∂t
+

1

a
∇ · (1 + δ)~v = 0 (1.9)

∂~v

∂t
+
ȧ

a
~v +

1

a
(~v · ~∇)~v = −1

a
∇Φ− 1

ρa
∇p (1.10)

∇2Φ = 4πGρ̄m(t)a(t)2δ(~r, t). (1.11)

These three equations describe the continuity equation, momentum equation, and Poisson’s equa-

tion. Assuming spherical symmetry one can analytically solve the above set equations for the

evolution of over-dense perturbations to determine whether or not the overdensity will collapse or

expand. A seminal paper using this technique is Gunn & Gott 1972, [99]. For a spherical collapse

it can be shown that the overdensity needed within a given radius has to exceed ≈ 1.68, in order

to detach from the Hubble flow and collapse. These (semi-)analytical approaches led the way to

modern numerical simulations, providing key results to compare to, and providing a language to

describe the large scale structure evolution.

1.2.2 Voids, Sheets, Filaments & Halos

Gravitational instability leads to the collapse and formation of a hierarchy of structures

present in our Universe. To help our definitions, we use the critical density (Equation 1.4) and

assume mass fractions of dark and baryonic matter of Ωcdm and Ωb, which are combined to be Ωm.

I also define the overdensity as

δ =
ρm − Ωm ∗ ρcrit

Ωm ∗ ρcrit
(1.12)

as the ratio of local total mass over-density to the average matter density. Using this definition, we

now define voids as all regions in the Universe with δ < 1.0. These are regions which have been

locally depleted of matter.

The first structures with δ > 1.0 to collapse are sheets, regions that are planar in nature

that act as membranes between adjacent voids. These sheets have small overdensities from 1.0 <
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Figure 1.4 A volume rendering of gas density at z = 0 in a (200Mpc/h)3 volume, illuminating
the cosmic web of voids, filaments, and halos. Dark blue depicts the cosmic voids, while white
illuminates the filaments and halos. This simulation was run on the Janus Supercomputer at the
University of Colorado, Boulder. We use Enzo with WMAP7[131] cosmological parameters, and
the rendering is created using yt.



14

δ < 10. At the intersection of two sheets lie filaments, cylinder-like strands of matter that form

the underlying cosmic web. Filaments have typical overdensities of 10 < δ < 103, and are often in

a temperature range of 104 − 106K, having gone through an accretion shock from the sheet onto

the filament. Finally, halos sit at the intersection of two or more filaments. In this dissertation we

define halos as being regions where δ > 100. This process leads to a hierarchy of structure in the

Universe, with halos nested inside of filaments forming at the intersection of sheets, surrounded

by voids. See Chapter 3 for a further description of the shock structure onto filaments and halos.

Figure 1.4 shows a volume rendering from a (200Mpc/h)3 simulation volume at redshift z = 0,

produced using the Enzo code and rendered using the yt analysis toolkit, described further in

Chapter 2.

In a way, the cosmic flow of structure formation can be thought of as a city drainage system.

Incoming matter flows out of the voids like rain falling from the sky. When the rain hits the road

(a sheet) it slowly migrates towards the street gutters (filaments). At this point the speed of flow

increases dramatically due to the water depth (mass density), and rushes towards the storm drain

into the sewer (halos). Like in sewers, matter gets mixed up and allows for the creation of new and

interesting species, both chemical and possibly biological in nature.

1.3 The ICM From Abell to Zel’dovich

Over the past 50 years our telescopes, theoretical models, and simulations have progressed

dramatically to unveil the structure of the ICM. While there have been significant advances in

optical wavelength telescopes, I will only briefly discuss their implications and results. The majority

of this dissertation will completely circumvent the complicated physics needed to reproduce galaxy

clusters in the optical, such as star and galaxy formation and evolution. Instead, we will see that the

nature of the ICM is best probed through a combination of X-ray, radio, and sub-mm wavelength

astronomy.

The first observation of what would later be known to be a galaxy cluster came in 1784

by Charles Messier, when he observed a concentration of “nebulae” that would soon be found to



15

be the Virgo cluster of galaxies. Several years later F. Wilhelm Herschel, after receiving a grant

from the King of England to build what was at the time the world’s largest telescope[21] at 1.47

meters. He also found nebulae that were seemingly clustered together, verifying what Messier had

found earlier. While Messier was uninterested in determining the nature of these nebulae that

were not comets, Herschel continued his investigation, and even passed on his passion to his son,

John F.W. Hershel. They were able to develop the first northern and southern catalogs of nebulae,

and critically noted that there seemed to be more nebulae in the north than in the south in 1864.

This was partly due to the larger foreground emission in the galactic plane visible in the Southern

hemisphere.

By the early 20th century the Coma, Virgo and Perseus clusters of galaxies [186, 222, 251, 52]

had been discovered, at which point more than 300 “nebulae” were seen in the Coma cluster alone.

At this point there began to be many references to the local supercluster and an interconnectedness

between the local group and the Virgo cluster, forming structures as large as perhaps even 100Mpc.

Optical astronomy has progressed significantly with the advent of 10-meter class optical ground-

based telescopes, as well as the widely known success of the Hubble Space Telescope. Optical light

and optical spectroscopy can uncover a wealth of data concerning the chemical makeup of galaxy

clusters.

One of the biggest surprises in the study of galaxy clusters was the observation of diffuse X-ray

emission coming from the central regions of galaxy clusters. The first observation of X-rays in an

astrophysical context was from a sounding rocket that observed the X-ray background in 1962[89].

In the next few years, there were several disputed claims (see [64] for a historical perspective),

before the first real detection from the Virgo Cluster (M87) in 1966 [41]. The first detection of the

extended emission in the Coma cluster was in 1971 by Meekins et al.[150].

This diffuse X-ray emission was confirmation of very hot, diffuse, baryonic matter that we now

refer to as the Intracluster Medium (ICM). The X-rays are produced through free-free interactions

between electrons and ions, also known as thermal Bremmstrahlung (braking) radiation. This

process gives rise to a continuum emission at X-ray energies (0.1− ∼ 10keV ). On top of this



16

continuum emission, there are a forest of X-ray emission lines that are primarily due to Lα and

Kα series lines, which can dominate the emission for hot clusters. The details of these processes

are discussed in 1.4.3.1. We define the X-ray emission luminosity and surface brightness,

Lx[erg/s] =

∫
eν(~x)dV (1.13)

Sx[erg/s/cm2] =

∫
eν(~x)dl (1.14)

where eν is the X-ray emissivity, ~x is the position, and the integral is taken over the volume and

along the line of sight, respectively.

By obtaining X-ray spectra it is possible to further constrain the bulk plasma properties of the

emitting gas. Additional insight can be gained if the galaxy cluster is close to spherical symmetry,

where one can then use a method of de-projection [206] to constrain the density, temperature, and

entropy of the cluster as a function of radius. These techniques are useful but also limited, as we

will see the bulk of this dissertation investigates the aspherical, non-hydrostatically relaxed parts

of galaxy clusters, which warrant a much more detailed model to describe their atmospheres.

An early catalog of clusters was obtained in the X-ray through the ROSAT all-sky [245], where

over 200 galaxy clusters were found serendipitously. This was the first X-ray catalog of clusters at

this scale. This sample would be used extensively in follow up observations with modern satellites.

There are currently three work-horses for X-ray astronomy: Chandra, XMM-Newton, and Suzaku.

These three telescopes each have their strengths and weaknesses. Chandra provides unprecedented

(0.5 arcsecond) resolution while simultaneously providing moderately high spectral resolution of

60 − 1000 depending on the energy. XMM-Newton EPIC cameras have a spatial resolution of

6 arcseconds and moderate spectral resolution of 20 − 50, but a slightly larger collecting area

and lower background noise than Chandra. Suzaku has fairly low collecting area, low resolution

(1.5− 2.0 arcminutes), similar spectral resolution to Chandra, but considerably lower background

noise, making it popular for searching for diffuse X-ray emission[210].

X-ray observations have traditionally been most useful in studying the cores of galaxy clusters.

This is due primarily to the strength of the X-ray emission being proportional to ρ2T−1/2. Therefore,
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the contrast from the cores to the outskirts can be many orders of magnitude in surface brightness.

Recently, Suzaku has been used to begin to study the outskirts of galaxy clusters, utilizing a

low noise background and very long integration times [210]. This has been used to probe the

temperature, density, and pressure profiles out to the virial radius. These have been compared

with simulation results quite favorably from some our of our work in Burns et al. [40].

On the opposite end of the spectrum, in 1959 an extended radio source was detected in the

Coma cluster at 408 MHz [137]. It took another 10 years to show that this emission was not a

result of multiple radio galaxies and instead must be coming from the ICM itself[250], and Wilson

referred to the emission as the “halo”. As more observations were taken, it became clear that this

halo emission was quite rare, and even today only a small fraction of galaxy clusters seems to show

evidence for halo emission.

Since then, there has been tremendous progress in the imaging of low surface brightness

diffuse cluster emission. The primary turning point was the introduction of the NRAO VLA Sky

Survey (NVSS) [51]. In the next year, Giovannini and collaborators released a survey of galaxy

cluster radio emission, where an additional 18 sources were identified, compared to just 11 prior

to that[92]. For an excellent review of the history of the discoveries of diffuse radio emission, see

Feretti 2012[77].

In this dissertation I will primarily compare our simulations with radio “relics,” of which there

are of order 25 known relic sources in galaxy clusters. Recently van Weeren and collaborators have

led the field in observations of previously unknown relics using an observational campaign involving

the VLA, WSRT, and GMRT telescopes[232] (see Figure 1.2). Even more recently, LOFAR in the

Netherlands has come online, providing incredible images of low-frequency radio emission [238].

Finally, due to advances in sub-mm detector technology, it is possible to observe distortions in

the CMB spectrum due to the Sunyaev-Zel’dovich Effect. This effect describes the up-scattering of

CMB photons off the hot pool of ICM electrons through the inverse Compton effect. As described

in the next section, this process is capable of probing the integrated gas pressure along the line of

sight. There have been a number of telescopes both on the ground and in space that are attempting
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to map out the pressure profiles of galaxy clusters using this effect, such as ACT, SPT, SZA, and

very recently Planck. We will discuss what is possible using high resolution SZ imaging telescopes

in Chapter 7, where we create mock CCAT observations in preparation for its construction.

1.4 Plasma Physics of the ICM

The intracluster medium is a hot, diffuse, magnetically-threaded plasma. On top of the cluster

atmosphere there is a constant influx of in-falling subclusters, constantly mixing and stirring the

resident fluid. As such, the ICM is the host of a tremendous variety of plasma physical processes

that can only be studied, and likely only exist, in their environments. Galaxy clusters are also very

large and bright, making them some of the best plasma physics laboratories in the Universe. In this

section we will detail the important thermal and non-thermal processes that are present in galaxy

clusters that lend themselves to be studied observationally and numerically. For an excellent review

of the study of galaxy clusters and their thermal properties, see [12]. For a review of the outskirts

of galaxy clusters, see [190].

First, it is important to consider the conditions of the ICM to set the context for our cal-

culations. The ICM is very diffuse, having number densities of 10−6 − 10−3particles/cm3. The

ICM is also very hot, normally having temperatures in the range of 106 − 108K. This very high

temperature sets a correspondingly very high thermal sound speed,

cs =

√
γkBT

µmp
≈ 1513

√
T

108K
km/s (1.15)

where T is the temperature of the gas, µ is the mean molecular weight in units of amu, mp is

the mass of a proton, kB is the Boltzmann constant, and γ is the adiabatic index of the gas. The

gas flow velocities are similar to this speed, which is also comparable to the velocity measured for

cluster galaxies. Given the very hot temperatures, it is expected that the majority of atoms will

be either completely or heavily ionized, leading to a population of electrons and ions, forming a

two-fluid plasma. As such, there is an array of thermal, non-thermal, ionization, hydrodynamic,

and magnetohydrodynamic processes occurring in the ICM. This plasma is dominated at the 99%
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level by Hydrogen and Helium, and topped off with an array of heavier elements, which we will

refer to from here on out using the theorists’ favorite term, “metals.”

1.4.1 Heating Mechanisms

A well-known problem of numerical simulations is that of accurately capturing the thermal

balance in the cores of galaxy clusters, where a complex interplay of extreme radiative cooling

is seemingly balanced by a yet-to-be-determined heat source. Otherwise, the gas, having cooling

times less than the Hubble time, would quickly form massive amounts of stars in the central cores,

which is not observed. There are a few possible heat sources including heat conduction combined

with sound waves or turbulence[246, 202, 54], cosmic-ray heat conduction[142, 100], or feedback

from active galactic nuclei[19, 192, 149].

If thermal conduction is efficient enough, it is thought that heat from outside the core would be

capable of stopping this cooling catastrophe. This has gained a lot of interest in the past decade, and

there is now a large effort into understanding the micro- and nano-physics of the interplay between

conduction, magnetic fields, thermal gradients, and instabilities[187, 170, 148, 171, 24, 172, 201]. In

recent work, I have collaborated with Britton Smith, Brian O’Shea, and Mark Voit to investigate

the effects of thermal conduction in Enzo simulations (Smith et. al. in prep), where the conduction

may have an impact on the shock structures as well.

On the other hand, we know that AGN can provide thermal and kinetic feedback to the

cluster core by examining images such as that in Figure 1.3. However, we do not yet understand

how the primarily radio-mode feedback is then coupled to the thermodynamics of the gas. We also

do not yet understand what regulates the duty cycle of the AGN, describing how often the jets are

being powered. AGN feedback has been used by our group [215] as well as other groups[209] to

attempt to regulate the cooling in cluster cores.
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1.4.2 Particle Acceleration

One of the fundamental physical processes that this dissertation investigates is that of the

ability to accelerate ions and electrons at shock fronts. As such, I will give a broad overview of

how we think this process may be operating, as well as outline what general questions still remain.

The idea that shocks can be accelerated at shock fronts originated from what Enrico Fermi thought

might happen if a charged particle encountered a magnetic cloud[79]. He postulated that if the

cloud was moving in a preferential direction, on average ions and electrons would be boosted by a

factor proportional to the velocity (v/c) of the cloud. If the cloud was moving randomly, then the

average gain would instead be a stochastic process, leading to a gain proportional to (v/c)2. These

two variations are referred to as “First Order” and “Second Order” Fermi Acceleration.

It wasn’t until the late 1970’s that several independent groups began to apply Fermi’s work

to a system that involves a shock, where the scattering of the particle occurs through resonant

scattering off Alfven waves. Because of the diffuse process that the particles undergo as they

scatter back and forth across the shock and eventually escape, this process was coined Diffusive

Shock Acceleration or DSA [134, 10, 14, 15, 23], with a number of excellent reviews following a few

years later [61, 22]. A cartoon depiction of this process is shown in Figure 1.5. Particles, on average,

gain more energy from interactions in the upstream gas than they loose from the downstream gas,

and therefore slowly gain energy.

One method of modelling DSA is to follow the distribution function of the particle population

as it is modified due to momentum-space diffusion near shocks. This approach is taken by [124, 9,

244, 121, 123, 122], the most recent of which focuses on the re-acceleration of cosmic rays at weak

shocks. A more fundamental approach to this problem can be taken through the use of Particle-

in-Cell (PIC) simulations of individual ions and electrons in a magneto-hydrodynamic shock. Until

recently it was computational infeasible to approach such a problem. However, recent studies

by Anatoly Spitkovsky and collaborators [218, 88] have begun to probe the individual particle

orbits and the transition from thermal to non-thermal populations of ions/electrons. There is still
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Figure 1.5 A cartoon depiction of Diffusive Shock Acceleration. Particle paths are shown in red,
blue, and green. Magnetic field fluctuations impart energy on the left side to the particles, and
steal energy from them on the right. Interactions between the fluctuations and particle paths are
highlighted with jagged ellipses. Over time, the particles gain more energy than they lose due to
the upstream velocity, vu, being larger than the downstream velocity, vd.
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much work to be done in these studies to include a realistic ion-electron mass ratio and fully-3D

calculations, but early signs suggest this will be a rich tool for investigating particle acceleration

from first principles.

For the purposes of this dissertation it is useful to outline a few models that will be used

in the context of ion and electron acceleration. For ion acceleration, we primarily use the results

of Hyesung Kang and collaborators’ work on deriving acceleration efficiencies from their DSA

simulations [121]. In this work, they find that the fraction of energy injected into the cosmic ray

protons increases asymptotically to ∼ %50 atM = 100, with little or no acceleration belowM = 3.

For details on the exact shape see Chapter 3.

For the electrons, we use a model developed by Hoeft and Brüggen [109], where instead of

following the electron acceleration using DSA or PIC techniques, they assume that a fixed fraction

of electrons are injected into the non-thermal tail power-law tail of the energy distribution, and that

the acceleration is in equilibrium with the synchrotron cooling rate of the electrons. This imparts

a spectral steepening into the electron distribution, which shows up as a steepening in the overall

spectral shape of the radio emission. Further details of this model will be discussed in Chapters 4

and 5. Until Chapter 6, we will not explicitly include the effects of DSA in our simulations,

but instead use the results of DSA to make estimates for the proton/electron populations in a

post-processing step. In Chapter 6, however, we will use DSA to predict the momentum-space

distribution function in the post-shock regions for injecting cosmic rays.

1.4.3 Observational Signatures of the ICM

1.4.3.1 X-ray: Bremmstrahlung & Metal Line Cooling

Bremmstrahlung emission is also known as “free-free” emission, meaning that the radiation

results from the interaction between a free electron and a positively charged ion. The term Bremm-

strahlung is German for “braking” and hints at the nature of the process, which is due to very fast

moving electrons being slowed by the electromagnetic force of the ions as they pass by. It can be
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shown that the X-ray emissivity of this process as a whole can be calculated using a weighted sum

over the ion species:

effν =
25πe6

3mec3

(
2π

3mekB

)1/2

neT
−1/2e−hν/kBT

∑
i

Zinigff (Zi, T, ν) (1.16)

where Zi is the charge of the ion, and gff is the Gaunt factor, which accounts for quantum me-

chanical effects and extended collisions. It has a slow dependence on frequency and temperature,

so it does not strongly affect the emission properties.

The important aspects of this emission are that the emission is only weakly inversely propor-

tional to the square root of the temperature of the gas, and is proportional to the product of the

electron and ion number densities. Hence this is referred to as an “n-squared” process, and means

that the X-ray emission is expected to be highly peaked towards the cores of galaxy clusters and

that there may be large scatter due to over-dense sub-clumps in the cluster atmosphere.

The next most important X-ray emission mechanism is that of metal line cooling, which

makes up for the majority of the remaining X-ray emission. In particular, the hot ICM allows

for a forest of keV lines present in highly ionized metals. The 6.7keV Kα line of Fe (meaning

an n=1 to 0 transition) is present in massive galaxy clusters and provides a key constraint in

observations. If an observation has the spectral resolution to do so, distinguishing different lines

makes it possible to use a combination of the line ratios and shape of the thermal spectrum to

constrain the bulk temperature of the gas. At the same time, using the ratios of the line emission

to the thermal emission it is possible to constrain the abundances of each metal species. There is

an entire industry of X-ray spectroscopic modelling, starting with [189].

1.4.3.2 Radio: Synchrotron Radiation

While the X-ray emission gives us insight into the thermal plasma of the ICM, radio emission

opens the door to many non-thermal processes. The most prominent effect is that of synchrotron

radiation from high energy, “cosmic ray” electrons. Synchrotron emission results from the accelera-

tion of a relativistic electron during its orbit about a magnetic field line. Here we quote the results



24

of the full derivation of synchrotron emission, which can be found in many textbooks such as [203],

which we roughly outline here. The fundamental motion of the electron is a helical motion about

the magnetic field line at the gyrofrequency,

ωB =
eB

γmec
(1.17)

where B is the magnetic field strength and e is the charge of the electron. From this motion, it can

be shown that the critical frequency above which the spectrum of the synchrotron emission drops

rapidly is

ωc =
3

2
γ3ωB sin θ =

3eB sin θ

2mec
γ2 (1.18)

νc =
3eB sin θ

4πmec
γ2 ≈ 4.2× 106(B sin θ)γ2Hz (1.19)

where θ is the pitch angle of the electron in its helical motion. The radiation from a single electron,

characterized by an energy E = γmec
2 using now the relativistic γ factor, is a strongly peaked

spectrum continuum emission that peaks near the characteristic synchrotron frequency. The total

power emitted as a function of frequency is

P (ω) =

√
3e3B sin θ

2πmec2
F (x) (1.20)

P (ν) =

√
3e3B sin θ

mec2
F (x) (1.21)

where x = ν/νc = ω/ωc and F (x) is defined as

F (x) = x

∫ ∞
x

K 5
3
(x′)dx′ (1.22)

and K 5
3

is the modified Bessel function of order 5
3 [1]. F (x) is shown in Figure 1.6. If one were to

integrate over the entire range of frequencies, the total power emitted by a single electron is [203]

Psyn =
2e4(B sin θ)2β2γ2

3m2
ec

3
(1.23)

where here we have included β = v/c ≈ 1.

Example spectra of single electrons for several relativistic γ factors and varying magnetic

fields (assuming sin θ = 1) are shown in Figure 1.7. In many cases, the population of electrons can
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Figure 1.6 The function describing the total synchrotron power emitted as a function of x = ν/νc =
ω/ωc. The dashed line corresponds to the location of the maximum value, and the solid line is drawn
at x = 1.
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Figure 1.7 Left: Total power emitted as a function of frequency for a single electron for varying
relativistic γ factors and magnetic fields. Right: Total power at a fixed frequency as a function
of relativistic γ factors. Each line shows a γ cutoff below which radiation at that given frequency
drops off.

be well approximated by a power law distribution where the number of electrons in a given energy

bin is described by

N(E)dE = N0E
−δdE (1.24)

where N0 is the normalization factor. In this case, it can be shown that the total emission from

the population is also a power law, with index α = (δ − 1)/2, and scales as:

J(ν) ∝ N0(B sin θ)1+αν−α (1.25)

This relationship between the observed spectral index of the radiation and the underlying electron

spectrum is an important link to determine what type of source could accelerate such electrons.

As we will see later in this dissertation, it will help differentiate between various classes of radio

emission in galaxy clusters.

The synchrotron emission not only acts as a source of energy, but of course that energy comes

from the electron’s energy and therefore provides a cooling (energy-loss) term for the electrons. It

happens to be the case that in cluster-like environments, the cooling time of a typical electron is

comparable to many other timescales relevant for cluster evolution. Using the total power emitted

in 1.21, the energy of an electron can be integrated to calculate the characteristic lifetime of an
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electron to lose half of it’s energy to be [203]:

tsyn =
3m3

ec
5

2e4(B sin θ)2

1

γ0
≈ 1.6

( γ0

104

)−1
∗
(
B sin θ

µG

)−2

Gyr (1.26)

where γ0 is the initial gamma factor of the electron. This timescale is similar to that of many

cluster timescales such as the sound crossing time, which is the time for a sound wave to propagate

across the cluster. We can parameterize it in terms of the temperature, T, and distance, D, with

tsound = D/cs ≈ 6.6× 108

(
T

108K

)−1/2( D

1Mpc

)
yrs (1.27)

As we will see in Chapter 5, these two timescales will be intimately linked in determining the

behavior of shock-accelerated radio emission in galaxy clusters.

1.4.3.3 Sunyaev Zel’dovich Effect

The final observational signature that we will discuss here in the context of galaxy clusters is in

the sub-mm wavelengths, where a unique and powerful mechanism leaves its mark. In 1970, Sunyaev

and Zel’dovich postulated that one method of determining the source of the X-ray’s observed in

clusters (whether it was Bremmstrahlung or Inverse Compton X-ray emitting electrons), would be

to look for a decrement in the “Relic Radiation” now known as the CMB[227]. If the emission is

from inverse Compton interactions, the low energy photons of the CMB would be upscattered by

the 107K electrons, and the spectrum of the CMB would change.

The result of such an interaction would be to boost the CMB photon energy while retaining

the total number of photons, modifying the nearly perfect blackbody radiation. This modification

shows up as a decrement for frequencies below a cross-over point and an increment for frequencies

above it. It can be shown in the low temperature limit that the modification to the incoming
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Figure 1.8 The spectral shape f(x) for the thermal Sunyaev-Zel’dovich effect as a function of
frequency. Shown in black are lines at 90 GHz, 150 GHz, 230 GHz, 275 GHz, 350 GHz, and 400
GHz, proposed bands for the CCAT telescope.
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background intensity is [20]:

∆IT (ν) = ∆IT0 ∗ f(x)

f(x) =
x4ex

(ex − 1)2
(x coth(x/2)− 4)

x =
hν

kBTrad

∆IT0 = I0ySZ

= I0

∫
neσT

kBTe
mec2

dl

I0 =
2h

c2

(
kBTrad
h

)3

≈ 2.7× 10−8WHz−1m−2sr−1

(1.28)

where I0 is the initial intensity of CMB, ySZ is the Comptonization parameter, and f(x) is the

functional form as a function of frequency, shown in Figure 1.8.

There are several important features to the thermal SZ effect (tSZE):

• Since it is a modification of the CMB and not an intrinsic source, the signal is redshift and

distance independent, allowing for studies of very high redshift galaxy clusters unlike at

X-ray and optical wavelengths.

• It is linearly proportional to the product of the density and temperature, meaning that

relative brightness of the effect does not fall off radially in a cluster as quickly as, for

example, the X-ray surface brightness. This allows for investigations in the outskirts of

galaxy clusters.

There are currently several ongoing projects looking to observe the tSZE in clusters at ever higher

angular resolutions. One particularly powerful tool in the tSZE is collecting multi-frequency ob-

servations both below and above the null in the spectrum. Doing so can help constrain both the

overall integrated signal as well as any deviations due to gas motions and relativistic effects (for

particularly hot clusters this can be a major deviation, e.g. [113]). Using the tSZE to constrain

the ICM properties is very promising, particularly given the ability to probe farther out in the

cluster atmosphere, as is already being done with the MUSTANG, SPT, ACT, and Planck experi-
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ments. Future telescopes such as CCAT will be revolutionary because of its resolution and ability

to subtract sources using spectral information.

1.5 Roadmap

In the next chapter, we will outline some of the numerical methods used in this dissertation,

focusing on the aspects most important for the remainder of the work. The following three chapters

after that are each individually published chapters, reproduced here in their entirety. The first is

focused the distribution and properties of cosmological shocks and how they might be responsible

for a large population of cosmic ray protons. Chapter 4 attempts to take a large distribution of

galaxy clusters and relate their synchrotron emission from shock-accelerated electrons to their other

bulk properties such as mass and X-ray emission. After that, we change gears from strictly hydro-

dynamics simulations and use, for the first time, a cosmological magnetohydrodynamic adaptive

mesh refinement simulation of a galaxy cluster to study the radio emission properties of a massive

merging system.

Chapter 6 represents unpublished work first incorporating the capability to follow a distri-

bution of electrons as they evolve within Enzo. After providing the background and tests of this

method, we introduce the highest resolution simulation of a galaxy cluster that follows the spectral

behavior of electrons in multiple energy/momentum bins. We will show that including the effects

of aging has a profound effect on the interpretation of large-scale diffuse radio emission in galaxy

clusters. We end with a future look to what is possible with this new framework in the final chapter,

as well as showcase preliminary work on predictions for high-resolution tSZE experiments with our

simulated clusters.



Chapter 2

Methods: Simulation, Analysis, & Visualization

‘There is a computer disease that anybody who works with computers knows about.
It’s a very serious disease and it interferes completely with the work. The trouble
with computers is that you “play” with them!’ – Richard P. Feynman

This chapter provides a description of the computational backbone around which the bulk

of this dissertation relies upon. I will first give a brief outline of techniques that have been used in

numerical cosmology. From there, I will introduce Enzo, the primary tool used in this work. After-

wards, I will describe some of the challenges in the analysis of such work, giving a brief introduction

to yt, a simulation analysis toolkit. Finally, I will describe a parallel domain decomposition algo-

rithm that I developed to enable the visualization of some of the largest astrophysical simulations

run to date.

2.1 A Brief Introduction to Computational Cosmology

In this section I will review the various ways in which we can attempt to model and simulate

the Universe from the largest structures down to galaxies. Fundamentally, we are interested in

following the evolution and interplay between dark matter, dark energy, baryonic matter, and

electromagnetic radiation.

2.1.1 Gravity

First and foremost, gravitational interactions dominate the formation and evolution of the

large scale structures in the Universe. Current measurements [106] place Ωm = 0.27, Ωλ =
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0.73,Ωb = 0.0445, meaning that the ratio of dark to baryonic matter is 0.2255
0.0445 ∼ 5. We note

here that Planck has recently released their first cosmological parameter results that differ from

the WMAP results considerably[183]. We will continue to use the WMAP results until these new

results are verified. As such, the process of structure formation is driven primarily by the dark

matter evolution. This dark matter is, as far as we can tell, collisionless in nature, and is governed

by the collisionless Boltzmann equation,

∂f

∂t
+ ~v · ∇f +

~F

m
· ∇vf = 0, (2.1)

where f = f(~x,~v, t) is the distribution function and ~F are the forces acting on the fluid.

Attempting to solve for the full distribution function is quite demanding, as it requires the

solution to a 6-spatial + 1-temporal dimensional problem. Except for a few cases (see [257] for

a recent implementation), the computational cost of solving this 6+1 dimensional problem is pro-

hibitively high. Instead, what is usually done is to average over the velocity-space and reduce the

problem to a 3+1 dimensional system. Under these assumptions, one can sample the phase space

using point-like particles that react to forces using Newtonian dynamics. Given that the force in

such a system is entirely due to gravity, Fg = −∇Φ where Φ is the gravitational potential, all that

is needed to update the positions of the particles is to know the gravitational potential. To then

solve for the gravitational potential, we solve the Poisson equation,

∇2Φ = 4πGρ, (2.2)

where ρ is the mass density and G is Newton’s gravitational constant. There are several popular

methods for solving this elliptic equation, each of which have performance and accuracy trade-offs.

The simplest method is to define an initial set of points that sample the mass distribution and

directly solve for the gravitational interactions between each of the particles. This is equivalent to

replacing the mass density with a sum over Dirac Delta functions. However, this procedure results

in an N2 algorithm because of the need to calculate the interaction between every particle with all

N − 1 other particles.
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To improve performance, Hockney and Eastwood [107] introduced the “Particle-Mesh” (PM)

N-body method that discretizes the volume into a uniform grid of cells, and discretizes the mass

into uniform-mass particles, having roughly equal numbers of cells and particles. At each step in

the evolution, each particle is first deposited onto the grid using a second-order cloud-in-cell (CIC)

interpolation routine. Once the mass is deposited, a 3-D Fast Fourier Transform (FFT) is used

to transform into k-space, where Poisson’s equation takes on a form that is easily solved using

finite-difference equations. Once the potential is updated, an inverse FFT is performed to return

the system to real space, where the spatial derivative of the potential is calculated to determine

the acceleration at each point. Particles are then pushed by this acceleration, and the process is

repeated. The fundamental limitation to this approach is its static force resolution. However as

the Universe evolves, we expect to form large scale clustering of structures, where in principle we

would rather have higher resolution to follow their formation. PM techniques only allow for uniform

spatial resolution, and therefore are incapable of doing so. The benefit to PM methods is that they

scale as Nlog(N), and therefore allow for higher uniform resolution than direct N-body studies.

By combining the direct and PM methods, Hockney et al. [108] developed a “Particle-

Particle/Particle-Mesh” (P3M or P3M) method that decomposes the potential into long-range

and short-range contributions. On large scales, it uses a PM method on an initial grid, but then

uses direct N-body calculations for the short-range interactions. This has the advantage of both

speed on large scales and accuracy in collapsed structures.

Finally, there are fully-unstructured methods that often rely on a tree-based data structure

to then use a fast multipole method [97] approach to separate out the short and long-range forces.

For each particle, the tree data structure is traversed, accumulating the forces by grouping far

away particles together, reducing the number of force calculations. For an excellent review on the

state-of-the art in dark matter simulations, see Kuhlen et al. [136]
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2.2 Hydrodynamics

It was not until relatively recently that researchers began to follow the hydrodynamic evolu-

tion of the baryonic component large scale structure. There are two primary methods for discretiz-

ing the baryonic gas that is evolved during a cosmological solution: by mass or by volume.

2.2.1 Lagrangian Hydrodynamics: Smoothed Particle Hydrodynamics

Smoothed particle hydrodynamics is a method that models a system by first discretizing

the mass in the simulation. Therefore a parcel of gas is discretized into point masses that are

characterized by position, velocity, and internal energy. To recover spatial quantities such as

density, one must then average over a number of nearest neighbor particles, usually through the

use of an integration kernel that falls off with radius. For a review of the intricacies of kernel

selection and the SPH method in general, see [185].

One can then show that the time evolution of the density, ρ, velocity ~v and internal energy

u can be given by[185]:

ρa =
∑
b

mbW (~ra − ~rb, ha);h = h(ρ), (2.3)

d~va
dt

= −
∑
b

mb

[
Pa

Ωaρ2
a

∇aWab(ha) +
Pb

Ωbρ2
a

∇aWab(hb)

]
, (2.4)

dua
dt

=
Pz

Ωaρ2
a

∑
b

mb(~va − ~vb) · ∇aWab(ha), (2.5)

where a, b refer to particle indices, W is a smoothing kernel, h is the smoothing length, P is the

pressure determined from an equation of state, ~v is the velocity, u is the internal energy, and Ω

here denotes a term relating to the gradient of the smoothing length. These equations are a result

of analyzing the Lagrangian of particle motion, rather than the equations of hydrodynamics. It

also assumes that there is no change in entropy, meaning that these assumptions will need to be

re-examined when dealing with discontinuities such as shocks in the flow. One of the advantages to

using a Lagrangian approach is that as structures collapse, the spatial resolution naturally increases



35

as particles fall into the potential well. However, it is difficult/impossible to otherwise control the

resolution in a given region in space.

2.2.2 Eulerian Grid-Based Hydrodynamics

The other widely used method for solving the equations of hydrodynamics is to discretize the

volume, and directly address the continuum equations of hydrodynamics. If we include terms that

arise in a comoving coordinate system (used in cosmological simulations), we can write down the

Eulerian equations for ideal magnetohydrodynamics:

∂ρ

∂t
+

1

a
∇ · (ρ~v) = 0 (2.6)

∂ρ~v

∂t
+

1

a
∇ ·

(
ρ~v~v + ~Ip∗ −

~B ~B

a

)
= − ȧ

a
ρ~v − 1

a
ρ∇φ (2.7)

∂E

∂t
+

1

a
∇ ·
[
(E + p∗)~v − 1

a
~B( ~B · ~v)

]
= − ȧ

a

(
2E − B2

2a

)
− 1

a
~v · ∇φ− Λ + Γ +

1

a2
∇ · Fcond(2.8)

∂ ~B

∂t
− 1

a
∇× (~v × ~B) = 0 (2.9)

where E is the comoving total fluid energy, ρ is the comoving baryonic density, ~v is the peculiar

velocity, ~B is the comoving magnetic field strength, ~I is the identity matrix, a is the cosmological

expansion factor, Λ and Γ are the cooling and heating terms, Fcond is the thermal conduction flux,

and p∗ is the total isotropic pressure,

p∗ = p+
B2

2a
. (2.10)

Note that the total comoving fluid energy can be expressed in terms of a sum of the internal energy,

kinetic energy, and magnetic energy,

E = e+
ρv2

2
+
B2

2a
. (2.11)

In order to close this system of equations, you need to add Poisson’s equation from Equation 2.2

and an equation of state relating the pressure to the internal energy and density of the gas. While

in principle this can be a complex relationship, for all the applications in this dissertation, we will
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assume an ideal gas equation of state with a ratio of specific heats, γad:

e =
p

(γad − 1)ρ
. (2.12)

This set of equations are then discretized on a (usually) Cartesian grid, and solved using a

variety of finite difference and finite volume techniques, though the enumeration and comparison

of is far beyond the scope of this dissertation. For a good introduction to finite volume methods,

see LeVeque [139].

When dealing with cosmological simulations it is necessary to place the equations of (magneto-

)hydrodynamics in a comoving expanding coordinates, governed by the formulae for the expansion

history of the Universe as in the previous chapter, Equations 1.1 and 1.3. There are extensive code

comparisons between grid and particle based hydrodynamics, and is far outside the scope of this

dissertation[82, 168, 228, 240].

2.3 Adaptive Mesh Refinement

An unfortunate aspect of Eulerian hydrodynamics is that for a uniform static mesh, the

spatial resolution does not vary (by definition!) and therefore it is difficult to capture the dynamics

of collapsed or inhomogeneous volumes when the relevant scales vary by more than a few orders of

magnitude. For example, currently even the highest resolution fixed-grid cosmology simulations are

only approaching ∼ 64003 elements. The common solution to this problem is to either statically

or adaptively refine the mesh in regions of interest. Mechanisms to do so are broadly labeled

as adaptive mesh refinement (AMR) methods, and broadly are split into 2 primary types: cell-

based and patch-based. Cell-based AMR examines each computational element and determines

(through a variety of refinement criteria) whether or not the cell should be split into (usually 8 in 3

dimensions) higher resolution cells. Patch-based AMR instead selects a rectangular prism of cells,

some number of which satisfy the refinement criteria, and create a new grid at twice the resolution

that covers that region. There are benefits to both methods; Patch-based AMR is well suited to

applying hydrodynamic solvers that were designed for rectangular grids in the first place, whereas
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cell-based AMR can be more flexible and carries a more consistent memory footprint, allowing for

efficient load-balancing mechanisms for parallel processing.

The method aside, the primary benefit to an AMR method is that it allows one to define the

resolution of the simulation in a fairly arbitrary method. In order to follow the gravitational collapse

of an object, for example, one can choose to refined based on baryonic/non-baryonic density. If

instead one is simulating the evolution of an instability interface, refinement can be based on the

first or second derivatives of any of the fluid quantities. In Chapter 5, we show how refining on

magnetic field strength can also be very useful. This is a strong advantage over SPH codes that

are only capable of “refining” on density, which can lead to difficulties in capturing instabilities or

thermal properties in under-dense regions[228].

2.4 Enzo: A Community Code for Astrophysics

All simulations discussed in this dissertation were run using the Enzo cosmology code [33,

34, 163, 167]. While a full description can be found in the cited papers, we will review the key

aspects that are of importance to this work. Additionally, there is a highly anticipated method

paper describing the capabilities of Enzo, hopefully to be published in 2013 (Bryan, O’Shea, et. al.

in prep).

Enzo solves the comoving equations of gravity and Eulerian magnetohydrodynamics on top

of a block-structured (patch-based) adaptive mesh refinement [AMR; 17] method. Enzo utilizes an

array of hydrodynamic (HD) and magnetohydrodynamic (MHD) solvers. The most often-used HD

solver is the piecewise parabolic method [PPM; 49] with cosmological modifications by Bryan et al.

[35]. The second is the method from the ZEUS magnetohydrodynamics code [223, 224]. Enzo is

now capable of including the effects of magnetohydrodynamics, as described in Collins et al. [50].

The solver is spatially second order, while the PPM solver [49] commonly used in Enzo is spatially

3rd order.

The AMR algorithm within Enzo partitions the simulation volume into 3D rectangular solid

grids. The refinement criteria is quite flexible, and new methods can be implemented with relative
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Figure 2.1 An example of using a gas density refinement criteria. Shown in the top panel is a slice
through the galaxy cluster simulation at z = 0.5 presented in Chapter 6. The bottom shows the
AMR level. In both cases the grid outlines are shown in black. Length units are comoving Mpc/h.
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ease. For the bulk of this dissertation, I will primarily refine based on dark matter and baryonic

density. However, in some test problems as well as in more recent work, I have begun to refine based

on the second derivative of various fields, as outlined in Löhner et al. [143]. In structure formation

the dynamic range is quite immense, and due to computational limitations Enzo implements a

maximum refinement level, lmax.

Enzo is also adaptive in time, advancing each level of grids by the maximum timestep allowed

by a combination of limiters such as the Courant-Friedrichs-Lewy condition,

∆t ≤ CCFL
∆x

cs + |~v|
, (2.13)

where cs is the sound speed, ~v is the velocity, and CCFL is the Courant number that is specific to

each hydrodynamic method (0.8 for PPM). This is done until the grids are advanced to the same

time as their parent grid. This requires the careful book-keeping of hydrodynamical fluxes to be

exchanged between child, parent, siblings, and all other jumps in levels across a spatial boundary.

Enzo utilizes the Message Passing Interface (MPI) for parallelization. We use this to program

a Single Program Multiple Data (SPMD) pipeline, decomposing the full simulation volume into

relatively equal portions and executing the same code on each processor. Each processor updates its

portion of the simulation, exchanging information with neighboring regions as necessary. Enzo has

been used on some of the nation’s largest supercomputing centers, utilizing up to ∼ 10, 000 cores

when running with AMR and up to ∼ 100, 000 cores for fixed-resolution simulations that are more

scalable than their AMR counterparts. This parallelism is being augmented by a shared-memory

parallelism, discusses more in the next section.

Enzo is open-source and released under the BSD licence. It is openly-developed using the Mer-

curial distributed version control system, with current development occurring through Bitbucket1

. Contributions are welcomed and encouraged, and are curated through a system of code review

and answer testing.

1 http://bitbucket.org/enzo/
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2.4.1 Enhancements to Enzo

I have made several enhancements to Enzo during the course of this dissertation, both in

terms of physical models as well as performance. First of all, as described in the following chapter,

I added the ability to locate and characterize hydrodynamic shocks by their Mach number.

The next two developments are related to the code performance and scalability. First, prior

to this work, it was difficult to obtain a quick status of how well the code is performing at either

a particular AMR level or by physical solver routine. Motivated by this, I led the development

of a timing framework that was designed to provide a lightweight registering system that tracked

many of the commonly used methods in Enzo. For example, we automatically track the time spent

on each level of the simulation, as well as the time spent in the hydrodynamic solver, gravity

solver, AMR hierarchy rebuild, and data output. However, since Enzo is such a flexible frame-

work with many methods implemented we also made it simple to add custom times by simply

calling TIMER START(‘‘Your Routine Name’’) and TIMER END(‘‘Your Routine Name’’) at the

beginning and end of the routine. These timers are automatically registered in a C++ Standard

Template Library “map” container2 . These timers are created and managed individually on each

processor in an asynchronous fashion.

At each complete update of the simulation (or less often if specified), each timer is then

communicated to the root processor where it calculates the mean, standard deviation, minimum,

and maximum for each of the timers across all processors. For level timers, there are also attributes

such as the number of cell updates, the current number of grids, and the average cells/s/MPI

process. This information is then output to a “performance.out” logfile. This provides a simplified

interface to the user that can be used to diagnose performance issues as well as estimate a given

problem type’s scalability. In addition to the logfile, we have developed a plotting interface for

quickly producing figures that process the data from the logfile. An example logfile is copied below:

# This file contains timing information

# For instructions on how to decipher this information,

2 http://www.cplusplus.com/reference/map/map/
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# see [enzo base directory]/src/performance_tools/README.

# Times are collected across MPI processes and presented as:

# Level_N/Total, mean time, std_dev time, min time, max time, cell updates, grids, cell updates/processor/sec

# Routine, mean time, std_dev time, min time, max time

# Starting performance log. MPI processes: 64

Cycle_Number 1

ComputePotentialFieldLevelZero 2.239623e-01 9.822534e-02 2.101960e-01 1.003597e+00

Group_WriteAllData 2.231031e+00 6.441905e-04 2.229430e+00 2.232325e+00

Level_0 1.383130e+00 3.873529e-01 1.039812e+00 1.840182e+00 2.097152e+06 64 2.369119e+04

Level_1 6.662001e-01 3.620463e-01 4.037309e-02 9.334538e-01 3.329280e+05 32 7.808465e+03

Level_2 9.788156e-01 2.241700e-02 9.142530e-01 1.002886e+00 1.080000e+06 93 1.724022e+04

Level_3 2.879420e+00 7.087654e-02 2.683918e+00 2.950934e+00 4.505600e+06 151 2.444937e+04

RebuildHierarchy 1.517866e+00 4.560974e-05 1.517668e+00 1.517965e+00

SetBoundaryConditions 2.522391e+00 5.951711e-01 1.473226e+00 3.918054e+00

SolveCRs 1.504842e+00 2.463377e-01 1.046746e+00 1.984637e+00

SolveForPotential 4.534562e-01 6.475919e-02 3.941810e-01 5.721302e-01

SolveHydroEquations 1.458573e+00 2.636861e-01 9.762454e-01 1.971736e+00

Total 7.750820e+00 4.456098e-05 7.750759e+00 7.751011e+00 8.015680e+06 340 1.615893e+04

By examining such data one can see that the simulation is spending the majority of the time on

Level 3, and that the 3 most time-consuming functions are the hydrodynamics, cosmic rays, and

setting “SetBoundaryConditions”, which also includes the multi-grid gravity solver.

Because of what is referred to as the “multi-core revolution,”3 the natural increase in compu-

tational power due to increased clock frequency on a given CPU has been stifled. Instead, industry

has shifted to placing more cores on a single chip, increasing the parallelism but at a cost of flat-

tening clock frequency. In order to take advantage of these new processors, I have collaborated

with Dr. John Wise (Georgia Tech) to implement a hybrid parallelism within Enzo. This takes the

existing Message Passing Interface (MPI) approach and combines it with an Open Multi-Processing

(OpenMP) shared-memory implementation. This allows users to take advantage of increased core

counts in modern supercomputers, without introducing the overhead and load-balancing limita-

tions associated with each additional MPI process. This has allowed some of the later simulations

in this dissertation to run at a total application speedup of 2.5x when using 6 OpenMP threads

per MPI task (total of 3072 cores compared to 512). While ideally this speedup would be 6.0x,

communication and input/output overhead (which are not OpenMP parallelized) takes up a sub-

stantial amount of runtime. For the routines which are parallelized with OpenMP we see nearly

ideal speedup. For example, the time spent inside the hydrodynamic solver is 38 seconds vs the

3 http://www.scidacreview.org/0904/html/multicore.html
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original 284 seconds, a speedup of 7.5x. This super-linear speedup is likely due to the decreased

number of MPI tasks per node as well as better memory access. Further improvement is almost

certainly possible, as this was the first attempt at optimization.

2.5 yt: Data Analysis & Visualization

For all of the work in this dissertation after Chapter 3, I utilized the astrophysical visualization

and analysis toolkit, yt[229]. Simulations utilizing AMR have the exquisite benefit of providing

us a way to span many orders of magnitude in dynamic range. Until recently, however, it was

excruciatingly painful to analyze such simulations. Creating simple analysis tasks such as slicing or

projecting required fairly intimate knowledge of the AMR hierarchy structure. In addition, most

of these tools were written in C++ to handle the complex masking and construction of the AMR

hierarchy, requiring new analysis tools to be compiled, run, tested, re-compiled, and so-on.

This motivated Matthew Turk during his PhD to lay the groundwork for yt, a python-based

analysis tool that has eventually grown into an exciting community and need-driven project. The

driving philosophy behind yt is to provide simple and fast access to your simulation data without

having to worry about all the book-keeping of complex data structures. For AMR datasets, only the

highest resolution data for that region of space is returned, thereby simplifying analysis pipelines.

For example, to access a sphere of data and calculate its mass-weighted average temperature, the

entire pipeline looks like:

from yt.mods import *

dataset = load(’path_to_dataset’)

value, center_position = dataset.h.find_max(’Density’)

sphere = dataset.h.sphere(center_position, (1.0,’mpc’))

avg_temp = sphere.quantities[’WeightedAverageQuantity’](’Temperature’,’CellMass’)

In this dissertation, I use yt for 2D slices and projections, volume rendering, radial profiles,

1D and 2D probability distribution functions, as well as to define and create derived fields such as
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emissivities and energy flux.

During this dissertation I developed a number of new features for yt, but my primary con-

tribution has been the development of a parallel AMR volume decomposition framework within

yt for volume rendering. Volume rendering is the process of displaying volumetric quantities using

a transfer function that relates properties of the volume such as density or temperature to lumi-

nance that is then cast from the volume to an image plane used to represent the viewer. This

process can be quite expensive, as it requires ray-tracing through a volume, solving a form of the

radiative transfer equation for both optically thin and optically thick environments depending on

how transparent the transfer function is. As such, it is desirable to have a parallel-capable volume

renderer that can handle the domain decomposition of arbitrarily large datasets.

Figure 2.2 Left: Image-plane decomposition of a volume rendering. Right: Volume decomposition
of a volume rendering. Each color represents a region that is “owned” by a different processor. If the
viewing angle is changed, the data that each processor is responsible changes for the image-plane
decomposition, while it stays constant for the volume decomposition.

This motivated the original implementation of a parallel volume renderer that handled domain

decomposition by first splitting the image plane into Nproc equally sized sub-images, and decom-

posing the 3D data into inclined rectangular prisms that extend from the image plane through the

dataset. See Figure 2.2 for an illustration. This method has the advantage that for very large
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images, the image plane can be partitioned into smaller images, reducing the memory footprint of

the image itself. However, it also has several disadvantages. First, there may be data input/output

overlap due to multiple processors needing access to the same blocks of data due the way an image

plane overlaps with the data. Second, if the viewpoint changes, the data has to be re-loaded (as-

suming the dataset doesn’t fit completely in memory for each processor) from the disk, resulting in

a large overhead. Third, for highly clustered AMR simulations, the load balancing between image

planes may be very poor, especially for deeply nested simulations.

These disadvantages led to the need for a volume-based decomposition of the volume ren-

dering, as depicted in the right panel of Figure 2.2. For these reasons, we implemented a new

domain-decomposition method that utilizes a kD-Tree data structure, originally suggested for AMR

volume rendering by Kreylos et al. [133]. A kD-Tree is a binary, self balancing tree that is used to

partition a k dimensional space. Each leaf in the tree represents a point in the k dimensional space.

The non-leaf nodes can be thought of as hyperplanes that divide the space into two halves; the left

children of the node are the points on the left side of the hyperplane and vice-versa for the right

child. To build a kD Tree the algorithm finds the best dimension to split the space in, and then

the algorithm splits it so that an equal number of points end up on both sides of the hyperplane.

After that, the algorithm recurses on each side of the hyperplane treating it as its own space. This

continues until the algorithm reaches a point where there is only one point in the space, in which

case it returns a leaf node associated with that point. The motivation behind using a kD-Tree

structure is that for a given orientation of an image plane, a volume can be uniquely traversed

through a straightforward comparison between the viewing location and each splitting hyperplane

position, yielding either a back-to-front or front-to-back traversal.

However, since we don’t necessarily want to decompose our simulation data down to the

point/cell level, we modified the traditional kD-Tree structure to handle the partitioning of regions

that also may have overlapping, higher-resolution regions due to the AMR nature. We also want

to implement this in a way such that not only is the volume decomposed, but the kD-Tree itself is

decomposed and allows for the parallel, independent construction of the tree. In yt, this is currently
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referred to as the AMRKDTree, so we will use that term to describe our implementation. The

first iteration of the AMRKDTree was written and implemented for my High Performance Scientific

Computing (CSCI5576) class project with Wil St. Charles, and existed in the yt codebase for

several years. Recently I was motivated to re-write the AMRKDTree in order to allow for more

flexible data inputs. I will therefore only describe the current implementation. There are three

main parts of the AMRKDTree framework: construction, traversal, and compositing.

Figure 2.3 Left: The original AMR structure of a small cosmology simulation, where the colors
correspond to the average grid level along the line of sight and the black lines outline the grids.
Right: The AMRKDTree constructed from the same dataset.

The construction phase of the AMRKDTree is the most complex phase. In principle, the input

to the construction is a set of AMR grids that are described by its dimensionality (number of cells

in a given direction), and left and right edges in space that define the rectangular prism. The

output is the AMRKDTree that begins with the head node of the tree, and is then defined by a series

of splitting nodes with left and right child nodes, each of which are either a leaf node or additional

splitting node. To explain the parallel construction, assume that each processor has rank myrank

and that there are a total of nprocs processors. We start be defining a node id that begins with 1

for the head node, and uses the following for calculating child/parent id’s:
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def lchild_id(node_id): return (node_id<<1)

def rchild_id(node_id): return (node_id<<1) + 1

def parent_id(node_id): return (node_id-1) >> 1

We then only build the tree necessary for each processor by building up to an id of nprocs on all

processors, and then only build the subtree that begins with the id of myrank on each separate

processor. This also defines the domain decomposition to be that of a breadth-first decomposition

rather than depth-first, but this has several advantages discussed below. By recursively adding

grids AMR level-by-level, we build up the full tree. This tree does not have to be volume-filling, in

that disconnected sets of grids can just as easily be added as full hierarchies. A simplified example

is also shown in Figure 2.4, whereas how it is applied to a small simulation is visualized in Figure

2.5.

Figure 2.4 A simplified AMRKDTree structure with nodes labeled by their id. On the left is the full
tree, and the 4 trees on the right depict how they are stored in each of the 4 processors.

During the traversal phase, called by the volume rendering functions in yt, the AMRKDTree is

traversed from either back-to-front or front-to-back. It then yields a brick of data to the volume

renderer to be processed by the ray-caster. This adds luminance to the r,g,b,a channels of the

image. This phase is fairly straightforward, and each processor traverses its own piece of the full

AMRKDTree. One of the key features of the AMRKDTree traversal is that once built, each processor

owns the same portion of the dataset regardless of viewing angle. Therefore once the first snapshot



47

Figure 2.5 The AMRKDTree parallel decomposition structure depicted by having each processor
represented by a different color. Underlying simulation is a small AMR cosmology simulation.
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is taken, rotating and zooming is significantly faster and can result in a large performance boost

over reading in the data each time. All that changes is the final composition of the image, described

next.

The final phase is that of compositing. Unlike the image plane decomposition technique,

the combination of each processor’s image into the final image takes more care. In the default

configuration, each processor has the entire image plane, but it needs to be composited along

the line of sight in the same order as it would be done in serial. Therefore, we traverse the

AMRKDTree once more during the compositing phase. At each node, we send the right child’s image

to the left child, and composite it from either back to front or front-to-back. This results in a

butterfly-like image reduction, though due to the arbitrary number of processors the reduction can

take on a slightly asymmetric behavior.

The result of this framework is the capability to render some of the largest AMR datasets

available using the same processors that were used to run the simulation. We show two examples.

The first example is a 36003 unigrid simulation of galaxy formation, where each field takes nearly

350GB of memory. We choose an image size of 40962 to highlight our capability of not only handling

large data, but also in creating high resolution images. The snapshot shown in Figure 2.6 is of the

simulation at z = 7.5, and by choosing the temperature range to go from 1− 3× 104K, we are able

to see how bubbles of ionized gas form around galaxies that are “turning on” for the first times in

cosmic history. This type of visualization at high resolution is a unique tool for scientists that need

to explore their data in order to truly understand it. When running on 64-128 cores, each frame of

the renders take 5-15 seconds once the data has been loaded into memory for the first snapshot.

Figure 2.7 shows one of my own simulations run on the Janus Supercomputer at the University

of Colorado, Boulder, while testing the performance of the hybrid MPI+OpenMP parallelism. This

simulation uses aggressive refinement criteria to refine a massive galaxy cluster all the way out from

the core to the near its accretion shock at high uniform resolution. While normally simulations of

galaxy clusters have a relatively small number of cells at the highest level of refinement, here our

simulation had nearly 109 cells at 30kpc resolution. This poses many problems for conventional
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volume rendering techniques that must uniformly sample a dataset at some specified frequency. Our

ability to partition the AMR hierarchy and integrate along the highest resolution elements allows

us to visualize the gas temperature in exquisite detail. Future improvements to this capability are

possible through optimization of the AMRKDTree construction and load balancing.
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Figure 2.6 Volume rendering of temperature of a radiation-hydrodynamics simulation of a
(56Mpc/h)3 comoving volume at z = 7.5. Simulation credit: Michael Norman, Robert Hark-
ness, Daniel Reynolds. Visualization credit: Samuel Skillman. Shown is gas temperature, chosen
to highlight re-ionization bubbles during galaxy formation. Blue is 104K and red is 3× 104K. The
top-right and bottom panels show zoom-in’s of the original 40962 pixels full rendering image.
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Figure 2.7 Volume rendering of Temperature around a massive galaxy cluster, with a 30 Mpc/h
field of view. This simulation has nearly a billion cells on the highest level of refinement. Green
highlights gas at 107K, and red shows the inner core of the cluster at 108K.



Chapter 3

Cosmological Shocks

As published in S. W. Skillman, B. W. OShea, E. J. Hallman, J. O. Burns, and M. L. Norman.

Cosmological Shocks in Adaptive Mesh Refinement Simulations and the Acceleration of Cosmic

Rays. ApJ, 689:1063-1077, December 2008. doi: 10.1086/592496. Reproduced by permission of

the AAS. [212]

3.1 Introduction

What determines the thermal history of galaxy clusters? On large scales, it is governed by

the in-fall of material onto dark matter halos and the conversion of gravitational potential en-

ergy into thermal energy. This process occurs through the heating of the gas via strong accretion

shocks surrounding galaxy clusters and filaments [204, 158, 179, 174]. Once inside collapsed struc-

tures, complex flows associated with the merging of subhalos continue to create moderate-strength

shocks that allow the halos to virialize. Because of this, shocks encode information about structure

formation and its thermal effects on the gas.

Cosmological shocks affect three important realms of structure formation and leave feedback

on the surrounding medium. First, shocks thermalize the incoming gas, providing much of the

pressure support in baryons. This process is the basis upon which clusters are able to virialize.

Additionally, the thermalization of gas at the standing accretion shocks surrounding large-scale

filaments produces the warm-hot intercluster medium (WHIM) at temperatures of 105K − 107K

[53, 45]. The history of the mass flux through these shocks describes the evolution of gas in the
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WHIM phase [181].

Second, the strength of the outer accretion shocks onto halos, characterized by the Mach

number, is dependent upon the mass of the gravitating object. This is because the higher mass

generates larger acceleration and velocity in the diffuse gas while the sound speed of the upstream

gas is uniform for previously unshocked gas, corresponding to a temperature of ≈ 104K. This

temperature floor is created by the reionization from stars. Thus, the Mach number of accretion

shocks can be used as an independent measure of cluster mass. This could conceivably be a

powerful new tool for cluster mass estimation if we are able to observe the accretion shock with

radio observations [e.g. 90].

Finally, because these shocks are collisionless features whose interactions in the hot plasma

are mediated by electromagnetic fields, it is possible for a portion of the thermal distribution of

particles to be accelerated and transformed into non-thermal populations of cosmic rays (CRs)

through the process of diffusive shock acceleration [DSA; e.g. 62, 22]. This process results in a

fraction of the kinetic energy of shocking gas being converted into both thermal and non-thermal

components [152, 155, 124, 120, 121]. The cosmic ray electron populations are likely sources of

radio halos and radio relics in galaxy clusters [128, 91, 157, 181], while the cosmic ray protons

may be sources of γ-ray emission through their interactions with gas protons [153, 154]. If a

significant portion of the gas pressure resides in cosmic rays, then it will likely affect gas mass

fraction estimates as well as the assumption of hydrostatic equilibrium. Because of the importance

of these mass estimates in measuring dark energy, we must include the underlying physics in order

to perform precision cosmology [8].

To date, studies of cosmological shocks have included observational, theoretical, and numeri-

cal techniques. Observationally, the majority of the work surrounding cosmic shocks are related to

radio relics, of which only a few have been studied in depth [e.g. 198, 47, 166]. Using the spectral

index of the non-thermal particle distribution, we can infer a Mach number if the acceleration is

due to first order Fermi acceleration [90]. Additionally, GLAST will begin observing γ-rays and

will likely see signatures from galaxy clusters due to hadronic cosmic ray interactions with pions
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[178].

On the theoretical side, the majority of analyses are based upon manipulating the Press-

Schechter formalism [184, 208] to deduce first the mass function of accreting objects and then their

interactions with infalling material. Pavlidou and Fields [174] extended these analyses to calculate

the energy and mass flux through accretion shocks. Furthermore, several analytical attempts have

been made to describe merger shocks, including those by Fujita and Sarazin [84] and Gabici and

Blasi [87, 86]. However, it is quite difficult to account for the complex morphologies that arise

during structure formation using purely analytical frameworks. For this reason, multiple numerical

techniques have been developed using hydrodynamical simulations.

There have been numerical studies of shocks using both Eulerian “single-grid” codes [e.g.

156, 204, 121] as well as smoothed particle hydrodynamics (SPH) codes [179, 180, 181, 178]. There

are advantages and disadvantages of both methods. In previous work using grid-based codes, shocks

were analyzed during post-processing by examining temperature jumps for a given point in time

[204]. However, it was impossible to cover the spatial dynamic range needed to describe both

the complex flow within halos and their coupling to large scale structures because of the use of a

uniform grid. Therefore, even the largest simulations, with 10243 cells in a 100h−1Mpc volume,

has a comoving spatial resolution of only 97.7h−1kpc [204]. There have been recent attempts at

prescribing hybrid models to study turbulent generation, but full resolution convergence of the

results have still not yet been achieved [205]. The advantage of a grid code is its superb shock-

capturing algorithms that do not rely on the use of artificial viscosity when using higher-order

methods [168].

In contrast, SPH codes are implicitly adaptive in space due to the Lagrangian nature of the

method, e.g. high density regions are resolved by a larger number of particles than low-density

regions. This approach conserves hydrodynamic quantities exactly when they are advected with

the flow. However, because the properties of the gas are determined by a weighted average over

neighboring particles, formally discontinuous shocks are spread over a length determined by the

smoothing length. Additionally, SPH relies on artificial viscosity to dissipate flows and produce
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the correct amount of entropy. Because of these restrictions, Pfrommer et al. [179] developed a

method that is able to identify shocks by examining the time-evolution of the entropy of individual

SPH particles. Comparing the instantaneous entropy injection rate to the characteristic time it

takes a particle to cross the broadened shock surface, they are able to identify and calculate the

instantaneous Mach number of shocks while remembering the pre-shock conditions. Therefore,

the analysis can be performed on-the-fly and shock quantities were traced along with the usual

hydrodynamic properties. These calculations use calibrations against “shock tube” simulations to

derive the correct relationship between entropy injection rate and Mach number, which may vary

with respect to different artificial viscosity implementations.

To address all of the problems listed above, we have developed a novel numerical algorithm

capable of detecting and identifying shocks in the 3-D adaptive mesh refinement (AMR) grid-

based code, Enzo. The use of AMR allows us to analyze unprecedented dynamic ranges with an

advanced hydrodynamic code that is able to capture shocks exceedingly well. In this work we

explore simulations with dynamic range of up to 216 = 65, 536, but we are not limited from going

further in future work. Because of the complexity of the structure of AMR simulations, it was

necessary to develop several new numerical algorithms to identify the shocks. This shock-finding

analysis algorithm will be presented and compared to previous methods [e.g. 204, 179]. In order to

validate and quantify the robustness of our method, we carry out a resolution study that includes

both mass and spatial resolutions that vary by factors of 16 and 64, respectively.

We also propose a new method of characterizing shocks by their pre-shock overdensity and

temperature. This then allows analysis that goes beyond the traditional internal vs. external (of

filaments/clusters) shocks classification suggested by Ryu et al. [204]. By refining the temperature

and density ranges examined, we are able to identify shocks that reside in voids, filaments, and

halos. Additionally, by using temperature cuts, we can identify the population of gas that is being

shocked into the warm-hot intercluster medium (WHIM).

After calculating the shock structure in a given simulation, we are able to compute the amount

of shock kinetic energy that is transferred to high-energy cosmic ray protons through diffusive shock
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acceleration. While the surface area of the large scale structure shocks are dominated by low pre-

shock temperature and density, the bulk of the cosmic ray energy generation occurs in the centers

of collapsed structures. Since stronger shocks will produce harder spectra [22], we expect that the

strong accretion shocks could be the source of high energy cosmic rays.

In Section 3.2 we describe the numerical methods used for both the cosmological simulations

as well as the analysis of the shock-finding process. In Section 3.3, we compare our algorithm to

that of Ryu et al. [204] and test it using 3-D “shock tube” tests. Section 3.4 contains the main

results of analyzing a large, (512 Mpc/h)3, cosmological simulation with a peak spatial resolution of

7.8 kpc/h. Section 3.5 describes the effects of spatial and mass resolution on the shock populations

and cosmic ray acceleration. In Section 3.6, we discuss the limitations of our analysis, and in

Section 3.7 we summarize our findings and discuss potential future directions.

3.2 Methodology

3.2.1 The Enzo Code

All simulations were run using the Enzo cosmology code [33, 34, 163, 167]. While a full

description can be found in the cited papers, we will review the key aspects that are of importance

to this work.

Enzo is a block-structured adaptive mesh refinement [AMR; 17] code that couples an Eulerian

hydrodynamics method that follows the gas dynamics with an N-Body particle mesh (PM) solver

[65, 107] to follow the dark matter component. Enzo implements two hydrodynamic solvers. The

first is a piecewise parabolic method [PPM; 49] with cosmological modifications by Bryan et al.

[35]. The second is the method from the ZEUS magnetohydrodynamics code [223, 224]. In this

work we restrict ourselves to the PPM method because of its superior shock-capturing ability and

lack of artificial viscosity.

The AMR scheme within Enzo is handled by partitioning the simulation volume into 3D

rectangular solid grids. Each of these grids contain a number of grid cells that set the spatial
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scale on which the hydrodynamics is solved. If a region of cells within a grid is determined to

require higher resolution, as judged by a number of refinement criteria including gas/dark matter

overdensity, minimum resolution of the Jeans length, local gradients of density, pressure, or energy,

shocks, or cooling time, then a minimum enclosing volume around those cells is created at the

appropriate level of refinement. These newly created “child grids” can then themselves recursively

become “parent grids” to yet another more highly refined region. This recursive nature does

not set any restrictions to the number of grids or level of refinement. However, because structure

formation leads to an enormous dynamic range we are limited by available computational resources,

a maximum level of refinement lmax is instituted.

In addition to being adaptive in space, Enzo implements an adaptive time stepping algorithm.

All grids on a given level are given advanced simultaneously with a maximum timestep such that the

Courant condition is satisfied by all the cells on that level. This results in a hierarchy of timesteps:

a parent grid on level l is advanced ∆t(l), and then its subgrid(s) on level l+ 1 are advance by one

or more timesteps until they reach the same physical time as their parent grid. At this point, flux

information is exchanged from child to parent grid in order to provide a more accurate solution to

the hydrodynamics on the parent grid. This procedure is done recursively until all grids are at the

same physical time as the root grid, at which point the process is repeated until the stopping point

of the calculation is reached.

3.2.2 Shock-Finding Algorithm

The bulk of our analysis relies on accurately identifying and quantifying the strength of

shocks. After finding a shock, we would like to calculate its Mach number, which characterizes

the strength of the shock. There are several methods that can be used in order to calculate the

Mach number, including density, temperature, velocity, or entropy jumps across the shock. As

in Ryu et al. [204], we use the Rankine-Hugoniot temperature jump conditions to calculate the

Mach number. The temperature jump is preferable to density because it is more sensitive to Mach

number, whereas the density jump quickly asymptotes for strong shocks. The Mach number is
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solved for by

T2

T1
=

(5M2 − 1)(M2 + 3)

16M2
, (3.1)

where T2 and T1 are the post-shock (downstream) and pre-shock (upstream) temperatures, respec-

tively. M is the upstream Mach number.

A cell is determined to have a shock if it meets the following requirements:

∇ · ~v < 0 (3.2)

∇T · ∇S > 0 (3.3)

T2 > T1 (3.4)

ρ2 > ρ1, (3.5)

where ~v is the velocity field, T is the temperature, ρ is the density, and S = T/ργ−1 is the entropy.

In our analysis, as in Ryu et al. [204], we have set a minimum preshock temperature of T = 104K

since the low-density gas in our cosmological simulations is assumed to be ionized (a reasonable

assumption at z . 6). Therefore, any time the pre-shock temperature is lower than 104K, the Mach

number is calculated from the ratio of the post-shock temperature to 104K. This introduction

of a temperature floor prevents us from drastically overestimating the accretion shock strength

in adiabatic simulations. Future work will incorporate a self-consistent UV ionizing background

radiation.

Now the task is to identify all of the shocks and their corresponding Mach numbers. The

method that has been previously used in unigrid simulations [e.g. 204] is to loop through rows

of cells along each of the coordinate axes and identify 1-D shock structures in each direction.

Contiguous cells that meet the requirements above in Eqs. 2-5 are then combined into a single

shock structure with the cell of maximum convergence marked at the center. The pre- and post-

shock cells are identified as first cells outside of the shock structure. If a center is marked in more

than one direction, the maximum calculated Mach number of the three possible is taken to be the

true Mach number. Because of this, we would expect errors to arise when examining shocks whose



59

direction of motion is not oriented along a coordinate axis. To address this issue, we have designed

an algorithm that does not suffer from this limitation.

In our method, we first determine the direction of shock propagation from the local temper-

ature gradients, making the assumption that the shock-induced temperature gradient overwhelms

the background temperature gradient. We then search the cells along the temperature gradient for

the pre- and post-shock cells. If we find a neighboring cell to have a more convergent flow, that

cell is marked as the center and we move outwards from it. This guarantees that the analysis is

anchored to the center of the shock. Once the furthest pre- and post-shock cells are found, the

temperatures are taken and the Mach number is calculated from Equation 1. A two-dimensional

analog of this process is shown in Figure 3.1. Because our algorithm is not confined to operate

along coordinate axes, the calculated Mach numbers provide a more accurate description of the

underlying shock properties than the Ryu et al. [204] method.

Specifically, in situations where there are weak shocks or complex flow velocities, using the

coordinate-split approach may allow for an excess of shocks since the direction of the shockwave

is not taken into account. Our method picks a single direction that a shock could be propagating,

given a specific temperature gradient. Ryu et al. [204] claim that their shocks are spread out over 2-

3 cells, of which one is marked as the center. For the other 1-2 cells, the coordinate split approach

may mis-identify these other 1-2 cells as low Mach number shocks due to normal temperature

gradients. This would lead to an over-prediction of low Mach number shocks.

This process is further complicated by the use of adaptive mesh refinement (AMR), primarily

because neighboring cells are not necessarily at the same level of refinement. This occurs most often

at the site of accretion shocks onto halos and filaments where the density gradient, upon which the

refinement criteria are based, is largest. Therefore, knowledge of the grid hierarchy must be used.

We incorporate this into our algorithm and allow for a neighboring cell to be any cell at the same

or lower level of refinement. We do not allow the algorithm to search for neighbors at higher levels

(smaller grid cells) since one cell will have multiple neighbors. If this situation occurs, we use the

neighboring cell on the same level. Because of this requirement, we must perform our analysis on
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Figure 3.1 A 2-D cartoon of our shock analysis algorithm. The shock centers are shown as dark
blue cells, while the pre- and post-shock cells are outlined in thick black. The AMR resolution level
is seen by varying grid-cell sizes.
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the most highly refined grids first, and move to progressively coarser levels of resolution.

3.2.3 Cosmic Ray Acceleration Models

Following the method proposed in Ryu et al. [204], we now seek to determine the amount of

kinetic energy that is converted into heating of the gas and accelerating cosmic rays. We begin with

calculating the total kinetic energy flux through a shock surface. The kinetic energy flux associated

with a mass flux of ρ1Mcs is:

fKE =
1

2
ρ1 (Mcs)

3 , (3.6)

where ρ1 is the pre-shock density and cs is the sounds speed in the pre-shock gas. From this

total incoming kinetic energy flux, a fraction will be used in the thermalization of the gas and

the acceleration of cosmic rays. In keeping with [204], we will denote the amount of energy per

unit time used to heat the gas and accelerate cosmic rays as fTE and fCR, respectively. In the

case of a purely hydrodynamical shock without the inclusion of cosmic ray feedback, the fractional

thermalization δ0(M) can be determined by the Rankine-Hugoniot jump conditions,

δ0(M) =

[
eTE,2 − eTE,1

(
ρ2
ρ1

)γ]
v2

1
2ρ1v3

1

, (3.7)

where eTE,1 and eTE,2 are the thermal energy densities in the pre and post-shock regions, respec-

tively.

With the inclusion of cosmic rays, there is no simple analytical form for the fractional ther-

malization of the gas, which depends on magnetic field orientation, turbulence, and the pre-shock

cosmic ray population. Instead, we adopt the results of 1D diffusive shock acceleration (DSA)

simulations by Kang and Jones [121]. The time-asymptotic values of the fractional thermalization,

δ(M) = fTE/fKE , and fractional CR acceleration, η(M) = fCR/fKE , were found to be nearly

self-similar for the temperatures and shock velocities considered. These simulations also accounted

for whether or not the pre-shock medium had preexisting cosmic rays. With a preexisting cosmic

ray population, the fractional energy deposited into CRs increases dramatically at low Mach num-

bers because it is much easier to accelerate an existing power-law distribution of particles than a
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Figure 3.2 Fractional efficiency of gas thermalization and cosmic ray acceleration, from the models
by Kang and Jones [121]. δ0(M) is the gas thermalization fraction expected from the Rankine-
Hugoniot jump conditions. δ(M) and η(M) are the gas thermalization fraction and cosmic ray
acceleration fraction,respectively, from the non-linear calculations of Kang and Jones [121]. The
two panels show results assuming different compositions of the pre-shock plasma. Top: thermal gas
with no cosmic ray population. Bottom: thermal gas with a pre-exisiting cosmic ray population
having PCR/Pgas = 0.3, where PCR and Pg are the cosmic ray and total gas pressure, respectively.
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Table 3.1. Simulation Parameters

Name Lbox ∆xRG lmax Mdm ∆xmax Ωb Ωm σ8

ryu1024 100 97.7 0 5.877× 107 97.7 0.043 0.27 0.8
SF Light Cone 512 1 7 7.228× 1010 7.8 0.04 0.3 0.9

m1 l8 256 1 8 6.224× 1010 3.9 0.0441 0.268 0.9
m1 l6 256 1 6 6.224× 1010 15.6 0.0441 0.268 0.9
m1 l4 256 1 4 6.224× 1010 62.4 0.0441 0.268 0.9
m4 l8 256 500 8 7.781× 109 3.9 0.0441 0.268 0.9
m4 l6 256 500 6 7.781× 109 15.6 0.0441 0.268 0.9
m4 l4 256 500 4 7.781× 109 62.4 0.0441 0.268 0.9
m16 l8 256 250 8 9.726× 108 3.9 0.0441 0.268 0.9
m16 l6 256 250 6 9.726× 108 15.6 0.0441 0.268 0.9
m16 l4 256 250 4 9.726× 108 62.4 0.0441 0.268 0.9

Note. — Lbox is the simulation box size in comoving Mpc/h. ∆xRG is the effective
root grid resolution (the m4 and m16 series of calculations use one and two static nested
grids, respectively). lmax is the maximum level of AMR allowed in the simulation.
Mdm is the dark matter particle mass (in the static nested grids for the m4 and m16
series of runs) in M�/h. ∆xmax is the peak spatial resolution in comoving kpc/h. Ωb

and Ωm are the fractional densities of baryons and matter compared to the critical
density (ΩΛ ≡ 1 − Ωm in all simulations, so Ω0 = 1). σ8 is the power spectrum
normalization of the mass fluctuation in a comoving 8 Mpc sphere.
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thermal distribution of particles. Shown in Figure 3.2 are the results of the Kang & Jones DSA

simulations for a population with no preexisting cosmic rays and one in which CRs existed initially

with PCR/Pg ≈ 0.3, where PCR and Pg are the cosmic ray and total gas pressure, respectively.

The sum of δ(M), η(M), and the remaining fraction of kinetic energy in the gas is equal to one,

conserving energy.

We do not track the cosmic ray population in our simulations at present, and as a result we

are unable to constrain the amount of preexisting CRs in the pre-shock medium. Therefore, we

can think of our results from the two scenarios shown in Figure 3.2 as bracketing the likely range

of efficiencies. Additionally, these efficiency models are only valid for situations where the shock

normal is parallel to the magnetic field. Any deviation from these ideal conditions will likely reduce

the efficiency of cosmic ray acceleration [121], so one can view the results described later in this

paper as upper limits on cosmic ray injection efficiency.

3.2.4 Simulations

We constructed three distinct sets of cosmological simulations for this project. A summary of

some of the simulation parameters is given in Table 3.1. First, we have a simulation that was devised

as an analog of the unigrid numerical simulation by Ryu et al. (2003). For this simulation, we used

identical cosmological parameters to Ryu et al. [204] in order to provide a reference simulation to

compare our new shock-finding method with previous work. The cosmological parameters for this

simulation, ryu1024, are: ΩBM = 0.043, ΩDM = 0.227, ΩΛ = 0.73, h = H0/(100 km s−1Mpc−1) =

0.7, and σ8 = 0.8, which are broadly consistent with WMAP Year 5 results [130]. The comoving

size of the simulation volume is (100 Mpc/h)3 and is discretized into 10243 cells, giving a comoving

spatial resolution of 97.7kpc/h. It also employs 5123 dark matter particles with a 10243 grid. In

order to reproduce the Ryu et al. results as closely possible, we did not use AMR techniques. The

simulation was initialized with an Eisenstein & Hu (1999) power spectrum with a spectral index of

n = 1.0 at z=99 and the simulation states were output in 20 times between z = 10 and z = 0. The

analysis of this simulation is described in Section 3.2.
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Our main results in this work focus on the analysis of a (512 Mpc/h)3 volume that utilizes a

5123 root grid and up to 7 levels of AMR. It is referred to as the “Santa Fe Light Cone,” and has

been previously described by Hallman et al. [104]. This simulation has a peak spatial resolution

of 7.8kpc/h and a dynamic range of 65, 536. The cosmological parameters used were: ΩM = 0.3,

ΩBM = 0.04, ΩCDM = 0.26 , ΩΛ = 0.7, h = H0/(100 km s−1Mpc−1) = 0.7, and σ8 = 0.9, and

employs a Eisenstein & Hu (1999) power spectrum with a spectral index n = 1.0. Cells are refined

whenever the baryon or dark matter density increased by a factor of 8 beyond the previous level.

Because the simulation then refines by a factor of 8 in volume, the average mass per grid cell stays

roughly constant. The simulation was initialized at z = 99 and was run to z = 0. The analysis of

this simulation is described in Section 4.

In order to study the effects of spatial and dark matter mass resolution, we have performed

a suite of simulations that vary these factors, and illustrate their results in Section 5. These sim-

ulations are known as “nested grid” simulations. An initial cosmological simulation is run at low

resolution. The most massive halo at z = 0 is found and the simulation is re-centered at the

final location. The simulation is then re-run, while only adaptively refining a region that bounds

all dark matter particles that eventually are inside the most massive halo. Therefore, the focus

of the simulation is only on the inner portion of the initial volume. With this capability, we are

able to modify the root grid and peak spatial resolution for this subvolume and study their di-

rect effects on the evolution of a single cluster. In our simulations, we initialize a (256 Mpc/h)3

volume with 2563 root grid cells. From that, we only adaptively refine in a (32 Mpc/h)3 subvol-

ume. Within the subvolume, we add up to two static nested grids, with more highly refined dark

matter particles and gas cells. A list of all simulation parameters used is given in Table 3.1. The

cosmological parameters used are: ΩM = 0.268, ΩBM = 0.0441, ΩCDM = 0.2239 , ΩΛ = 0.732,

h = H0/(100 km s−1Mpc−1) = 0.704, and σ8 = 0.9. These parameters are the WMAP year 3

parameters [217] but with a somewhat higher σ8.
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3.3 Validation of Shock-Finding Method

3.3.1 Shock Tube Test

In order to verify that our shock-finding algorithm is accurate, we have performed a suite of

3-D AMR shock tube tests. In these tests we have varied the Mach number as well as orientation

with respect to the coordinate axis. The setup of this test problem is described in Mihalas and

Weibel Mihalas [151]. It consists of a stationary, uniform pre-shock medium. The shock is then

introduced via boundary conditions that match the Rankine-Hugoniot Jump conditions for a given

Mach number. The volume is then allowed to adaptively refine up to 2 levels, using shocks as a

criteria for refinement. We have chosen to adaptively refine based on shock locations (i.e. strong

pressure jumps) instead of density because this should introduce a complicated AMR topology in

order to test the robustness of our algorithm. This forces us to traverse different levels of refinement

for pre- and post-shock quantities.

In order to change the direction of shock propagation, we change the time at which a given

boundary cell changes from uniform to “shocked.” Using this procedure, we vary the shock prop-

agation vector over both θ and φ, which are angles off of the x-z and x-y planes, respectively.

In addition to the three on-axis scenarios, we vary θ and φ over all permutations of the angles

0, π/8, π/6, and π/4. For each shock propagation direction, we then vary the input Mach number

over M =2, 5, 30, and 100.

The general result from this study is that our shock-finding algorithm is very accurate. As

shown in Figure 3.3, if we make a histogram of the ratio of calculated Mach number to expected

Mach number, and normalize it so that the area under the curve is equal to 1, the result is both

accurate and precise. In Figure 3.3, we created the histogram by summing over all orientations

of the shock of a given Mach number. As one can see, the peak is centered around 1.0, with an

average sample standard deviation of less than 0.06. We have examined the average Mach number

and standard deviation as a function of angle and have found no discernible trend or bias.

Additionally, due to the manner in which we set up the propagating shock, small inhomo-
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geneities arise that are likely the cause of much of the calculated scatter. This is because we

introduce the shock from the boundary conditions which do not explicitly keep the leading edge of

the shock as a perfect discontinuity. Therefore the accuracy of our shock finding algorithm is likely

better than that shown in Figure 3.3.

3.3.2 Comparison to Ryu et al. [204]

In order to test our analysis against previous work done by Ryu et al. [204], we generated a

10243 fixed grid simulation with identical cosmological parameters and spatial resolution as their

most highly-resolved calculation. This simulation is described in detail in Section 2.4. We expect

to see a difference in results from the shock-finding method and from underlying differences in the

hydrodynamical solvers. Enzo uses the Piecewise Parabolic Method, which captures shocks across

a single zone, whereas Ryu et al. [204] use the total variation diminishing (TVD) method, which

spreads shocks over approximately two cells.

In order to study the differences between our shock-finding methods and those of Ryu et al.

[204], we mimic the top half of Figure 5 from Ryu et al. [204] in our Figure 3.4. However, in addition

to using our new shock-finding algorithm that searches along temperature gradients, we include a

coordinate-split analysis that is similar to that of Ryu et al. [204]. As we claimed in Section 2.2,

using a coordinate-split approach overpredicts the number of low Mach number and internal shocks.

For external, low Mach number shocks, the difference is roughly a factor of 3, which agrees with

our hypothesis that the coordinate-split approach identifies cells that are associated with a strong

shock to the center of a weak shock. The difference in the internal shocks spans all Mach numbers

because the flow to be very complex, making it easy to mistake a normal temperature gradient

with that of a shock. We have also studied the integrated kinetic flux through shock surfaces and

find it to be in general agreement with Ryu et al. [204]. We will study this in more detail in the

future when we include this analysis “on-the-fly.”

While the shock surface area distributions are good indicators of qualitative differences, we

now quantify these results. This is done by recreating Table 1 from [204] in our Table 3.2. For this
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Figure 3.3 Distributions of the ratio of calculated Mach number to expected mach number from
off-axis 3D AMR shock tube test problems. Shock surface area, S, distributions were averaged over
all orientations for the each individual Mach number, and normalized so that the area under the
curve is 1. Varying lines correspond to Mach numbers of 2 (dash-dotted), 5 (dashed), 30 (dotted),
and 100 (solid). Sample standard deviations from 1.0 are all less than 0.06
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Figure 3.4 Differential shock surface area normalized by the comoving volume of the simulation for
external (left) and internal (right) shocks for z = 0 in the ryu1024 simulation. The two methods of
shock finding, coordinate split (dotted line) and coordinate unsplit (solid line), are shown. At low
Mach numbers for external shocks and for all internal shocks we see a significant overprediction in
the number of shocks when using the coordinate split method described in Ryu et al. [204]
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portion of the analysis, we mimic the Mach number floor requirement that M > 1.5, which was

used to reduce the effects of complex flow in the Ryu et al. [204] analysis. First, it is instructive

to give a physical motivation for these parameters. The quantity 1/S can be thought of as a mean

separation of shocks because it is the simulation volume divided by the total shock surface area.

This gives it units of comoving Mpc. The ratio of external and internal shocks gives the reader an

intuition as to where the majority of the shocks are occuring. Note that as the redshift decreases,

the relative amount of internal shocks increases, indicative of the increase in shocks within halos

and the measured amount of matter in large halos. The average quantities are surface area weighted

means of the quantity in question. A subscript of ext or int denotes that only external or internal

shocks were used, respectively. External shocks are those with pre-shock temperatures less than

104 K while internal shocks are those with pre-shock temperature greater than 104 K.

In comparing our Table 3.2 to Table 1 in Ryu et al. (2003), we find that we predict a higher

average Mach number and higher mean comoving distances between shocks for both internal and

external shocks. The ratio between our average external Mach number and that found in Ryu

et al. ranges between 1.54 and 1.6, while that of the internal Mach number (disregarding z = 2.0)

ranges between 1.3 and 1.5. We have disregarded z = 2.0 because there is a large amount of

merging between z = 2.0 and 1.75, significantly raising the internal temperature of many of the

large clusters, increasing the sound speed and decreasing the Mach number. Therefore, we believe

that our particular realization of this volume had later mergers than that of Ryu et al. [204].

The differences in the average Mach numbers as well as the increase in mean comoving

distance between shocks is almost entirely due to the use of a coordinate split algorithm vs. a

coordinate unsplit algorithm. The identification of many more low Mach number shocks increases

the frequency, thus decreasing the comoving length between shocks. Therefore for future studies,

this difference must be taken into account.
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Table 3.2. Mean Shock Quantities

z 1/S Sext/Sint 〈Mext〉 〈Mint〉 1/Sext 1/Sint

0.0 6.235 3.550 12.65 3.767 7.992 28.37
0.25 6.519 4.312 13.02 3.961 8.030 34.63
0.50 6.886 5.196 12.86 4.119 8.211 42.67
0.75 7.301 6.248 12.61 4.225 8.470 52.92
1.0 7.767 7.442 12.26 4.310 8.811 65.57
1.25 8.297 8.743 11.81 4.399 9.246 80.84
1.50 8.884 10.18 11.34 4.412 9.756 99.38
1.75 9.546 11.59 10.89 4.411 10.37 120.2
2.0 10.31 13.04 10.50 7.679 11.10 144.8

Note. — Mean shock quantities. z is the redshift of the
simulation. 1/S is the mean comoving length between shock
surfaces in units of h−1Mpc. Sext/Sint is the ratio of shock
surface area for external to internal shocks. 〈Mext〉 and 〈Mint〉
are the surface area-weighted mean of the external and inter-
nal shock Mach number, respectively. 1/Sext and 1/Sint are
the average comoving distance between external and internal
shocks, respectively, in h−1Mpc.
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Figure 3.5 Projections of a 2.8× 1015 h−1 M� cluster from the “Santa Fe Lightcone.” Mach num-
ber (top-left) is weighted by the injected cosmic ray flux. Injected cosmic ray flux (top-right) is in
units of ergs/(s h−2 Mpc−2). Baryon column density (bottom-left) is in units of M�/(h

−2Mpc2).
Mass-weighted temperature (bottom-right) is in units of Kelvin. The total size of the projected
volume is (32 h−1Mpc)3. All panels show logarithmic quantities.
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3.4 Results for the Santa Fe Light Cone Volume

Now that we have outlined our improved shock finding algorithm, we apply it to a large

cosmological simulation encompassing a volume of (512 Mpc/h)3. This simulation, called the

“Santa Fe Light Cone,” was described previously by Hallman et al. (2007). This represents the

first time that a large cosmological volume with superb spatial resolution has been studied for

its shock and cosmic ray properties. Whereas previous studies were only able to study a small

number (∼ 10) of clusters due to a small cosmological box [179], we have over 9000 halos with

Mhalo > 5×1013M�, and over 200 with Mhalo > 5×1014M�. This allows us to perform a statistical

study of cosmological shocks unlike any that has been done previously. Both the increase in volume

(by a factor of ∼ 125) and an enhanced spatial resolution over previous unigrid/SPH simulations

allow unprecedented detail in our calculations.

We begin by outlining the shock distribution and how it can be thought of as a new way to

view large scale structure formation in the Universe. We do this by breaking the distributions down

by temperature and density cuts, which further illuminates the underlying dynamics. From there,

we apply the DSA cosmic ray acceleration model and determine what phase of gas will contribute

most to the acceleration of cosmic rays. Finally, we estimate the global fraction of kinetic energy

that is processed through shocks that is devoted to the acceleration of cosmic rays in an effort to

determine their possible dynamical effects on gas behavior in galaxy clusters.

3.4.1 Shock Frequencies

As was done in Ryu et al. [204], we calculate the surface area of all shocks in a given loga-

rithmic Mach number interval. However, instead of only classifying shocks as internal or external

depending on their preshock temperature, we break the distribution into logarithmic temperature

and density cuts that can be postprocessed to examine any subset of the ρ or T phase space for

the entire computational volume. Primarily, we create several physically motivated temperature

and density cuts, which are outlined in Table 3.3. Note that the gas in the T < 104K heading is
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Table 3.3. Temperature-Density Phase Space

Location Temperature Range Overdensity Range

Voids T < 104K δ < 1
Filaments 104K < T < 106K 1 < δ < 100
Clusters 106K < T < 108K 100 < δ < 103

Cluster Cores T > 108K δ > 103

Note. — Approximate ranges for pre-shock temperature T
or pre-shock overdensity δ = ρb/〈ρb〉 for general large scale
structures.

artificial since we do not include a UV background. This temperature range traces gas that has

not been previously shock heated. In addition to studying the physical properties of the preshock

region, we study the evolution of the distributions as a function of redshift.

Figure 3.5 shows a projection of the Mach number for the largest cluster in the simulation

(2.8 × 1015M�), weighted by cosmic ray acceleration rate. This allows us to see the structure of

cosmological shocks. By weighting the projection by cosmic ray acceleration rate, we see both the

external high-Mach number shocks and the internal shocks, since the internal shocks’ weights are

higher. In the other three panels, we show the injected cosmic ray flux, density, and mass-weighted

temperature.

3.4.1.1 Density & Temperature Ranges

We now expand the classification of external and internal shocks Ryu et al. [204] by exam-

ining the shock Mach number distributions in varying temperature and density ranges. This will

provide a more complete description of where these shocks arise in structure formation than in

previously published analyses. In Figure 3.6, the shock frequency is plotted for a range of density

and temperature cuts. At z = 3, we see that shock surface area distribution is dominated by shocks

with low temperature/low overdensity pre-shock quantities. These represent the accretion shocks
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Figure 3.6 Differential shock surface area as a function of logarithmic mach number bins for varying
pre-shock gas phases. Pre-shock gas overdensity (top) is divided into several ranges that differenti-
ate the overall distribution. Pre-shock gas temperature (bottom) differentiates the different types
of shocks (i.e. accretion, merger). Both distributions are shown for three redshifts: z = 3 (left),
z = 1.5 (middle) and z = 0 (right).
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onto filaments and proto-clusters. As the simulation evolves, the distribution becomes bimodal

with components from both low pre-shock temperature, high-Mach number accretion shocks and

high-temperature, low-Mach number merger shocks.

The temperature cuts each have a characteristic Mach number cutoff that increases with

decreasing temperature. This cutoff is due to the maximum temperature jump that is possible

with a given pre-shock temperature. Therefore, since the maximum temperature in the simulation

is ∼ 108K(determined by the mass of the largest cluster), a temperature jump from 106K will result

in aM≈ 18, very close to the cutoff seen at z = 0 for 106K < T < 107K. Similarly, the cutoffs for

lower pre-shock temperatures indicate the largest temperature jumps for each population. At higher

redshifts, these temperature cutoffs decrease due to the lower maximum temperatures present in

the simulation. Therefore, the movement of these cutoffs tell us about the temperature evolution

of the simulation.

Additionally, the Mach number associated with the peaks in the shock frequency distribution

can be used to determine the mathematical mode of the post-shock temperature distribution. For

z = 0, these peaks correspond to post-shock regions with T2 ∼few×106K for pre-shock temperatures

T1 < 106K. Therefore the majority of these shocks are heating the pre-shock gas to WHIM

temperatures in filaments. For T1 > 106K, the peak Mach numbers correspond to post-shock

temperatures of T2 ≈ 2× 107 − 1.5× 108K. These are complex flow and subhalo merger shocks in

the interior regions of clusters.

If we instead examine the varying density cuts, similar results are observed. At high red-

shifts, we see that the dominating accretion shocks (high Mach number shocks) have pre-shock

overdensities of δ ∼ 1−10. This is because of the relative paucity of large-scale halos and filaments

and, thus, relatively shallow gravitational potential wells. The infalling gas will get much closer to

the accretor and therefore denser before shocking. As we move to lower redshift, the δ < 1 shocks

begin to dominate because we are shocking further out into the voids.

For the interior cluster shocks, there are three regimes that present themselves in the analysis.

If we examine z = 3 with 10 < δ < 100, there are plateaus nearM≈ 2− 4 andM≈ 10− 70. It is
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difficult to determine what the post-shock density will be because of the insensitivity of the density

contrast at high Mach numbers (ρ2/ρ1 → 4 for M >> 3). However, it is likely that the two high

Mach number shock plateaus correspond to filaments for M≈ 10 and clusters at the virial radius

for M≈ 70. The low Mach number shocks are most likely interior flow shocks.

At late times, all of the intermediate pre-shock density regions have bimodal distributions.

The high Mach peak corresponds to density contrasts of 4, while the low M corresponds to jumps

of ∼ 2. Therefore, we are likely looking at merger and complex flow shocks, respectively.

3.4.1.2 Redshift Evolution of Shock Properties

There are three primary populations of shocks that we see evolve through time, as seen in

Figure 3.7. There are accretion shocks onto clusters, accretion shocks onto filaments, and merger

and complex flow shocks within clusters and filaments. These are outlined by the blue, green,

and red shadings in Figure 3.7, and their qualitative behavior can give useful insights as to the

evolution of large scale structure. Let us analyze each of these populations separately. To determine

the origin of these populations, we have examined slices and projections of the data and compared

the Mach number of the cell to its location with respect to large scale structure.

First, at early times we see a small peak at very high Mach numbers that denotes shocks

onto collapsing halos. This corresponds to gas that has previously been untouched by shocks

falling directly onto the proto-cluster gas, with temperature jumps from hundreds of Kelvin to

106K (Note the Mach numbers are still calculated with a temperature floor of 104K). We see that

as the universe evolves, the strongest shocks in the simulation become stronger. This is due to the

mass of the clusters increasing with time, providing a larger gravitational force pulling the material

onto the halo. We also see that this peak increases in shock frequency while slowly moving to

slightly lower Mach numbers. Because the mass function cuts off exponentially at high mass, the

number of small halos heavily outweighs the large halos. These smaller halos have lower free-fall

speeds at the radius of the accretion shock, leading to a smaller Mach number. Therefore the large

number of weaker shocks dominate the net surface area distribution.
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Second, the shocks onto filaments begin at Mach numbers of M ∼ 6 and move towards

M∼ 20 at late times. The surface area of these shocks are much larger at early times because the

surface area of a cylinder per unit volume is larger than that of a sphere as well as an increased

number of filaments with respect to halos (there are several filaments that feed into a single halo).

The strength of these shocks grow with the increase in size of the filaments.

Finally, the low Mach number shocks (M < 3) due to halo mergers and complex flow are

nearly non-existent at high redshifts. However, as large halos collapse and start to merge, the shock

surface area also increases. Therefore this evolution traces the strength and frequency of merger

shocks.

3.4.2 Cosmic Ray Energy Injection

The thermal history of the large scale structure in the Universe is primarily determined by

the conversion of gravitational potential energy into kinetic energy, which is subsequently converted

to heating gas and the acceleration of cosmic rays. Here we present results of our application of

the cosmic ray acceleration model described in Section 2.3 to the “Santa Fe Light Cone.”

3.4.2.1 Function of Redshift

The first result is that, as in previous studies [e.g 204, 179, 125], the most important Mach

number shocks in terms of cosmic ray acceleration are at M ≈ 2 − 4. This may seem surprising

given that the surface area of shocks is dominated by high Mach shocks. However, the amount of

energy dissipation is the product of the mass flux through the shocks and the Mach number. The

large accretion shocks at early times (z < 3) have already consumed a large fraction of the gas

in voids. This leaves very little mass at low densities to be processed by the most massive halos.

This is in contrast to the low Mach complex flow shocks within the clusters. These process very

large amounts of mass and kinetic energy, and therefore experience very high thermalization and

acceleration of cosmic rays even with lower efficiency. Cosmic rays from these low Mach number

shocks will, however, have a steep energy spectrum and dissipate their energy relatively quickly
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compared to strong accretion shocks [e.g. 158].

Figure 3.8 shows a distribution function of the kinetic energy processed through shocks per

comoving (Mpc/h)3 as a function of redshift where the height of the distribution function gives

the differential amount of kinetic energy processed by shock for a given Mach number bin. As the

simulation evolves to z = 0.5, there is a monotonic increase in the average kinetic energy density

processed. Both the low-Mach complex flow and high-Mach accretion shocks increase by factors of

10 − 100. This monotonic increase stops at z ∼ 0.5 because of the dominance of dark energy in a

ΛCDM universe at this epoch, resulting in a decreased merger of, and accretion onto, the highest-

mass halos. Therefore, the number of accretion shocks characterized by high Mach numbers will

decrease. Compounding this effect is the slow evacuation of the voids and the lack of additional

mass to accrete.

By applying the diffusive shock acceleration model, we can estimate how much of this energy

is put into gas thermalization versus the acceleration of cosmic rays within the confines of the

model. This acts as a first estimate of the energy injection into cosmic rays, and should not be

taken as the final word on the subject. Cosmic ray injection is a highly non-linear process that is

not fully understood. Further work on this model is needed.

Figure 3.9 shows the relative amounts of energy dissipated for the two different models

involving either no pre-existing cosmic rays or an initial amount of cosmic rays such that PCR/Pg ≈

0.3. As one can see, the relative amount of cosmic ray acceleration vs. thermalization heavily

depends on the assumed inputs of the underlying DSA model. Until we are able to track the

cosmic ray pressure within our simulations, we are resigned to give these rough limits of cosmic ray

acceleration.

3.4.2.2 Variation of Cosmic Ray Injection Efficiencies With Gas Properties

Separation of distribution functions showing thermalization as a function of both temperature

and density provides valuable insight into the physical processes occurring in the simulation. In

Figure 3.10, we see that there are two primary modes of kinetic energy flux at z = 3. For M < 2,



80

the thermalization is dominated by shocks at 100 . δ . 104 and T & 106K. These shocks are

likely within the largest filaments and the first clusters. At higher Mach numbers, M > 6− 7, the

thermalization is dominated by gas at T < 106K and δ ∼ 10− 100. This points towards accretion

shocks onto filaments and the heating of the WHIM. If we use the peaks in each temperature cut up

to T ∼ 106K to estimate the Mach number, we can calculate the post-shock temperature for these

shocks to be 1− 3× 106K. This reinforces the thought that these shocks are heating the WHIM.

Shocks in this range of Mach numbers are also seen in Figure 3.5 as surrounding the filaments.

At later times, the entire distribution shifts to higher thermalization rates due to the collapse

of structures. Low Mach numbers are again dominated by complex flows within clusters. By

examining the shocks with pre-shock temperature of less than 105K as well as the redshift evolution

from Figure 3.8, we are able to verify that the high Mach number accretion shocks are becoming

less important due to the separation of the voids from the clusters after z ≈ 0.5. In the overdensity

cut that corresponds to 1 < δ < 10, we see a shift from a peak at high Mach numbers to small

Mach numbers as the relative importance of accretion and mergers switch.

If we compare our results to those of Pfrommer et al. [179], we see a good agreement at low

Mach numbers. Pfrommer et al. [179] found shocks as strong as M∼ 103. However, we never see

shocks above M ≈ 200. This is likely due to the lack of a temperature floor in their simulation,

which thus allows a higher numerical value for the Mach number. These shocks are likely not

realized in the real universe due to the presence of a ubiquitous ionizing radiation background that

will keep gas above 104K.

Finally, we can compare our results to recent work by Kang et al. (2007), who used a unigrid

calculation similar to that of Ryu et al. [204], but included radiative processes, star formation,

and a relaxed minimum temperature floor. Again, this relaxation of the temperature floor to (in

their case) the CMB temperature resulted in very high Mach numbers – up to M > 104. This

corresponds to a temperature jump by a factor of ∼ 3×107, a jump from 3K to 108K (the minimum

and maximum temperatures in the simulation). At low Mach numbers, our results are very similar

to those of Kang and Jones [121].
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3.5 Effect of Mass and Spatial Resolution on Cosmic Ray Acceleration

Efficiency

In order to quantify the robustness of our simulations with respect to mass and spatial

resolution, we perform a series of simulations where the mass and spatial resolution of a single galaxy

cluster are varied over a wide range of parameter space. Two parameters are varied in this study.

The first is the maximum level of refinement, which affects the spatial resolution and, ultimately,

the accuracy of the hydrodynamic solver. The second parameter is the dark matter particle mass

resolution, which affects the accuracy with which the gravitational potential is calculated.

3.5.1 Spatial Resolution

Our maximum spatial resolution ranges from 62.4 kpc/h to 3.9 kpc/h (see Table 3.1). Since

this only limits the maximum resolution, one expects to see a strong dependence on this parameter

only at high densities. Figure 3.11 shows the dependence of shock surface area on level refinement

for three overdensities. For shocks with pre-shock overdensities less than ∼ 100, the main difference

in the multiple resolutions is at low Mach numbers (below M ∼ 2) and only appears in the lowest

resolution simulation.

At overdensities above 103, we not only see that the low Mach number complex flow shocks

are lost at low resolution, but also a drop in the number of high Mach number shocks. At this

density and spatial refinement, it is thought that the absence of sufficient spatial resolution leads to

the artificial smoothing of the gas, creating an inability to capture shocks. The main result of this

spatial resolution study is that a resolution between 3.9 kpc/h and 15.6 kpc/h should be sufficient in

all but the most dense regions of the simulations. Therefore, our “Santa Fe Light Cone” simulation

presented in Section 3 had an adequate peak resolution of 7.8 kpc/h.

To examine the effect of spatial resolution on cosmic ray acceleration, we study the kinetic

energy flux through shocks as a function of spatial resolution. Figure 3.12 shows a distribution

function measuring the thermal dissipation rate as a function of Mach number with varying spatial
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resolution. This study is performed with the maximum mass resolution, Mdm = 9.7× 108M�. At

low overdensities (δ < 100), the effect of spatial resolution is very small. At moderate to high

overdensities (100 < δ < 104), there are differences on the order of a factor of 2 that are likely due

to the smoothing of high density gas as the resolution is decreased. The primary difference in the

dissipation rates occur for low Mach numbers when we do not have sufficient spatial resolution to

resolve all of the complex flow shocks. There are also large differences at M ≥ 10 for the lowest

resolution simulation. However, the difference between 3.9 kpc/h and 15.6 kpc/h is negligible.

At very high overdensities (δ > 104), there is a very large difference between the varying

spatial resolutions. One reason is that if a cell has an overdensity of 104, the grid would normally

be on the 5th level of refinement. With a maximum refinement level of 4 for the poorest resolution

simulation, any gas at this overdensity would be very poorly resolved. The difference between the

15.6 kpc/h and 3.9 kpc/h resolution simulations is likely small number statistics for the former

simulation. The 3.9 kpc/h resolution simulation will resolve these high densities with roughly 64

times more cells compared to the 15.6 kpc/h simulation.

3.5.2 Mass Resolution

The mass resolution of each simulation is set by the resolution of the root grid (or highest-

level static nested grid). The size of each root cell determines the amount of mass given to each

dark matter particle. Therefore, if the root grid doubles in resolution, the mass resolution increases

by a factor of 23. In principle, there should be two effects of increased mass resolution. First, one

would expect that since we are extending our mass function to a lower limit, the number of subhalos

and our resolution of complex fluid flow should increase. This should manifest itself in an increase

of shocks in the low Mach number regime. Second, the increased mass resolution also corresponds

to an increase in the static grid spatial resolution. This may affect the calculated surface area of

shocks that reside in voids. Since the temperature jumps in the voids are likely to be much higher

than those within clusters, we would expect this effect to show up in the high Mach number regime.

In order to test these hypotheses, we varied the mass resolution from 6.2 × 1010M�/h to
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9.7× 108M�/h. The results of this study are shown in Figure 3.13. At δ < 100, we see that as the

mass resolution increases, the number of low Mach number shocks increase, while the high Mach

number shocks decrease. At high densities, the situation is more complicated. For M < 2, the

surface area likely increases because of the increase in the number of subhalos and complex flow.

For M > 7− 8, the differences seem to be largely due to statistical uncertainties. For δ > 104, the

disparity at M < 2 is again likely due to the number of subhalos and their effects on turbulence.

At 2 < M < 5, there is a large difference between the highest mass resolution simulation and the

other two. Because we believe these shocks are merger shocks, it may be because there are just too

few dense subhalos that merge with large halos to create this surface area.

As with the spatial resolution, we now study the effects of mass resolution on the thermal

dissipation rates at shock fronts. Figure 3.14 shows the effect of varied mass resolutions with a

fixed spatial resolution of 3.9 kpc/h. Again, we break the analysis down into overdensity regimes.

Low overdensity, high Mach number shocks exhibit a strong dependence on the mass resolution.

This is because of the ability to better resolve shocks in the voids and low density filaments. The

disparity in high overdensity (100 < δ < 104), low Mach number shocks is less apparent, but also

suggests that the mass resolution of the simulation has an effect on the thermal dissipation of gas

through shocks. At δ > 104, we again see the effect of a decreased number of subhalos available to

merge.

Contrary to the effects of spatial resolution, the biggest differences due to mass resolution

appear in the high Mach number regime. This is again due to the overestimate of Mach number at

low root grid resolution. One evident result is that while the spatial resolution seems to be fairly

well converged, it is not clear that the mass resolution has converged. Therefore, we can only claim

a fairly weak precision in the thermal dissipation and cosmic ray acceleration rates for the current

simulations.

There are several key results to this resolution study. We appear to have converged in terms

of maximum spatial resolution in all but the densest cluster gas. However, our convergence upon the

various quantities with respect to dark matter mass resolution is not clear. The differences in the
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cosmic ray acceleration rate are not larger than the underlying uncertainty in the results of diffusive

shock acceleration simulations, suggesting that both mass resolution and our understanding of the

physical mechanisms of cosmic ray acceleration must be improved in the future.

3.6 Discussion

There are several topics that warrant discussion with respect to the results that we have

presented thus far. These include the variation of results with respect to σ8, the inclusion of non-

adiabatic physics, the limitation of the diffusive shock acceleration model, and the implications of

the mass resolution in the “Santa Fe Light Cone” Simulation.

If our goal is to do large statistical studies of galaxy clusters, changing the value of σ8 will

have significant effects. First, a higher σ8 will greatly increase the number of massive clusters in a

given volume. By comparing the ryu1024 simulation with the “Santa Fe Light Cone,” with values

of σ8 of 0.8 and 0.9, respectively, we see that this increases the frequency and strength of the

high Mach number shocks. Additionally, this should increase the amount of kinetic energy that is

processed by shocks since mergers will be more frequent.

In all of our simulations thus far we have only used adiabatic physics. Previous studies,

such as those done by Kang et al. [125], have found that when including radiative cooling and

star formation that the shock properties are still governed primarily by gravitational physics and

that additional physics have little effect on overall distributions at scales larger than ∼ 100h−1kpc.

However, Pfrommer et al. [180] found that at smaller scales, on the inside of clusters, the cosmic

ray contribution to the overall pressure is greatly increased with the inclusion of radiative cooling.

Additionally, we currently adopt a temperature floor of 104K because of the lack of an ionizing

background. This should instead be done in a self-consistent manner.

While we are using results of recent diffusive shock acceleration simulations by Kang and

Jones [121], there are assumptions and limitations that may have an effect on our results. We

assume that the magnetic field is parallel to the shock normal, which yields the largest efficiency

for accelerating cosmic rays. Any deviation from this will likely cause decreases in the overall
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efficiency of the shocks as particle accelerators. Additionally, for low Mach numbers, knowledge

of the pre-shock composition is very important and can lead to orders of magnitude differences in

the acceleration efficiency. Therefore, being able to track the cosmic ray pressure in “on-the-fly”

calculations will allow us to provide a more self-consistent estimate. Finally, we are assuming that

the only method for cosmic ray production is through first-order Fermi acceleration, and therefore

we ignore other potetial sources of cosmic rays, such as second-order acceleration by turbulence,

galaxies, and AGN.

The results of the resolution study provided in Section 4 have suggested that we have not

yet seen a convergence with respect to the dark matter particle mass in the “Santa Fe Light Cone”

simulation. This likely results in an under-prediction in the number of merging subhalos and the

kinetic energy flux associated with them.

3.7 Conclusions & Future Directions

Our study of cosmological shocks has resulted in several advances in both scientific under-

standing and numerical algorithms. We now summarize the key findings:

• We have developed a novel numerical scheme that is capable of detecting and accurately

characterizing the Mach number of shocks in an adaptive mesh refinement simulation. This

method has relaxed the previous restriction of using a coordinated axis-based approach and

now allows us to accurately characterize shocks that have any orientation with respect to

the coordinate grid.

• Using our new shock-finding technique on a unigrid cosmological simulation that is identical

to the highest-resolution calculation in Ryu et al. [204], we have shown that previous

methods resulted in an overestimate of the number of low Mach number shocks by a factor

of ∼ 3 due to confusion of the direction of shock propagation, and that this underestimate

is consistent with using shock-finding algorithms that only sweep along coordinate axes.

• We have analyzed the largest AMR cosmological simulation to date that includes adiabatic
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gas physics, the “Santa Fe Light Cone.” This simulation has an effective spatial dynamic

range of 65, 536 and resolves both large scale structure and small-scale features within

galaxy clusters. Whereas previous studies were able to study on the order of 10 high mass

clusters, we have thousands within a single simulation volume. Our study of this simulation

has led to a new technique for conceptualizing structure formation because we are able to

analyze the evolution of three different populations of shocks: cluster accretion, filament

accretion, and internal merger and complex flow shocks.

• By applying the results of 1-D Diffusive Shock Acceleration models, we calculate the amount

of kinetic energy at shock fronts that is used to accelerate cosmic rays, and find it to be in

agreement with previous studies. These cosmic rays will make up a significant fraction of

the total pressure in the intracluster medium and therefore their dynamical effects need to

be studied.

• We have performed a resolution study that varies both the dark matter particle mass and

peak spatial resolution. From the results of this study, we believe that the spatial refine-

ment in the “Santa Fe Light Cone” simulation is adequate. The state of mass resolution

convergence is less clear, suggesting that for future studies we should focus on higher mass

resolution.

While our numerical technique of characterizing shocks has been proven to be robust, our

results are still somewhat limited by the physics. We have not yet included potentially important

effects such as radiative cooling, star formation and feedback, AGN heating, or a photoionizing UV

background. These physics will be included in future work. Second, our results are based upon a

post-processing of the simulation output. Ideally, the shocks would be identified in an “on-the-fly”

manner during simulation runtime. Additionally, the cosmic ray acceleration would be traced in a

self-consistent manner that allowed for a back-reaction on the gas. Attempts at tracing the cosmic

ray pressure have been made by Pfrommer et al. [179, 180] using an SPH code, and we will be

working towards the same goal in the near future within Enzo. Finally, the acceleration of cosmic
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rays is still dependent on the underlying magnetic field strength and orientation. Cosmological

MHD has been implemented within Enzo, and in the near future we will include magnetic fields

and their coupling to cosmic rays within a cosmological AMR volume.
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Figure 3.7 Comoving shock surface area normalized by the simulation volume as a function of Mach
number with varying redshifts. Three regions are suggested corresponding to internal cluster merger
shocks (red), accretion shocks onto filaments (green), and accretion shocks onto clusters (blue).
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Figure 3.8 Redshift evolution of the amount of kinetic energy processed by shocks as a function of
Mach number. Redshift decreases from z = 3 (red) to z = 0 (black). The decrease in flux at late
times for M > 10 signals the epoch at which dark energy becomes dominant.
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Figure 3.9 Out of the incoming total kinetic energy of the shocks (solid line), the relative amount
of energy devoted to the acceleration of cosmic rays for both models with (dashed line) and with-
out (dotted line) a pre-existing CR population, as predicted by the Kang and Jones [121] diffusive
shock acceleration model.
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Figure 3.10 Differential kinetic energy flux processed by shocks as a function of Mach number
and pre-shock gas phase. Pre-shock gas overdensity (top row) is divided into several ranges that
differentiate the overall distribution. Each pre-shock temperature range (bottom row) roughly
corresponds to a particular mach number. Both distributions are shown for three redshifts of
z = 3 (left column), z = 1.5 (middle column) and z = 0 (right column).
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Figure 3.11 The effects of spatial resolution in different density regimes. Here we keep the mass
resolution at the highest level (Mdm = 9.7 × 108M�) . The distribution function of shock Mach
numbers in a (32 Mpc/h)3 volume around a cluster weighted by surface area for three overdensity
cuts is plotted against Mach number. Three cuts in overdensity are shown for δ < 100 (black lines),
100 < δ < 104 (blue lines),δ > 104 (red lines). Varying spatial resolution are shown with dotted
(62.4 kpc/h), dashed (15.6 kpc/h), and solid (3.9 kpc/h) linestyles.
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Figure 3.12 Spatial resolution effects on kinetic energy flux for several density regimes. The kinetic
energy flux is plotted against Mach number for varying spatial resolution denoted by linestyle. The
shocks are grouped as external (black lines), clusters/filaments (blue lines), and rich clusters (red
lines).
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Figure 3.13 The effects of mass resolution in different density regimes. Here we keep the spatial
resolution at the highest level of 3.9kpc/h. Mass resolutions are shown by linestyles of dotted
(6.2 × 1010M�), dashed (7.8 × 109M�), and solid (9.7 × 108M�). The shocks are grouped as
external (black lines), clusters/filaments (blue lines), and rich clusters (red lines).
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Figure 3.14 Spatial resolution effects on kinetic energy flux for varying dark matter particle masses.
Mass resolutions are shown by linestyles of dotted (6.2×1010M�), dashed (7.8×109M�), and solid
(9.7 × 108M�). The shocks are grouped as external (black lines), clusters/filaments (blue lines),
and rich clusters (red lines).



Chapter 4

Radio Relics

As published in S. W. Skillman, E. J. Hallman, B. W. OShea, J. O. Burns, B. D. Smith, and

M. J. Turk. Galaxy Cluster Radio Relics in Adaptive Mesh Refinement Cosmological Simulations:

Relic Properties and Scaling Relationships. ApJ, 735:96, July 2011. doi: 10.1088/0004-637X/735/

2/96. Reproduced by permission of the AAS. [213]

4.1 Introduction

The assembly history of galaxy clusters are wrought with violent mergers, high Mach-number

flows, and extreme plasma physical interactions. Much of this results from a wide range of cosmo-

logical structure formation shocks [156, 204, 179, 125, 110, 212, 239, 173]. These shocks, however,

do more than simply heat the inflowing plasma. They also accelerate electrons and ions to rela-

tivistic speeds [14, 23]. See Drury [61], Blandford and Eichler [22], and Jones and Ellison [115] for

reviews. These relativistic particles then act as signatures of merger and shock activity. The rela-

tivistic protons have radiative loss (e.g. collisions, pion decay, inverse Compton scattering) times

comparable to the Hubble time, and therefore remain in the intracluster medium and contribute

to the total pressure of the gas [156, 179]. On the other hand, relativistic electrons have relatively

short lifetimes, on the order of a few hundred million years, and spend the remaining part of their

life emitting synchrotron radiation as they gyrate about magnetic field lines.

Relativistic protons in the intracluster medium are, in principle, most easily observed through

their collisional interactions with thermal ions, leading to pion decays that end in gamma-ray
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emission [179]. This emission is being studied with the Fermi satellite, and while preliminary results

hint at low levels of relativistic ions, long integrations of individual clusters are still forthcoming

[6].

Relativistic electrons have been more extensively studied in several galaxy clusters through

their synchrotron radiation [198, 166, 26, 230]. These electrons are most frequently associated

with objects called radio relics [70], which have extended radio emission in the cluster exterior,

are associated with shocks, and have moderately polarized radio emission with spectral indices of

α ≈ 1− 2 for surface brightness S ∼ ν−α). They are also, by definition, not associated with active

galactic nuclei (AGN). This spectral shape most likely indicates that these electrons were recently

shock-accelerated [22]. Radio halos, on the other hand, have low polarization and usually follow

the X-ray morphology in the centers of clusters. They are thought to be associated with turbulent

acceleration and/or older populations of previously shock-accelerated electrons [e.g. 31].

The origin of the shock-accelerated electrons is believed to be primarily due to diffusive

shock acceleration (DSA), as described in Blandford and Eichler [22]. This is a first-order Fermi

mechanism in which electrons are accelerated by reflecting off magnetic field perturbations created

by plasma effects in shock waves. Recent numerical studies by Spitkovsky [218] have shown success

in reproducing this mechanism through ab-initio simulations using particle-in-cell (PIC) methods,

though the incoming plasma flow was at a much higher velocity than the shocks discussed here.

Studies of non-relativistic flow are ongoing because of the difficulty associated with the range in

relevant timescales in such simulations [218].

If these electrons are capable of reaching high enough energies, they will emit synchrotron

radiation in the presence of magnetic fields. It is widely believed that the cluster surroundings

are magnetized at relatively low field strengths, on the order of microgauss in the ICM [85, 191,

193, 205], although measurements made by Faraday rotation indicate ∼ 10× larger values [96, 48].

Because the shock-accelerated electrons are expected to have a power-law distribution in energy,

the synchrotron emission will also have a power-distribution in frequency. There have been a

number of recent studies of these radio relics in interferometric observations of nearby galaxy
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clusters [198, 166, 26, 230]. However, the total number of clusters with known relics is still fairly

small (∼ 22) [230]. This is in part due to the low surface brightness of these extended sources.

Studies of these objects comes at a critical point in time with a number of upcoming improve-

ments in radio astronomy capabilities. The VLA is currently being upgraded to the “Expanded

VLA” (EVLA), which will be roughly a factor of 10 better in terms of surface brightness sensitivity

due primarily to an increase in bandwidth of up to 1 GHz at 1.5 GHz [162]. Several other telescopes

will be coming online in the near future, such as LOFAR, possibly the SKA, and even lunar farside

low frequency arrays [39] allowing an unprecedented view of the synchrotron Universe [199]. Given

the low surface brightness and spectrum of the emission, low frequency observations (∼ 1 GHz and

below) are most effective in providing information on the radio relics and halos.

Here we set out to model these radio relics using high resolution, adaptive mesh refinement

(AMR) cosmological simulations. These simulations include both dark matter and adiabatic bary-

onic physics, and allow us to model the shock acceleration of electrons and produce observationally-

relevant radio luminosity functions and scaling relationships between cluster parameters such as

synchrotron power, mass, and X-ray luminosity. By using large simulation volumes, we are able

to show statistics for thousands of objects, from which individual morphological and evolutionary

analyses can be carried out.

In Section 4.2, we introduce our simulation and galaxy cluster sample set and describe our

shock finding method and synchrotron emission models. In Section 4.3, we study the global statis-

tics of radio relics through projections and phase diagrams. Then, in Section 4.4, we describe the

properties of individual halos, and use their statistics to generate radio luminosity scaling relation-

ships and luminosity functions. We end with Section 4.5 where we discuss the implications for

future surveys, the limitations of our model, and future directions.
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Figure 4.1 Mass function of halos in relic64 and relic200 at z = 0. Halos are found using HOP with
a minimum number of 30 dark matter particles. Conservative estimates of the low mass cutoff are
1012M� and 2× ∼ 1013M� for relic64 and relic200, respectively. This corresponds to 512 and 320
particles. The discrepancy at low mass for relic200 is because of the lack of resolution of low-mass
halos and poor force resolution at small scales. Dashed lines show the lower limit for the resolved
halos for relic64 and relic200 in black and blue, respectively. Also shown are the fits from Warren
et al. [247]. Because of the similarity between the two cosmologies, these fits differ by less than
thickness of the line in this mass range.
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4.2 Methods

4.2.1 Enzo

All simulations were run using the Enzo cosmology code [34, 33, 163, 167, 168]. While a full

description can be found in the cited papers, we will review the key aspects that are of importance

to this work.

Enzo uses block-structured adaptive mesh refinement [AMR; 17] as a base upon which it

couples an Eulerian hydrodynamic solver for the gas with an N-Body particle mesh (PM) solver [65,

107] for the dark matter. Users have the choice of solving the hydrodynamics with several methods

including the piecewise parabolic method [PPM; 49, 252] extended for cosmological applications

by Bryan et al. [35] and the ZEUS finite-difference method [223, 224]. In this work we utilize both

methods, and restrict our studies to adiabatic gas physics.

The AMR method that Enzo uses breaks the simulation domain into rectangular solid vol-

umes called grids. These grids contain many computational elements called cells that set the

resolution scale. Each grid exists on a level of refinement determined by the spatial resolution of

its cells that ranges from 0 − lmax, where lmax is defined by the user. Once cells within a given

grid satisfy the refinement criteria (based on overdensity, minimum resolution of the Jeans length,

local gradients of hydrodynamical quantities, shocks, or cooling time), a new grid is created at the

next higher level. In our simulations, we refine on overdensity of the gas and dark matter fields.

4.2.2 Simulations

We will focus on two simulations that both use N-body dynamics for the dark matter and

adiabatic baryonic physics. The first simulation, hereby denoted as relic64, has a comoving volume

of (64 h−1Mpc)3 with 2563 root-grid cells and up to 6 levels of additional refinement. The AMR

is done by inserting a higher-resolution region wherever a cell satisfies the refinement criteria.

Here we require a gas or dark matter overdensity (δ ≡ ρ/ρ̄ where ρ̄ is the average density of

gas or dark matter, respectively) of 8 to refine. Because refinement effectively splits a cell into



101

8 cells, this ensures that cells on each level have similar amounts of mass. This allows for a

peak spatial resolution of 3.9 h−1kpc (comoving). The simulation uses the ZEUS hydrodynamic

solver, with initial conditions from an Eisenstein and Hu [66] power spectrum with a spectral index

ns = 0.97. The cosmological parameters used are ΩM = 0.268, ΩB = 0.0441, ΩCDM = 0.2239

, ΩΛ = 0.732, h = H0/(100 km s−1Mpc−1) = 0.704, and σ8 = 0.82. The dark matter mass

resolution is 1.96 × 109 h−1M�. The simulation was started at a redshift of z = 99 and run until

z = 0, using approximately 300, 000 cpu-hours on the Texas Advanced Computing Center (TACC)

Ranger supercomputer.

We use a second simulation with a larger volume (200 h−1 Mpc)3 with more modest resolu-

tion, relic200, to capture a higher mass range for our simulated galaxy clusters. As before, it uses

2563 root-grid cells and up to 5 levels of AMR. It has a peak resolution of 24.4 h−1kpc (comoving)

and a dark matter mass resolution of 6.23 × 1010 h−1M�. The simulation uses a slightly dif-

ferent cosmology of ns = 0.96, ΩM = 0.279, ΩB = 0.046, ΩCDM = 0.2239 , ΩΛ = 0.721,

h = H0/(100 km s−1Mpc−1) = 0.701, and σ8 = 0.817, consistent with WMAP Year-5 results

[130]. This simulation uses the PPM hydrodynamic solver, was also run on the TACC Ranger, and

took approximately 100, 000 cpu-hours to complete.

The mass functions of the two simulations are shown in Figure 4.1. To calculate the mass

function we begin by finding all the halos using the halo-finding algorithm HOP Eisenstein and

Hut [67], implemented in yt1 , an analysis and visualization system written in Python, designed

for use with the adaptive mesh refinement codes including Enzo [229]. This method finds halos

by “hopping” from one dark matter particle to its most dense neighbor until a particle is its own

highest density neighbor. All particles that find the same densest particle are then grouped into

a single halo. The relic64 simulation contains 1011M� − 1014M� halos, but in our analysis we

only consider objects with masses above 1012M�, corresponding to ∼ 510 dark matter particles.

This run was primarily designed to have superb resolution capable of capturing the morphology

and structure of the relics and shocks. The relic200 simulation contains 5× 1012M�− 8× 1014M�

1 http://yt.enzotools.org
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halos. For this simulation, we consider only halos above 2 × 1013M�, corresponding to ∼ 320

dark matter particles. This simulation is designed to study the statistics of medium-sized clusters.

While neither of these simulations capture the most massive clusters in the Universe (e.g. Coma),

they provide insight to radio relic origins, structure, and evolution. Studies of very large volume

simulations are reserved for future work.

4.2.3 Shock Finding

To identify the shocks that ultimately accelerate the electrons that emit synchrotron radia-

tion, we need an accurate shock identification algorithm. For this we use the temperature-jump

method given in Skillman et al. [212]. Here we present an overview of the method for completeness.

We use the Rankine-Hugoniot temperature jump conditions to derive the Mach number:

T2

T1
=

(5M2 − 1)(M2 + 3)

16M2
, (4.1)

where T2 and T1 are the post-shock (downstream) and pre-shock (upstream) temperatures, respec-

tively. M is the Mach number using the upstream (pre-shock) gas.

A cell is determined to have a shock if it meets the following requirements:

∇ · ~v < 0, ∇T · ∇S > 0, T2 > T1, ρ2 > ρ1, (4.2)

where ~v is the velocity field, T is the temperature, ρ is the density, and S = T/ργ−1 is the entropy. In

our analysis, as in Skillman et al. [212], we have set a minimum preshock temperature of T = 104 K

since the low-density gas in our cosmological simulations is assumed to be ionized (a reasonable

assumption at z < 6). Therefore, any time the pre-shock temperature is lower than 104 K, the

Mach number is calculated from the ratio of the post-shock temperature to 104 K.

Once a shock is found, we identify the cell with the most negative flow divergence, choosing

from a ray aligned with the temperature gradient. Therefore, even if several cells in a row qualify

as a shock, only the “center” of the shock is marked as a shock, and the temperature jump is taken

from the full jump across all the shocked cells. This relieves problems when shocks are spread
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out over several cells, especially when not aligned with the coordinate axes. In addition, this

method has been implemented to run “on-the-fly” in Enzo so that post-processing of the data is

not needed. This method then saves the Mach number and quantities such as the pre-shock density

and temperature directly along with the other hydrodynamical quantities during simulation output.

The unique feature of this shock-finder is its ability to accurately identify off-axis shocks within

AMR simulations and quantify their Mach number even if the shock is identified as being spread

out across several cells.

4.2.4 Synchrotron Emission

In order to estimate the synchrotron emission from the shock waves, we follow the method of

Hoeft and Brüggen [109]. Here we summarize the main features of the model. The first assumption

is that the electrons are accelerated to a power-law distribution that is related to the Mach number

from diffusive shock acceleration theory. These accelerated electrons form an extension to the

thermal, Maxwellian distribution that has a power-law form and exponential cutoff related to

balancing the acceleration and cooling times of the electrons.

The accelerated electrons then emit in the radio through synchrotron radiation. Since

we are not performing magnetohydrodynamic simulations, we assume that the magnetic field

is governed by flux freezing such that the magnetic field strength is related to the density by

B = 0.1µG( n
10−4cm−3 )2/3, where n is the number density. This is a reasonable assumption even

in merging clusters, as was found by Roettiger et al. [196]. In Section 4.4.4 and Appendix A we

explore the effect of a modified magnetic field model.

The total radio power from a shock wave of area A, frequency νobs, magnetic field B, electron

acceleration efficiency ξe, electron power-law index s (ne ∝ E−s), post-shock electron density ne

and temperature T2 is [109]

dP (νobs)

dν
= 6.4× 1034erg s−1 Hz−1 A

Mpc2

ne
10−4cm−3

ξe
0.05

(
νobs

1.4GHz
)−s/2 × (

T2

7keV
)3/2
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Figure 4.2 Projection of several quantities through the entire relic64 simulation volume at z = 0.
Shown are mass-weighted density [g cm−3] (upper left), mass-weighted temperature [K] (upper
right), radio emission-weighted Mach number (lower left), and radio flux density [erg s−1Hz−1cm−2]
(lower right).
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Figure 4.3 A zoom-in of Figure 4.2, now 16Mpc/h wide.
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(B/µG)1+(s/2)

(BCMB/µG)2 + (B/µG)2
Ψ(M). (4.3)

Note that the radiation spectral index is related to the electron spectral index by α = (s − 1)/2.

BCMB is defined as the magnetic field corresponding to the energy density of the CMB. It has a value

of B ≡ 3.47µG(1+z)2, and accounts for the inverse Compton emission that is simultaneously cooling

the electrons along with their synchrotron emission. The final term, Ψ(M), is a dimensionless

quantity that contains dependencies on the shock Mach number such that at Ψ(2.5) ∼ 10−3 and

approaches 1 for M > 10. It can be thought of as a shape factor that, together with ξ, defines the

acceleration efficiency as a function of Mach number. Note that for calculations with z > 0, we

modify νobs → νobs × (1 + z) since we observe the redshifted emission.

In all of our analysis, we use ξe = 0.005, which was found by Hoeft et al. [110] to match

radio emission in known relics to similar mass clusters in their simulation. While the true value

of this parameter is quite uncertain from current observational and theoretical constraints, the

relationship between it and the total radio power is linear. Therefore, if we underestimate the

electron acceleration efficiency by a factor of 10, it will lead to a derived radio power that is low

by a factor of 10, and thus all relationships between radio power and other quantities (e.g. mass,

x-ray luminosity) simply need to be rescaled. While we have chosen the dimensionless shape factor

Ψ(M) from Hoeft and Brüggen [109], there are still uncertainties in the efficiency of acceleration as

a function of Mach number. However, exploration of the effects of these uncertainties are beyond

the scope of this work. We also ignore the effects of re-accelerated γ ∼ 200 electrons from radio

galaxies.

4.3 Global Properties of Radio relics

4.3.1 Full Box Projections

To begin our study of radio relics, we first performed simple projections of the radio emission

through the entire simulation volume. An example is shown in Figure 4.2 along with projections

of density, temperature and Mach number. For quantities such as density, temperature and Mach
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Figure 4.4 2D Phase Diagram of the relic radio emission in temperature-Mach number space
for the relic200 (left) and relic64 (right) simulation. The temperature is that of the cell
in the center of the shock. The color indicates the amount of 1.4 GHz radio emission
[erg s−1Hz−1/(Mpc/h)3/(dlogM dlogT )] for a given value of temperature and Mach number.



108

number in an AMR simulation, we choose to weight each cell by a secondary quantity since a simple

average along the line of sight for each cell would bias the most highly refined regions because of

their increased number of cells. Therefore, we choose to weight the density and temperature fields

by cell mass, and the Mach number by the radio emission. This has the effect of pulling out the

values of density and temperature from the densest regions, and the shocks that contribute the most

to the radio emission. For radio and X-ray fields, we project the emissivities [energy/time/volume]

without a weight, leading to final values with units of [energy/time/area]. Mathematically, a

weighted projection (here along the z-axis) is defined by:

Pz(x, y) =

∫
w(x, y, z)v(x, y, z)dz∫

w(x, y, z)dz
(4.4)

where w(x, y, z) is the weight quantity at that location and v(x, y, z) is the value of the projected

quantity. To evaluate this integral in our AMR setting, the integral traverses the box along cells

that are at the highest refinement for a given point in space, and ignores cells that are covered by

more highly refined regions. This, like the bulk of our analysis, is done using yt, detailed above.

In Figures 4.2-4.3, we see that in general the radio emission traces out the large scale struc-

ture seen in the density projection. Additionally, the emission is also highly correlated with the

temperature structure. However, the correlation with Mach number is more interesting. In the

projection of Mach number, we see shocks with strengths up to M ∼ 10 − 100 throughout the

volume in filaments and cluster edges, whereas the peak radio emission only shows up in small,

curved arcs within clusters. At the location of these arcs, the value of the Mach number projection

drops to values between M ∼ 3 − 10. This shows that the strongest shocks which are most likely

external, accretion, shocks are not responsible for the bright radio emission, and that it is instead

the interior shocks [204, 212], as was found by Hoeft et al. [110] with moderate strengths, that shine

in the radio. This can be understood by the fact that it is the mass flux of gas through shocks

that is most important since that determines the number of electrons that can be accelerated.

Therefore, while the Mach number is much lower for the interior shocks, the shock velocity stays

roughly constant while the pre-shock density is much higher, yielding more accelerated electrons.
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In the projection of Mach number, this results in the appearance of “veins” lining the interior of

the filaments, “arcs” in the periphery of the clusters, and “holes” in the centers of the clusters.

While they are decrements in the projection of Mach number, they are the bright areas in the radio

emission.

The lack of strong emission in the accretion shocks suggests that having a hot, dense plasma

is more important than the Mach number of the shock. This can be understood by Equation 4.3.

Since dP
dν ∝ A neξνT

3/2 B1+s/2

B2
CMB+B2 and in most cluster situations B2

CMB > B2 and s = 2α+ 1 = 3,

we have that dP
dν ∝ neB

5/2 ∝ ne(n2/3
e )5/2 ∝ n8/3

e . This implies that since the density in the accretion

shocks is ≈ 102 − 103 times lower than that in a merger shock, the power emitted will be down

by a factor of ≈ 2× 103 − 105. Therefore the features we see observationally are more likely to be

related to merger shocks than accretion shocks.

Figure 4.5 2D Phase Diagram of the relic radio emission in temperature-overdensity space for
the relic200 (left) and relic64 (right) simulation. The color indicates the amount of 1.4 GHz radio
emission [erg s−1Hz−1/(Mpc/h)3/(dlogδ dlogT )] for a given value of temperature and overdensity.

4.3.2 Phase Diagrams

The second method we use to study the bulk properties of the radio emitting plasma is phase

diagrams. Such diagrams are the equivalent of a two-dimensional histogram. Here we use them to
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study the gas properties of the radio emitting regions.

The structure of these diagrams is as follows. For a given simulation output, we construct

x and y-axis bins that are equally spaced logarithmically in two fields. Within each of these 2D

bins, we integrate the total amount of a given quantity such as radio emission. This integrated

value is normalized by the comoving volume of the simulation in order to give a comparable value

between different physical size simulations. We have found three particularly insightful quantities

to examine in a range of permutions: temperature, overdensity, and Mach number.

We have constructed one such phase diagram, seen in Figure 4.4, in which the x-axis is the

Mach number, the y-axis is temperature, and the bins are colored by the total radio emission in

that bin. The total integrated emission is normalized by the volume of the simulation and the size

of the bins. As such, one reads this figure as “At Mach number x and temperature y, there is z

amount of radio emission per comoving Mpc/h per ∆logM∆logT .” The utility of these diagrams

is demonstrated in Figure 4.4, where it is immediately clear that the bulk of the radio emission in

both simulations originates from hot gas with T = 106− 5× 107K, and Mach numberM = 3− 10.

This reinforces our earlier hypothesis that the radio features are generated from interior shocks

associated with merging subclusters that have low Mach numbers but high mass and energy flux

due to the high relative density, and therefore shock velocity, of cluster cores. Second, it points out

that shocks with M = 20 − 100 have little role at z = 0 in producing appreciable radio emission.

In fact, their integrated luminosity is a factor of 500 − 1000 less than their low-Mach number

counterparts.

At first glance, one also picks out a diagonal structure in the relic200 phase diagram that

seems to be an upper limit on the temperature for a given Mach number. This is a very interesting

feature that has a simple explanation. We calculate our Mach number using a minimum pre-shock

temperature of 104 K. Now, while the gas at the location of the shock is not necessarily the pre-

or post-shock temperature, it is bounded by those two values. This is because the shock location

is based on the cell with the most convergent flow, not the location of the pre- or post-shock gas.

Because of this, if gas with pre-shock temperature T1 < 104 K is being accreted, the gas at the
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location of the shock will have a maximum temperature of Tmax ≤ (5M2−1)(M2+3)
16M2 104K. This

maximum coincides perfectly with the diagonal feature. Therefore, any gas below this line is likely

pristine gas (that is, gas that has not been previously shocked) being accreted onto filaments or

clusters for the first time. This gives us a proxy for the relative amount of accretion in a simulation.

We can then use this diagnostic to study the role of accretion in the relic64 and relic200

simulations. While relic64 does have a small amount of accretion, it is far below that of relic200.

This is because of the different mass clusters present in each of the two simulations; relic200 has

clusters that are up to an order of magnitude more massive than in relic64. Recalling that the

accretion radius rs = GM
c2s

scales with mass [29], the clusters in relic200 are able to pull in and

accrete more gas than those in relic64. This behavior will be studied as a function of redshift below.

As we did in the temperature-Mach number phase space, we now examine the behavior in

the temperature-overdensity plane in Figure 4.5, where overdensity is defined as ρ/ρ̄, where ρ̄ is

the mean matter density of the Universe, ΩMρcrit. Here our earlier findings are reinforced - the

strongest emission is coming from the densest, hottest regions in the simulations.

Both simulations exhibit the same general properties, though relic200 has hotter gas again

due to the larger clusters. This suggests that not only will the most massive clusters likely be

associated with the strongest radio emission, but that the strongest features will arise from merger

shocks passing through the centers of cluster, which seems to be the case observationally. Below an

overdensity of ∼ 10−30, the radio emission greatly decreases. This strongly disfavors the possibility

of seeing cluster accretion shocks in agreement with Hoeft et al. [110]. This is compounded by the

fact that these accretion features are more diffuse and therefore have reduced surface brightness

compared to the more compact merger shocks, making them difficult to study observationally. If

we then compare relic64 to relic200, we see that there is a relative absence of accreting gas in the

relic64 simulation, reinforcing our earlier findings that relic64 has less accretion due to the smaller

mass halos compared to relic200. In the following section we study this accretion as an evolutionary

tracer in more depth.
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Figure 4.6 2d Phase Diagram of the relic radio emission in temperature-Mach number space
for the relic200 simulation for varying redshifts. From top left to bottom right, we have
z = 2.0, 1.5, 1.0, 0.5, 0.25, 0.00
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4.3.3 Radio Emission as a Proxy for Cluster Accretion

We have seen at z = 0 that there is a relatively small amount of radio emission coming from

cluster and filament accretion shocks. We now investigate whether or not this holds for earlier

times. Figure 4.6 is an analog to our prior phase diagrams, but we now show the evolution of this

phase diagram for relic200 back to z = 2.0. We have normalized the emission by comoving volume

in order to avoid confusion with the expansion of space. Even with this taken out, we see that

there is a strong evolutionary trend in the origin of the radio emission.

At z = 2, we see that the emission from accretion shocks is comparable to, if not above, that

of the interior merger shocks. This roughly translates to an equal amount of thermal energy being

processed by mergers and accretion shocks at z = 2 since the efficiency of acceleration does not

differ dramatically between the two cases. The line that we previously identified with accretion

shocks is now quite strong, and there is even a dominant population within the accretion regime,

centered around 106K and Mach numbers of 40− 60.

By z = 1, the emission from accretion shocks has dropped by a factor of 10 while the merger

shocks have increased by a factor of 2 − 3. Finally, by z = 0, nearly all of the radio emission

due to accretion shocks has disappeared while the interior shocks have increased by a factor of

10 from z = 2. This drop in radio emission from accretion shocks coincides with the Universe

beginning to accelerate due to ’dark energy’ at z = 0.75 − 1.0. This process manifests itself by

both depleting the voids leading to less mass to accrete, and decoupling of clusters from the cosmic

expansion. Therefore, instead of growing in mass, and growing the radius of influence, dark energy

dominates and pulls all the remaining matter away from the cluster faster than it can grow. We

note here that this assumes that there is no evolution in the relative magnetic field strengths or

acceleration efficiencies between merger and accretion shocks. It may be the case that the magnetic

field strength at accretion shock locations is lower or higher at early times compared to the interior

of proto-clusters. However, since we do not have conclusive evidence to this evolution, we have

chosen to adopt the simplest model that assumes no evolution.
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This decrease in radio emission from accretion shocks is similar to the depletion of cosmic ray

proton acceleration at z < 1 from accretion shocks, found in Skillman et al. [212]. This behavior

is a novel perspective to view the effects of Dark Energy. If the radio relics from these accretion

shocks are observable in the future, one should see a decrease in their frequency and power as z

decreases.

4.4 Individual Object Properties

4.4.1 Cluster Projections

In this section, we take the opposite approach from the previous section and examine pro-

jections of individual objects. We begin with our list of halos and make radial profiles that start

at the density peak and continue to the previously found r200, defined here as the radius where

δ ≡ ρ/ρ̄ = 200. We call the mass enclosed within this radius the virial mass, and also record

several other quantities, such as X-ray luminosity and radio power within the virial radius.

We begin by demonstrating the power of having a large sample of clusters in a single simula-

tion by projecting only the 51 most massive clusters at z = 0 along the x-axis in relic64 in Figure

4.7. The width and depth of each individual projection here is 4 Mpc/h.

The most important result gleaned from these images is the morphological properties of

cluster structure. If we first examine the gas density (top), we see that while there is some amount

of substructure, the density is centrally concentrated. Since X-ray emission closely follows the

density distribution of the gas, this implies that the X-ray emission will be brightest in the centers

of clusters. However, the radio emission (bottom) is brightest on the edges of the clusters and has

very little correlation with the density structure. Instead, it more closely follows the temperature

structure (middle). This is because the temperature is more strongly affected by shocks than the

density (recall ρ2/ρ1 ≤ 4 from shock jump conditions for γ = 5/3). Note, however, that the emission

is still confined within high density regions inside the virial radius. Immediately from these images,

we expect radio emission to be anti-coincident with the X-ray emission, as is seen in existing relic
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Figure 4.7 Density (top), temperature (middle) and 1.4GHz radio emission (bottom) for the 51
most massive halos in the relic64 simulation at z = 0. Mass decreases from top left to bottom right
(2.5× 1014 − 2.0× 1013M�). Each individual image is 4 Mpc/h across. All images are projections
down the x-axis.
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examples [90, 230, 26, 47]. This behavior implies that shocks are more likely to appear in radio

imaging than in X-ray surface brightness maps.

Also visible in the radio emission are common features such as arcs and rings. These features

are due to merging subclusters as their bow shocks propagate through the ICM. These shapes

are similar to what is seen in observed radio relics. This similarity supports our claim that the

morphology of these objects is related to the location of shocks, as was originally suggested in

Ensslin et al. [70]. In a few rare situations (here in 2-3 clusters), these arcs appear in the very

center of the cluster. Because the surrounding medium is both hot and quite dense in these cases,

the radio emission is very strong. This agrees with our previous results from Section 4.3.2, where

we found the bulk of the emission at late times to be in the hot, dense phase of the gas.

4.4.2 Radio Power - Mass Relationship

From the projections of individual halos in Figure 4.7, we can see that there is a general

trend for the more massive halos to have higher radio emission (note masses decrease from the

top left to bottom right). We now want to quantify this scaling relationship by studying the radio

luminosity-mass relationship for the halos in our simulations. We begin with the earlier list of

halos and use the virial quantities of each halo. For each halo, we use their total mass and 1.4 GHz

radio power (integrated out to r200) to populate Figure 4.8. Second, for the distribution of halos,

we now determine the linear-least squares fit to log(P1.4GHz) = Alog(M200) + B for all halos with

M200 > 1013M� and 2×1013M� for the relic64 and relic200 simulations, respectively. We choose to

only fit halos above this minimum mass because at smaller scales additional physics such as cooling

not included in our simulations would possibly strongly affect the emission. Additionally, we do

not capture small mass halos that are likely moving through these small clusters possibly creating a

large fraction of the total radio emission. Because our simulation data does not have a measurable

uncertainty for a given radio power, we have to use an alternate method of determining the error

estimates of our parameters. We first find the best fit parameters using a uniform weighting. By

calculating the residuals for each point from this best-fit relation, we estimate the uniform error for
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Figure 4.8 1.4 GHz Radio Luminosity-Mass Relationship of halos in relic64 (left) and relic200
(right) for redshifts 2 (top), 1 (middle), and 0 (bottom). Shown in black are each individual halo.
The lines represents a best power-law fit to all halos with Mvir > 1013M� and 2× 1013M� for the
relic64 and relic200 using a least-squares fitting routine.
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each point as the standard deviation of this residual. We then fit the data again using this error

to obtain the uncertainty estimates in each parameter. The values of these parameters are shown

in Table 4.1.

Perhaps the most interesting result from Figure 4.8 is the normalization as a function of

redshift. At z = 0, a 1014M� mass halo emits ∼ 1020erg/s/Hz, while a similar mass halo at z = 2

emits ∼ 1022erg/s/Hz. This amplifies our hypothesis that the merger state of the halo is very

important. The 1014M� halo at z = 2 is one of the most massive objects at that time and has

likely recently formed, whereas the same mass halo at z = 0 is a fairly common object that was

likely formed some time ago. Additionally, the probability of a merger with a 1 : 1 mass ratio is

very low for the largest halos at a given time. For both simulations at multiple redshifts, the radio

power is correlated with the mass of the halo. This dependence is expected since the radio emission

is a function of the temperature, density and magnetic field strength of the halo, all of which scale

positively with the mass.

The second result of these radio luminosity-mass relationships is the large scatter around the

best fit. We see that there can be scatter of up to 2 − 3 orders of magnitude for a given mass

cluster. This suggests that while the radio emission is correlated with mass, the merger state of

the halo plays a major role in determining the radio power. As can be seen from the projections

of these halos in Figure 4.7, the most radio luminous objects have very disturbed morphology and

are undergoing major mergers.

In Figure 4.9, we show the evolution of the most massive cluster in relic64, and track the total

radio and X-ray luminosity as a function of redshift. The X-ray emission is calculated using outputs

of the Cloudy code [78] where we have adapted the method of Smith et al. [216] for radiative cooling

to calculate frequency-dependent emission. This yields an X-ray emission for given temperature

and density of the gas, and is shown in gray. The radio emission, shown in color, has been masked

such that all values below 10−21erg/s Hz−1cm−2 are transparent, allowing for a view of the X-ray

data and masking out radio features that are too faint to be observed. To help follow the evolution

of the total radio and X-ray luminosities from the cluster, we plot their relative luminosities with
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Figure 4.9 1.4 GHz Radio emission overlaid on 0.2-12 keV X-ray emission for 20 snapshots during
merger activity of the largest cluster in the relic64 simulation from z=0.23 to z=0.05, a time span
of 2 .08 billion years. Length units are comoving.
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Figure 4.10 Time evolution of 1.4 GHz radio and 0.2-12 keV X-ray luminosities of the merger shown
in Figure 4.9, normalized to the luminosities at z = 0.229. The first frames are a result of a prior
merger in its last stages.
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respect to their values at z = 0.23 in Figure 4.10.

As we follow the evolution from z = 0.23, we see the evolution of a major merger where the

two cores pass through each other at z = 0.22. The smaller halo is moving from the center towards

the upper-right. As the shockwave builds through z = 0.17, the radio emission closely follows the

X-ray brightness jump, as we would expect. By z = 0.16, the radio emission from the initial shock

has decreased dramatically. While the initial shock has disappeared in the radio, a secondary shock

has been created that moves in from the hot ICM into the wake the merger left behind from the

middle towards the lower-right. By z = 0.15 (frame 9), this is the most luminous feature in the

radio. At this time, the image is 7-8 times brighter in the radio than it was at z = 0.16 (frame 8),

illustrating how strongly radio emission depends on the merger state of the cluster. As the halo

evolves further, additional smaller objects fall into the ICM, but don’t get nearly as bright as major

merger. By z = 0.1 (frame 14), the integrated radio luminosity has dropped back to pre-merger

levels.

During this merger, the X-ray luminosity also increases, but the total X-ray emission only

increases by 50%, which again illustrates the difference in the X-ray and radio emission mechanisms.

A detailed analysis of cluster evolution and merger state is reserved for a later study.

4.4.3 Radio Power-X-ray Relationship

Simulation relic64 relic200

z Var A σA B σB A σA B σB

z = 0 Mass 3.1 0.1 18.51 0.07 3.19 0.04 18.14 0.02
z = 1 Mass 3.0 0.2 19.38 0.08 3.30 0.08 18.93 0.04
z = 2 Mass 1.9 0.4 20.1 0.1 2.8 0.2 20.2 0.1

z = 0 X-ray 1.32 0.08 19.32 0.06 1.34 0.02 19.49 0.02
z = 1 X-ray 0.9 0.2 19.6 0.2 1.28 0.04 19.52 0.04
z = 2 X-ray 1.0 0.3 19.8 0.2 1.0 0.1 20.2 0.1

Table 4.1 Best fit parameters for radio power scaling relationship with halo mass and 0.2-12 keV
X-ray emission. Fitting functions are 10B(M200/1013M�)A and 10B(Lx/1043erg/s)A for Mass and
0.5-12 keV X-ray luminosity, respectively.

While the X-ray and radio emission may not be coincident in projection, we expect to see
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Figure 4.11 P1.4GHz − LX relationship for halos in relic64 (left) and relic200 (right) for z = 2, 1, 0
from top to bottom. Both radio and X-ray emissivity are integrated out to the virial radius for each
halo. A best fit line is found for halos with Mvir > 1013M� and 2 × 1013M� for the relic64 and
relic200 using a least-squares fitting routine. For z = 0, we show fits to our data using a minimum
mass (solid) as above and minimum X-ray luminosity of 1044erg/s (solid + crosses). Also shown
are observational data (stars) from Feretti [73] along with a best fit (dashed).
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a correlation between the total X-ray and radio luminosity since they both sample hot, dense gas.

We start our analysis from the results of our radial profiles and examine the 0.2−12keV X-ray and

1.4 GHz radio emission within r200 for relic64 and relic200 in Figure 4.11.

We again use a method of linear-least squares regression described above to obtain a scaling

relationship between the X-ray and radio luminosity, the results of which are shown in Table 4.1.

Again we see that while there is a clear trend with X-ray luminosity, large scatter in the individual

clusters can dominate the relationship. This scatter likely comes from two sources. First, a cluster

that is relatively relaxed will have significant X-ray emission, whereas the lack of shocks in such a

scenario will necessarily lead to zero radio emission in this model. Second, the fractional increase

in X-ray luminosity across a shock front is much less than the radio emission because the X-ray

primarily depends on the density of the gas at cluster temperatures, whereas the radio scales with

density and temperature.

As a function of redshift, the scaling relationship between radio power and X-ray luminosity

evolves much like the radio power-mass relationship. Objects with the same X-ray luminosity at

early times are more likely to have much higher radio power than their low-redshift counterparts.

Additionally, the strength of the relationship increases at low redshift significantly due to the

stronger correlation with larger mass halos.

Even though our constraints on the fit parameters seem quite small, one can argue the due to

the large scatter there should be a broad range of values capable of producing “acceptable” fits. To

give a basic understanding of how our fit parameters can vary, for our two simulations at z = 0, we

have shown the results of fitting using two cuts on our underlying data. The solid line is the result of

fitting the points using all halos with amass greater than 1013M� and 2×1013M� for the relic64 and

relic200 simulations, respectively. The solid line with hash marks shows the result of only fitting

points with LX > 1044erg/s. As one can see, the slope varies quite dramatically. Therefore when

comparing to observational constraints, the selection function of the observed/simulated clusters is

very important.

We can compare our derived scaling relationships with observational estimates from known
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radio relics. Feretti [73] found X-ray luminosities and 1.4GHz radio power for 9 Abell clusters. If

we fit their data using our same least-squares regression technique, we obtain P1.4GHz ∝ L2.0±0.5
X ,

agreeing quite well within the uncertainties in our z = 0 simulation data. However, the normaliza-

tion for the real relics are much higher than our simulated relics. We explicitly plot these clusters

on Figure 4.11. A very important point from this is that the observed relics land on the high end

of both the X-ray luminosity and radio power. This demonstrates the selection effects coming in to

play, as we have only observed the brightest objects as of yet. This suggests that deeper observations

of radio-quiet clusters should lead to the discovery of low power radio relics. As another constraint,

Cassano et al. [43] study this relationship for giant radio halos and find P1.4GHz ∝ L1.74±0.21
X . While

these giant radio halos are thought to be from turbulent re-acceleration of electrons, their origin

is likely linked to the same driving forces (i.e. mergers) as the radio relics. We note here that

our X-ray emission is likely underestimated due to our lack of radiative physics in our simulations.

However, properly modeling galaxy formation, metal pollution, cooling, and thermal feedback is

beyond the scope of this study.

Figure 4.12 (Left) 1.4 GHz Radio Luminosity Function for clusters in relic64 and relic200 for
z = 0, 1, in units of inverse comoving (Gpc/h)3. Shown in dashed lines are extrapolations using
the Warren et al. [247] mass function and our P1.4GHz −Mass scaling from Table 4.1. (Right) The
Radio Luminosity Function for clusters in relic64 as a function of magnetic field model.
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4.4.4 Luminosity Function

Now that we have explored how the radio emission varies as a function of mass and X-ray

luminosity, we ask the question: “How many radio relics do we expect at a given luminosity in the

Universe?” Here we attempt to answer this question by constructing an observationally-motivated

radio luminosity function. This is done by calculating the cumulative number of objects brighter

than a given luminosity. We have done so in Figure 4.12, and normalized the count rates by

h3(1 + z)3 Gpc−3.

As we expect from our radio luminosity-mass relationship, the overall shape of the lumi-

nosity function is similar to the cluster mass function presented in Section 4.4.2. At first glance

this luminosity function is not very encouraging for observational studies because even our most

luminous objects are difficult or impossible to capture with current radio telescopes. However,

this is primarily a result of the mass range in our current simulations. The known radio relics are

associated with massive clusters with M > 1015M�, and our largest clusters in relic200 only begin

to reach the 1015M� mark. Obtaining spatial resolution needed to capture the relics in a volume

large enough to capture these very rare clusters is computationally difficult. We address this by

combining best estimates of the halo mass function with our radio luminosity-mass relationship.

We begin by calculating the best fits for the radio luminosity-mass relationships for both of

our simulations. Next, we take fits from Warren et al. [247] for the mass function at redshift 0 and

1. We then convert the mass in the mass function to the expected radio luminosity from our fits

in Table 4.1. The results of this fitting are shown in the left panel of Figure 4.12. Because of the

scatter in the radio-mass luminosity function, we are able to place rough lower and upper limits on

the luminosity function. This scatter will be constrained by future simulations that cover a larger

mass scale of galaxy clusters.

As we have done for our other results in Appendix A, we varied the magnetic field model to

examine its effects on the luminosity function. The first parameter we changed is the normalization

of the magnetic field, B0. In Figure 4.12, we show B0 = {0.01, 0.03, 0.1, 0.3, 1.0}µG. Since the
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emitted power is roughly proportional to B5/2 (see Section 3.1), as we increase B0 the luminosity

function shifts quite dramatically to larger luminosities. At low values of B0 the increase is close

to the expected increase of B5/2, while at higher values B approaches BCMB, reducing the effect

of the increased local field strength. The second variation was in the scaling of the magnetic field

with respect to the electron density. The line labeled “B-Flat” corresponds to B = B0, whereas

“B-Scale” denotes B ∝ B0ne. In both cases we set B0 = 0.1µG. With a uniform magnetic field,

we see that the number of high-luminosity objects decreases dramatically, while the number of

low luminosity objects increases slightly. This is understandable given that the highest luminosity

objects come from the most massive clusters, which have the highest densities. In this case, the

density doesn’t correspond to higher magnetic fields, and the radio luminosity is diminished with

respect to the adiabatic scaling. Similarly, in the “B-Scale” case, the magnetic field strength is

even higher in the dense parts of the largest clusters, leading to a shallower slope in the luminosity

function. By comparison, Hoeft et al. [110] also found a slope of −2/3 using the same model as the

B0 = 0.1µG line in 4.12, adding verification to both results.

To determine the number of clusters for a given survey area and redshift depth, we integrate

the cosmological volume out to z = 0.5 for a given survey area dΩ,

dV

dzdΩ
(z) =

c

H0

(1 + z)2D2
A

E(z)
(4.5)

with

E2(z) = Ωm,0(1 + z)3 + ΩΛ, (4.6)

where DA is the angular diameter distance. The result of this is that an all-sky survey out to

z = 0.5 covers 26.1 (Gpc/h)3. In combination with our estimates from the relic200 simulation in

Figure 4.12, we expect to find 180 (conservative) to 1000 (optimistic) clusters with a total radio

luminosity of 1025W/Hz within this cosmological volume.

We also see from Figure 4.12 that the luminosity function of halos increases from z = 1

to z = 0. However, if plotted using proper volumes, the factor of 8 brings the two luminosity
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functions much closer together. Therefore the proper number density of radio relics seems to be

fairly constant through cosmic time. This is an unexpected result, and encouraging for moderate

redshift studies of radio relics. We note here that the frequency at which telescopes receive this

synchrotron emission changes as a function of the emitter’s redshift. Therefore when deriving the

radio luminosity of an object at redshift z, we use ν = 1.4 GHz (1 + z). Because of this, the

emitted power is actually decreased since P1.4GHz ∝ ν−s/2 where s ≈ 2 for strong shocks. The

power emitted in the cluster’s frame is therefore substantially larger than what is shown in Figure

4.12. The similar luminosity function is therefore a product of the increased merger and accretion

activity at higher redshift compared to that at z = 0.

4.5 Discussion

4.5.1 Comparison To Previous Work

In order to compare our results to previous shock studies, we have calculated the kinetic

energy flux through shocks, as shown in figure 4.13. The left two panels show the kinetic energy

flux as a function of Mach number in the relic64 and relic200 simulations, respectively. The

right panels instead show the radio emission as a function of Mach number. While the black lines

denote all temperatures, we also show the breakdown in terms of the pre-shock temperature. The

kinetic energy flux results here can be directly compared to Figure 6 of Ryu et al. [204], Figure

10 of Skillman et al. [212], Figure 11 of Vazza et al. [239], and can also be compared after unit

conversions to Figure 6 of Pfrommer et al. [179]. Even though these simulations all vary in size and

adopted cosmological parameters, the similarities in the kinetic energy flux processed by shocks

is quite strong. This suggests that the underlying shock characteristics are quite well understood

even if the particular radio emission models vary.

In the right panels of 4.13, we can see that there is a larger difference between the two

simulations presented here in terms of the radio emission. This is likely due to the varying mass

scales present in the simulations. We have also subsampled the relic200 simulation into random



128

Figure 4.13 Left Panels: relic64 and relic200 kinetic energy flux processed by shocks at z = 0.
Right Panels: 1.4 GHz radio emission.

(64Mpc/h)3 domains and found that a major contribution is confined to one of these subdomains.

One of the earliest studies of shocks in a cosmological context is found in Miniati et al. [156],

where the authors found similar shock structure and kinetic energy flux trends as is seen in this

study, though in a unigrid context. They, too, found that intermediate Mach number shocks are

responsible for processing the majority of kinetic energy. In a pioneering work, Miniati et al. [157]

studied the injection and evolution of cosmic ray electrons. Using a framework to follow the cosmic

ray distribution, they presented a radio power - core temperature relationship that shows strong

similarity to what we have found with respect to cluster mass and X-ray luminosity, including a

larger amount of scatter from cluster-to-cluster. Even though the resolution was modest compared

to studies here, many of the primary characteristics of the radio emission are similar.

Much of our work presented here can be compared with that of Hoeft et al. [110]. We use the

same radio emission model, but instead apply it to AMR simulations as opposed to smoothed par-

ticle hydrodynamic simulations. In particular, we can compare our radio relic luminosity function

in Figure 4.12 to their Figure 9. After accounting for the different normalization, we find that we

have more objects at ∼ 1025W/Hz. However, this result is from a small number of objects in our

simulations and therefore future simulations with a larger sample of galaxy clusters are needed.

In Pfrommer et al. [181], the authors studied the acceleration and emission properties of

cosmic ray electrons and protons in a smoothed particle hydrodynamics setting which focused on

a set of high resolution galaxy clusters. Many of the same characteristics of galaxy cluster radio
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relic emission that we found in this study are consistent with their results. The morphology of the

radio relic emission is very similar to our results, though since they follow the electron population

through time the emission is more diffuse compared to our simulated clusters. In another paper

in the same series, Pfrommer [178] study the scaling relationship between the radio synchrotron,

gamma-ray, and inverse Compton emission from the same set of galaxy clusters. Their results

when fitting the scaling relationship between radio synchrotron emission and cluster mass give a

significantly shallower slope of 1−1.5. However, due to the small number of clusters in their study,

it is difficult to tell if there is a meaningful difference between their results and the ones presented

here. In future work it would be useful to run a series of high resolution AMR simulations using

our methods to compare to their results.

4.5.2 Implications For Future Surveys

Our study has shown that nearly every cluster has radio emission and displays signs of radio

relics at some stage in their evolution. When and where this radio emission occurs, however, is

very sensitive to the merger and evolutionary state of the cluster. Current studies of radio relics

have been confined to pointed observations of nearby, massive clusters, often based on strong X-ray

emission. While this observational strategy does conform to our general results found in mass and

X-ray scaling relationships, we have determined that not all X-ray luminous or massive clusters have

significant relic emission. It is instead heavily biased towards disturbed, merging clusters. Because

the surface brightness of these relics is low due to their extended nature, large surveys with near-

future telescopes are unlikely to yield serendipitous discoveries of cluster radio emission. Instead,

the focus should be on deep, multiwavelength, large field-of-view observations with sensitivity to

extended diffuse radio emission of disturbed X-ray clusters.

Additionally, studies must include regions away from the peak X-ray emission. As was seen in

Section 4.4, radio emission from shocks is generally brightest at the edges of clusters, surrounding

the X-ray emission. This prescribes a fairly difficult observational roadmap, but the potential

benefits include studying fundamental plasma physics phenomena such as in-situ shock electron
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acceleration and magnetic field structure. By combining statistical and morphological studies of

these objects, we can readily compare them with the high-resolution hydrodynamical simulations

presented here.

Our luminosity function, derived from the Warren et al. [247] mass function, suggests what

can be expected in future observational studies. With surface brightness sensitivity improvements

of a factor of 10, we can expect to see an increase of a factor of 10-100 in the number of clusters

with radio relics. Alternatively, an all-sky survey out to z = 0.5 should result in the discovery of

∼ 200 clusters above a luminosity of 1025W/Hz.

4.5.3 Limitations of the Models

There are several limitations to this study. First, we have not performed self-consistent

MHD simulations, and instead adopted a scaling relationship between the post-shock density and

magnetic field. This leads to the absence of any magnetic field configurations imprinting their

structure on the radio relics. We plan to incorporate MHD simulations in future work. However,

since B ∼ BCMB in the cluster environments we study here, the magnitude of our radio emission

should not change dramatically. We are also not presenting a self consistent view of magnetic field

generation, evolution, and non-linear interactions with shocks or particle acceleration, all of which

are poorly understood in a cosmological context.

Second, due to our relatively small box sizes, we have not captured the largest objects in

the universe, which are likely to produce the brightest radio signatures. To account for this, we

have provided an estimate using an analytic mass function combined with mass-luminosity scaling

relationships. However, self-consistently capturing these very massive clusters is important, and will

be explored in future work. Third, we also only follow recently accelerated electrons and ignore the

aging of electron populations or re-accelerated electrons, which is likely to be important for radio

halos and steep-spectrum objects. A more realistic model would follow the electron population “on-

the-fly” and modify the acceleration efficiency as a function of pre-existing electron populations.

Given that we assume radio emission only comes from electrons that have just been accelerated,
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this means that the radio relic luminosities shown are lower limits.

While our spatial and mass resolutions are quite good in the relic64 simulation, it is likely

that increasing the resolution would have an affect on our results. Skillman et al. [212] found that

in terms of the kinetic energy processed by shocks, a peak spatial resolution of 3.9kpc/h and a mass

resolution of roughly 109M� was approaching a converged result, though perfect convergence was

not seen. In relic64 our spatial resolution matches this value, while we are a factor of two above

this mass resolution. For relic200, we are likely not capturing all of the kinetic energy flux in low

Mach number shocks, which would suggest a higher spatial and mass resolution simulation would

lead to somewhat higher radio luminosity emission. This will likely always be the case since any

increase in mass resolution will lead to a greater sampling of the mass function, allowing one to

follow the merger assembly of galaxy clusters more accurately. This should increase the frequency

of merger shocks, increasing overal radio emission.

Finally, the electron acceleration efficiency in Equation 4.3 is poorly constrained at present.

With additional radio observations, particularly using next generation low frequency radio tele-

scopes, along with new PIC simulations, we may be able to calibrate ξe to more accurate values.

This could be important in scaling the radio luminosity function in Figure 4.12 and estimating the

number of radio relics expected in clusters and/or sky surveys.

4.6 Conclusions and Future Directions

We have carried out high resolution AMR cosmological simulations using our accurate shock

finding algorithm with a radio emission model for shock-accelerated electrons to examine the prop-

erties of radio relics in galaxy clusters. From this model, our main results are:

• We have produced synthetic radio maps of the large scale structure and cluster environ-

ments, showing the variety of radio relic morphologies and locations.

• Through the use of 2D phase diagrams, we have found that while there is radio emission

from both merger (internal) and accretion shocks, the emission from the hot, dense in-
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tracluster medium associated with the merger shocks dominate the total emission. This

balance is redshift-dependent, with accretion shocks being more important at high redshift.

• We have generated scaling relationships using over 2000 simulated halos that give insight

to how radio emission scales with mass and X-ray luminosity. These relationships evolve

with redshift and there is a large scatter for individual halos as a result of merger state.

• By studying the time evolution of a cluster undergoing a merger, we find that the radio

emission is highly dependent on the merger state, varying on time scales of a few hundred

million years.

• We have produced a synthetic radio luminosity function that gives observational predictions

for the number of clusters with radio relics. This can be used to compare to future observed

cluster luminosity functions and as a test of synchrotron emission models.

In future studies we plan to examine the merger history and morphology of these objects in

greater detail. The redshift evolution of individual clusters is likely to be heavily correlated with

merger state, and a statistical study of this relationship is vital to future observational studies.

Finally, in order to correctly model these radio relics, we need to self-consistently follow the electron

population, taking into account effects of particle aging and re-acceleration. Future studies will also

examine larger cosmological volumes and implement techniques such as light cones.



Chapter 5

Cosmological MHD Simulations of Galaxy Cluster Radio Relics: Insights and

Warnings for Observations

As published in S. W. Skillman, H. Xu, E. J. Hallman, B. W. OShea, J. O. Burns, H. Li,

D. C. Collins, and M. L. Norman. Cosmological Magnetohydrodynamic Simulations of Galaxy

Cluster Radio Relics: Insights and Warnings for Observations. ApJ, 765:21, March 2013. doi:

10.1088/0004-637X/765/1/21. Reproduced by permission of the AAS. [214]

5.1 Introduction

Galaxy clusters are hosts to a variety of thermal and non-thermal phenomena, many of which

are the result of cosmological structure formation. The study of relativistic particles in galaxy

cluster environments was motivated by the observation of the radio halo in the Coma cluster by

Large et al. [137], and has since grown into an industry of observations, theory, and simulation.

For a review on current radio observations of galaxy clusters see Ferrari et al. [80], Feretti et al.

[77], and for a review on the non-thermal processes see Dolag et al. [59]. Here we review the basic

characteristics of galaxy cluster radio “halos” and giant radio “relics,” to use the classification in

Ferrari et al. [80]. Radio halos are usually ∼ Mpc−sized features in galaxy clusters, closely following

the X-ray morphology in the central regions of the cluster. They are generally characterized by very

low (< few percent) linear polarization fractions, and are found in galaxy clusters with disturbed

morphology and no evidence for a cool core [80, 93, 77]. The origin of the emission is thought to be

from relativistic (γ ∼ 104) electrons emitting synchrotron radiation. The source of the energy in
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these electrons, however, is debated. It may originate from the decay of pions (the “secondary” or

“hadronic” model), created by interactions between cosmic ray protons and the thermal population

[55, 56, 157], which would be strengthened by the observation of gamma-ray emission in cluster

cores. However, initial studies of many galaxy clusters using the FERMI satellite [3], as well as for

fewer objects with other instruments, e.g. MAGIC observations of Perseus[6, 7], combined with

radio data [114, 32] constrain the energy in cosmic rays to be very low (� 10%) of the thermal

energy in most cases. Others believe that the electrons are turbulently accelerated either from

the thermal population or from aging populations of electrons either from shock acceleration or

AGN/supernova injection [30].

Radio relics, on the other hand, are thought to be accelerated by first-order Fermi acceleration

through the process of Diffusive Shock Acceleration (DSA) [23]. They have a relatively steep radio,

and therefore inferred electron, spectrum where S ∝ ν−α with α ≈ 1− 2. These radio sources are

not associated with any of the cluster galaxies or AGN bubbles. They are also not associated with

any point sources in other wavelengths, and are usually found in the outskirts of clusters. Their

location can be up to ∼ 2 Mpc from the cluster core, and can be extended up to ∼ 1.5 Mpc in length

[232, 235, 237]. In some cases these radio features are coincident with X-ray surface brightness and

temperature jumps, potentially indicating the presence of a shock front [81, 5]. Early work by

Ensslin et al. [70], Roettiger et al. [195], Venturi et al. [242] originally proposed that cosmological

structure formation shocks may be responsible for the acceleration of these relativistic electrons.

The original source of these electrons may be from the ICM itself or from prior outburst in radio

galaxies [69, 68]. While more rare, double radio relics are observed in several systems. Double

radio relics are unique in that they provide tighter constraints on the geometry and kinematics

of the merging clusters[233]. Upcoming radio telescopes such as LOFAR, the Jansky VLA, and

eventually the SKA will provide an increase in sensitivity and resolution (both spectral and spatial)

that will allow for discoveries in blind surveys. Because of this, we are at an important time to use

simulation and theory to predict the number and the properties of relics in cosmological samples.

Past simulations have focused on both single clusters [195, 181, 13] as well as ensembles of clusters
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[110, 213, 241, 164]. Both are needed in order to constrain the plasma physics and how varying

environments lead to observational quantities such as luminosity functions.

In this paper we investigate the origins, properties, and observational implications of a merg-

ing galaxy cluster using a numerical simulation. For the first time, we start from cosmological

initial conditions and self-consistently evolve the cluster magnetic field from an AGN source the

equations of magnetohydrodynamics rather than assuming a magnetic field strength and topology.

This allows us to explore one scenario in which the magnetic field forms, evolves, and interacts

with the radio relic emission. We describe, in detail, the plasma environment of the radio-emitting

regions.

After investigating the properties of the cluster gas, we analyzed the resulting radio emission

using novel approaches to explore systematic effects present in current radio observations. We used

a new tool to view this Eulerian grid simulation from arbitrary directions in order to demonstrate

the effect of viewing angle on the derived properties. We then developed the capability to integrate

the polarized radio emission along the line of sight to provide the closest comparison to observations.

We then use this technique to produce polarization fraction and position angle maps from our MHD

AMR simulation, and provide comments on the relevance of our results to current observations of

radio features in galaxy clusters. Finally, we discuss the impact of using previous assumptions

about the magnetic field compared to the values that are self-consistently evolved from an AGN

source. We use this to provide insight into observational results.

5.2 Methods

5.2.1 Simulations

Our simulation was run using a modified version of the Enzo cosmology code [34, 33, 163, 167].

Enzo uses block-structured adaptive mesh refinement [AMR; 17] as a base upon which it couples

an Eulerian hydrodynamic solver for the gas with an N-Body particle mesh (PM) solver [65, 107]

for the dark matter. In this work we utilize the MHD solver described in Collins et al. [50]. The
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solver employed here is spatially second order, while the PPM solver [49] commonly used in Enzo

is spatially 3rd order. The net effect on the shock-finding algorithm will be to broaden a single

shock by a small amount. However it will be impossible to disentangle this effect from the changes

in shock structure due to the addition of magnetic forces in the evolution. None of the results we

present here will be sensitive to these small differences. We have extended this version of Enzo

to include temperature-jump based shock-finding as described in Skillman et al. [212] and used in

Skillman et al. [213].

The galaxy cluster studied in this work is the same as cluster U1 in Xu et al. [256]. In this

work, clusters were formed from cosmological initial conditions, and magnetic fields were injected

by the most massive galaxy at a variety of stages in the cluster evolution. It was found that

different injection parameters of magnetic fields have little impact on the cluster formation history.

This simulation models the evolution of dark matter, baryonic matter, and magnetic fields self-

consistently. The simulation uses an adiabatic equation of state for gas, with the ratio of specific

heat being 5/3, and does not include heating or cooling physics or chemical reactions. While studies

have been done including these physical models and their role in characterizing shocks [125, 180], we

chose to ignore them due to both computational cost as well as possible confusion between structure

formation shocks and those arising from star/galaxy feedback. Additionally, Kang et al. [125] found

little effect on the overall kinetic energy dissipation between simulations with adiabatic gas physics

and those including cooling and feedback, and while Pfrommer et al. [180] show changes at high

Mach number, as we will see these have little consequence for the shocks involved with producing

radio relics.

The initial conditions of the simulation are generated at redshift z = 30 from an Eisenstein

and Hu [66] power spectrum of density fluctuations in a ΛCDM universe with parameters h = 0.73,

Ωm = 0.27, Ωb = 0.044, ΩΛ = 0.73, σ8 = 0.77, and ns = 0.96. These parameters are close to the

values from WMAP3 observations [217]. While these parameters differ from the latest constraints,

it is largely irrelevant for this particular project. The simulated volume is (256 h−1Mpc)3, and it

uses a 1283 root grid and 2 nested static grids in the Lagrangian region where the cluster forms.
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This gives an effective root grid resolution of 5123 cells (∼ 0.69 Mpc) and dark matter particle mass

resolution of 1.07×1010M�. During the course of the simulation, 8 levels of refinements are allowed

beyond the root grid, for a maximum spatial resolution of 7.8125 h−1 kpc. The AMR is applied

only in a region of (∼ 43 Mpc)3 where the galaxy cluster forms near the center of the simulation

domain. The AMR criteria in this simulation are the same as in Xu et al. [256]. During the cluster

formation but before the magnetic fields are injected, the refinement is only controlled by baryon

and dark matter density, refining on overdensities of 8 for each additional level. After magnetic

field injections, in addition to the density refinement, all the regions where magnetic field strengths

are higher than 5 × 10−8G are refined to the highest level. The importance of using this magnetic

field refinement criterion in cluster MHD simulations is discussed in Xu et al. [255].

The magnetic field initialization used is the same method in Xu et al. [253, 254] as the original

magnetic tower model proposed by Li et al. [140], and assumes the magnetic fields are from the

outburst of AGN. The magnetic fields are injected at redshift z = 3 in two proto-clusters, which

belong to two sub-clusters. The injection locations are the same locations in simulations U1a and

U1b in Xu et al. [256]. There is ∼ 6 × 1059 erg of magnetic energy placed into the ICM from each

injection, assuming that ∼ 1 percent of the AGN outburst energy of a several 108 M� SMBH is in

magnetic fields. Previous studies [255] have shown that the injection redshifts and magnetic energy

have limited impact on the distributions of the ICM magnetic fields at low redshifts.

The simulated cluster is a massive cluster with its basic properties at redshift z = 0 as follows:

Rvirial = 2.5 Mpc, Mvirial(total) = 1.9 × 1015 M�, Mvirial(gas) = 2.7 × 1014 M�, and Tvirial = 10.3

keV. This cluster is in an unrelaxed dynamical state at z = 0 with its two magnetized sub-clusters

of similar size undergoing a merger. The total magnetic energy in the simulation at z = 0 is 9.6

× 1060 erg, nearly all of which is within the cluster virial radius. The details about the cluster

formation are described in Xu et al. [256].
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5.2.2 Synchrotron Emission

We use the same technique as was presented in Skillman et al. [213] and based on Hoeft

and Brüggen [109], except we no longer rely on the assumption that the magnetic field is a simple

function of density and instead use the magnetic field from the simulation. This method assumes

that a fraction of the incoming kinetic energy of the gas is accelerated by the shock up to a power-

law distribution in energy, which extends from the thermal distribution. This distribution is that

predicted by diffusive shock acceleration theory in the test-particle limit [61, 14, 146, 2, 23, 165].

At the high energy end, it also assumes that there is an exponential cutoff determined by the

balance of acceleration and cooling. The total radio power from a shock wave of area A, frequency

νobs, magnetic field B, electron acceleration efficiency ξe, electron power-law index s (ne ∝ E−s),

post-shock electron density ne and temperature T2 is [109]

dP (νobs)

dν
= 6.4× 1034erg s−1 Hz−1 A

Mpc2

ne
10−4cm−3

ξe
0.05

(
νobs

1.4GHz
)−s/2 × (

T2

7keV
)3/2

(B/µG)1+(s/2)

(BCMB/µG)2 + (B/µG)2
Ψ(M). (5.1)

where Ψ(M) is a dimensionless shape function that rises steeply aboveM∼ 2.5 and plateaus to 1

above M ∼ 10. In all work presented we use a fiducial value of ξe = 0.005, as suggested in Hoeft

et al. [110], and the same as used in Skillman et al. [213].

There are several important things to notice about this model, which will help guide our

interpretations of the results throughout this paper. First, the emission scales linearly with the

downstream electron density, and with the downstream temperature to the 3/2 power. Additionally,

in regions where the magnetic field is less than the equivalent magnetic field strength from the CMB

energy density, BCMB, the emission scales with B1+s/2, where s ∼ 3 for most relic situations.

5.2.3 Analysis Tools

In this work we relied heavily on the data analysis and visualization toolkit, yt [229], to

produce the derived data products presented. Here we describe the tools used specifically in our
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analysis, and leave further description to the yt documentation 1 . Derived Quantities2 , such as

WeightedAverageQuantity and TotalQuantity, are used to calculate weighted averages and totals

of fluid quantities. For example, we use WeightedAverageQuantity to calculate the average tem-

perature, weighted by cell mass. To analyze properties such as the radio and X-ray emission from

our simulations, we use Derived Fields 3 to define the functional form of our new fields, which is

then calculated on a grid-by-grid basis as needed. To calculate distribution functions, either as a

function of position or fluid quantity, we utilize 1-D Profiles and 2-D Phase Plots4 . By specifying

a binning field, we are then able to calculate either the total of another quantity or the average

(along with the standard deviation). These are used to create radial profiles as well as characterize

quantities such as the average magnetic field strength as a function of density and temperature.

We also take advantage of adaptive slices and projections. Slices5 sample the data at the highest

resolution data available, and return an adaptive 2D image that can then be re-sampled into fixed

resolution images. Similarly, we use weighted and unweighted projections6 of quantities to provide

average or total quantities integrated along the line of sight. Again, these adaptive 2D data objects

can then be re-sampled to create images at various resolutions. We also utilize and extend off-axis

projections for use in integrating the polarization vectors of radio emission, to be described further

in Section 5.2.4. Finally, we use the spectral frequency integrator to calculate the X-ray emission

based on the Cloudy code, as was done in Skillman et al. [213] and Hallman and Jeltema [103], and

was described in detail in Smith et al. [216].

5.2.4 Polarization

In addition to calculating the synchrotron emission, in this paper we investigate the po-

larization fraction and position angles of the emission. In order to compare our simulations to

observations, we have developed several new tools, including the ability to calculate the polariza-

1 http://yt-project.org/doc
2 http://yt-project.org/doc/analyzing/objects.html#derived-quantities
3 http://yt-project.org/doc/analyzing/creating derived fields.html
4 http://yt-project.org/doc/visualizing/plots.html#d-profiles
5 http://yt-project.org/doc/visualizing/plots.html#slices
6 http://yt-project.org/doc/visualizing/plots.html#projections
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tion properties of the radio emission. In this section, we describe how we calculate Stokes I, Q,

and U parameters from any viewing angle of our simulation. For a review of these topics, see

Burn [36], Longair [144], Heiles [105]. While previous analyses of polarized emission were capable

of viewing along the coordinate directions, to our knowledge, this is the first presentation of

off-axis polarized radio emission from AMR simulations7 . This capability presents several

challenges. Whereas the total radio emission is calculated as a direct sum of the emission multiplied

with the path length, the calculation of the polarized emission requires simultaneous integration of

each polarized component along the line of sight due to their mixing through Faraday rotation.

We have built this capability on top of the analysis package yt. We began with the “off-axis

projection”8 operation, which is an off-axis ray-casting mechanism. It operates by creating a fixed-

resolution image plane for which each pixel is then integrated through the simulation volume. To

do this correctly, first the AMR hierarchy is homogenized into single-resolution bricks that uniquely

tile the domain. This ensures that only the highest resolution data is used for a given point in space.

These bricks are ordered and traversed by the image plane. The result of this is that we are able to

integrate along the line of sight through the AMR hierarchy sampling only the highest-resolution

cells for that given point in space.

We have furthermore modified this framework such that the RGB channels of the image act

as the total emission, I, and polarized emission along the x, Ix, and y, Iy, axes. Ix and Iy can be

thought of as the emission-weighted electric field. The details of this calculation can be found in

Appendix A. We first create derived fields that correspond to the magnetic field projected onto

the unit vectors ~vx, ~vy and ~v||, where ~vx and ~vy are defined with respect to east and north vectors

defined by the viewing direction, ~v||. We label these magnetic fields as Bx, By, and B||, respectively.

We then define the polarization angle χ of the electric field as the angle made between Bx and By

rotated by π/2. Finally, we define a Faraday rotation field ∆φ = 2.62 × 10−17 × λ2neB||dl, where

all variables are in cgs units. Using a similar notation to [169], we then integrate along the line of

7 Hoeft et al. [110] studied the view dependence on the total radio emission
8 http://yt-project.org/doc/cookbook/index.html#cookbook-offaxis-projection
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sight the I, Ix, and Iy values using the following discrete step:
Ii+1

Ix,i+1

Iy,i+1

 =


dl 0 0

dl fp ( ~vx · ~E) cos(∆φ) −sin(∆φ)

dl fp (~vy · ~E) sin(∆φ) cos(∆φ)




εi

Ix,i

Iy,i

 (5.2)

where ∆φ is the Faraday rotation, ~vx and ~vy are the image plane coordinate vectors, fp is the

fractional polarization of the synchrotron radiation of a given power-law slope of electrons, dl is the

ray segment length between the incoming and outgoing face of each cell, and ~B is the magnetic field.

Once integrated through the volume, we are then able to create intensity, polarization fraction, and

polarization direction maps. This capability is available to download using the changeset with hash

fc3acb747162 here: https://bitbucket.org/samskillman/yt-stokes.

5.3 Radio Relic Properties

In this section we describe the general properties of the simulated galaxy cluster. We begin

by comparing the morphological similarities between our simulated cluster and several observed

clusters. We then move on to describe the other gas properties in an effort to constrain the properties

of the radio-emitting plasma. Finally, we will look at the time evolution of these quantities in order

to understand their coupling during the merger process.

5.3.1 Simulated Radio & X-ray

We begin by comparing the radio and X-ray emission from our simulation with the radio

relics present in A3376 (see Figure 1a. in Bagchi et al. [11]) and CIZA J2242.8+5301 (see Figure 1

in van Weeren et al. [232]). In this work we calculate the X-ray emission using Cloudy to integrate

the emission from 0.5 − 12 keV assuming a metallicity of Z/Zsolar = 0.3. The resulting 1.4 GHz

radio and 0.5− 12 keV X-ray emission is overlaid in Figure 5.1. The X-ray is shown in color with

a dynamic range of 100. The radio flux is calculated by placing the simulated cluster at a distance

of 100Mpc/h. We then mask the radio emission such that 10−3 − 101 mJy is visible. The total
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Figure 5.1 Simulated X-ray and radio emission. The X-ray in the central regions shows a dynamic
range of 100. The radio emission is calculated by placing the simulated cluster at 100Mpc/h, and
masked to show a dynamic range of 104.
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integrated flux for the left and right relics are 9.67× 1024 and 3.11× 1024W/Hz at 1.4GHz, which

is similar to many of the observed single and double radio relics [77].

There are a few specific details that we highlight here due to their similarities to many

observed radio relics. First, we note that this appears as a double radio relic. These are relatively

rare compared to their single-sided counterparts. This snapshot is following a major merger roughly

300 Myr after core passage. The primary cluster is moving to the lower-left, with the secondary

moving primarily to the right. After core passage, a merger shock develops, moving both to

the lower left and upper right, and as will be seen in later figures, aligns with strong jumps in

temperature and density. The two relic features are aligned with the direction of the merger as well

as the shape of the X-ray emission. This alignment of the X-ray morphology and radio emission

is characteristic of double radio relics (see Skillman et al. [213]), as well as many single relics [e.g.

234, 28].

The second key feature to this simulated double relic is the apparent aspect ratio of the radio

emission. The length of the left relic (if we connect the two pieces that are separated by a short

distance) is more than 2 Mpc/h, while the right-moving relic is 1.5− 2.0 Mpc/h. While these relics

are quite elongated, they are very thin. In many regions it is at most 100− 200 kpc/h wide, even

in projection. We note here, however, that this width is most likely underestimated since we are

not tracking the aged populations of electrons that would exist for some amount of time behind

the shock front.

Comparing to A3376 [11], we see many striking resemblances, including the complex mor-

phology of the Eastern portion of the relic as well as the ring-like structure to the outline of the

radio emission. This, at the very least, suggests that the radio-emitting electrons are indeed re-

lated to the shock structures formed in merging galaxy clusters. We see a similar structure in

CIZA J2242.8+5301 [232], where the elongation of the X-ray emission points in the direction of the

merger, aligning with the double radio relic. We also note the resemblance here with our simulation

in terms of the very thin region of radio emission along the relic. This suggests that the cooling

times of the relativistic electrons must be short.
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Figure 5.2 shows the fundamental quantities such as density, temperature, Mach number, and

magnetic field strength, along with observable quantities such as the 1.4 GHz radio and temperature

fluctuations in the CMB due to the thermal Sunyaev-Zel’dovich effect. The radio flux assumes a

distance to the simulated cluster of 100 Mpc/h. Each panel shows the same field-of-view and depth

of 4.0 Mpc/h at z=0. In all panels except for the radio and Mach number maps, we have overplotted

the radio emission to help guide the reader’s eye in determining the location of the emission relative

to the underlying plasma. The top left panel shows the density-weighted temperature. Here the

correlation between the radio emission and the temperature structure is very strong, as the outward

moving shocks are heating the gas to several ×108K. Note that the sharp edges in the temperature

structure, as well as the maximum in the temperature distribution, occurs 1.5−2Mpc/h away from

the center of the cluster. This highlights the unrelaxed nature of this merging cluster.

The bottom-left panel shows the density-weighted density, and has a similar structure to the

X-ray image shown in Figure 5.1, as is expected since the X-ray emission is a strong function of gas

density. We note that unlike the temperature, the density is strongly peaked towards the center of

the cluster, though the unrelaxed nature is evident by the elongation along the merger axis. The

top-right panel shows the kinetic energy flux-weighted Mach number. In addition, we masked out

all pixels that contributed < 10−10 of the peak radio emission. This was done to eliminate some of

the shocks along the line of sight that are external to the cluster. The bottom-right panel shows

a projection of the absolute magnitude of the magnetic field, weighted by density. Here we weight

by density since in many regions there is no relic emission,which would lead to difficult-to-interpret

values in the those regions. Notice that the magnetic field also peaks in the center of the cluster

around 1 µG. There appears to be a drop in field strength outside the radio relics. This makes

sense because the merger shock is just reaching those regions, and then compresses the field behind

the shock.

We now use these four quantities to produce the images in the middle bottom column. First,

the middle-bottom image shows the radio emission calculated as outlined in Section 4.2.4. Notice

that as expected, the radio emission traces the regions that combine all four of the quantities in
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the left and right columns. This snapshot of the cluster properties suggests that radio emission

requires a combination of dense, hot, magnetically threaded gas in the presence of

moderately strong shocks. There are regions in the Mach panel of shocks in the M = 5 − 7

range that only contribute a small amount of radio emission. This region, which can be seen by

rotating the viewpoint (not shown in this presentation), happens to lie outside the cluster a bit

further where the magnetic field, temperature, and density have dropped considerably. We also

notice that the strongest regions of radio emission correspond to Mach numbers in the 3− 5 range

with temperatures above 108K, similar to findings in Skillman et al. [213].

Finally, in the top-middle panel, we have overlaid the radio emission on top of the thermal

Sunyaev Zel’dovich effect (tSZE). We have taken out the frequency dependence in the f(x) function,

and multiplied the tSZE Compton y-parameter by the temperature of the CMB in order to get

units of mK. Finally we multiply by 2.0, the maximum of f(x), to get the maximum decrement

value. Notice the very strong correlation with the jump in tSZE and the presence of radio emission.

Also note that this image is shown in linear-scale, and the dynamic range in this image is < 20.

This has interesting implications for ongoing and future high-resolution tSZE measurements with

MUSTANG [159]. CARMA [182], and CCAT [188]. Since the tSZE is sensitive to the integral

of the pressure along the line of sight, it may be preferable to X-ray studies of galaxy cluster

shocks because of its linear dependence on density and temperature instead of a roughly quadratic

dependence on density and sub-linear dependence on temperature. This also minimizes the effects

of gas clumping and increases sensitivity to low density gas. This advantage is amplified in the

outer regions of galaxy clusters where many of these radio relic shocks are located.

5.3.2 Density & Magnetic Field Strength Relationship

In the next two sections we will describe the physical properties of the radio emitting plasma

in order to compare to what has been found observationally. In the following analysis, we use the

inner-most nested refined region of the simulation (32 Mpc/h)3 and ignore the lower-resolution

regions in the remainder of the simulation. We choose to study this entire sub-volume instead of
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regions defined by the virial radius because the cluster is undergoing a major merger. Within this

region, we bin various quantities such as radio emission, density, temperature, and magnetic field.

Before we discuss the radio emission, we first describe the structure of the magnetic field. In

Figure 5.3, we show the average magnetic field strength as a function of density, along with the

1−σ standard deviation where the average is weighted by density. This is similar to plots found in

Dubois and Teyssier [63], though in their study they also followed gas cooling. Similar results were

also found using a smooth particle magneto-hydrodynamics code in [57] and [58], though there is

less evidence for a flattening at high densities. Contrary to what has been assumed in prior studies

such as Hoeft et al. [110], Skillman et al. [213], we find that the magnetic field does not scale with

ρ2/3, but instead with ρ at low density and has an inner core with roughly flat magnetic field at

high density. This was discussed previously in Xu et al. [256], casting doubt on assumptions of

any tight relationship between density and magnetic field strength. This suggests that the manner

in which we inject the magnetic fields may ultimately determine quantities such as the total radio

luminosity. Similar to what has been done in [60], future work should explore the effects of varying

the magnetic field injection mechanism. For example, we may expect a shallower slope and more

evenly distributed field strength if we inject magnetic fields from multiple sources instead of seeding

each cluster with a single source. Observationally, this relationship is best probed by measuring

the Faraday rotation for several lines of sight within a single galaxy cluster, as has been done for

A2382 [98], A119 [76, 161], A2255 [96], Coma [129, 75, 27], and Hydra A [135]. In most of these

cases there have been attempts to fit a relationship of B ∝ ρη, where η is usually found in the

range of 0 − 1, with most values close to 0.5. In the case of Hydra A the authors found a range

of η = 1 ± 0.5 was possible. Since our model predicts a flattening of magnetic field strengths at

high densities (η = 0), moving to a slope of η = 1 at low densities, the observations are generally

consistent with what we have found. An in-depth comparison between the radial dropoff of the

magnetic field, analyzed using synthetic observation techniques, should be performed in the future.

Because of the steep drop in magnetic field strength at low densities, we expect that the radio

emission will similarly decrease towards the outskirts of the cluster. Additionally, because the field
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Figure 5.3 Average magnetic field strength as a function of density, where each cell is weighted
by the density, with the shaded area denoting the standard deviation. For reference, we show an
analytic function that is linear with ρ at low density and flattens at high density.
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strength flattens out at high density, we expect to see radio emission that is not necessarily biased

to the highest density regions near the center of the cluster.

5.3.3 Kinetic Energy & Radio Emission Distributions

The next quantity we will use to describe the gas properties of the cluster are the kinetic

energy flux through shocks and the radio emission based on the Hoeft and Brüggen [109] model.

We find it useful to show both of these quantities with respect to density, Mach number, magnetic

field strength, and temperature in order to characterize the gas that is most responsible for the

conversion of kinetic energy to cosmic-ray electrons. For this particular study, we choose to show

both kinetic energy flux as well as the radio emission. As seen in Section 4.2.4, the radio emission

is a complex function of many quantities, and it is difficult to disentangle each variable. The

kinetic energy flux, however, is a much simpler quantity, relying only on the density, velocity, and

temperature of the incoming gas: FKE = 0.5ρv2Mcs.

The top left panel of 5.4 shows the kinetic energy flux through shocks as a function of Mach

number on the x-axis, and the magnetic field strength on the y-axis. Note that all un-shocked

cells in the volume are ignored. For each bin, we calculate the kinetic energy, and normalize by

the maximum value from all the bins. This distribution is shown in logarithmic space, as only a

small number regions dominate the kinetic energy flux. In this figure there appears to be 3 primary

populations of gas that contribute to the kinetic energy flux. The first is a very low Mach number

(M < 1.5), high-magnetic field, region of the simulation, which corresponds to the turbulent flow

in the center of the galaxy cluster. This slightly supersonic flow processes a large amount of kinetic

energy because of the high density and high temperature (and therefore sound speed), even though

the Mach numbers are low. On the upper end of the shock Mach number scale, there are shocks

around a Mach number of 6-8 with a magnetic field strength below 0.01 µG. These, as we will

discuss later, are associated with shocks onto filaments.

The third population in the kinetic energy flux is at Mach numbers between 3 − 5 with

a magnetic field strength of between 0.1 − 1.0 µG. These are the two primary merger shocks,



150

which we will see are the main source of the radio emission. Note that this is not a single or

even pair of distinct Mach numbers, meaning that observationally, a given merger shock

should not be characterized by a single Mach number. If the properties of shock-accelerated

electrons are strongly dependent on the Mach number, ascribing a single Mach number may lead

to inconsistencies in the fitting to the observed radio emission.

The lower-left panel shows the same quantity in color, but now decomposed into density

and temperature bins. Here we get a different view of the same result. In this panel there are

several knot-like regions in phase space, which likely correspond to each of the primary shocks

in our cluster. However, in this case we see that there are 3-4 regions. There is a very low-

density, 106 − 107 K region that likely corresponds to outer accretion shocks onto the filaments.

The other regions of high kinetic energy at more intermediate densities correspond to each of the

primary merger shocks in the cluster. The large clump at very high temperatures and a density of

roughly 10−28 g/cm3 corresponds to the left-moving shock at M∼ 4. This will become even more

apparent when we examine the right panels of this figure. The primary results of this study of the

kinetic energy flux agrees well with prior studies of the distribution of kinetic energy flux in shocks

[204, 179, 212, 239, 240]. However, this is the first time they have also been correlated with the

magnetic field distribution.

Now we contrast the distributions in kinetic energy flux with the radio emission. In the right

panels of Figure 5.4, we use the color scale to signify the total radio emission. In the top right

panel, we again show radio emission as a function of Mach number and magnetic field strength.

Here we see that of the three features present in the kinetic energy flux, only one remains in the

radio emission. This corresponds to the regions where the three ingredients needed to create radio

emission are all present. The Mach number is above the threshold for accelerating high energy

electrons, the gas is dense enough, and the magnetic field strength is high enough. We note that

the falloff at low Mach numbers is due to the functional form of Ψ(M) from Equation 5.1. For

this simulation, we find that the majority of the radio emission in this cluster comes from

shocks with Mach numbers of 3.0− 6.0 and magnetic field strengths of 0.1− 1.0 µG.



151

The same general conclusions are found from the lower right panel. We see that, instead of a

fairly broad distribution in kinetic energy flux across densities and temperatures, the radio emission

is confined to regions of relatively high densities and temperatures near 108 K. By combining this

with the upper-right panel, we have determined the exact makeup of the gas responsible for the

synchrotron radiating electrons in radio relics.

It is important to note that the magnetic field in our simulation does not reach the levels

calculated from observations of several radio relics [48, 46, 232]. This suggests that the magnetic

field injection mechanism used in this study may not correspond to how it occurs in observed

galaxy clusters. Alternatively, amplification of pre-existing fields prior to AGN injection, primordial

magnetic fields, and several other processes such as turbulent dynamo [111] in the post-shock region

and the streaming instability [e.g. 2] may lead to higher magnetic field values, all of which could

be investigated in future work. Finally, observations should be re-examined to determine if a lower

value of magnetic field is possible, such as what has recently been found in Carretti et al. [42].

5.3.4 Merger Evolution

Observationally, we are limited to a single snapshot in time, from which we must deduce the

prior and future evolution of a given galaxy cluster. Fortunately this is not the case for simulations.

In this section we describe in detail the evolution of the gas properties throughout the history of

the clusters we are modeling. Figure 5.5 shows the evolution of bulk properties in the nested region

of the simulation from redshift z = 2.95 to z = 0.0. There are five quantities shown here.

(1) Density: Average density, weighted by density.

(2) Temperature: Average temperature, weighted by density.

(3) Magnetic Field: Average magnetic field strength, weighted by density.

(4) Radio: Total 1.4 GHz Radio Emission

(5) Xray: Total 0.5-12 keV X-ray luminosity
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Figure 5.4 Phase plots of gas properties indicating the location of the kinetic energy flux and radio
emission at shock fronts. The left plots show the kinetic energy distribution, while the right plots
follow the radio emissivity. The top panels show the distributions as a function of magnetic field
strength on the y-axis, and Mach number on the x-axis. The lower panels show them as a function
of temperature on the y-axis, and density on the x-axis.
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In each case we select the inner-nested region of the simulation, and use WeightedAverageQuantity

or TotalQuantity “derived quantities”. Each of these averages and totals are then saved for future

analysis. In the case of Figure 5.5, we normalize each of the quantities by their maximum value in

order to fit them all on the same scale. In the case of the X-ray and radio luminosity, the emission

is calculated using the blueshifted frequencies as these would be redshifted into the observer’s frame

to be at the correct values (0.5− 12keV and 1.4GHz for X-ray and radio, respectively).

We find a very interesting correlation with all of the fundamental and derived quantities.

First, it is clear that there was not only the late-time merger near z = 0, but also earlier merger

evolution near z = 1. First, we see that the density and temperature both start to rise 0.2−0.5Gyr

before the radio emission spikes. Analogously, the magnetic field and X-ray luminosity also follow

this slow rise to a peak. Near the peak, the radio emission jumps up several orders of magnitude.

This corresponds to the formation of the shock front that then moves outwards from the cluster

center towards the outskirts of the cluster. After the core passage, the density and temperature

returns to a lower but elevated level with respect to the pre-merger values.

This suggests that the radio emission lags the merger event by a few ×108 years while the

shock is setting up and expanding into the intracluster medium. It again highlights the dependence

on not only the local characteristics of the emitting plasma, but also the shock surface area. Another

key point is that the short timescales over which the radio luminosity varies implies that for a given

mass or X-ray luminosity, there may be very large scatter in the radio luminosity. Overall, the radio

emission is only above 10% of its peak value for ∼ 0.5 Gyr. This could help explain the observed

lack of radio emission from clusters with obvious mergers such as Abell 2146 [200]. One caveat

to this result is that we do not follow the electrons as they cool. However, because the cooling

timescale,

τ ≈ 2× 1012γ−1((1 + z)4 + (B/3.3µG)2)−1 years (5.3)

for these electrons with γ ∼ 1000−5000 is short [80], this additional time has little effect. Therefore

the characteristics of this time evolution should not change substantially with a proper treatment
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Figure 5.5 Time evolution of integrated gas properties in the volume surrounding the structures
of interest. For density, temperature, and magnetic field, we calculate a weighted average, using
density as the weight. For radio and X-ray values, we calculate the total emission within the
innermost nested region of the simulation. Note the simulation was run beyond z = 0 to allow the
merger to finish.
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of the aging electron population.

5.4 Observational Implications

In this section we set out to provide a theoretical perspective on the analysis of observed

radio relics. In particular, we comment on some of the assumptions that are often employed, and

in several cases point out how these may be dubious. We begin by examining how the viewing

angle of a radio relic can impact its interpretation. We expand on this point in the context of

spectral index analysis, where not only does viewpoint play a role, but small-scale fluctuations in

the shock properties can lead to observational signatures that mimic an aging population of cosmic

ray electrons. Finally, we point out the limitations of our models; specifically, we must include aging

populations of electrons in future calculations in order to capture accurate polarization fraction and

direction.

5.4.1 Viewpoint

Observationally, we are limited to a single viewing angle for each object. Unfortunately,

because radio relic emission is not spherically symmetric, there will be a viewing angle-dependent

emission strength and morphology. In this section we set out to demonstrate this fact and how it

can affect our interpretation of radio emitting regions in galaxy clusters. We begin by taking our

original viewpoint and rotate the viewing angle by 180 degrees over 18 frames. The result is shown

in Figure 5.6, where radio emission is projected along each viewing angle.

What can be seen from Figure 5.6 is that, while for some orientations the radio emission

forms an obvious “double relic” configuration, other orientations yield what seems to be a single,

more diffuse, object. However, given a single frame, it would be difficult to determine the true

structure of the emission. In fact, this may lead to a misinterpretation of the radio emission to

be that of radio halo origin. We will expand upon this line of reasoning in Section 5.4.2. There

are several other things to note here in the rotation of the radio emission. We see that in some

orientations (see top row, 5th & 6th columns), we reproduce morphologies that include two outer
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relics, with one of the relics ending up between the two, close to the center of the cluster. This is

very similar to observed clusters such as MACS J1752.0 + 4440 [237], CIZAJ2242.8 + 5301 [236],

and MACS J0717.5 + 3745 [25, 231]. It may be possible that the emission in these clusters be not of

radio halo origin, but simply radio relic emission viewed coincident with the cluster center. Similar

work has been done with hydrodynamic simulations of galaxy clusters and viewing them along the

coordinate axes in Vazza et al. [241], where they found that the low emissivity due to the small

size along the line of sight may explain the lack of central radio relics.

Figure 5.7 Spectral index of simulated radio relic emission. The left portion of the image shows
the “edge-on” view, whereas the right shows the “face-on” view. Both views are on the same scale.
The left colorbar shows the mapping of color to the integrated spectral index including particle
aging. The right colorbar shows the mapping of color to the prompt spectral index. Both colorbars
apply to both views, providing a rough estimate of the uncertainty in our models of the spectral
index.

5.4.2 Spectral Index

Observationally, the spectral index of cluster radio relics is measured by comparing the emis-

sion at several different observed frequencies. In our work, we calculate the spectral index by

first calculating the radio emission at two frequencies (here we use 1.4 GHz and 330 MHz). After

smoothing by a Gaussian with a full-width half maximum size of 4 pixels, we then use these two
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Figure 5.8 A zoom in of the lower left radio relic. The left two panels show radio emission-weighted
projections of the Mach number (left), and magnetic field strength (middle). The right panel shows
a slice of the magnetic field strength, with black lines indicating the local magnetic field direction
in the plane of the slice and the white overlay show the location of cells identified to be shocks.
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maps to calculate the spectral index, similar to what would be done observationally. Because we

use the Hoeft and Brüggen [109] model, we will recover a spectral index from comparing these two

maps that is equal to the cumulative spectral index due to the emission from electrons over their

entire lifetime. This is steeper than the spectral index that would be predicted from the prompt

emission from a shock front, which is related by αprompt = (1 + 2αintegrated)/2.

In reality, what is thought to happen is the leading edge of the shock front should accelerate

electrons to αprompt. As the radio emitting electrons move downstream from the shock they cool

and the spectrum steepens. Qualitatively, we would expect that “edge-on” observations should

produce values near αprompt, whereas a “face-on” view would be sensitive to the entire lifetime of

the electrons, and therefore be closer to αintegrated.

Spectral steepening is found to happen in several observed clusters [233] and measuring

the steepening of the electrons as they progress away from the shock can help constrain the local

magnetic field, as was done in van Weeren et al. [233]. However, the assumption in these calculations

is that the spectral steepening is due entirely to the aging of the electrons. However, we see

similar steepening even though we do not include the spectral aging of the electrons as they advect

downstream! These variations are entirely due to a varying magnetic field and shock strength in

a non-uniform medium. The spectral indices of the prompt and integrated spectra are shown in

Figure 5.7, and the fluctuations in the underlying fields for the lower-left “edge-on” relic are shown

in the right panel of Figure 5.8.

In Figure 5.7, we see that the “edge-on” view shows a spectral steepening whereas the “face-

on” view shows the spatially variant spectral shape due to the shock properties. For completeness

we have mapped the colormap of both viewing angles to both the prompt and integrated spectral

indices. The same qualitative behavior is seen with both calculations. These fluctuations are

explained in Figure 5.8, where we see that the radio emission-weighted Mach number can vary

between 2 − 8, and the magnetic field can vary from 0.1 − 1µG. Therefore we warn that

extrapolating from the measured spectral steepening to calculate gas properties should

be done with care, as projection effects and spatial variation of the gas properties are
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important. It may be insufficient to prescribe a single Mach number or magnetic field

to a given radio relic.

5.4.3 Polarization Fraction & Direction

Using our newly developed method, we have created radio polarization fraction and direction

maps for our galaxy cluster from two viewing positions. The first gives an “edge-on“ view of

the radio relic, whereas the second is aligned such that the relics are viewed “face-on.” We will

examine, in detail, the polarization signatures of the “edge-on,” and then describe the differences

in the “face-on” view. Much of this work is related to the very early predictions from Ensslin et al.

[70].

In Figure 5.9, we show the linear polarization fraction and direction of 1.4GHz radio emis-

sion. Lines denote the local linear polarization direction, the length of which corresponds to the

polarization fraction. For clarity, the polarization fraction is also shown in color. The polarization

fraction is calculated using

fp =

√
I2
x + I2

y

I
(5.4)

In this case we use a 512× 512 pixel image plane to project through a cube of length 4 Mpc/h on

a side. At full resolution (7.8kpc/h), we see that the polarization fraction reaches a maximum of

∼ 75%, and that the polarization direction is correlated along the relic, primarily perpendicular to

the shock. This is very similar to what is found observationally in CIZA J2242.8+5301 [233]. The

authors find strong (50-75%) polarization at what is presumed to be the leading edge of the shock.

Additionally, they find that the polarization direction is fairly constant over the length of the relic.

We do, however, see greater variation in the polarization fraction and direction both across and

along the relic. These fluctuations in our simulation may suggest that there are additional physical

processes which lead to a more ordered field. In order to investigate the small scale fluctuations in

the polarization direction, we examined a slice of the magnetic field strength and direction through

this relic. This is shown in Figure 5.8. What we found is that while the shock (overlaid in white)
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cuts through regions which have fairly strong variations in the magnetic field direction, the region

“behind” the shock has a magnetic field that is compressed along the shock propagation direction.

Therefore, it may be possible that if we were to follow the evolution of the cooling electrons as

they moved downstream across the shock, the magnetic field that they reside in may become more

ordered parallel to the shock, leading to a longer coherence length as more constant polarization

direction. Therefore we would expect that in future work when we examine the emission

from an evolving population of cosmic rays, we should see even better agreement with

observations of polarization direction.

In the top-right panel of Figure 5.9, we show the same polarization map, but this time for

when the relic is viewed “face-on”. We again see a very high polarization fraction. However,

this time the polarization direction is significantly less coherent. This is due to the magnetic

field not being modified as strongly in the plane of the shock as it is perpendicular to the shock.

Therefore the turbulent structure is preserved in the image plane and the polarization vectors are

not preferentially modified.

However, the behavior of the polarization fraction and direction drastically changes if we then

apply a guassian kernel with a size of 4 pixels. In the “edge-on” view, the polarization fraction and

direction is fairly well preserved. The fraction only drops to between 30 − 65% and the direction

is still fairly correlated across the relic. In contrast, for the “face-on” view the polarization has

dropped to between 0 − 15% in most regions. This is a classic example of beam depolarization.

Because the polarization direction is highly disordered, smoothing the image drastically reduces

the overall polarization.

Currently our simulations do not exhibit as much of a constant polarization as that found in

observations of clusters such as CIZA J2242.8+5301, where the polarization direction is constant

over Mpc-scale distances. There are several possible explanations. Because we are not tracking

the electron distribution as it cools behind the shock, we may be missing the emission from the

more ordered field line regions behind the shock. Simulations capable of tracking these electrons

are therefore needed to explore that possibility, and will be addressed in future work. If doing so is
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Figure 5.9 Polarization fraction and direction. In each panel, the polarization direction is denoted
by the black quivers, while the polarization fraction is represented by both the color scale as well
as quiver length. The top panel shows the relic at full resolution (7.8kpc/h), while the lower panels
show the same view at 4 times worse resolution. At z = 0.2, the redshift of CIZA J2242.8+5301,
this corresponds to angular resolutions of 3.36′′ and 13.44′′, respectively. The left panels show the
polarization for the “edge-on” (top) while the right shows the “face-on” view.
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still incapable of producing Mpc-scale ordered polarization maps, it may suggest that the injection

mechanism or magnetic field evolution is different than what we have simulated.

5.5 Discussion & Future Directions

We have carried out high resolution MHD AMR cosmological simulations using an accurate

shock finding algorithm with a radio emission model for shock-accelerated electrons to examine the

properties of radio relics in galaxy clusters. We summarize the physical conditions of the cluster,

and several of the warnings for the interpretations of observed radio features:

• Cosmological initial conditions lead naturally to the formation of giant radio relics whose

properties are very similar to observed relics. This is a natural result of the process of

mergers that create galaxy clusters, where the magnetized intracluster medium is subject

to a series of strong, large-area shocks.

• We find that the radio emission in our simulated clusters is strongest in plasma that has

0.1− 1.0 µG magnetic fields with a shock Mach number between 3− 6, with densities near

10−28 g/cm3 and temperatures of 108 K.

• If the shock acceleration efficiency for electrons is higher than assumed at low Mach num-

bers, a large reservoir of kinetic energy becomes available in hot (107 K) gas at both lower

and higher densities than what is currently producing emission in our simulations.

• We find a magnetic field distribution that does not follow the often assumed B ∝ ρ2/3

relation. Instead, it follows B ∝ ρ at low densities, and flattens out to sub− µG levels

above densities of 10−27g/cm3.

• Warning: Without a model of spectral aging of electrons, we still recover a spectral index

gradient, indicating that observed gradients should not necessarily be interpreted as the

spectral aging of electrons. It may simply be due to the projection of a curved shock front

with varying Mach number.
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• Warning: From the time evolution of our simulated galaxy cluster, it is clear that only

a small portion of its lifetime may be spent in a regime where it is bright in the radio

wavelengths. This may explain the apparent lack of observed radio emission in some massive

galaxy clusters with early or late phase merger.

• Warning: The viewing angle of a given galaxy cluster may have significant impact on

the classification of its radio emission. Double radio relics viewed at some orientations are

difficult to differentiate from radio halo emission.

• Warning: Future simulations of galaxy cluster radio relics must follow the temporal evo-

lution of the electron population in order to reproduce valid polarization results, as the

downstream conditions from the shock may include more ordered magnetic fields, leading

to different polarization maps than when the emission is assumed to come only from the

shock center.

Many of these warnings apply both to observational and theoretical studies, and the clas-

sification and analysis of radio relics in all contexts must be done with care to avoid confusion

with radio halo emission. There are several advancements that can be made theoretically. We are

in the process of developing and testing the numerical framework necessary to follow the cosmic

ray electron and proton populations, using a method similar to Miniati [152] and Jones and Kang

[117]. Doing so will allow us to probe the spectral distribution of these non-thermal populations

in the context of high-resolution cosmological simulations. Once this is merged with our ability to

produce synthetic emission and polarization maps, we will be able to more directly compare to cur-

rent observations. Additionally, we do not explicitly include any magnetic field source terms at the

shock fronts. Exploring local field generation mechanisms such as the Weibel instability [248, 83]

may allow for alternate magnetic field strength and structure behind the shock front from what we

present here. Finally, we may need to push to higher resolution studies at the shock fronts to be

able to follow the shock-amplification of magnetic fields. Doing so in a cosmological simulation is

currently intractable; however, improvements in computational speed and parallelization may allow



165

for future studies.

Observationally we are entering a golden age of radio telescopes with the upgraded Jansky

VLA, GMRT, and LOFAR, and are looking forward to the SKA, and possibly a lunar farside

radio telescope[37, 138]. These improvements will lead to greater sensitivity and bandwidth, allow-

ing for multifrequency studies of galaxy cluster environments in unprecedented detail. However,

only through a coordinated effort between simulations and observations will we be able to fully

understand the plasma physics in these cosmic environments.



Chapter 6

CRT: A Library for Cosmic Ray Transport

In this chapter, I will describe the analytical and numerical framework for a solver capable of

following the momentum-space evolution of a distribution of cosmic rays. This work is distinct from

all other prior methods in that there is a separation between the driving hydrodynamic code and

the cosmic ray solver. This, in principle, allows multiple hydrodynamic codes to use the framework

outlined here through a lightweight interface. Much of this chapter will describe methods and

techniques outlined in a series of papers by Jones, Miniati, Kang, Ryu, and Engel[118, 152, 116],

and also heavily relies on processes described in [226].

The development of this capability has been motivated by our previous studies. In Chapter 3,

we estimated the amount of proton acceleration through cosmic time, but a robust study requires

following the distribution of CR protons as they are accelerated and cool. Additionally, better

estimates of CR acceleration efficiency can be made if we understand the pre-shock population

of protons and whether there exists a non-thermal tail. In Chapter 4, we began to describe the

instantaneous radio emission that is present in cosmological structure formation. A key limitation

to this study was that the aging of the electron population was not included, and therefore the time-

evolution was only accurate for high frequency emission where the electrons cool rapidly. In Chapter

5, we found that by including MHD in our simulations, we are able to make polarization fraction and

direction maps that compare well to observations of radio relics. However, this was again assuming

that all of the emission was originating from the location of shocks. In reality the electrons cool

over some length scale, therefore perhaps sampling different magnetic field configurations. By
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following the distribution of CR protons and electrons, we will be able to address these concerns.

Additionally, we will be able to study aged populations and acceleration mechanisms that are

gradual, such as turbulent acceleration.

Finally, previous studies had very little information on the spectral shape of the electrons

and protons. This can be very important when comparing simulations to observations, where a

deviation from an assumed spectrum of CRs could lead to unexpected features in the observed

quantity.

We will begin by describing the analytical theory behind evolving the momentum-space dis-

tribution function. We then introduce the computational framework that we have written to solve

these equations. After presenting single-zone tests of our solver, we then present tests that are

incorporated within the hydrodynamic code Enzo. Finally, we use this to simulate a galaxy clus-

ter from cosmological initial conditions as it grows, merges, and evolves. From it we are able to

create synchrotron emission maps, and compare them to the density, temperature, X-ray and SZY

morphology.

6.1 Solving the Diffusion-Convection Equation for Cosmic Rays

In principle the system we would like to follow is a distribution of ions and electrons that

are described by particle-particle interactions. However, given the number of particles in any of

the astrophysical situations that we are interested in for this dissertation, it is computationally

impossible to follow the orbits of each individual particle. We therefore choose to describe the

simulation by a distribution function f(~x, ~p, t), which assumes that the entire state of the system

can be described by a function that only depends number density of particles at a particular

position, momentum, and time, ignoring the explicit particle paths. We then choose to make

the next simplifying assumption - namely, that the momentum distribution of all the particles

are isotropic, meaning that their evolution can be described by a single total momentum rather

than its vector components. This reduces the dimensionality of the simulation from 7 (3 spatial,

3 momentum, 1 time) to 5 (3 spatial, 1 momentum, 1 time). Therefore our task at hand is to
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solve for the isotropic distribution function f(~x, p, t), where the number density of particles in at a

position ~x at time t is

n(~x, t) =

∫ ∞
0

4πp2f(~x, p, t)dp. (6.1)

To start our derivation, one should really begin with the diffusion-convection equation from Skilling,

1975 [211]. This can be written in terms of the isotropic distribution function as

∂f

∂t
+ ~u · ∇f −∇(Dxx∇f) =

1

3
∇ · ~up∂f

∂p
(6.2)

which describes the full evolution including hydrodynamic advection and diffusion. This equation

can also be re-written in a conservative form, by adding f(∇·~u) to each side and combining terms.

By including now a term for explicit momentum loss and momentum diffusion, we are left with the

propagation equation for an isotropic distribution function, as in [225].

4πp2∂f

∂t
= 4πp2∇· (Dxx∇f − ~uf)+4π

∂

∂p
p2Dpp

∂

∂p
f −4π

∂

∂p

[
ṗp2f − p

3
(∇ · ~u) p2

]
+q(~x, p, t) (6.3)

where Dxx is the spatial diffusion coefficient, ~u is the gas velocity, Dpp is the momentum diffusion

coefficient, ṗ is the radiative momentum loss, and q(~x, p, t) is a source term. For this dissertation,

we explicitly ignore the spatial and momentum diffusion. Spatial diffusion should occur on sig-

nificantly longer timescales than the lifetimes of the ions and electrons. The momentum diffusion

is primarily responsible for the re-acceleration of particles, which we ignore for now even though

its implementation is straightforward. We then choose to solve this equation in an operator split

fashion, where we leave the changes due to the underlying hydrodynamics such as advection and

divergence to the driving hydrodynamic code. We then only care about the update due to the

terms that are momentum-dependent. We are left with the reduced equation,

4πp2∂f

∂t
= −4π

∂

∂p

[
ṗp2f − p

3
(∇ · ~u) p2

]
+ 4πq(~x, p, t) (6.4)

In principle this equation can be solved using standard finite difference techniques in the

momentum dimension, as was done in [225, 121]. This approach usually requires fine momentum

bins in order to follow the evolution, of order ∆ln(p) < 0.1. For the application of, for example,
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a distribution of cosmic ray electrons with γ factors of 100 − 106, this would require 92 bins.

However, since our goal is to run cosmological simulations that themselves are of order 109 zones,

this would be computationally infeasible, requiring nearly 750GB of total memory just to store 1

copy of the fields.

To counteract this need, Jones & Kang (2005) [116] outline a method that subdivides the

momentum space into logarithmically spaced bins, but also assume that the distribution function

can be approximated as a piece-wise power-law. They call this the Coarse Grained Momentum

finite Volume (CGMV) method, and we adopt the same assumptions in our work. Fundamentally,

the method takes the full distribution function f(~x, p, t) and replaces it by

f(~x, p, t) ≈ fi( ~x, t)
(
p

pi

)−qi(~x,t)
: pi ≤ p < pi+1 (6.5)

for i = [0..NBins] where fi is the normalization and qi is the power-law index of the distribution at

p = pi. Here we explicitly include the dependence on space and time in fi, qi.

In principle, one could carry the NBins values for fi, qi, at each point in space. However,

unlike normal fluid properties such as energy or density, these variables can not be simply advected

with the flow. In other words, one can not estimate a flux of fi, qi in a conservative fashion.

Instead, we follow [116] and construct a pair of moments ni and gi that are proportional to the

total number and energy densities of the CR population in momentum bin i,

ni =

∫ pi+1

pi

p2f(p)dp (6.6)

and

gi =

∫ pi+1

pi

p3f(p)dp. (6.7)

These integrals can be analytically calculated in terms of the piece-wise power-law,

ni =
fip

3
i

qi − 3

[
1− d3−qi

i

]
, (6.8)

gi =
fip

4
i

qi − 4

[
1− d4−qi

i

]
, (6.9)
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where di = pi+1

pi
. Unfortunately, when qi = 3, 4, these equations are not well-defined. However, the

integrals for ni and gi can be redone using these values explicitly to find for when qi is equal to 3

and 4 respectively,

ni(q = 3) = fip
3
i ln

(
pi+1

pi

)
(6.10)

and

gi(q = 4) = fip
4
i ln

(
pi+1

pi

)
. (6.11)

These values can then easily be advected with the fluid flow like any other passive scalar

field. Once the distribution function is needed, we use a Newton’s method iteration to find qi based

on the ratio of nipi/gi for each bin, and then either ni or gi to determine the normalization. The

function that needs to be minimized is

Err(qi) =
qi − 4

qi − 3

1− d3−qi
i

1− d4−qi
i

− nipi
gi

. (6.12)

Once the distribution function is known, we are equipped to evolve the system as described

with Eq 6.4. For the update of ni, we can simply integrate over [pi, pi+1],

dni
dt

= 4π

∫ pi+1

pi

p2f(p)q(~x, t)dp+ Fni − Fni+1 , (6.13)

where we define the flux of particles through each momentum bin boundary,

Fni = 4πp2
i

(
ṗ− p

3
(∇ · ~u)

)
fi. (6.14)

Similarly, we can multiply Equation 6.4 by p and then integrate to recover the evolution of gi,

dgi
dt

= 4π

∫ pi+1

pi

p3f(p)q(~x, t)dp+ Fgi − Fgi+1 −
1

3
(∇ · ~u) gi + 4π

∫ pi+1

pi

p2f(p)ṗ, (6.15)

where here the flux of energy through each bin boundary is Fgi = piFni . Note here that there are

additional terms due to the integration by parts of the adiabatic losses/gains and momentum loss

terms. This can be understood knowing that while the number density is conserved other than

fluxes of particles in and out of the bin, there is explicit energy loss within the bin and energy is

therefore not conserved.
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We note here that the update of these equations will rely somewhat on the accuracy of the

flux calculations and integral of the losses for the gi. In order to obtain a higher-order estimate

of the fluxes, we can time-center the estimate of fi based on the slope of the distribution and the

timestep chosen,

f̄i = (fi(t = 0) + fi(t = ∆t))/2

= fi + 0.5∆t
∂fi
∂t

= fi + 0.5∆t
∂fi
∂p

∂p

∂t

= fi + 0.5∆tṗ
fi
p
q

= fi(1 + 0.5∆t
ṗ

p
q)

(6.16)

6.2 Introducing Cosmic Ray Transport (CRT)

I have taken the evolution equations from the previous section and implemented them in a

C++ library that can be used to link with a hydrodynamical code such as Enzo. In this section

we will describe the structure of CRT as well as the numerical tools used to follow the cosmic ray

distribution.

CRT is composed of 4 fundamental pieces: Solvers, Structures, Support, and Tests. Solvers

are any piece of the code that is used to modify the CR population. This includes acceleration,

cooling, time-stepping, as well as all supporting calculations such as a Newton’s method iteration

scheme to solve for the inter-bin power-law slope. In a sense, Solvers encompass all of the physics

of the CRs. Structures are composed of the data structures that simplify the management of the

CR distribution both in physical and momentum-space. Support functions are used for problem

initialization, data input/output (I/O), debugging statements, error/output logging, and physical

constants. Finally, we have built in a number of unit tests and answer tests that can be used to

verify the results of the solver. These tests can be run at compile time to allow for robust code

modification. The entire CRT library is encapsulated in a C++ namespace called “crt.”
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6.2.1 Structures

There are a three primary structures that we utilize in CRT to help manage the data which

carries spatial and momentum dependence. The Data struct contains information about a single

zone of a simulation. As such, it stores information about the thermodynamic and CR distribution.

In particular, it stores the momentum space distribution of ni, gi, fi, and qi, as well as the

number of momentum bins. It also has uninitialized pointers to other arrays that are not always

needed/present. As for thermodynamic quantities, it keeps track of the density, temperature,

divergence, magnetic field energy density, CMB energy density (for inverse Compton), cosmological

expansion factor, a, and it’s derivative, ȧ, and finally the shock properties (Mach number, pre-shock

density/temperature).

The next most important data object is the MomentumGrid, which keeps track of the momentum-

space used in the current discretization. This C++ class tracks the number of bins, NBins, and bin

edge locations (NBins+1) in size. During initialization, it also constructs a number of arrays that

are useful to not be recalculated each time, such as p2, p3, p4, d, d3, d4. A final very important

value is the conversion factor to convert from cgs units to hydrodynamic (driver) code units. These

units are multiplied by when initializing the Data values for ni, gi from what is handed to CRT by

the driver code, and divided out before handing back.

The final data object used in CRT is a C++ class object for storing a uniform spatial grid of

data, Grid. This Grid object is used as the translation layer between the driver code and CRT, and

is used to provide an Application Programming Interface (API) for construction the data needed by

CRT to evolve the system. It contains helper functions for initialization and memory management,

as well as tools to write out a grid of data to disk. It uses the C++ Standard Template Library

map to organize all the fields, units, and layout in a simple access pattern. For example, using it to

access the density field works as:

crt::Grid *grid = new crt::Grid(16, 16, 16);

grid->new_zero_field("Density", 1.0e-28); // Sets conversion factor
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grid->set_field_to_value("Density", 1.0e-30);

crt::CRfloat *dens;

dens = grid["Density"];

delete grid;

6.2.2 Solvers

The primary purpose of the solver is to take a distribution of CRs and evolve them in

momentum-space by a timestep dt. Because of the differences in timescales associated with hydro-

dynamic flow and cooling of cosmic rays, it may be necessary to subcycle this solver so as not to

require limiting the hydrodynamical timestep. For protons, this is usually not a stringent constraint

given the long lifetimes. However, for high energy electrons under the influence of inverse Compton

and synchrotron cooling, lifetimes will sometimes be much shorter than a single hydrodynamical

timestep. The code flow for a single update of the CR distribution is shown in Figure 6.1.

Figure 6.1 Code flow for one evolution of the cosmic rays. On the left is the evolution handled by
Enzo, and on the right is the evolution handled by CRT. The reconstruction and cooling is subcycled
based on a fraction of a cooling time until the final dt is reached.
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During each evolution, we first set a floor for the ni, gi by some tiny number usually on the

order of 10−30 in code units. At this step, we also ensure that the ratio of ni∗pi
gi

is in the valid range,

gi
di
< nipi < gi. (6.17)

We do this in a conservative fashion where if gi is less than the valid range, we lower the number

density, ni. If gi is too large, then we lower it. Specifically, we set

ni =

(
gi
pi+1

+
gi

pi

)
/2 : gi < 1.03nipi (6.18)

gi = (nipi+1 + nipi) /2 : gi > 0.97nipi+1. (6.19)

In this way we are always lowering the total number or energy density of the flow. This limiter in

rarely activated, and primarily in very low density regions or when there is a very large gradient

in the vicinity of shocks where the hydrodynamical solver may have errors due to interpolation of

the fields (especially in an AMR context).

Once the floor is set, we inject CRs due to shocks. We inject shocks by assuming that the

particle distribution smoothly joins between the Maxwellian distribution,

fm = nπ−3/2p−3
th e
−(p/pth)2 (6.20)

where pth =
√

2mkBT , and the non-thermal tail. We therefore calculate the value of the thermal

distribution at a momentum equal to

pinj = C ∗ 2 ∗ pth, (6.21)

as is done in [122]. We then calculate ni, gi for each bin assuming that above pinj , the distribution

is a power-law with slope qs = 3.0 ∗ r/(r − 1), where r is the compression ratio of the shock,

r = (γad+1)∗M2

((γad−1)∗M2+2)
. Other models of shock acceleration as well as any other injection mechanism

could be easily implemented. If shock acceleration is active for a cell, we then explicitly skip the

cooling of the cosmic rays.

After acceleration, we then reconstruct the distribution function explicitly for fi and qi. This

involves using a Newton’s method iteration for determining qi for each ratio of nipi/gi. The stopping



175

criteria for this iteration is based on both the absolute error and the convergence of the calculated

qi. Newton’s method depends on both the value and the derivative of the function, creating the

next guess using:

qnew = qold −
∂Err(q)

∂q
∗ Err(qold) (6.22)

where E(qold) is the evaluated error at the current guess qold. In our approach, we can use both

the analytical derivative of the function or determine the derivative numerically, with very similar

results.

After the reconstruction phase, we now have fi and qi at each momentum bin. Using these,

it is finally possible to calculate the updates to ni and gi, based on Equations 6.13 and 6.15. The

only remaining numerical detail to discuss is the integral of the radiative losses term in the update

of gi,

dgrad
dt

=

∫ pi+1

pi

p2ṗf(p)dp. (6.23)

As an initial improvement over assuming a constant ṗ over the momentum bin, we use a Runge-

Kutta 4th-order integration method over the momentum range, with a static number of substeps.

We have found that a value of Nsteps = 4 is adequate for the momentum bin sizes and ṗ functions

in this work, but an obvious extension to this is an adaptive integration scheme.

As a last step, we again set the floor of the data using the same method mentioned above

in order to avoid sending very small numbers back to the driving hydrodynamical code, which can

sometimes be sensitive to small numbers. At the conclusion of the evolution phase, we then return

the updated values of ni, gi to the hydrodynamical code.

6.2.2.1 Radiative Losses

Here we list the radiative loss terms that have been incorporated into the CRT framework.

These are directly adopted from Miniati [152]. For electrons, we have incorporated Coulomb losses
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and synchrotron/inverse Compton cooling. Coulomb losses are described by(
dp

dt

)
Coulomb

=
2πZ2e4

mec2
n

{
ln

(
m3
ec

4

4πe2~2Z

)
+ ln

[(
1 + p̂2

)1/2
n

]
− 3

4

}

= 3.01× 10−29

{
1 +

[
ln(1 + p̂2)1/2 − lnn

] 1

73.56

}
n erg cm−1.

(6.24)

Z is the electron charge of the interacting ion, n is the number density of the thermal background

gas, and p̂ = p/mec.

Synchrotron and inverse Compton losses are described by(
dp

dt

)
sync+IC

=
4

3

σT p
2

m2
ec

2
(uB + uCMB)

= 8.94× 10−25(uB + uCMB)p̂2 erg cm−1.

(6.25)

The magnetic field energy density and equivalent energy density of the CMB are given by uB and

uCMB.

For protons, we have incorporated coulomb losses and losses from proton-proton collisions.

For these next equations, p̂ = p/mpc. Coulomb losses are given by,(
dp

dt

)
Coulomb

=
2πZ2e4

mec2
nln

(
γ2m3

ec
4

πe2~2n

mpβ
4

mp + 2γme

)
β3

x3
m + β3

= 3.01× 10−29

{
1 +

[
ln

(
p̂4/(1 + p̂2)

1 + 2(me/mp)(1 + p̂)1/2

)
−−lnn

]
1

75.7

}
β3

x3
m + β3

n erg cm−1.

(6.26)

Here β = v/c, and xm =
(

3π
4

)1/3 ( 2kTe
mec2

)1/2
= 6.4 × 102

(
Te

107K

)1/2
. Collisions between CR protons

and thermal protons are efficient, particularly at high energies. Here we include their cooling as

inelastic collisions, (
dp

dt

)
p−p

= σπ,inel(Ep −mpc
2)n

= 2.91× 10−29(p̂− β)nerg cm−1 : ep ≥ 1.22GeV.

(6.27)

Here only protons with energies above 1.22 GeV are cooled.

6.2.3 Support

The Support section of CRT is used for file I/O, initialization, logging, and storing physical

constants. In particular, file I/O is implemented in a simple fashion where we use the hierarchical
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data format HDF5 to store the contents of a crt::Grid in an HDF5 file. Initialization functions

are also implemented to help create a simple power-law distribution for a single zone or an entire

test grid of cosmic rays.

6.2.4 Tests

The final module of CRT is that of unit and answer testing. These are two distinct types of

tests, used in large scale software projects. Unit tests are typically small, light-weight tests that

serve as sanity checks and to ensure API stability. For example, one of the unit tests we use is that

if we run the shock acceleration module on a cell that has a Mach number less than 1, we should get

identically zero acceleration. Other slightly less obvious tests include testing that the synchrotron

cooling is equal to a pre-determined value for a particular set of plasma conditions. These tests can

be run at compile time using make test, and allow developers and modifications to be made with

some amount of confidence that the change has not inadvertently broken a piece of the code. In

an ideal situation, unit tests would cover nearly the entire code from array creation/destruction to

solver evolution and stability. At this point, a fair fraction of the code is covered, but future work

is necessary to obtain complete coverage. We implement our unit testing with the googletest C++

unit testing framework1 .

The remainder of this section will detail the answer tests that we also use to verify the

functionality and correctness of CRT. Answer tests are physically meaningful tests that will be

used to show both the internal CRT tests for single-zone calculations such as synchrotron cooling

or converging flow, as well as tests involving our driver code, Enzo. We begin with single-zone

tests that are used to demonstrate the evolution of a single zone of gas when it is subjected to

various cooling mechanisms as well as divergence terms. These both test the accuracy as well as

the robustness of CRT.

1 https://code.google.com/p/googletest/
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6.2.4.1 Adiabatic Expansion/Contraction

Our first test problem is that of a single zone undergoing adiabatic expansion and contraction.

One can show that under such evolution assuming that the boundary conditions at the edges of the

momentum distribution are such that the slope is constant, that the overall slope of the power-law

should not change. Additionally, the evolution of ni(t) with a ∇ · ~u/3 = C is

∂n

∂t
= C

[
fi+1p

3
i+1 − fip3

i

]
= C

[
fi

(
pi+1

pi

)−qi
p3
i+1 − fip3

i

]

= Cfip
3
i [d

3−qi
i − 1]

= (3− qi)C
fip

3
i [1− d

3−q
i

qi − 3

= (3− qi)Cni.

(6.28)

The results of this test are shown in Figure 6.2. While there are some errors in the evolution, this

Figure 6.2 Evolution of a converging flow of a single zone, due only to the momentum-space evolu-
tion.

is expected to be the case for an explicit integration scheme that is trying to capture exponential

growth.



179

Figure 6.3 Evolution of distribution of CR protons undergoing ion-coulomb and proton-proton
interactions after t/15Gyr = 0.1, 0.3, 0.5, 0.8, 1.0). In each panel, the pentagons correspond to using
8 logarithmic bins and the squares correspond to using 80 logarithmic bins. The left panel shows
the total number of protons in momentum bins defined by the low-resolution (8 bin) simulation.
The right shows gi, which is proportional to the energy density.

Figure 6.4 Evolution of distribution of CR electrons undergoing inverse Compton and electron-
coulomb interactions after t/15Gyr = (5.0 × 10−4, 1.0 × 10−3, 3.0 × 10−3, 1.0 × 10−2, 2.0 ×
10−2, 0.1, 0.25, 0.45, 0.6, 0.7). In each panel, the pentagons correspond to using 8 logarithmic bins
and the squares correspond to using 80 logarithmic bins. The left panel shows the total number of
electrons in momentum bins defined by the low-resolution (8 bin) simulation. The right shows gi,
proportional to the energy density.
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6.2.4.2 Proton Cooling

The next test we present is that of a population of protons cooling due to Coulomb and

proton-proton interactions. We set up a single zone that has a temperature of 107K, thermal gas

number density of 10−3cm−3, and a range of proton energies from 0.1− 106GeV, corresponding to

relativistic γ factors of 100 − 106. This can be directly compared to Miniati [152]. We allow the

simulation to evolve for 15 Gyr, and present the results using both NBins = 8 and NBins = 80

momentum bins in Figure 6.3. These compare well to the semi-analytical results presented in

Miniati [152]. Here we focus less on comparing to the semi-analytical result and rather on the

robustness in the resolution needed to follow the evolution of this proton population.

6.2.4.3 Electron Cooling

To test the electron cooling evolution, we first test the effects of momentum space resolution,

and then compare a high resolution test to an analytical result. First we use the same gas conditions

as the proton test, but instead follow a distribution of electrons with energies ranging from 50 −

2 × 105MeV. Here the primary cooling mechanisms are due to inverse Compton, synchrotron,

and coulomb interactions. Because the synchrotron emission depends on the sum of the CMB

energy density and the local magnetic field in the same fashion, we choose to set UB = 0, and

UCMB = 4.2 × 10−13erg cm−3, which corresponds to the current CMB energy density at z = 0.

This is shown in Figure 6.4. What we see is that the comparison between 8 and 80 bins is less

clear than the proton case, due to the much faster cooling times. The highest energy bins drop off

within the first few timesteps. The 80 bin simulation cools slightly faster than the 8 bin because it

captures the high energy evolution more accurately where the cooling is strongest. In the 8-bin, the

power-law has to extend over the entire momentum range. There are other differences between the

80 and 8 bin simulations, but each of them are at a time when the population has already dropped

by over a factor of 10, and the rest of the population is soon to disappear. These have little effect

on any observable quantity.
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To test the accuracy of a high-resolution electron simulation, we now turn off all cooling

mechanisms other than synchrotron cooling. In this case, there is an analytical solution for the

power-law index of the distribution as it cools. The first presentation of the analytical result

appeared in Kardashev [126] and we use the form presented in Jones et al. [118], where the evolution

of the power-law index, q(p, t), is found in the presence of a uniform magnetic field. The result is

q(p, t) = q0 + (q0 − 4.0)
tp/(τsop̂)

1− tp/(τsop̂)
, (6.29)

where q0 is the initial power-law slope, and τso is the cooling time

τso =
3

4

[
(mec

2)/(σTUB)
]

(1/p̂). (6.30)

The comparison between the numerical and analytical solutions are shown in Figure 6.5 for the

original distribution in purple followed by 9 logarithmically spaced times from 10−5 to 1.0 in units of

15Gyr. The numerical solution fits very well except the first few timesteps at the highest momenta.

This is due to the choice of a constant slope upper boundary condition. This impacts the flux

estimate and causes the small ripple in the slope. This has a very small impact on the number

density, which is more important for any synthetic observation.

6.3 Hydrodynamic Tests with Enzo

In this section, we focus on tests run when integrating CRT with Enzo, an adaptive mesh

refinement magneto-hydrodynamic plus N-body cosmological code. We begin with following the

cosmological expansion of a uniform field of gas and cosmic rays. We then use a shock-tube

simulation to demonstrate the shock-acceleration mechanism, allowing the cosmic rays to cool

behind it.

6.3.1 Cosmological Expansion

The first test we present is that of cosmological expansion of a uniform density volume.

The hydrodynamical timestep is limited by the usual Enzo mechanisms, while the cosmic rays
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Figure 6.5 Evolution of distribution of CR electrons undergoing synchrotron cooling. Each
line corresponds to a snapshot in time corresponding to fractions of 15Gyr, t/15Gyr =
(0, 10−5, 10−4.5...10−0.5, 1.0), starting from purple and moving to red. The vertical dashed shows
the critical momenta for each time in the same color where all the electrons will have cooled at that
point. The results from an 80 bin simulation are shown in solid lines, and the analytical results for
each time is shown in dashed.
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are subcycled at 10% of p/ṗ. As with the adiabatic expansion/contraction test above, this has a

simple analytic solution. The constant in Equation 6.28 can be replaced by ȧ
a , and with a bit of

manipulation,
∂n

∂t
= (3− qi)Cni

∂log(n)

∂t
= (3− qi)

∂a/∂t

a
∂log(n)

∂log(1 + z)

∂log(1 + z)

∂t
= (3− qi)

∂log(1/(1 + z))

∂t

∂log(n)

∂log(1 + z)

∂log(1 + z)

∂t
= −(3− qi)

∂log(1 + z)

∂t

∂log(n)

∂log(1 + z)
= qi − 3.

(6.31)

Since this is only the term relating the momentum-space evolution, we have to add in the effects

of cosmological expansion, which like baryonic density is proportional to (1 + z)3. This results in

a total evolution of the CR number density as

∂log(n)

∂log(1 + z)
= qi, (6.32)

which is plotted against the results of our test simulation in Figure 6.6 for an initial power-law

slope of qi = 4.3. We note here that the hydrodynamical term due to the expansion is implemented

by modification to the length units in Enzo rather than an explicit term, which is why the baryons

are exactly aligned with the analytical solution. That same hydrodynamical term is also accounted

for exactly with the cosmic rays, but the explicit nature of the momentum-space term leads to

small deviations for long integration times. However, these deviations will be unimportant in most

situations where the cooling and acceleration terms dominate the evolution.

6.3.2 Shock Tube

These tests are meant to demonstrate the behavior of the cosmic ray spectrum as it is

accelerated at a shock front, and either advects downstream or is subject to cooling terms. These

shocks are simulated in galaxy cluster environments in order to extract meaningful cooling times

for relevant magnetic field, temperature, and density values. In this test, we initialize a shock with
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Figure 6.6 Evolution of the total number density of electrons in an adiabatically expanding, uniform
density Enzo simulation (AdiabaticExpansion in the Enzo test problems). Shown are the baryon
and cosmic ray number densities as a function of cosmological redshift, with the analytical solutions
in dashed lines according to Equation 6.32 with and initial power-law slope to the CR distribution
of qi = 4.3.
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M = 5, with a post-shock temperature of 108 K and pre-shock density of 10−3cm−3. The resulting

structure if viewed in the rest-frame of the shock front will become stable, with the advection of

the flow highlighting the cooling of the electrons. Note that we do not take energy out of the shock

as we inject energy into the cosmic rays. In this test we assume that the magnetic field is defined

by the plasma β = Uth
UB

= 100.0. This leads to micro-Gauss field levels in the 108K gas, as can be

seen in Figure 6.7. The resulting structure is seen in Figure 6.8.

As expected, the cosmic rays are accelerated at the shock to a power-law distribution that

quickly cools for the highest energy bins. The low energy bins take longer to fully decay to zero. On

the far right side, we see that the CRs have not made it completely downstream yet, and we see the

remnants of the initial low level population of CRs. The exact efficiency of the shock acceleration is

tested in our unit testing framework to ensure that our model numerically matches our theoretical

model.

Figure 6.7 The magnetic field strength as a function of number density for a constant β plasma.
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Figure 6.8 Evolution of distribution of CR electrons behind a stationary M = 5 shock, with gas
entering from the left characterized by a post-shock temperature of 108K and pre-shock number
density of 10−3cm−3. Shown are gas density (upper left) and temperature upper right), shock Mach
number (lower left), and the number density of electrons in each of the 8 momentum bins, spanning
from γ = 100 − 2 × 106. An equipartition magnetic field with β = 100 is chosen to determine the
synchrotron cooling behind the shock.
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6.4 Cosmic Ray Electrons in a Massive Galaxy Cluster

Here we introduce and describe the evolution of a galaxy cluster including a population of

cosmic ray electrons. This is the highest resolution simulation of a galaxy cluster that includes the

evolution of multiple-momentum bin populations of electrons ever done. Even from this single sim-

ulation, we will see how naturally and self-consistently diffuse radio emission is formed, solidifying

our theories of shock-(re)accelerated electrons. We’ll begin by describing the simulation, then move

on to describing the first analysis and time evolution of the cluster.

6.4.1 Simulation Setup

We begin by selecting a galaxy cluster from a low-resolution unigrid simulation of a comov-

ing (360Mpc/h)3 volume using cosmological parameters prescribed by WMAP9 [106]. We then

construct a merger tree using yt to find the most massive halo, which happens to have a major

merger (less than 3:1 mass ratio) near redshift z = 0.5 and is beginning the have a near equal-mass

merger at z = 0.0. We then construct high-resolution “zoom-in” initial conditions using MUSIC

[101] which results in a highest-resolution region using a root grid and 3 nested regions with the

following characteristics:

• volume: 56.25× 56.25× 61.875h−3Mpc3

• particle mass: 2.7313× 109h−1M�

• baryon mass/cell: 5.48672× 108h−1M�

• dims: 160× 160× 176 cells

• dx: 0.351562h−1Mpc

We then allow the AMR based on overdensity of gas and dark matter to refine up to level 7,

corresponding to ∆x = 21.97h−1(1 + z)−1kpc maximum resolution. We note that this is not

particularly high spatial resolution for this size galaxy cluster, but that it does have very high
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mass resolution. As described in Chapter 3, this is more than adequate mass resolution, and

sufficient spatial resolution, to capture the shock characteristics and kinetic energy dissipation

through shocks. We initialize the simulation at z = 100, and follow its evolution to z = 0. We

utilize the PPM hydrodynamic solver in Enzo.

Along with the gas-dynamical quantities, we follow a distribution of cosmic ray electrons

with energies between 50MeV − 2 × 106MeV , corresponding to relativistic factors of γ ∼ 100 −

4 × 106. We use 8 logarithmically spaced momentum bins. Instead of following the magnetic

field evolution explicitly, we instead parameterize the magnetic field such that the ratio of the gas

pressure to the magnetic pressure is a constant β = Pth
PB

= 10.0. For n = 10−4 and T = 107− 108K

gas, this leads to ≈ 2 − 6µG field strengths, consistent with many rotation-measure estimates of

magnetic fields [96, 77] in cluster environments. We include electron Coulomb, inverse Compton,

and synchrotron cooling self-consistently in the CRT solver. Note that for the majority of the

low-density/temperature gas, the inverse Compton cooling term dominates over the synchrotron

cooling since the equivalent magnetic field strength corresponding to the CMB energy density is

BCMB = 3.24(1 + z)4µG, which is higher than most of the assumed magnetic field strength. For

injection, we only include shock acceleration, and assume that the momentum where the power-

law distribution connects to the thermal distribution is described by equation 6.21 with a value of

Cinj = 2.1.

6.4.2 Time Evolution

We start by presenting the time evolution of the cluster from z = 1.14 to z = 0.0 in Figures

6.9 - 6.15. In each of the 6-panel figures, we show the time evolution of a single quantity from

z ≈ 1.14 − 0.0. We begin by presenting the mass-weighted density in Figure 6.9, where we see

an initial pair of two comparably-sized clusters separated by several comoving Mpc. At z ≈ 0.5,

they merge along the plane of the “sky” and the cluster then relaxes until z = 0 when a second

merger is beginning from the right side. Along with the main clusters, we see a flurry of sub-halos

surrounding the galaxy cluster, each representing cluster galaxies. We note here that resolving these
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sub-halos are only possible due to our very high dark matter mass resolution of a few × 109M�.

The corresponding evolution in temperature is shown in Figure 6.10. Whereas the density

is very high only near the centers of the halos, the gas temperature is high far out into the ICM,

2 − 3Mpc/h out from the center of the cluster. In particular, we see that at z = 0.5 the major

merger produces two outward-moving shocks that heat the gas up to ∼ 108K along the direction

the merger. These shocks eventually move out through the entire ICM, heating the gas to 107K

beyond the virial radius towards the accretion shock. Cooler sub-clusters can be seen, particularly

in the final frame in the lower-left region of the cluster where the over-dense halo has fallen through

the ICM. At the final timestep, we see that the majority of the field of view has been heated to

above a few× 106K, and we also see the effects of the merger from the right begin to heat the gas

and create a weak shock at the intersection of the two clusters.

Next, we integrate the total synchrotron emission at a given frequency that is contributed

by each of the cosmic ray electron bins. We do this in an initial pass by simply approximating the

entire populations of each electron bin as being located at the bottom of the momentum bin. Future

work will incorporate a full integral over the distribution within each cell. Our approximation here

will shift some amount of radiation from higher frequencies to lower frequencies, but should not

change the overall interpretation. Therefore for each momentum bin, we take the value of ni and

multiply it by the power emitted by a single electron from Equation 1.21. Doing so, we are able

to calculate the total synchrotron power at any frequency, and integrate it along the line of sight

to obtain a surface brightness. In our presentation here, we show the emission at the front of

the simulation domain, meaning that in order to estimate the flux for a realistic observation, the

simulation would need to be placed at a realistic distance, and the frequency of the radiation would

need to be modified to take cosmological redshift into account.

In Figure 6.11, we show the main visual result of this simulation – the synchrotron radiation

at 1.4GHz. Strikingly, this simulation has what looks very similar to a classic double radio-relic at

z = 0.5, where two large > Mpc arcs are moving outward from the center of the cluster. Examining

the time evolution (not shown), one can see that it the radio emission moves out from the center,
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Figure 6.9 A projection of baryonic gas density, weighted by cell mass in a (10Mpc/h)3 comoving
volume, shown at 6 different redshifts. A major merger occurs at z = 0.5 in the top right panel,
and a second major merger is just beginning at z = 0.0 in the bottom right panel.
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Figure 6.10 The same as Figure 6.9, except now gas temperature weighted by cell mass.
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Figure 6.11 The same as Figure 6.9, except now 1.4 GHz Synchrotron emission projected along the
line of sight.
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Figure 6.12 The same as Figure 6.9, except now 74 MHz Synchrotron emission projected along the
line of sight. Note the scale has shifted by an order of magnitude.
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Figure 6.13 The same as Figure 6.9, except now 100 GHz Synchrotron emission projected along
the line of sight. Though unlikely to be observed, this shows the rapid cooling of the high energy
electrons, where now the emission is constrained around sites of acceleration (shocks). Note that
the color scale has changed from the previous two figures.
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Figure 6.14 The same as Figure 6.9, except now shows the integrated thermal Sunyaev-Zel’dovich
effect y-parameter.
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Figure 6.15 The same as Figure 6.9, except now shows the integrated Pseudo-Xray emission, which
captures the ρ2T−1/2 dependence.
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accelerating electrons behind the shock front. Like in many observations, we see the emission fall

off behind the shock towards the center due to the cooling of the high energy electrons. As the

electrons cool, the peak frequency of the radio emission falls out of the 1.4GHz band. Prior to this

major merger, we see that there is still a substantial amount of radio emission, likely due to the

enhanced merger activity at high redshift. At z = 0.8, we see the remnants of a previous merger

in the right cluster where a ring-like structure has formed.

After z = 0.5, the emission rapidly falls off, though the emission extends further out into

the cluster for a short period of time. There are additional minor mergers as small halos fall in,

creating small pockets of radio emission. Finally, by z = 0, the emission has dropped by over

an order of magnitude from the peak, much like what we have seen in earlier studies of the time

evolution of radio relic emission [213, 214]. Throughout the evolution, we see a strong gradient

from the outskirts of the cluster towards the center, where the increased density and temperature

(which corresponds to a higher magnetic field strength using our constant-β model) decreases the

synchrotron cooling time, and the electrons rapidly cool out of this band.

We contrast this now with Figure 6.12, where we instead show the 74MHz emission for the

same set of six snapshots. Here we see that the emission fills a larger fraction of the interiors of the

clusters, particularly after the major merger. Instead of rapidly cooling in the centers, the emission

remains in the cluster core even at late times. At these low energies, the dominant cooling is due to

Coulomb collisions, which is a fairly weak function of momentum and number density. Because of

this, the electrons do not preferentially cool faster in the cores of the cluster, and the entire region

remains bright at this frequency. This is similar to the shock tube test problem in Figure 6.8.

These cooling low energy electrons are also being replenished by those from high energy bins. In

the outskirts, there is a slower supply of new low-energy electrons. This momentum-space balance

will be investigated in detail in future work.

At the other end of the spectrum, we now show the very high frequency emission at 100GHz.

At this high of frequency, the relative synchrotron emission is quite low and likely undetectable

with current telescopes. However, it serves the purpose of describing what happens to the very high
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energy electrons. What we see is a very complex network of shock structures that are accelerating

electrons. However, because the lifetimes are so short, the emission appears in very thin shells and

filaments. Here we see the emission in the center of the cluster drop out very rapidly after the

major merger, leaving behind only the emission due to minor mergers passing through the cluster

atmosphere.

Finally, we include the same six panel evolution of both the thermal Sunyaev-Zel’dovich

effect integrated along the line of sight and a pseudo-X-ray field that integrates ρ2T−1/2 that is

proportional to the Bremmstrahlung emission. For the tSZE, we present the Compton y parameter

in Figure 6.14, leaving the frequency dependence out for the current presentation. The X-ray is

shown in Figure 6.15. As expected, both quantities trace the paths of the clusters as they merge.

Both are shown with an arbitrary dynamic range of 103. We see that unlike the X-ray, which closely

follows the density distribution, the tSZE seems to correlate very well with the radio emission. This

is particularly true at low frequencies where the low energy electrons remain near the cluster core.

During the major merger, the sharp spatial drop in the tSZE signal is precisely where the radio

emission is the strongest. This is as expected since the same shock that is accelerating the electrons

also causes a jump in the gas pressure, which is what the tSZE is sensitive to. Future work will

investigate the correlation between the tSZE and radio synchrotron emission in significant detail.

6.4.3 Radial Profiles

Here we show the radial profile of the cluster at z = 0.5 and z = 0.0, during a merger and

at the end of our simulation just before a major merger occurs. These profiles primarily serve the

point of giving a complete picture of the structure of this cluster. In each of the Figures 6.16- 6.22,

we show the structure at z = 0.5 on the left, and z = 0 on the right. All the solid lines are the

average profiles, with the dashed lines showing the standard deviation of the profiles. Any time

the dashed lines are above the solid line, it signifies that there is significant variation in a given

field. For example, we can see the effects of the merger in Figure 6.16 where the density profile and

its standard deviation overlap beginning around 0.5Mpc from the core, meaning the cluster is very
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un-relaxed at that time compared to z = 0 in the right panel where we see the density smoothly

drop out to ∼ 2Mpc near the virial radius of the cluster. Therefore, the standard deviation dashed

lines should be thought of as measures of scatter, and not measurement or systematic error.

Figure 6.16 Gas density radial profile for z = 0.5 (left) and z = 0.0 (right). The solid line indicates
the average density, while the dashed line shows the standard deviation of thd gas density.

The same general structure is seen the in the temperature (Figure 6.17), pressure (Figure

6.18), and X-ray (Figure 6.19) profiles. The X-ray profiles are particularly sensitive to the un-

relaxed state of the cluster since it has such a strong dependence on gas density. The pressure

profile, however, is still relatively smooth.

In Figure 6.20, we present the radial profile of three different populations of electrons, with

relativistic γ factors of ∼ 100, 3000, and 105. At z = 0.5, we see that the cosmic rays extend quite

far into the central regions of the cluster, and the high energy electrons show a peak at ∼ 200kpc

and ∼ 1Mpc, near the locations of the strong radio emission. Also note that the standard deviation

of these profiles is well above the average, meaning that the distribution is spatially asymmetric

in nature. We compare this distribution to that at z = 0, and see instead a relatively smooth

profile, but one that is significantly reduced particularly for the higher energy electrons. Only in

the outskirts where there is still considerable shock activity is there any significant population of

electrons.

The behavior of the CR electron number density is very similar to the corresponding profiles

of synchrotron radiation, shown in Figure 6.21. Four different frequencies are shown, highlighting
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Figure 6.17 Same as Figure 6.16, but for gas temperature.

Figure 6.18 Same as Figure 6.16, but for gas pressure.

Figure 6.19 Same as Figure 6.16, but for pseduo X-ray emissivity.



201

Figure 6.20 Cosmic ray electron number density radial profile for z = 0.5 (left) and z = 0.0 (right).
Shown are three of the eight momentum bins, corresponding to γ factors of ∼ 100, 3000, and 105.

Figure 6.21 Synchrotron emission radial profile for z = 0.5 (left) and z = 0.0 (right). Shown are
four different frequencies ranging from 100MHz to 100GHz.

Figure 6.22 Cosmic ray electron distribution power-law index radial profile for z = 0.5 (left) and
z = 0.0 (right). Shown are two of the eight momentum bins, corresponding to γ factors of ∼ 100
and 3000. The shaded regions indicate the range of 1 standard deviation.
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again how quickly the radiation drops off at z = 0 in the center of the cluster compared to the

highly disturbed state at z = 0.5. Like we saw in the electron number density, we see a peak in the

higher frequency radio emission at the location of the shocks as they move outward through the

cluster. These are the locations of the strong emission seen in Figure 6.11.

Finally, we can also see the effects of the aging electrons by showing the profile of the CR

distribution power-law slope, as done in Figure 6.22. Here we only show the lowest energy bin at

γ ∼ 100 and the second bin γ ∼ 3000. On the left, we see a very flat distribution for the q0 slope

very far in to the center of the cluster, indicating that the population has been recently accelerated.

The q2 distribution is also relatively flat in the outskirts where there is continuous acceleration due

to shocks. However, by z = 0, both profiles have significantly steepened on the interior of the

cluster, and we can see a wave of cooling in the q0 profile moving out as the electrons age behind

the shock. There is a wealth of information still to be uncovered in these profiles and projections,

which will be investigated in future work.

6.4.4 Initial Conclusions & Future Work

In this chapter we have introduced a new framework for following a distribution of cosmic ray

electrons and protons as well as integrate it with the hydrodynamic code, Enzo. We have provided

a suite of test problems that demonstrate both the accuracy of the CRT library as well as its

integration with some of the standard test problems in Enzo. Finally, we have demonstrated this

capability by simulating a massive galaxy cluster as it evolves and undergoes several mergers. This

is the first galaxy cluster simulation that follows the electron population that also utilizes adaptive

mesh refinement, and as such is the highest resolution simulation of its type. From it, we have seen

how cosmological structure formation naturally leads to the creation of single and double radio-

relic structures by incorporating only shock acceleration with Coulomb and synchrotron/inverse

Compton cooling.

There are obvious directions for future analysis of this simulation. First, it would be extremely

interesting to determine the time evolution of the P1.4GHz − LX relationship for this cluster and
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compare it to the population of observed radio relics and radio halos. It is possible that all radio

halos are simply the result of recently shock re-accelerated electrons that are cooling more quickly

in the centers of galaxy clusters due to higher magnetic field strengths in the hotter, more dense

plasma? What spectral characteristics are needed for such an argument? Given the profile of

synchrotron emission trailing a shock, is it possible to recover the underlying shock characteristics

such as Mach number, magnetic field strength, and acceleration efficiency? Do the fluctuations in

spectral index along the length of a shock match those observed in known giant radio relics? I will

investigate these questions in the near future, and leave a further in-depth study of populations of

galaxy clusters to longer-term projects.



Chapter 7

Future Directions & Conclusions

There are many immediate projects that are now possible with the combination of the CRT

solver, Enzo, and a suite of high resolution simulations. In addition, there are also technological

and theoretical improvements that can be made to the existing framework. In this chapter I will

motivate some of the future work and conclude with the overarching lessons learned from this

dissertation.

7.1 Immediate Projects with CR Electrons

The first project enabled by the new CRT framework is to finish the preliminary work pre-

sented in the previous chapter and complete and in-depth analysis of the evolution of CR electrons

in a galaxy cluster simulation. The outstanding questions to be explored are:

• What fraction of the time is the cluster bright/observable in the radio and at what radio

frequency?

• How does the spectral index vary along/behind the radio relic as the electrons cool?

• Can the shock-accelerated electrons ever lead to situations in which the radio emission

could be confused for a radio halo? If so, for how long?

• How do the X-ray and radio luminosities correlate in space and time throughout the merger

history of the cluster?
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• What is the spatial and temporal correlation between the radio and thermal Sunyaev-

Zel’dovich effect, and how can they be used together to constrain the thermal and non-

thermal processes in galaxy cluster mergers?

These questions can now all be addressed with our new capabilities. However, to fully enable

comparisons with observations, we also need to develop new synthetic observation tools. First,

while we are able to make basic synchrotron emissivity maps it would be significantly more accurate

to create a full spectral and spatial data cube that can then be processed through existing NRAO

synthetic observing pipelines such as AIPS1 and CASA2 .

Using the same simulations of CR electrons, it is possible to calculate the expected inverse

Compton emission from the electrons that up-scatter the Cosmic Microwave Background photons

to X-ray energies. This should make it possible to construct synthetic X-ray observations at high

energies where the IC emission is most obvious for current satellite missions such as NuStar, and

help explain the current lack of evidence for a high energy tail in observations of most galaxy

clusters [4]. Current observations from the Nustar team [249] have thus far hinted at, but not

confirmed, a hard non-thermal tail in observations of the Bullet cluster. However, it may be that

sources such as the Bullet cluster are still too early in their merger history to have established large

shocks capable of accelerating the requisite electrons. A detailed view of the time evolution of our

simulation with respect to both the radio emission and non-thermal X-ray emission could help us

to understand the current lack of observed emission in the Bullet cluster.

7.2 CRT Micro-physics

There are a number of additional sources of CR acceleration that we could include in our

CRT framework and hydrodynamical simulations. In the context of the ICM, we can prescribe

a “second-order Fermi” acceleration mechanism that provides a slow but steady process from the

turbulent flow of the gas. Because of the difficulty in capturing the full turbulent cascade present

1 http://www.aips.nrao.edu
2 http://casa.nrao.edu/
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in the gas, it would also be possible to fold this source term in with a subgrid turbulence model

such as that from Scannapieco and Brüggen [207] or Iapichino et al. [112]. To clarify, this would

return the term from equation 6.3

∂

∂p
p2Dpp

∂

∂p
f, (7.1)

where Dpp is the momentum space diffusion coefficient. Including this term in the CRT framework

is straightforward after this coefficient is chosen.

So far we have used a fairly simple prescription to include shock-acceleration by connecting

the power-law CR population to the thermal Maxwellian. For example, the power-law index that

is set is only a function of the Mach number, and the normalization Cinj is constant. However, the

acceleration mechanism and resulting momentum-space distribution could be quite complicated

and depend on complex functions of the shock orientation, pre- and post-shock thermodynamic

properties, and pre-existing population of non-thermal particles. Acceleration from an existing non-

thermal power-law distribution is much more efficient than from a completely thermal distribution.

Supernova remnant shocks also accelerate cosmic rays[194]. In addition to attempting to

model this process directly, we can use the aggregate effect of many supernova within a single galaxy

as sources into the intracluster medium of galaxy clusters. To do so, we would utilize galaxy particles

within our simulations to model the CR feedback. Similarly, we could account for active galactic

nuclei (AGN) feedback or CRs, which is likely more important than supernovae. By combining all

of these sources it will then be possible to inject initial CR populations from supernovae and AGNs

and follow their re-acceleration at shock fronts. From these types of simulations, it will be possible

to determine quantities such as the volume fraction that AGN/supernovae injected CRs fill in the

absence of shock acceleration and compare the emission properties from these sources against those

from shocks. By following all such mechanisms for acceleration, we can construct a more complete

view of CRs in cluster environments.

We have also ignored several microphysical plasma processes. While electrons can be directly

injected from shocks, supernova, and AGN, they can also be produced hadronically through CR
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proton-thermal proton collisions (p-p process). Modelling both this process as well as turbulent

acceleration of electrons will be important in studying radio halos. It may be possible to predict

observational signatures of each injection mechanism and settle the debate over the origin of these

CR electrons.

We have ignored spatial diffusion because of the time and length scales involved in the ICM

by setting the spatial diffusion coefficient, Dxx = 0. For Bohm diffusion in ICM environments,

this is an acceptable approximation. However, this capability may be necessary in the context

of either a dramatically different diffusion coefficient or in smaller scale systems such as galaxies

or supernovae. Including spatial diffusion is somewhat difficult since the equation is parabolic in

nature, and explicit methods are often hampered by restrictive timestep constraints. However, the

machinery to follow heat conduction has been recently implemented in Enzo, and authors Britton

Smith and Brian O’Shea have found several methods for sub-cycling the conduction step that work

reasonably well. Therefore it should be relatively straightforward to include both isotropic and

anisotropic (w.r.t. magnetic field orientation) diffusion for the CR fields. If the computational cost

proves too high, new implicit methods may be needed to follow this evolution.

Finally, we have also ignored the feedback from the CRs on the thermal gas. The simplest

route to including their effects requires incorporating an additional pressure term that can be

constructed by integrating the distribution function over momentum space,

PCR =
4π

3mc

∫ ∞
p0

f(p)
p4√

1 + (p/(mc))2
dp. (7.2)

A full treatment of the CRs would require a “two-fluid” solver that allows for an interaction term

between the thermal and non-thermal fluids. This would necessitate a completely new hydrody-

namical solver within Enzo or other similar code.

7.3 Other Applications of CRT

The CRT solver can also be applied to a variety of contexts including galaxy and supernovae

models, though for both of these cases one should incorporate the effects of the CR pressure and
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spatial diffusion. In fact, one of our test problems for the stability of the CRT solver within Enzo is

to set up a radiating shock from a supernovae blast wave, setting the boundary conditions of the

simulation to reflecting. This creates a very complex flow that tests many of the hydrodynamic

regimes that we are likely to encounter, providing a robust stability test of our framework. However,

this “test problem” is also very interesting from the perspective of studying CR acceleration in

supernovae remnants, and could be used in both 2D and 3D to make preliminary estimates of

the synchrotron and X-ray emission of the outgoing shock. To demonstrate this, we set up a 2D

radiating shock in Enzo that injects thermal energy at the center of the domain to simulate the

supernova explosion. This creates a shock that moves out through the interstellar medium. Gas is

allowed to radiatively cool, which happens quickly in the region from the center out to the reverse

shock. As a preview, in Figure 7.1, we calculate the synchrotron emission at 1.4 GHz and 74 MHz.

We immediately notice the differences in the thickness of the emitting regions due to the relative

cooling times of the high and low energy electrons. We also see that using our simplistic model for

shock acceleration that there seems to be comparable acceleration efficiencies in both the forward

and reverse shocks.

Figure 7.1 1.4 GHz (left) and 74 MHz (right) synchrotron emission from a 2D supernovae remnant
simulation.

CRT can also be used in a more fundamental and simplistic form outside of Enzo, allowing one

to solve the diffusion convection equation quickly and easily. There are several possible applications
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of this mode, including use as a post-processing tool to evolve an initial population of CRs for

given amount of time. This could be useful as a “first-look” process of calculating the expected

CR distribution in a simulation that was not run with CRs included in the evolution. It can also

be used to calculate the balance between acceleration and cooling to provide the expected spectra

in single-zone experiments.

7.4 Next Generation Galaxy Cluster Simulations

There are several projects that would be enabled by a new set of galaxy cluster simulations

that have the following characteristics:

• 10 kpc resolution out to the cluster accretion shock (∼ 5 Mpc)

• High-cadence analysis on 50 Myr timescales

• Ability to follow the injection of energy/momentum/CRs from galaxies

High spatial resolution throughout the cluster will enable accurate assessments of ICM turbulence

to be used for acceleration models. This resolution will also match or exceed the majority of

observations at all wavelengths/energies. High cadence analysis will allow us to follow the breakup

of shock fronts as they move through the ICM as they encounter cluster substructure. This is useful

in finding analogs to known radio relics. Following all of the injection mechanisms will enable us

to model the entire cluster ecosystem for the first time.

We will achieve this unprecedented resolution by the combination of three recent develop-

ments. The first is focused on the generation of high resolution initial conditions that are enabled by

the MUlti-Scale Initial Conditions (MUSIC) code written by Oliver Hahn and collaborators [101].

MUSIC enables the creation of deeply nested initial conditions by using an adaptive multi-grid

Poisson solver, where one can choose to focus the majority of the resolution and computational

resources on a small sub-volume. This enables, for example, the re-simulation of a galaxy cluster

originally chosen from a large cosmological volume (∼Gpc) at high mass and spatial resolution
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utilizing many nested high resolution grids. It has also been shown to achieve significantly lower

rms error in the particle displacements and velocities as compared to previous methods. A key

feature to the MUSIC code is its ability to output the data in a variety of widely-used simulation

formats (Enzo, Gadget, Graphic2), as well as using generic HDF53 output.

Second, while many of the simulations we have presented in this dissertation have utilized

refinement on the gas and dark matter densities, our simulation in Chapter 5 also refined on the

magnetic field strength. This had the effect of refining quite far out into the ICM, allowing for the

study of MHD turbulence throughout the cluster. Simulations that only refine on the density tend

to under-resolve the turbulence present in the ICM, lowering its contribution to the total energy of

the cluster. In order to counter this behavior, I have recently implemented a method of refinement

in Enzo suggested by Loehner et al. [141] that is based on a threshold value of the second derivative

normalized by an averaged first derivative. This has the effect of refining many discontinuities and

fluctuations in a fluid code. This same method has been used in many engineering applications, as

well as in the Paramesh library [145].

Both of these improvements come with a significant computational cost given the number

of resolution elements that each add to a given simulation. Therefore, the improvements in per-

formance and hybrid MPI+OpenMP parallelism mentioned in Chapter 2 will be crucial to our

studies. By combining all of these efforts, we will be in a position to provide a gold standard of

galaxy clusters.

7.4.1 Comparison to High-Resolution Sunyaev-Zel’dovich Imaging

In particular, these simulations will be useful in the era of very high resolution Sunyaev-

Zel’dovich observations of clusters. Here we highlight some recent preliminary work done to model

what will be possible with the combination of next generation simulations and telescopes.

CCAT is a proposed 25 meter telescope located in the Atacama desert in Chile that will

study the cosmos at sub-millimeter wavelengths. While many people will use CCAT to study the

3 http://www.hdfgroup.org/HDF5/
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formation and evolution of stars, planets, and galaxies, it will be revolutionary in the field of high

resolution SZE observations[188]. One of the proposed instruments for CCAT is a long wavelength

camera (LW-Cam) that will utilize a set of observing bands that bracket the thermal SZE signal

from 90− 350 GHz[95].

In recent months I have become involved in the CCAT cosmology working group, and have

focused on creating a synthetic observation pipeline that is applied to the simulation introduced

in Chapter 5. In doing so, I’ve developed a framework that is capable of incorporating simulation

results with realistic noise estimates that is simple to extend to alternate simulation data and

telescope specifications. I’ve collaborated primarily with Jack Sayers at Caltech, who has provided

synthetic noise maps that include the primary CMB and signal from high redshift “sub-mm”

galaxies.

During this first exploration, I have focused on the time-evolution and frequency space mor-

phology of the tSZE emission. By including the accurate noise estimates, we’ve been able to explore

where and when we should expect to see emission from these major cluster mergers that are also

responsible for the radio relic emission. Figure 7.2 shows the evolution of our merger simulation

from z = 2 to z = 0, highlighting critical stages in its merger evolution.

What we can learn from such synthetic observations is that unlike the X-ray emission, the

tSZE should have the capability of mapping the outskirts of clusters and the interaction between

shocks, gas pressure, and the CR electrons that are illuminating the radio wavelengths. While this

interplay can be very useful for determining the systematic biases present in using galaxy clusters

as cosmological probes, I will focus on the thermodynamics and plasma physics of the ICM. By

combining the estimates of pressure jumps in the tSZE with synchrotron emission and spectral

index maps, it should be possible to estimate the shock Mach number and acceleration efficiency.

Figure 7.3 shows the relative performance in detecting the tSZE signal using both the South

Pole Telescope 3G receivers and CCAT for three different cluster survey depths and noise subtrac-

tion, and finally the raw tSZE signal. The bottom row shows a first pass at using a technique called

“unsharp-masking” that is widely used in the X-ray community to locate sharp gradients in the



212

Figure 7.2 Evolution of the tSZE signal in a galaxy cluster merger simulation, showing the 150GHz
for 6 different redshifts. Contours indicate integer multiplications of the signal-to-noise ratio.

Figure 7.3 The thermal Sunyaev-Zel’dovich emission seen at 150 GHz for various instrument config-
urations. In the top panels are the tSZE signals, while the bottom panels show an unsharp-masked
processing of the signal to highlight gradients and shocks. The far right image shows the tSZE
y-parameter at the resolution of the simulation. In each of the other four panels, this signal is
convolved with a beam and added to background noise. The far left panel uses the expected South
Pole Telescope 3G receiver specifications. The middle three show CCAT LW-Cam specifications for
a “shallow” survey, “deep” survey and a “deep” survey with idealized sub-mm galaxy subtraction.
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signal, indicative of shock fronts. What is abundantly obvious from this result is that the relative

resolution of the 25 meter CCAT to that of SPT allows us to probe the un-relaxed state of the

cluster, highlighting the shocks and asymmetric pressure profile. These simulation tools are being

used to help guide decisions by the CCAT design team.

7.4.2 Turbulence and Cluster Cooling/Heating

A second application of these high-resolution galaxy clusters is to study the turbulent accel-

eration of cosmic rays in the cluster cores once the turbulent acceleration mechanism is developed.

By combining injection sources from galaxy particles and AGN, turbulent (re-)acceleration, and

shock acceleration, we will be capable of producing the most detailed account of galaxy cluster

non-thermal populations ever studied.

Finally, all of the simulations presented in this thesis have ignored the cooling and heating

sources that are present in the ICM. We have done so knowing that while we would not be accurately

modelling the cores of clusters where there are certainly effects of metal cooling, star formation, and

feedback, the cluster outskirts where a large fraction of shocks exist should not change dramatically

with the inclusion of these processes. However, a complete view of galaxy clusters should certainly

include these processes. Our group, in collaboration with several of Enzo developers, are building

the capability to prescribe a subgrid model for galaxy formation and feedback. This method,

generally referred to as “Active Particles,” describes a framework that is capable of first calculating

the non-local (as in using several-many neighboring cells) to constrain the dynamical evolution of a

tracer particle. This allows, for example, the insertion of a “galaxy” at the center of a dark matter

potential that extends over several computational zones that tracks the gas and metal content of the

galaxy. One can include gas stripping from the galaxy-ICM interaction, and feed back on the ICM

through supernovae feedback of mass, energy, and momentum. This abstracts away the evolution

of the galaxy itself, allowing us to attain resolution-convergent results without having to span the

entire resolution range from large scale structure to giant molecular clouds and star formation.

In order to accommodate all of these additional physical processes in a regime of enhanced



214

resolution, it is imperative to continue to enhance and extend the parallelism and performance

of Enzo. In addition, the sheer size of the datasets will require a new paradigm of data analysis,

and one that moves away from long term storage of simulation data at high frequency cadence and

towards an inline or co-processing of the data while still in supercomputer main memory. Therefore

it is imperative to fully integrate analysis tools with Enzo, something that has been started but

still requires much work and tuning.

7.5 Conclusions

In this dissertation, I have explored the thermal and non-thermal nature of how clusters of

galaxies form and evolve. I’ve done so using the (magneto)hydrodynamical code Enzo and analysis

toolkit, yt. These investigations are driven by the truly extraordinary supply of observational data

in the X-ray and radio wavelengths that is beginning to unveil the true nature of the Universe’s

largest objects.

In my first project, I investigated how the hierarchical structure formation leads to cosmo-

logical shocks, laying the groundwork for discussing their behavior in and around galaxy clusters.

I defined shocks in terms of their pre-shock plasma conditions, finding that the majority of the

kinetic energy dissipation in shocks occur for relatively low Mach numbers of 3− 5, and not from

the giant and strong accretion shocks on the outer edge of the clusters.

In Chapter 4, I described how such shocks are capable of accelerating electrons and how

they may appear in radio wavelengths due to their synchrotron emission. Using this framework, I

then related the radio luminosity to other measures such as mass and X-ray luminosity. We found

that unlike the long-lasting enhancement in the X-ray emission, the radio emission is relatively

short-lived. This may help explain why objects such as radio relics are so rare.

In Chapter 5, through a collaboration with the developers of the constrained transport MHD

solver in Enzo, I applied the radio synchrotron models to a cosmological MHD simulation of a galaxy

cluster. This was the first AMR simulation of this type, and led to a magnificent recreation of classic

double radio relic clusters, showing radio emission on Mpc scales. Some of the conclusions of this
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study led to the motivation behind our final development of cosmic ray evolution in momentum

space as the cosmic ray electrons cool behind the shock. What we see from the instantaneous

emission is that even along a single cluster radio relic, the Mach number and therefore spectral index

of the radio emission may vary along the length and behind the shock front due only to variations

in the plasma conditions. Projection effects may also alter our interpretation, as observed spectral

aging may be due partly to different Mach numbers along the line of sight.

In Chapter 6, we introduced a new framework for calculating the momentum space distri-

bution function of electrons and protons. After presenting the analytical framework, we provided

a series of test problems demonstrating its accuracy and capabilities. Once paired with Enzo, we

introduce the first cosmological AMR simulation of a galaxy cluster following the momentum space

distribution of CR electrons. During its formation, the cluster undergoes a major merger that leads

to the formation of two shocks moving outwards from the cluster core. These shocks accelerate

electrons and naturally produce a double radio relic. As expected, the emission falls off quickly at

high frequencies as the high energy electrons cool. However, the low-frequency (∼ 74MHz) emission

remains throughout the cluster even after the merger has finished.

Throughout this dissertation I have utilized high performance computing resources at both

the University of Colorado and at national supercomputing facilities to investigate the effects that

shocks have on the largest scales in the Universe. During each project we have added a new physical

model (shock acceleration, radio emission, magnetohydrodynamics, aging populations of cosmic

rays) to our simulation capabilities that has allowed us to study the interaction between large scale

structure formation and cosmic ray acceleration. Each of these developments have been motivated

by the findings in a previous study. For example, the decision to follow the momentum-space

distribution of cosmic rays and their cooling was motivated by the need to constrain the effects

of radio emission spectral aging in observations of radio relics. A recurrent theme throughout

this dissertation is that as we introduce new simulation capabilities it has revealed warnings that

were previously ignored or unknown, such as projection effects on the polarization and spectral

distribution of the radio emission. It has taught us that only through a coordinated effort between
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theory, computation, and observation that we will be able to understand the complex phenomena

in the ICM and galaxy cluster environment. Fortunately, the future is very bright with the constant

construction of new observatories and next-generation supercomputer centers.
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Siskind, P. D. Smith, G. Spandre, P. Spinelli, J.-L. Starck,  L. Stawarz, M. S. Strickman, A. W.
Strong, D. J. Suson, H. Tajima, H. Takahashi, T. Takahashi, T. Tanaka, J. B. Thayer, J. G.
Thayer, L. Tibaldo, O. Tibolla, D. F. Torres, G. Tosti, A. Tramacere, Y. Uchiyama, T. L.
Usher, J. Vandenbroucke, V. Vasileiou, N. Vilchez, V. Vitale, A. P. Waite, P. Wang, B. L.
Winer, K. S. Wood, Z. Yang, T. Ylinen, and M. Ziegler. GeV Gamma-ray Flux Upper Limits
from Clusters of Galaxies. ApJ, 717:L71–L78, July 2010. doi: 10.1088/2041-8205/717/1/L71.

[4] M. Ajello, P. Rebusco, N. Cappelluti, O. Reimer, H. Böhringer, J. Greiner, N. Gehrels,
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A. Laille, E. Leonardo, E. Lindfors, S. Lombardi, F. Longo, M. López, E. Lorenz, P. Ma-
jumdar, G. Maneva, N. Mankuzhiyil, K. Mannheim, L. Maraschi, M. Mariotti, M. Mart́ınez,
D. Mazin, M. Meucci, J. M. Miranda, R. Mirzoyan, H. Miyamoto, J. Moldón, M. Moles,
A. Moralejo, D. Nieto, K. Nilsson, J. Ninkovic, R. Orito, I. Oya, S. Paiano, R. Paoletti,
J. M. Paredes, S. Partini, M. Pasanen, D. Pascoli, F. Pauss, R. G. Pegna, M. A. Perez-
Torres, M. Persic, L. Peruzzo, F. Prada, E. Prandini, N. Puchades, I. Puljak, I. Reichardt,
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M. Hoeft. Low-frequency radio observations of the galaxy cluster CIZA J2242.8+5301 .
Mem. Soc. Astron. Italiana, 82:569, 2011.

[237] R. J. van Weeren, A. Bonafede, H. Ebeling, A. C. Edge, M. Brüggen, G. Giovannini, M. Hoeft,
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Appendix A

Varying Magnetic Field Models

Here we briefly examine the impact of an alternate magnetic field model. We will concentrate

on two of our results, and leave further in-depth analysis to future work. In both cases, we present

6 alternate models. The first four concentrate on changing the reference magnetic field value,

B0 = {0.01, 0.03, 0.3, 1.0}µG. The second two models test the dependence of the magnetic field with

respect to the electron number density. For these two cases, we chose simple parameterizations that

simply give a feel for how this relationship affects our results. In one case, we keep the magnetic

field constant throughout the domain at B = B0 = 0.1µG. In the second case, we scale the

magnetic field proportionally with the number density B = B0(ne/ne,0), with B0 = 0.1µG and

ne,0 = 10−4cm−3.

First we examined the fundamental impact on the phase of the gas responsible for the ra-

dio emission. In Figure A.1 where we show the relative emission to our fiducial parameters, the

primary effect of lowering B0 is to decrease the total emission as roughly B5/2, as expected. If we

instead increase B0, because it starts to become comparable to BCMB, the emission enhancement

is preferably increased in the high temperature, low-Mach number regime corresponding to merger

shocks. In the case where we have a flat magnetic field, the emission in the high temperature, high

density, low Mach number regions is greatly diminished. However, the accretion shock emission

is increased by a factor of 100-1000. If we let the magnetic field scale proportionally to number

density, the opposite is true. Accretion shocks have weaker radio emission, whereas the merger

shocks are more luminous.
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If we instead examine the effect of a changing magnetic field model on the radio luminosity-

mass relationship, we again find a coherent picture, as shown in Figure A.2. The key concept is that

as the magnetic field approaches BCMB, the added emission per unit increase is diminished by the

second B2 term in the denominator of Eq. (4.3). Therefore, for low values of B0 when the magnetic

field is much lower than BCMB, the higher magnetic field strengths in larger clusters has more of an

effect, steepening the radio luminosity-mass relationship. On the other hand, when B0 is increased,

the relative gains in magnetic field in large clusters does not impact the emission as strongly,

flattening the relationship. In changing the B ∝ ne relationship, a flat magnetic field removes the

density bias between large and small clusters, thereby flattening the scaling relationship. A linear

scaling with number density increases this bias, steepening the relationship.
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Figure A.1 Relative radio emission with respect to our fiducial magnetic field model for the relic200
simulation at z = 0, shown in Figure 4.4. In the upper four panels, the reference magnetic field
parameter, B0 is varied. In the bottom left panel, the magnetic field strength is flat at B = 0.1µG.
In the bottom right panel, the magnetic field strength scales linearly with electron number density.
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Figure A.2 As in Figure 4.8, but for varying magnetic field model parameters. In the upper four
panels, the reference magnetic field parameter, B0 is varied. In the bottom left panel, the magnetic
field strength is flat at B = 0.1µG. In the bottom right panel, the magnetic field strength scales
linearly with electron number density.



Appendix B

Polarized Emission Integration

In this section we detail the integration methods used to calculate the total and polarized radio

emission Faraday rotation. Where possible, we follow the conventions listed in Longair [144] and

Otmianowska-Mazur et al. [169]. As input to the system, we will assume that there is an emissivity,

ε [erg/s/cm3/Hz]; magnetic field, ~B [G]; electron number density ne [cm−3]; and viewing angle,

~L.

From the viewing angle and magnetic field, we first decompose the magnetic field into com-

ponents along the line of sight B|| and perpendicular to it B⊥. We use θ to represent the angle

between the ~L and ~B, where we θ has a range of 0− π.

B|| = ~B · ~L = |B|cos(θ) (B.1)

B⊥ = |B|sin(θ) (B.2)

We then further decompose B⊥ into components aligned with the east and north vectors in the

image plane, here referred to as Bx and By. Using Bx and By, we then define an angle field, χ,

χ = (tan−1(By/Bx) + π/4) % π (B.3)

where we explicitly cast the tan−1 into [0..π]. χ represents the local direction of the electric field

in the image plane. We then use this value to calculate the fractional polarized emission along the
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east and north vectors,

fp = (s+ 1)/(s+ 7/3) (B.4)

εpx = εfp|
B⊥
B
|cos(χ) (B.5)

εpy = εfp|
B⊥
B
|sin(χ) (B.6)

where fp is the polarization fraction, defined using the spectral index of the relativistic electrons,

s.

Once these emission terms have been defined, we then integrate through a simulation, ac-

counting for the Faraday rotation,

∆ψ = 2.62× 10−17neλ
2B||dl (B.7)

where dl is in units of cm. All of this is then integrated to calculate the total intensity I, and the

polarized components Ix and Iy, which is written using the discrete approximation:
Ii+1

Ix,i+1

Iy,i+1

 =


dl 0 0

dl fp ( ~vx · ~E) cos(∆φ) −sin(∆φ)

dl fp (~vy · ~E) sin(∆φ) cos(∆φ)




εi

Ix,i

Iy,i

 (B.8)

where the index i represents the i’th cell along the line of sight.

As a test of this method, as implemented using yt, we initialize a completely polarized

background at the simulation domain boundary, with the polarization angle pointing horizontal in

the image plane. To do so, we override the emission, polarization fraction, density, and magnetic

field strengths in the simulation presented in this paper. In this case, we set the magnetic field

equal to 0 (though for numerical reasons we use a very small number), except for a sphere of

with a radius equal to one-quarter of the simulation domain size. Inside this sphere, we allow the

magnetic field parallel to the line of sight to be exactly that which will, for rays passing through

the center of the sphere towards the “observer”, be enough to rotate the polarization vector by π.

We show the results of this test using 1282 pixels in Figure B.1 for both on-axis (~L = (1, 0, 0)) and

off-axis (~L = (1.0, 0.3, 0.7)), where we find excellent agreement with the expected behavior. For
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both viewing angles, the maximum of fp − 1.0 ≈ 10−14, and the polarization angle has a fractional

error in the center of the image of 1.7 × 10−5 for on-axis, and 1.3 × 10−2 for off-axis. Given the

coarse nature of the sampling of this image and the likelihood that the center pixel doesn’t exactly

traverse the center of the sphere, these should be viewed as upper limits.

As a second test, we initialize two y−z planes of radiation each with electric field vectors that

are perpendicular to each other along. For the first plane, we set Bx = Bz = 0.0, and By = 1.0.

The second plane has Bx = By = 0.0 and Bz = 1.0. Each plane has a width equal to 1
32 of

the simulation width, centered at x = 1
64 and 63

64 in units of the simulation width. We set the

image width equal to 2.0 and use 2562 pixels. Finally, we begin by looking from (−1, 0, 0) towards

(1, 0, 0), centered on (0.5, 0.5, 0.5), and rotate in the x − y plane. Therefore in all cases plane 2

has a magnetic field that is vertical and plane 1 begins with a horizontal magnetic field but then

proceeds to have a component along the line of sight. For this test we disable the Faraday rotation,

and examine only the effects of combining two planes of radiation on off-axis lines of sight. We

vary the rotation from the original viewpoint to have angles of θ = (0, 5, 15, 30, 60). In Figure B.2,

we show the fractional polarization as a function of image pixel. In all cases for the portions of

the planes that overlap along the line of sight, the calculated polarization fraction is within double

precision fractional error of the expected polarization fraction.

All of these capabilities are demonstrated in a public repository, found using the change-

set with hash fc3acb747162 here: https://bitbucket.org/samskillman/yt-stokes. Future im-

provements to this code as well as tighter integration in the primary yt repository is expected, both

in performance and usability.
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Figure B.1 On and off-axis Faraday rotation test. The left panel shows the on-axis Faraday rotation
through a magnetized sphere, with an image width equal to the domain size. The right panel shows
the same rotation, but off-axis and with a width of 1.6 larger than the left, to show the off-axis
nature of the domain. The electron number density and magnetic field strength of the sphere are
chosen to rotate the polarization angle π radians for the rays passing through the center of the
sphere.

Figure B.2 Dual plane polarization test. The polarization fraction as a function of image pixel
across the mid-plane of the image, shown for varying viewing angles that are measured as an offset
in the x− y plane from a viewing direction of ~L = (1, 0, 0).


