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ABSTRACT
We propose an algorithm to over-approximate the reachable set

of nonlinear systems with bounded, time-varying parameters and

uncertain initial conditions. The algorithm is based on the conser-

vative representation of the nonlinear dynamics by a differential

inclusion consisting of a linear term and the Minkowsky sum of two

convex sets. The linear term and one of the two sets are obtained

by a conservative first-order over-approximation of the nonlinear

dynamics with respect to the system state. The second set accounts

for the effect of the time-varying parameters. A distinctive feature

of the novel algorithm is the possibility to over-approximate the

reachable set to any desired accuracy by appropriately choosing

the parameters in the computation. We provide an example that

illustrates the effectiveness of our approach.

KEYWORDS
Reachability analysis, nonlinear systems, time-varying parameters,

differential inclusions, attainable set computation, convergence

ACM Reference Format:
Matthias Rungger and Majid Zamani. 2018. Accurate reachability analysis

of uncertain nonlinear systems. In HSCC ’18: 21st International Conference
on Hybrid Systems: Computation and Control (part of CPS Week), April 11–13,
2018, Porto, Portugal. ACM, New York, NY, USA, 10 pages. https://doi.org/

10.1145/3178126.3178127

1 INTRODUCTION
Reachable sets are an integral part in the analysis and design of

dynamical systems. Reachable sets are used in branch-and-bound

frameworks to solve nonlinear optimal control problems in the

construction of convex underestimators and concave overestima-

tors, see e.g. [35, 49]. In robust model predictive control, reachable

sets are useful to guarantee the recursive feasibility of the online

optimization [29] or are embedded in the online optimization to

guarantee constraint satisfaction under all possible disturbances

[34]. Reachable sets are essential in state estimation and fault detec-

tion, see e.g. [48]. Moreover, rigorous enclosures of reachable sets

are instrumental in the verification of safety properties involving
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nonlinear and hybrid control systems [27]. In addition, in the sym-

bolic approach to synthesize provably correct controllers, reachable

sets are employed in the construction of symbolic models [42, 54].

In general, reachable sets are infinite objects which are not com-

putable [28], and usually over-approximations of reachable sets are

employed in the respective application at hand. In this paper, we

are interested in the accurate over-approximation of reachable sets

of nonlinear dynamical systems with time-varying inputs, given

by a parameterized differential equation of the form

Ûξ (t) = f (ξ (t),ω(t)) (1)

where ξ (t) ∈ Rn is the state signal and ω(t) ∈ W ⊆ Rm is the

time-varying, bounded input signal. The differential equation (1)

represents one of the most fundamental system models in control

theory [50], and the time-varying inputs are often used to incorpo-

rate model uncertainties and disturbances [22].

The extensive need of reachable sets in the analysis and design

of dynamical systems, paired with the inherent computational com-

plexity of the approximation of reachable sets, resulted in a plethora

of different algorithmic approaches exploiting different mathemati-

cal principles, various system properties and set representations.

State space discretization based methods to approximate reachable

sets associated with (1) are presented in [41] and [36], where [41]

uses direct discretization methods, while in [36] the reachable set

is obtained indirectly as sublevel set of the solution of a partial

differential equation. Similarly, state space discretization methods

are used to compute related objects such as the viability kernel

[16] and the capture basin in minimum time problems [14]. Algo-

rithms based on differential inequalities and comparison principles

[53] to compute rigorous interval, polyhedral and ellipsoidal en-

closures of reachable sets are developed in [47], [26], respectively,

[52]. Logarithmic norms and component-wise, one-sided Lipschitz

conditions are used in [30, 45], while the algorithms in [4] and

[1] use a conservative linear, respectively, polynomial approxima-

tion of the right-hand-side of (1). Polynomial approximations in

combination with interval remainders, so-called Taylor models

[12], to over-approximate reachable sets of nonlinear systems with

time-varying inputs are developed and analyzed in [55]. Also, in

principle, the algorithms to compute validated solutions of initial

value problems based on interval arithmetic and a Taylor series

expansion of the flow function as discussed in [38] can be used to

over-approximate reachable sets of (1), by modeling the system as

an autonomous system (without inputs) with interval parameters.

However, as those algorithms are not specifically designed to ac-

count for time-varying inputs, the performance of those approaches

is expected to degenerate rapidly as the diameter of the bounded

set of uncertaintiesW grows, e.g. see Section 7. Many of the men-

tioned approaches are available in modern, state-of-the-art open

source software tools. Taylor models are implemented in flow∗
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[17] and Ariadne [18]. The algorithms developed in [4] and [1]

are provided as a MATLAB toolbox in CORA [2]. The algorithms to

compute validated solutions of initial value problems as discussed

in [38] are provided in VNODE-LP [37] and the algorithm in [30] is

available in the software tool CAPD [15].

Another class of algorithms to approximate reachable sets of

dynamical systems of the form (1) results from the numerical ap-

proximation of the set of solutions of nonlinear differential inclu-

sions [21, 39, 51]. In this context, under rather mild assumptions,

the system (1) is equivalently (see [33, Thm. 6.1]) interpreted as

differential inclusion

Ûξ (t) ∈ f (ξ (t),W ) (2)

and an approximation of the reachable set is obtained by numer-

ically solving an initial value problem associated with (2). Those

approaches originate from methods for the numerical solution of

initial value problems associated with ordinary differential equa-

tions, and in contrast to the previously mentioned work, which

concentrates on rigorous enclosures, the focus here is on the con-

vergence of the computed approximation to the true set of solutions

or reachable set. In a recent work [8], an optimization based ap-

proach has been proposed to overcome a well-known problem of

the numerical approximation schemes [31, 43], namely that the

convergence rates are of the form O(h + γ/h) rendering highly

accurate approximations computationally expensive. In this case,

the space discretization parameter γ has to decrease quadratically

with respect to the step size h in order to obtain linear convergence

in h, see [13].
In this paper, we follow the conservative approximation methods

in [4–6, 9, 19, 20] and propose a scheme in which we iteratively

approximate the nonlinear dynamics (1) by a simpler differential

inclusion. The repeated conservative approximation of the nonlin-

ear dynamics by simpler systems to facilitate the approximation

of reachable sets is also known as hybridization. Conservative ap-
proximations and hybridization methods have a rich history in the

context of the verification of safety properties of hybrid dynamical

systems and by now date back almost twenty years; see e.g. [27]

for an early reference and [9] for a recent in-depth discussion of

hybridization schemes. In this work, we propose a novel exten-

sion of the hybridization methods that have been developed for

autonomous nonlinear systems [5, 6, 9, 19, 20] to nonlinear systems

with time-varying inputs of the form (1). As in [4–6, 9, 19, 20, 25]

the simpler, conservative approximation is given by a differential

inclusion, which consists of a linear term and the Minkowsky sum

of two convex sets. The linear term and one of the two sets are

obtained by a conservative first-order over-approximation of the

nonlinear dynamics with respect to the system state around a lin-

earization point x . The second set is obtained by approximating

the set f (x ,W ) (with accuracy γ > 0). It accounts for the effect of

the time-varying parameters. A distinctive feature of our method,

compared to the alternative schemes in [1, 4], is the ability to ap-

proximate reachable sets to any desired accuracy – a property that

the methods in [1, 4] are lacking. We illustrate this fact with the

help of small examples in Section 4.

In summary, the main contribution of this work is an algorithm,

to be presented in Section 5, to over-approximate reachable sets of

nonlinear systems with time-varying inputs and uncertain initial

states, together with the proof of its correctness (Theorem 6.1)

and convergence (Theorem 6.3) in Section 6. It represents a novel

extension of the hybridization methods developed for autonomous

systems [5, 6, 9, 19, 20, 25] to systems with time-varying inputs.

Compared to the schemes in [1, 4] it is guaranteed to converge under

suitable assumptions. Compared to other non-hybridization based

algorithms that compute rigorous enclosures and are guaranteed

to converge in the context of nonlinear systems with time-varying

inputs or nonlinear differential inclusions, our approach is not based

on a computational demanding uniform discretization of the state

space [41], nor is our approach limited to additive disturbances [45]

or input affine systems [55].

As it is seen in Theorem 6.3, similar to the numerical approxi-

mation schemes in [31, 43], the accuracy γ of the approximation

of the set f (x ,W ) needs to decrease quadratically with the step

size h in order to obtain linear convergence of the approximation

error in h. However, contrary to [31, 43], the approximation of

f (x ,W ) in our approach is not necessarily based on a discretization

of the state space. In the numerical example in Section 7, we use the

support function representation of f (x ,W ) for the approximation

and the effect of the slow convergence in γ on the computational

complexity in such a setting is a subject of current research.

2 NOTATION AND PRELIMINARIES
Wedenote byN,Z andR the set of natural, integer and real numbers,

respectively. For n ∈ N, we use Rn and Rn×n to denote the n-di-
mensional Euclidean vector space, respectively, the vector space

of real matrices with n rows and n columns. We annotate those

symbols with subscripts to restrict those sets in the obvious way,

e.g. Z≥1 denotes the natural numbers.

The closed, open and half-open intervals in R with end points

a and b are denoted by [a,b], ]a,b[, [a,b[, and ]a,b], respectively.
The corresponding intervals in Z are denoted by [a;b], ]a;b[, [a;b[,
and ]a;b]. We extend the notation to hyper-intervals in Rn , e.g.,
[a,b] with a,b ∈ Rn denotes the set [a1,b1] × . . . × [an ,bn ].

We use |a | and ∥ · ∥ to denote the absolute value of a ∈ R,
respectively, the infinity norm of vectors in Rn . We define B as the

closed unit ball in Rn with respect to ∥ · ∥.

Given two sets P ,Q ⊆ Rn , we define the Minkowski set addition

by Q + P = {y ∈ Rn | ∃q∈Q ,∃p∈P y = q + p}. For x ∈ Rn , we
slightly abuse notation and use x +W instead of {x} +W . For

λ ∈ R>0, we define λP = {λx ∈ Rn | x ∈ P}.
The Hausdorff distance between two sets P ,Q ⊆ Rn is defined by

H (P ,Q) = inf{η ∈ R≥0 | Q ⊆ P +ηB∧ P ⊆ Q +ηB}. The diameter

of a set Q ⊆ Rn is defined to diamQ = sup{∥x − y∥ | x ,y ∈ Q}.

The set conQ denotes the convex hull of Q see e.g. [44, Thm. 2.27,

Ch. 2.E]. A set Q is convex iff Q = conQ .
We use f : X ⇒ Y to denote set-valued maps from X into Y ,

whereas f : X → Y denotes an ordinary map; see [44].

For f : Rn → R, we use di f with i ∈ [1;n] to denote the partial
derivative (of order 1) of f with respect to the ith coordinate and

extend this to partial derivatives of order j ∈ Z≥2 with i1, . . . , i j ∈

[1;n] recursively by di1 ...i j f = di1 (di2, ...,i j f ). We use D j f (x) to
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denote the function from (Rn )j to R given by

D j f (x)(y1, . . . ,yj ) =
n∑

i1=1

. . .

n∑
i j=1

di1 ...i j f (x)y1,i1 · · ·yj,i j

where yk,ik denotes the ik th entry of yk ∈ Rn . We use D j f (x)(y)j

as short-hand for D j f (x)(y1, . . . ,yj ) if y = y1 = . . . = yj . The
notation extends naturally to vector-valued function f : Rn → Rm ,

by applying the operation to each component. If the domain of

a function f is explicitly partitioned in several subdomains, i.e.,

f : Rn1 × · · · × Rnk → Rm , we use D
j
i f (x1, . . . ,xk ) to denote the

function D jh(z) where h(z) = f (x1, . . . ,xi−1, z,xi+1, . . . ,xk ).

3 PROBLEM DESCRIPTION
We introduce the notions of reachable set and reachable tube in

terms of a general differential inclusion of the form

Ûξ (t) ∈ F (ξ (t)) (3)

with F : Rn ⇒ Rn . It allows us to describe uncertain nonlinear

systems of the form (1) as well as other differential inclusions that

we use as helper systems in the computation of the reachable set.

Throughout the paper we work with differential inclusions, whose

right-hand-side is continuous ([44, Def. 5.4, Ch. 5.B]) and F (x) is
compact and convex for all x ∈ Rn .

Given an interval I ⊆ R, we define a solution of (3) on I as
absolutely continuous function ξ : I → Rn that satisfies (3) for

almost all t ∈ I . The set of solutions ξ on [0, t] with ξ (0) = x is

denoted by St (x), see e.g. [7].
The reachable set of (3) from Ω ⊆ Rn at t ∈ R≥0 is given by

ψ (t ,Ω) = {ξ (t) ∈ Rn | ξ ∈ St (Ω)}. (4)

The reachable tube of (3) from Ω ⊆ Rn at t ∈ R≥0 is given by

ψ ([0, t],Ω).
In this work, we propose an algorithm to over-approximate the

reachable tubeψ ([0,T ],Ω) as well as the reachable setψ (T ,Ω) for
T ∈ R≥0 and Ω ⊆ Rn , with Ω being compact, of the differential

inclusion resulting from the nonlinear system with time-varying

inputs given in (2), i.e., the right-hand-side is given by F (x) =
f (x ,W ). The algorithm follows the usual hybridization schemes [4–

6, 9, 19, 20, 25]. It is based on the linearization of the right-hand-side

and we use the following assumptions to ensure that the algorithm

is applicable to compute an over-approximation of the reachable

set/tube.

Assumption 1. The function f is given by f : Rn × Rm → Rn

and the setW ⊆ Rm is nonempty and compact. For all x ∈ Rn the set
f (x ,W ) is compact and convex. For allw ∈W , the partial derivatives
up to order two of f (·,w) exist and are continuous, i.e., for all i, j,k, ∈
[1;n], the functionsdi fk : Rn×Rm → R anddidj fk : Rn×Rm → R
are continuous.

Note that Assumption 1 guarantees for every x ∈ Rn the exis-

tence of at least one solution of (2) on some interval from x , see
e.g. [7]. Nevertheless, it is not guaranteed that such a solution exist

on a-priori given interval [0,T ], since a solution of (2) can blow up

in finite time smaller than T . In this case the reachable tube of (2)

from {x} at T is unbounded and the algorithm that we propose in

this paper does not terminate.

4 MOTIVATING EXAMPLES
We show that the methods in [1, 4], in general are unable to produce

precise approximations of reachable sets for nonlinear systems with

time-varying inputs.

A natural approach to increase the accuracy of hybridization

schemes is to decrease the domains on which the complex dynamics

are approximated. For autonomous systems this is actually effective,

see e.g. [5, Thm. 1], [6, Thm. 2]. When applied to systems with

inputs, this would require to partition the input setW into smaller

setsWi , i ∈ [1;p] and compute reachable sets with respect to the

partition elementsWi . Example 1 demonstrates that this is not a

viable approach.

Example 1. Consider a system of the form (2) with f : R3 → R2

given by

f (x ,w) = (1,x1w) and W = [−1, 1]. (5)

A quick analysis of the dynamics shows that trajectories ξ of (5) with
initial state (−1, 0) are given by

ξ1(t) = −1 + t and ξ2(t) =

∫ t

0

(−1 + s)ω(s)ds . (6)

Consider the input signals ω1 and ω2 defined on [0, 2] and given by

ω1(t) = −ω2(t) =

{
1 if t ≤ 1

−1 if t > 1.

An evaluation of (6) shows that the states reached by (5) from x =
(−1, 0) at time t = 2 associated with ω1 and ω2 are given by (1,−1)

and (1, 1), respectively. Moreover, those states enclose all other reach-
able states, so that the reachable set from Ω = {(−1, 0)} at time t = 2

is given by
ψ (2,Ω) = {1} × [−1, 1]. (7)

Let us use the smaller setsW1 = [−1, 0] andW2 = [0, 1] to coverW .
Subsequently, we denote the reachable set of (5) withWi , i ∈ [1; 2] in
place ofW byψi . We apply the same analysis as before and obtain

ψ1(1,Ω) = ψ2(1,Ω) = {1} × [−1/2, 1/2].

It is straightforward to see that those sets are not useful in over-
approximatingψ (1,Ω) since

ψ (1,Ω) ⊈ ψ1(1,Ω) ∪ψ2(1,Ω).

We use the next example to illustrate the consequences of this

observation.

Example 2. Consider a system of the form (1) with

f (x ,w) =
1

1 +w2
and W = [−1, 1]. (8)

We determine the reachable set from Ω = {0} at time t = 1 by
inspection to

ψ (1, {0}) =
[

1

2
, 1
]
. (9)

Following the algorithm in [4], we use the differential inclusion
Ûξ (t) ∈ a(ξ (t) − x̄) + f (x̄ , w̄) + b({−w̄} +W ) + [−e, e] (10)

as an approximation of (8) around the linearization point x̄ and w̄ .
The scalars a and b are obtained by evaluating the partial derivatives
of the dynamics at x̄ and w̄ . Subsequently, we fix x̄ = 0, w̄ = 0 and
obtain

a = 0 and b = −
2w̄

(1 + w̄2)2
= 0.
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The interval [−e, e] accounts for the linearization error and is deter-
mined by bounding the Lagrange remainder of the dynamics maxi-
mized over the Cartesian product of the convex hull of the reachable
tube conψ ([0, 1], {0}) = [0, 1] andW = [−1, 1]. This results to

e = max

x,z∈[0,1]
max

w,v ∈W
1

2
|D2 f (z,v)((x − x̄ ,w − w̄))2 |

= max

w,v ∈[−1,1]
|

3v2 − 1

(1 +v2)3
|(w − w̄)2 = 1.

(11)

With f (x̄ , w̄) = 1, we obtain the differential inclusion

Ûξ (t) ∈ 1 + [−1, 1]

whose reachable setψ (1, {0}) = [0, 2] indeed over-approximates the
reachable set [1/2, 1] of (8). However, the accuracy of the approxima-
tion is rather coarse, e.g. the Hausdorff distance of the two reachable
sets is given by H (ψ (1, {0}),ψ (1, {0})) = 1, which is actually larger
than the diameter of the reachable set itself. In order to increase the
accuracy, we need to decrease the error e in (11). The only possibility
to decrease e is to makeW smaller, which – as illustrated in Example 1
– is not allowed. Therefore, we cannot increase the accuracy of the
approximation obtained on the basis of (10).

We would like to emphasize that the claims in Example 2 are

actually independent of the particular choice of discretization points

x̄ and ū and a high-order approximation of (8) as proposed in [1]

which is also not addressing the problem, since for this example

the Lagrange remainder maxw,v ∈W
1

n!
Dn f (v)(w − w̄)n diverges

for n → ∞.

We address the problem illustrated in Example 2 by conserva-

tively approximating the effect of the nonlinear inputs at the lin-

earization point f (x̄ , w̄) by a direct approximation of the set f (x̄ ,W ),

which does not rely on the derivative of f with respect to the second
argument.

5 REACHABLE SET & TUBE COMPUTATION
We introduce the algorithm to over-approximate the reachable set

and the reachable tube of (2) for a given time horizon T ∈ R≥0

and a convex and compact set of initial states Ω ⊆ Rn . We follow

closely the approach in [4, 25], which according to the classification

in [9], is a time-triggered dynamic hybridization algorithm. How-

ever, our novel extension can easily be adapted to other types of

hybridization methods such as state-triggered and static methods

as well as variants thereof.

The algorithm invokes several high-level commands. Rather than

providing a detailed explanation of those commands, we refer the

interested reader to further literature. Nevertheless, for the analysis

of the algorithm in Section 6, we impose several assumptions on

the high-level commands, which we label with equation numbers.

The assumptions with labels ending in “a” are used to ensure the

correctness of the algorithm, while we use the assumptions ending

in “a” as well as “b” to ensure the convergence of the algorithm. We

compactly summarize the imposed assumptions in the respective

theorems.

We assume that we can over-approximate (to any desired accu-

racy) the reachable set and the reachable tube of linear differential

inclusions of the form

Ûξ (t) ∈ Aξ (t) +V (12)

where A is an n × n matrix with entries in R and V is a non-empty,

compact and convex subset of Rn . Such an algorithm is for example

described in [32] and implemented in the tool SpaceEx [23] for the

case that Ω and V are given in terms of their support functions.

Subsequently, we use

Ωh = ReachSetLinγ (A,V ,Ω,h)

Ω[0,h] = ReachTubeLinγ (A,V ,Ω,h)
(13)

to refer to the algorithms that compute an over-approximation of

the reachable set χ (h,Ω), respectively, the reachable tube χ ([0,h],Ω)
of (12) from Ω ⊆ Rn at time h ∈ R≥0. We assume that our imple-

mentation of (13) is an over-approximation with compact sets, i.e.,

Ωh ,Ω[0,h] ∈ K(R
n ), χ (h,Ω) ⊆ Ωh and χ ([0,h],Ω) ⊆ Ω[0,h],

(14a)

where K(Rn ) denotes the set of compact subsets of Rn . Moreover,

for any K̄ ∈ K(Rn ) and γ ∈ R>0, we can parameterize the im-

plementation, such that for every Ω ∈ K(Rn ) with Ω ⊆ K̄ , we
have

Ωh ⊆ χ (h,Ω) + γB and Ω[0,h] ⊆ χ ([0,h],Ω) + γB. (14b)

Additionally, we assume the availability of an algorithm to over-

approximate (to any desired accuracy) for every x ∈ Rn the convex

and compact set f (x ,W ). We use Approxγ to denote this operation

and assume

f (x ,W ) ⊆ Approxγ (f (x ,W )) (15a)

Approxγ (f (x ,W )) ⊆ f (x ,W ) + γB. (15b)

As before, we use the parameter γ to denote the accuracy of the

approximation. If we know the support function of f (x ,W ), we can

use the approximation theory in [40] to establish such a property

of an algorithm implementing Approxγ .
For the approximation of the reachable set and the reachable

tube of (2), the time horizon T is divided in N ∈ N congruent

subintervals and the computation is carried out iteratively for each

interval h[i − 1; i] with h = T /N , i ∈ [1;N ] separately. As in the

case of the numerical solution of initial value problems, the rational

behind such an approach is the fact that the reachable set satisfies

ψ (2h,Ω) = ψ (h,ψ (h,Ω))

so that the reachable set over a longer horizon can be obtained by

the iterative approximation of the reachable set for shorter hori-

zons. For the presented approach, for each subinterval h[i − 1, i], a
conservative substitute of (2) is determined by a linear differential

inclusion (12) with

A = D1 f (x̄ , w̄)

V = −Ax̄ + Approxγ (f (x̄ ,W )) + [−e, e]
(16)

where x̄ ∈ Rn and w̄ ∈ W are the points of the linearization

and the hyper-interval [−e, e] with e ∈ Rn
≥0

is used to account for

the linearization error. For a correct implementation, we need to

guarantee that our approximation is indeed an over-approximation,

which we ensure by establishing the inclusion

∀x ∈ Ω[0,h] : f (x ,W ) ⊆ D1 f (x̄ , w̄)(x − x̄) + f (x̄ ,W ) + [−e, e].
(17)

In the implementation, we verify this inclusion by computing an

upper bound of the change in the first-order derivate of f (·,w)
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with respect to w ∈ W and the second-order remainder of the

Taylor expansion of f (·, w̄). To this end, we introduce the function

E : K(Rn ) × Rn ×W → Rn
≥0
, which for i ∈ [1;n], is given by

Ei (K , x̄ , w̄) =

max

z,x ∈con(K∪{x̄ }),w ∈W

(
|(D1 fi (x̄ ,w) − D1 fi (x̄ , w̄))(x − x̄)|

+ 1

2
|D2

1
fi (z,w)(x − x̄)2 |

)
. (18)

We use Assumption 1 to ensure that E is well defined, in the sense

that for each component Ei , the maximum in (18) exists and is in

R≥0. Indeed, Assumption 1 ensures that the objective function is

continuous and the optimization domain K̄ × K̄ ×W with K̄ =
con(K ∪ {x̄}) is compact.

We show in Lemma 6.2 that if the a-priori error estimate e is

greater than or equal to ê = E(Ω[0,h], x̄ , w̄), i.e., e ≥ ê (by com-

ponents), then the inclusion (17) holds. We use ComputeError to
denote the algorithm that computes the error and assume

ComputeError(Ω[0,h], x̄ , w̄) ≥ E(Ω[0,h], x̄ , w̄) (19a)

holds for every call of ComputeError in the reachable set com-

putation. Similarly to the other subroutines we assume that the

error is computable to any desired precision. In particular, for every

K ∈ K(Rn ) there exists a constant c ∈ R>0 so that the implemen-

tation satisfies for every K̄ ∈ K(Rn ) with K̄ ⊆ K , x̄ and w̄ the

inequality

ComputeError(K̄ , x̄ , w̄) ≤ E(K̄ , x̄ , w̄)+c diam con(K̄∪{x̄}). (19b)

In our implementation, we evaluate the term in (18) with interval

arithmetic over a hyper-interval that contains Ω[0,h] andW . In

order to satisfy (19b) it might be necessary to subdivide the setW
to regulate the error due to the interval representation ofW . For

the sake of a simpler presentation we do not incorporate this effect

in our convergence analysis.

Note that the over-approximation Ω[0,h] of the reachable tube

of (12) with the parameters given by (16) is available only after
we fixed the error estimate e ∈ Rn

≥0
. Hence, we need to devise a

strategy for the case that e ̸≥ ê . Given that the linearization error

converges to zero for diam Ω[0,h] → 0 (see Lemma 6.5), a natural

procedure to address this issue, which is also implemented in [4], is

to recompute the over-approximation of the reachable tube of (12)

for a smaller set of initial states. Alternatively, or additionally, one

could also decrease the time horizon h. An option that is subject to

future analysis. We use

{Ω1,Ω2, . . . ,Ωp } = SubDiv(Ω) (20)

to denote the operation that subdivides the set Ω in p ∈ N subsets

and assume that

Ω ⊆ ∪i ∈[1;p]Ωi (21a)

to ensure the correctness of our approach. Moreover, in the conver-

gence analysis we impose the stronger assumption of

max

i ∈[1;p]
diam Ωi ≤ ρ diam Ω and Ω = ∪i ∈[1;p]Ωi (21b)

where ρ is a scalar in [0, 1[.

Given the operations (13), (15), (19) and (20) we are ready to

state the main procedure to over-approximate the reachable set

and reachable tube of (2) in Algorithm 1. It takes the time horizon

Algorithm 1 Over-approx. ofψ (T ,Ω) andψ ([0,T ],Ω) of (2)

Parameter: N ∈ N, e ∈ Rn>0
, w̄ ∈W

Input: Ω ⊆ Rn , T ∈ R>0

Output: ΩN , Ω[0;N ]

1: h := T /N // time-step

2: Q ′
:= {Ω} // queue of sets to be processed

3: for i = 1 . . .N do
4: Q := Q ′

// update queue

5: Q ′
:= �

6: Ωi := �, Ω[i−1;i] := � // sets to be computed

7: while Q , � do
8: Ω̄ := pop(Q) // remove set from queue

9: x̄ := center(Ω̄) + 1

2
f (center(Ω̄), w̄)

10: A := D1 f (x̄ , w̄)

11: V := −Ax̄ + Approxγ (f (x̄ ,W )) + [−e, e]

12: Ωh := ReachSetLinγ (A,V , Ω̄,h)
13: Ω[0,h] := ReachTubeLinγ (A,V , Ω̄,h)
14: ê = ComputeError(Ω[0,h], x̄ , w̄) // determine ê in (19)

15: if e ≥ ê then
16: Q ′

:= Q ′ ∪ {Ωh } // queue for next time-interval

17: Ωi := Ωi ∪ Ωh // reachable set

18: Ω[i−1;i] := Ω[i−1;i] ∪ Ω[0,h] // reachable tube

19: else
20: Q := Q ∪ SubDiv(Ω̄) // subdivide initial set

21: end if
22: end while
23: end for
24: return ΩN , Ω[0;N ] := ∪i ∈[1;N ]Ω[i−1;i]

T ∈ R>0 and a compact and convex set Ω ⊆ Rn as input. The

parameters of the algorithm are the number of subintervals N ∈ N,
the error parameter e and an input w̄ ∈ W , which is used in the

linearization of right-hand-side of (2). After initializing the data in

lines 1-2, the computation proceeds by successively iterating over

the time-intervals h[i − 1, i] for i ∈ [1;N ] in line 3. The queue Q
contains a list of sets that over-approximate the reachable set at

time t = h(i − 1), i.e.,

ψ (h(i − 1),Ω0) ⊆ ∪Ω̄∈Q Ω̄.

Those sets are computed for each time-interval h[i − 1, i] by the

help of a linear differential inclusion that is used as a conserva-

tive substitute of (2) in lines 9-11. The point of linearization is

heuristically chosen as in [4] to

x̄ = center(Ω̄) +
1

2

hf (center(Ω), w̄)

where center(Ω) ∈ Ω simply returns an element of Ω. Afterwards,
in lines 12 and 13, the algorithms (13) are invoked to compute an

over-approximation of the reachable set and the reachable tube of

the linear substitute. Subsequently, the linearization error (19) is

computed in line 14. If the a-priori error is sufficiently large, the

sets Ωh and Ω[0,h] are indeed an over-approximation of ψ (h,Ω)
and ψ ([0,h],Ω), respectively. Consequently, Ωh is added to the

queueQ ′
and Ωi in line 16 and 17, respectively. Simultaneously, the

over-approximation of the reachable tube is updated in line 18 with

Ω[0,h]. If the error check in line 14 fails, the currently processed
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set Ω is subdivided in line 20 and the computation is repeated with

the smaller sets. The algorithm proceeds in this way until all sets

inQ are processed and all time-intervals h[i − 1; i] are processed at

which point it returns the sets ΩN and Ω[0;N ].

6 ANALYSIS
We analyze Algorithm 1. In general, it is not ensured that Algo-

rithm 1 terminates. Nevertheless, as we are going to show in Theo-

rem 6.1, if it terminates then output sets ΩN and Ω[0;N ] are guaran-

teed to over-approximate the reachable setψ (T ,Ω) and the reach-

able tubeψ ([0,T ],Ω) of (2), respectively. Moreover, under suitable

assumptions, we show in Theorem 6.3 that for any desired ap-

proximation accuracy there exist parameters so that Algorithm 1 is

guaranteed to terminate and the output sets ΩN and Ω[0;N ] approx-

imate the setsψ (T ,Ω), respectively,ψ ([0,T ],Ω)with the prescribed
precision.

In the analysis, we use the map Ge : Rn ⇒ Rn which is parame-

terized by e ∈ Rn
≥0
, x̄ ∈ Rn and w̄ ∈W and defined as

Ge (x) = D1 f (x̄ , w̄)(x − x̄) + f (x̄ ,W ) + [−e, e]. (22)

6.1 Correct over-approximation
We show the correctness of Algorithm 1.

Theorem 6.1. Consider (2) under Assumption 1. Letψ (T ,Ω) and
ψ ([0,T ],Ω) denote the reachable set, respectively, reachable tube of
(2) from Ω ⊆ Rn at T ∈ R≥0. Fix the parameters N ∈ N, e ∈ Rn>0

and w̄ ∈W . Suppose that the subroutines of Algorithm 1 satisfy the
following: ReachSetLinγ , ReachTubeLinγ satisfy (13) and (14a);
Approxγ satisfies (15a); ComputeError satisfies (19a) and SubDiv
satisfies (20) and (21a). If Algorithm 1 terminates for the inputs Ω
and T , then we have

ψ (T ,Ω) ⊆ ΩN and ψ ([0,T ],Ω) ⊆ Ω[0;N ]. (23)

In the proof of Theorem 6.1 we need the following lemma.

Lemma 6.2. Consider (2) under Assumption 1. Let x , x̄ ∈ Rn , w̄ ∈

W and S = con{x , x̄}. Consider the map Ge in (22) for parameters e ,
x̄ and w̄ . Let E be given in (18). Then the following implication holds

e ≥ E(S, x̄ , w̄) =⇒ f (x ,W ) ⊆ Ge (x) (24)

Proof. Letw ∈W . By an application of Taylor’s Theorem [10,

Thm. 40.9], for every i ∈ [1;n] there exists zi ∈ S so that

fi (x ,w) = fi (x̄ ,w) + D1 fi (x̄ ,w)(x − x̄) + 1

2
D2

1
fi (zi ,w)(x − x̄)2.

By adding and subtracting D1 fi (x̄ , w̄)(x − x̄) on the right, we have

fi (x ,w) = fi (x̄ ,w) + D1 fi (x̄ , w̄)(x − x̄) + D1 fi (x̄ ,w)(x − x̄)

− D1 fi (x̄ , w̄)(x − x̄) + 1

2
D2

1
fi (zi ,w)(x − x̄)2.

The absolute value of the last three terms on the right are bounded

by Ei (S, x̄ , w̄) and we obtain

fi (x ,w) ∈ D1 fi (x̄ , w̄)(x − x̄) + fi (x̄ ,w) + [−ei , ei ].

Since this holds for every i ∈ [1;n] and w ∈ W we obtain the

assertion. □

Proof of Theorem 6.1. For i ∈ [1;N ], consider the sets Ωi , and

Ω[i−1;i] initialized in line 6 and updated in lines 17 and 18. For

i ∈ [1;N ], let Qi−1 denote the set of sets Ω̄ that are removed from

Q in line 8 throughout the while-loop and that lead to the error ê
(computed in line 14) that satisfies e ≥ ê . Let us show that Ωi ⊆

∪Ω̄∈Qi
Ω̄ holds for all i ∈ [0;N [. For the sake of contradiction,

assume that x ∈ Ωi but there does not exist any Ω̄ in Qi so that

x ∈ Ω̄. In the first iteration of the while-loop, we have Ωi = ∪Ω̄∈Q Ω̄

(see the lines 16 and 17), and we see that Ωi ⊈ ∪Ω̄∈Qi
Ω̄ can only

happen if an element Ω̄ is removed from Q so that the associated

error computation in line 14 leads to e ̸≥ ê and the newly added

sets in line 20 do not cover Ω̄. But his cannot happen, since Ω̄ ⊆

∪Ω′∈SubDiv(Ω̄)Ω
′
holds.

For i ∈ [1;N ], let Ω̄ ∈ Qi−1 and consider the associated quanti-

ties x̄ , Ωh and Ω[0,h] computed in lines 9, 12 and 13, respectively. Let

x ∈ Ω[0,h] and define S = {λx + (1− λ)x̄ ∈ Rn | λ ∈ [0, 1]}. Clearly,

we have S ⊆ con(Ω[0,h] ∪ {x̄}). From the definition ofQi−1 follows

that e ≥ ê and we get e ≥ E(Ω[0,h], x̄ , w̄) ≥ E(S, x̄ , w̄), where we

used S ⊆ con(Ω[0,h] ∪ {x̄}) and (19a). We apply Lemma 6.2 and see

that f (x ,W ) ⊆ Ge (x). Since this holds for every x ∈ Ω[0,h] we ob-

tain (17). Since f (x ,W ) is included in the linear inclusion (12) with

A and V computed in lines 10, respectively, 11 and the primitives

ReachSetLinγ and ReachTubeLinγ satisfy (14) we obtain

ψ (h, Ω̄) ⊆ Ωh andψ ([0,h], Ω̄) ⊆ Ω[0,h].

Given the computation of Ωi and Ω[i−1;i] in lines (17), respectively,

(18), it is straightforward to derive

ψ (h,Ωi−1) ⊆ ∪Ω̄∈Qi−1

ψ (h, Ω̄) ⊆ Ωi

ψ ([0,h],Ωi−1) ⊆ ∪Ω̄∈Qi−1

ψ ([0,h], Ω̄) ⊆ Ω[i−1;i].

A repeated application of the inclusion

ψ (ih,Ω) ⊆ ψ ((i − 1)h,ψ (h,Ω)) ⊆ ψ ((i − 1)h,Ω1)

shows that ψ (ih,Ω) ⊆ Ωi for all i ∈ [0;N ]. In particular it shows

ψ (T ,Ω) ⊆ ΩN . Moreover, we derive

ψ ([0,T ],Ω) = ∪i ∈[1;N ]ψ ([0,h],ψ ((i − 1)h,Ω))

⊆ ∪i ∈[1;N ]ψ ([0,h],Ωi−1) ⊆ ∪i ∈[1;N ]Ω[i−1;i] = ΩN

which completes the proof. □

6.2 Convergence Analysis
For an appropriate choice of parameters, Algorithm 1 supports the

approximation of reachable sets and reachable tubes of (2) to any

desired precision.

Theorem 6.3. Consider (2) under Assumption 1. Letψ (T ,Ω) and
ψ ([0,T ],Ω) denote the reachable set, respectively, reachable tube of
(2) from Ω ⊆ Rn at timeT ∈ R≥0. Assume the existence of a compact
set K so that the following inclusion holds

ψ ([0,T ],Ω) ⊆ K . (25)

Let δ ∈ R>0 be desired accuracy.
Suppose that for any γ ∈ R>0 the subroutines ReachSetLinγ ,

ReachTubeLinγ and Approxγ satisfy (13), (14) and (15) for all Ω ∈

K(Rn ) with Ω ⊆ K + 3δB. Suppose there exists c ∈ R>0 so that
ComputeError satisfy (19), for all K̄ ∈ K(Rn ) with K̄ ⊆ K + 3δB,
x̄ ∈ K +3δB and w̄ ∈W . Let SubDiv satisfy (20)-(21) with ρ ∈ [0, 1[.
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Then there existsd ∈ R>0 so that if Algorithm 1 and its subroutines
are called with parameters N ∈ N, e ∈ Rn>0

, w̄ ∈ W and γ ∈ R>0

that satisfy

∥e ∥ ≤ d, 1/N ≤ dei∗ , γ ≤ dei∗ and γN ≤ d (26)

for ei∗ = mini ∈[1;n] ei , then Algorithm 1 terminates and the output
satisfies

ΩN ⊆ ψ (T ,Ω) + δB and Ω[0;N ] ⊆ ψ ([0,T ],Ω) + δB. (27)

In the proof of the theorem we use the following lemmas.

Lemma 6.4. Consider (2) under Assumption 1. Fix a compact set
K ⊆ Rn , x̄ ∈ Rn and w̄ ∈W . LetGe be given in (22) with parameters
e ≥ E(K , x̄ , w̄), x̄ and w̄ , with E defined in (18). Then, for all x ∈ K
we have

Ge (x) ⊆ f (x ,W ) + 2[−e, e]. (28)

Proof. Let G0 be given in (22) with parameters 0, x̄ and w̄ . We

show that for all x ∈ K we have G0(x) ⊆ f (x ,W ) + [−e, e].
Let x ∈ K and pick y ∈ G0(x). Then there existsw ∈W so that

y = D1 f (x̄ , w̄)(x − x̄) + f (x̄ ,w). (29)

We continue the analysis for each component yi with i ∈ [1;n] in
isolation. We add and subtract D1 fi (x̄ ,w)(x − x̄) to the ith compo-

nent in (29) to get

yi =fi (x̄ ,w) + D1 fi (x̄ ,w)(x − x̄) + D1 fi (x̄ , w̄)(x − x̄) (30)

− D1 fi (x̄ ,w)(x − x̄).

Taylor’s Theorem [10, Thm. 40.9] allows us to pick z ∈ con(K∪{x̄})
so that

fi (x ,w) = fi (x̄ ,w)+D1 fi (x̄ ,w)(x − x̄)+ 1

2
D2

1
fi (z,w)(x − x̄)2. (31)

We add and subtract
1

2
D2

1
fi (z,w)(x − x̄)2 in (30) and use (31) to get

yi = fi (x ,w)+D1(fi (x̄ , w̄)− fi (x̄ ,w))(x − x̄)− 1

2
D2

1
fi (z,w)(x − x̄)2.

The last two terms are bounded by Ei (K , x̄ , w̄) so that

yi ∈ fi (x ,w) + [−ei , ei ].

Since this inclusion holds for all i ∈ [1;n] we obtain G0(x) ⊆

f (x ,W ) + [−e, e] and (28) follows. □

Lemma 6.5. Consider (2) under Assumption 1. Let K ∈ K(Rn ) and
¯h ∈ R>0, then there existsC ∈ R>0 so that for every Ω̄ ∈ K(Rn ) with
Ω̄ ⊆ K , γ ∈ R>0, w̄ ∈W and x̂ ∈ Ω̄, the function E in (18) and the
reachable tube χ ([0,h], Ω̄) of (12) from Ω̄ at h ∈

[
0, ¯h

]
with

x̄ = x̂ + h
2
f (x̂ , w̄)

A = D1 f (x̄ , w̄)

V = −Ax̄ + f (x̄ ,W ) + γB

satisfy ∥E(χ ([0,h], Ω̄) + γB, x̄ , w̄)∥ ≤ C(diam Ω̄ + h + γ ).

In the proof of the lemma, we use the following estimate on the

solution of linear differential equations. Let ξ : [0,h] → Rn and

ν : [0,h] → V satisfy
Ûξ (t) = Aξ (t) + ν (t) for almost all t ∈ [0,h].

Then for all t ∈ [0,h] the following inequality holds

∥ξ (t)∥ ≤ ve
ah (∥ξ (0)∥ + h) (32)

where a = ∥A∥ and v ∈ R≥1 satisfies:w ∈ V implies ∥w ∥ ≤ v .

Proof of Lemma 6.5. As f is continuous andK is compact, there

existsM ∈ R>0 so that for all x ∈ K we have ∥ f (x , w̄)∥ ≤ M . Simi-

larly, because of the continuity of the first-order partial derivatives

of f (·, w̄) there exists a ∈ R>0 so that for all x ∈ K + ¯h/2MB we

have ∥D1 f (x , w̄)∥ ≤ a. We pick v ∈ R≥1 so that x ∈ K + ¯h/2MB
andw ∈ f (x ,W ) + γB implies ∥w ∥ ≤ v .

Let y ∈ χ ([0,h], Ω̄). From the definition of χ ([0,h], Ω̄) we see
that there exists an absolutely continuous function ξ : [0, t] → Rn

that satisfies ξ (0) ∈ Ω̄, ξ (t) = y and
Ûξ (s) ∈ Aξ (s) +V for almost all

s ∈ [0, t]. We apply [33, Thm. 6.1] and pick a bounded, measurable

function ν : [0, t] → f (x̄ ,W )+γB that satisfies
Ûξ (s) = Aξ (s)−Ax̄ +

ν (s). Let η : [0, t] → Rn be given by η(s) = ξ (s) − x̄ which satisfies

for almost all s ∈ [0, t] the differential equation Ûη(s) = Aη(s) + ν (s)
and we use (32) to obtain the inequality ∥η(s)∥ ≤ ve

at (∥η(0)∥ + h).

In particular, we get ∥y−x̄ ∥ ≤ ve
ah (∥η(0)∥+h). The same estimates

holds for all y ∈ χ ([0,h], Ω̄). Then using ∥η(0)∥ = ∥ξ (0) − x̄ ∥ ≤

diam Ω̄ + h/2M we obtain

diam χ ([0,h], Ω̄) ≤ D(diam Ω̄ + h)

for D = 2(ve
a ¯h +M/2 + 1).

Let K̄ = K +D(diamK + ¯h)B+γB so that χ ([0,h], Ω̄)+γB ⊆ K̄ .
Since K̄ ×W is compact and the partial derivatives of f (·, w̄) are

continuous, we can pick B1,B2 ∈ R≥0 so that for all i ∈ [1;n] we
have ∥D1(fi (x̄ ,w)− fi (x̄ , w̄))∥ ≤ B1 and

1

2
∥D2

1
fi (z,w)(x−x̄)∥ ≤ B2

for all x , z ∈ con(K̄ ∪ {x̄}) and w ∈ W . For B = B1 + B2 together

with

diam con(χ ([0,h], Ω̄) + γB ∪ {x̄}) ≤ diam χ ([0,h], Ω̄) + 2γ +Mh

≤ D(diam Ω̄ + h) + 2γ +Mh

we get

∥E(χ ([0,h], Ω̄) + γB, x̄ , w̄)∥ ≤ B max

x ∈con(χ ([0,h], Ω̄)+γB∪{x̄ })
∥x − x̄ ∥

≤ B(D(diam Ω̄ + h) + 2γ +Mh)

≤ C(diam Ω̄ + h + γ )

for C ≥ B(D + M + 2). Since this constant is independent of the

particular choices of Ω̄ ⊆ K , x̂ ∈ Ω̄ and w̄ ∈ W , the assertion

follows. □

We use the following version of Grownwall’s Lemma, whose

proof can be found in [7, Ch. 2, Sec. 4, Thm. 1].

Lemma 6.6. Consider (2) with f : Rn ×Rm → Rn , � ,W ⊆ Rm

and let f (x ,W ) be closed for all x ∈ Rn . Consider a compact and
convex set K ⊆ Rn . Suppose that f is continuous and there exists
k ∈ R>0 so that all x , x̄ ∈ K we have

H (f (x ,W ), f (x̄ ,W )) ≤ k ∥x − x̄ ∥. (33)

Let ζ : [0, t] → Rn with t ∈ R≥0 be an absolutely continuous
function that satisfies Ûζ (s) ∈ f (ζ (s),W ) + εB for almost all s ∈ [0, t],
where ε ∈ R≥0. Consider the function α : R × R→ R given by

α(s,δ ) := e
ksδ +

ε

k
(esk − 1)

and assume that ζ (s) + α(s,δ ) ∈ K for all s ∈ [0, t] and let p ∈ Rn

with ∥p − ζ (0)∥ ≤ δ . Then there exists a solution ξ of (2) on [0, t]
that satisfies ξ (0) = p and

∀s ∈ [0, t] : ∥ζ (s) − ξ (s)∥ ≤ α(s,δ ).
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We have all the ingredients to provide the proof of Theorem 6.3.

Proof of Theorem 6.3. LetM ∈ R>0 be such that

1 + max

x, x̄ ∈K+3δB,w ∈W
∥D1 f (x , w̄)(x − x̄) + f (x ,w)∥ = M . (34)

Since f and the partial derivatives of f (·,w) are continuous and

(K + 3δB) ×W is compact, the maximum is guaranteed to exist.

Moreover, since f (·,W ) is continuous and K is compact, we can

pick k ∈ R>0 so that (33) holds for all x , x̄ ∈ K + 3δB. We pick e so
that

∥e ∥ ≤ 1/2 and 2∥e∥(ekT − 1)/k ≤ δ/2. (35)

Let C be the constant in Lemma 6.5 for the compact set K + 3δB
and

¯h = 1. Then we fix γ and N so that for h = T /N we have

Cγ ≤ ei∗/4, γ ∥(ekT − 1)/k ∥ ≤ δ/4, γ ≤ 1, h ≤ 1,

hM ≤ δ , (C + cM)h ≤ ei∗/4, and γN e
kT ≤ δ/4.

(36)

Let us introduce κ0 = 0 and for i ∈ [1;N ] the constant

κi =
2∥e ∥ + γ

k
(eikh − 1) + γ

i∑
j=1

e
(j−1)kh .

From our choice of e and γ follows κi ≤ δ for all i ∈ [0;N ].

In Algorithm 1 for i ∈ [1;N ], consider the sets Ωi , and Ω[i−1;i]
initialized in line 6 and updated in lines 17 and 18 and let Ω0 = Ω.
We show that

Ωi−1 ⊆ ψ ((i − 1)h,Ω) + κi−1B

implies

a) the while-loop terminates;

b) Ωi ⊆ ψ (ih,Ω) + κiB;
c) Ω[i−1;i] ⊆ ψ ([0,h],ψ ((i − 1)h,Ω)) + κiB.

We begin with a). For the sake of contradiction, let us assume that

the while-loop does not terminate, i.e., the list of sets Q never be-

comes empty – new sets are added repeatedly in line 20. This can

only happen if the error check in line 15 fails repeatedly. For two sub-

sets P and P̄ of Rn with P ⊆ P̄ we have ComputeError(P , x̄ , w̄) ≤

ComputeError(P̄ , x̄ , w̄) and we can bound the error ê computed in

line 14 by ComputeError(χ ([0,h], Ω̄) + γB, x̄ , w̄) where we used

(14b). Then we apply (19b) with c diam con(Ω̄ ∪ {x̄}) ≤ c diam Ω̄ +
cMh and Lemma 6.5 to see that in each iteration we have

∥ê∥ ≤ c diam Ω̄+cMh+C(diam Ω̄+h+γ ) ≤ (C +c) diam Ω̄+ei∗/2

where we used the inequalities (cM +C)h ≤ ei∗/4 and Cγ ≤ ei∗/4

which follow from the choice of the parameters. Due to (21b), we

see that any time new sets are added to the queueQ , the diameter is

strictly smaller, and the error check in line 15 can fail only finitely

many times.

We continue with b) and c). Consider the for-loop in line 3, with

i ∈ [1;N ] and let Qi−1 denote the set of sets Ω̄ that are removed

from Q in line 8 throughout the while-loop and that lead to the

error ê (computed in line 14) that satisfies e ≥ ê . We pick Ω̄ ∈

Qi−1 and consider the sets Ωh and Ω[0,h] computed in lines 12,

respectively, 13 using the linear differential inclusion (12) with A
and V computed in lines 10, respectively, 11. As SubDiv satisfies

(20) we have ∪Ω̄∈Qi−1

⊆ Ωi−1. Note that Ax + V ⊆ Ge (x) + γB

where Ge is given in (22) and parameterized with e , x̄ and w̄ , with

5 Symbolic models for the boost DC-DC converter

In this section, we use our methodology to compute symbolic models of a concrete
switched system: the boost DC-DC converter (see Figure 1). This is an example
of electrical power convertor that has been studied from the point of view of
hybrid control in [12–15].

il

s1

vs

rl
xl

s2

xc

rc

vc

r0 v0

Fig. 1. boost DC-DC converter.

The boost converter has two operation modes depending on the position of the
switch. The state of the system is x(t) = [il(t) vc(t)]

T where il(t) is the inductor
current and vc(t) the capacitor voltage. The dynamics associated with both
modes are a�ne of the following form

ẋ(t) = Apx(t) + b, p = 1, 2

with

A1 =

� rl

xl
0

0 � 1
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1
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�
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� 1
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It is clear that the boost DC-DC converter is an example of switched system.
In the following, we use the numerical values from [13], that is, in the per unit
system xc = 70 p.u., xl = 3 p.u., rc = 0.005 p.u., rl = 0.05 p.u., r0 = 1 p.u. and
vs = 1 p.u.. The goal of the boost DC-DC converter is to regulate the output
voltage across the load r0. This control problem is usually reformulated as a
current reference scheme. Then, the goal is to keep the inductor current il(t)
around a reference value irefl . This can be done, for instance, by synthesizing
a controller that keeps the state of the switched system in an invariant set I
centered around the reference value.

It can be shown by solving a set of 2 linear matrix inequalities that the
subsystems associated with the two operation modes are both incrementally
stable and that they share a common �-GAS Lyapunov function of the form

V (x, y) =
q

(x � y)T M(x � y),

Figure 1: The DC-DC boost converter [24].

x̄ computed in line 9. We apply Lemma 6.4 with Ω[0,h] in place of

K and use (15) to see that

Ax +V ⊆ Ge (x) + γB ⊆ f (x ,W ) + 2[−e, e] + γB

holds for all x ∈ Ω[0,h].

Let χ (h,Ω) and χ ([0,h],Ω) denote the reachable set, respectively,
the reachable tube of (12) from Ω̄ at time h. Let ζ be a solution of

(12) on [0,h] with ζ (0) ∈ Ω̄. It follows from Theorem 6.1 that for

s ∈ [0, t] we have ζ (s) ∈ Ω[0,h]. Hence, Ûζ (s) ∈ f (ζ (s),W )+ εB with

ε = 2∥e ∥ + γ holds for almost all s ∈ [0, t]. Consider the context of
Lemma 6.6 with K + 3δB and κi−1 in place of K and δ , respectively.
A straightforward computation shows that the function α satisfies

for all s ∈ [0,h]

α(s,κi−1) ≤ α(h,κi−1) + γ = κi ≤ δ .

We use (35) and (36) to see that ε ≤ 1 so that from (34) follows

∥ Ûζ (s)∥ ≤ M for all s ∈ [0, t]. Moreover, ζ (0) ∈ Ω̄ ⊆ Ωi−1 ⊆

ψ ((i − 1)h,Ω) + κi−1B ⊆ K + δB. Since,Mh ≤ δ (see (36)) we have

ζ (s) ∈ K + 2δB for all s ∈ [0, t]. Hence, ζ (s) + α(s,κi−1) ∈ K + 3δB.
As Ω̄ ⊆ Ωi−1 ⊆ ψ (h(i−1),Ω)+κi−1Bwe can pick p ∈ ψ ((i−1)h,Ω)
with ∥ζ (0) − p∥ ≤ κi−1. It follows from Lemma 6.6 that there exists

a solution ξ of (2) on [0, t] with ξ (0) = p so that ∥ζ (s) − ξ (s)∥ ≤

α(s,κi−1). Therefore, we get

Ωh ⊆ χ (h, Ω̄) + γB ⊆ ψ (h,ψ ((i − 1)h,Ω)) + (α(h,κi−1) + γ )B

⊆ ψ (ih,Ω) + κiB,

where we used (14b) to obtain the first inclusion. Similarly, we have

Ω[0,h] ⊆ χ ([0,h], Ω̄) + γB ⊆ ψ ([0,h],ψ ((i − 1)h,Ω)) + κiB.

Since this inclusions hold for all Ω̄ ∈ Qi−1, the statements b) and c)

follow and one can derive (27). □

7 DEMONSTRATION
We illustrate the performance of Algorithm 1 by computing reach-

able sets and reachable tubes of a DC-DC boost converter, taken

from [11] and illustrated in Figure 1. The DC-DC boost converter

is modelled as a switched linear system, whose state vector x =
(iL , 5vC ) ∈ R

2
is given by the inductor current and the capacitor

voltage (scaled as in [24]). The system dynamics is of the form

f (x ,w) = Au (w)x + B(w) (37)

where u ∈ {1, 2} is the control input to indicate the switch position.

The time-varying inputw = (r0,vS ) represents the load r0 and the

source voltage vS . Subsequently, we restrict our analysis to the
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switch position s2 in which case the system description is given by

A2(w) =
1

200r0 + 1

(
−(220r0+1)

60
−40r0/3

100r0/7 −20/7

)
, B(w) =

(
vS /3

0

)
.

We set the bound on the input signals toW = [1, 5] × [0.8, 1.2],

which accounts for load as well as voltage source fluctuations. Note

that f (x ,W ) might not be convex for all x ∈ R2
. Subsequently, we

approximate the reachable set and reachable tube of the convexi-

fied differential inclusion con f (x ,W ). Clearly, this does not affect

the correctness of our approach. Moreover, due to the relaxation

theorem, the convergence result is also still valid, see [7] and [46].

We implemented Algorithm 1 by adapting the nonlinearSys
class in CORA. The tool uses zonotopes as underlying set representa-
tion. The algorithms ReachSetLinγ , ReachSetTubeγ and SubDiv
are already provided by the tool and we only need to implement

Approxγ and ComputeError. The subroutine ComputeError is a

simple adaptation of similar error computations and subsequently,

we explain the implementation of Approxγ (f (x ,W )). To this end,

we used the support function σf (x,W ) of con f (x ,W ) given by

σf (x,W )(y) = max

w ∈W
y1 f1(x ,w) + y2 f2(x ,w). (38)

Since each entry in A(w) and B(w) is either monotonically increas-

ing or decreasing overw ∈W , the maximization domainW in (38)

can be reduced to the set of vertices {(1, 0.8), (5, 0.8), (1, 1.2), (1, 0.8)}

so that an evaluation of (38) for y ∈ R2
is straightforward. In the

reachable set computations, we used the directions l1 = −l2 = (1, 0)

and l3 = −l4 = (0, 1) to approximate f (x ,W ), i.e.,

Approxγ (f (x ,W )) = ∩i ∈[1;4]

{
x ∈ R2 | l⊤i x ≤ σf (x,W )(li )

}
. (39)

In order to increase the accuracy of the linear differential inclusion

in Algorithm 1 we also adapted the iterative error computation

from 1○ in [3, Alg. 1].

We conducted a number of experiments to compute the reach-

able set ψ (T ,Ω) of the DC-DC boost converter with switch po-

sition s2 from Ω = {(1, 5)} at T = 2 sec. We compare the over-

approximations obtained by Algorithm 1 with the algorithms im-

plemented in CORA as well as VNODELP. We called Algorithm 1 with

parameters N = 20, e = (0.2, 0.2) and w̄ = (3, 1). We fixed the

zonotope order to 10. For VNODELP we used the default parameters,

as increasing the relative and absolute tolerance did not influence

the result. CORA provides many different options. We set the options,

so that a linear differential inclusion as in Example 2 serves as con-

servative approximation, i.e., tensorOrder = 2, and activated the

advanced error computation advancedLinErrorComp = 1, see [3].

Most of the other parameters, such as the step size h = T /N = 0.1,

the zonotope order 10, the maximal error e = 2 and the number of

Taylor terms 4 did not substantially influence the accuracy of the

computation. However, when we decreased the maximal error to

less than 1, the computation did not terminate, even with a step

size of h = 10
−5

and zonotope order 100, which indicates that the

algorithm does not converge. The results are illustrated in Figure 2,

which shows that actually only Algorithm 1 is able to produce

accurate approximations.

In Figure 3, we show three approximations of the reachable tube

ψ ([0, 5], {(1, 5)}) computed with Algorithm 1 for a step size h = 0.1,

w̄ = (3, 1) and error parameters e1 = (0.1, 0.1), e2 = (0.01, 0.01) and

e3 = (0.001, 0.001). We improved the accuracy of ComputeError by
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Figure 2: Approximation of ψ ([0, 2], {(1, 5)}) projected onto
x1 (left) and x2 (right) computed with Alg. 1 (gray shaded
area), and approximation of ψ (0.1i, {(1, 5)}), i ∈ [0; 20] pro-
jected onto x1 and x2 computed with CORA (red) and VNODELP
(blue).
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Figure 3: Approximations of ψ ([0, 5], {(1, 5)}) projected onto
x1 (left) and x2 (right) computed with Alg. 1 with h = 0.1,
e1 = (0.1, 0.1) (light gray), e2 = (0.01, 0.01) (medium gray) and
e3 = (0.001, 0.001) (dark gray). The black lines are random
simulations of the DC-DC boost converter.

evaluating the maximization argument in (18) with an increasing

number of smaller intervals that coverW . We used 4, 16 and 512

intervals for the three computations, respectively. No subdivisions

occurred for e1 and e2, while fifteen subdivisions occurred for e3.

The computation took 2.3, 3 and 149 sec, respectively. Adding

directions l ∈ {(−1, 1), (−1,−1), (1,−1), (1, 1)} in (39) to increased

the accuracy of Approxγ did not influence the result. The black

lines are random simulations of the DC-DC dynamics. The plot

illustrate nicely, how the accuracy of the approximation increases

with a decreasing error parameter.

All the computations were performed on an Intel i7 3.5GHz CPU

with 32GB memory.

8 SUMMARY
We have introduced a novel extension of hybridization methods

that are known for autonomous systems to nonlinear systems

with time-varying input parameters. The algorithm computes over-

approximations of reachable sets and reachable tubes of nonlinear

system of the form (2). The algorithm is correct (Theorem 6.1).
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Moreover, it is possible to compute approximations of any desired

accuracy (Theorem 6.3). We have demonstrate the effectiveness of

the algorithm with the help of a small example.
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