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Dawei Lu (Ph.D., Electrical, Computer, and Energy Engineering) 

Application of Plasmonics in Energy Harvesting  

Thesis directed by Prof. Wounjhang Park 
 

This thesis studies the application of plasmonics in solar energy conversion 

and near field thermal energy harvesting.   

The efficiency of semiconductor solar cell is limited by the inability of 

absorbing photons with energy below the bandgap. By designing plasmonic 

nanograting with resonance at the absorption edge, ~10% overall absorption 

improvement is achieved. Both localized and propagating surface plasmon modes 

are observed in the device. Their interaction, and the influence on overall solar cell 

absorption performance are studied in details.  

In addition, this thesis studies the upconversion materials which can convert 

unabsorbed near infrared photons by semiconductor solar cells into well absorbed 

visible photons. By tuning the surface plasmon resonance at the upconversion 

frequency with silver nanograting structure, the photoluminescence of upconversion 

material can be improved by 39-fold maximum. The rate equation analysis reveals 

that the improvement is attributed to roughly 3-fold absorption enhancement and 2-

fold energy transfer enhancement with plasmonics.  

This thesis also explores the application of plasmonics to enhanced near field 

thermal radiation harvesting. I designed metamaterial to excite the spoof surface 

plasmon in the terahertz frequency for strongly enhanced thermal radiation. The 

FDTD simulation developed from the fluctuation electrodynamics demonstrates 

several hundredfold enhancement of thermally excited electromagnetic energy in 

the near field.  
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 1 

1 Introduction 

1.1 Plasma oscillation 

Metal is well known for its good conductivity thanks to the free conduction electrons. The 

electrons can be modeled as free electron gas uniformly distributed throughout the volume of 

metal, while the effect of the atomic nuclei and core electrons occupying the lattice cites are 

taken into account by the effective mass. This is the well-known free electron model of metal. 

Under certain conditions, the free electron gas may undergo collective oscillation whose 

quantum is called plasmon.  

For quantitative study, let’s analyze the case of a slab of metal.  The spatial displacement 

!Δx  of electron gas towards one side of the sheet causes surface charge densityρ  on the metal 

sheet surfaces. The surface, which the electrons shift to, is negatively charged, while the opposite 

side is positively charged. The surface charge density calculated from Gaussian’s law is 

!ρ = neΔx , where n is the electron density, and e is the electron charge. The restoring electric 

field !!E = ρ ε0 = neΔx ε0 attracts the electrons back by force !F = −eE . Here, !ε0  is the vacuum 

permittivity. Applying Newton’s second law, we obtain 

 
!!
m∗ d2x

d2t
= −eE   (1.1) 

Here, !m∗  is the effective electron mass. Substituting expression of resorting electric field E into 

Eq. (1.1) results in 

 
!!
m∗ d2x

d2t
+ ne2

m∗ε0
x =0   (1.2) 
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The solution of this equation has the form !!x t( ) = x0 cos ω pt( ) , where x0 is the 

displacement at !!t =0 , and 
!!
ω p =

ne2

m∗ε0
. The electrons collectively oscillate with the frequency 

!
ω p , which is called the plasma frequency. It depends on the electron density n and electron 

effective mass !m∗ . The electrons oscillation is in the direction of displacement which by 

definition represents a longitudinal oscillation and thus does not interact with light which is 

usually traverse. For finite metal geometries, however, the oscillation has transverse component 

and interact with light strongly. The oscillation frequency differs for different geometries. In the 

case of flat metal surface in vacuum, the oscillation frequency equals to !!ω p 2 . It equals to 

!!ω p 3  for sphere in vacuum.  
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1.2 The Lorentz-Drude model of metal 

The free electron model discussed in the last section takes only the account of electric restoring 

field with out damping. In real materials, however, the internal collisions of electrons with lattice 

vibrations or impurities and the radiation emitted by electron acceleration cause damping effect. 

H. A. Lorentz developed a comprehensive model incorporating the damping effect known as the 

Lorentz oscillator model. It models the interaction of electron with nucleus like a spring.  

 
!!
m∗ d2x

d2t
+m∗Γ dx

dt
+m∗ω0

2x = −eE   (1.3) 

Here, Γ  is the damping coefficient, and !ω0  is the natural frequency. From equation (1.3), we 

can derive the interaction of electrons inside a material with external electromagnetic wave, 

which is characterized by the dielectric function ε . The displacement of electrons induced by 

electric field produces macroscopic polarization per unit volume of !P = nex . Replacing the 

variable in equation (1.3) by P, we get, 

 
!!
d2P
d2t

+Γ dP
dt

+ω0
2P = − ne

2

m∗ E   (1.4) 

The relation between the polarization and electric field E is characterized by the susceptibility χ   

 !!P ω( ) = ε0χ ω( )E ω( )   (1.5) 

For harmonic electromagnetic field, the susceptibility can be directly extracted from 

equation (1.4) by performing the Fourier transform over time. 

 
!!
−ω 2 − iωΓ+ω0

2( )P = − ne
2

m∗ E   

Re-arranging the equation above, we get 
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!!
P = ε0

σE
ω0

2 − iωΓ−ω 2  (1.6) 

where !!σ = ne2 m∗ = ε0ω p
2 . By comparing equation (1.5) and (1.6), it is straightforward to obtain 

the susceptibility as 

 
!!
χ =

σ ε0
ω0

2 − iωΓ−ω 2 =
ω p

2

ω0
2 − iωΓ−ω 2   (1.7) 

Here, !
ω p  is the plasma frequency we derived in the previous section. From equation (1.7) we 

can calculate the relative permittivity (also known as the dielectric function) 

 

!!

εr =1+ χ

=1+
ω p

2

ω0
2 − iωΓ−ω 2

  (1.8) 

In the free electron model of metal, there is no restoring force and thus the natural 

frequency is zero !ω0 =0 . The relative dielectric function is then given as, 

 
!!
εr =1−

ω p
2

ω 2 + iωΓ
  (1.9) 

This is the dielectric function of the well-known Drude model. For gold[1], the plasma 

frequency !
ω p  equals to 1.35 x 1016 s-1, and the damping coefficient Γ  equals to 1.08 x 1014 s-1. 

The dielectric function is shown in Fig. 1.1 for real part and imaginary part separately. Due to 

small damping coefficient, the imaginary dielectric function, which corresponds to loss, is close 

to zero. The real dielectric function changes its sign from negative to positive around the plasma 

frequency ωp. At visible wavelengths, the angular frequency ω  is much larger than the value of 

damping coefficient that the Drude dielectric function simplifies to  
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!!
εr =1−

ω p
2

ω 2   (1.10) 

 

Figure 1.1 The dielectric function of gold from Drude model (1.9) with plasma frequency ωp = 1.35 x 1016 

s-1, and damping coefficient Γ = 1.08 x 1014 s-1. The real part and imaginary part are shown in different 

color.  
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1.3 Surface plasmon polaritons at planar interfaces 

We have derived the bulk plasma oscillation in section 1 of this chapter. It is longitudinal wave 

by its nature. However, we will see that the surface plasmon, which resides at the interface, is a 

transvers wave. To derive the surface plasmon formation, we start with the Maxwell’s equations: 

 !!∇⋅D = ρV   (1.11) 

 !!∇⋅B =0   (1.12) 

 
!!
∇×E = − ∂B

∂t
  (1.13) 

 
!!
∇×H = ∂D

∂t
+ J   (1.14) 

Here, D is the electric displacement (unit: C/m2), !ρV  is the free charge density (unit: C/m3), B is 

the magnetic flux density (unit: T), E is the electric field (unit: V/m), H is the magnetic field 

strength (unit: A/m), J is the current density (A/m2).  

A constitutive relation accounting for the material response to electromagnetic field is 

 !!!D = ε0εrE   (1.15) 

 !!!B = µ0µrH   (1.16) 

Here, !ε0  is the vacuum permittivity with a value of 8.85 x 10-12 F/m, !εr  is the relative 

permittivity, !µ0  is the vacuum permeability with a value of 1.26 x 10-6 H/m, !µr  is the relative 

permeability. The !εr  and !µr  describe the material’s response to the external electromagnetic 

field. They are generally frequency dependent, and can be anisotropic. Take noble metals (Au, 

Ag, etc.) for example. The relative permittivity is frequency dependent as we can see from Eq. 

(1.9). The polarization response is independent of incident electric field polarization (known as 
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isotropic) so that the relative permittivity is a scalar, not a tensor. Also, noble metals are non-

magnetic and thus have unity relative permeability !µr . The units used in this dissertation follow 

international system of units (SI).  

 

1.3.1 Surface electromagnetic wave 

With the Maxwell’s equations, we can study the electromagnetic wave on the surface of a metal. 

In this case, there are no sources, !!ρV =0  and !!J =0 . First, we derive the wave equation for 

electric field. The magnetic field can be directly calculated from Eq. (1.14) once we know the 

electric field. By taking the curl of Eq. (1.13), and substituting Eq. (1.14) and constitutive 

relations into it, we can obtain the electric field wave equation 

 
!!!
∇×∇×E + µε ∂

2E
∂2t

=0   

Re-write it as  

 
!!!
∇ ∇⋅E( )−∇2E + µε ∂

2E
∂2t

=0   (1.17) 

For negligible spatial dispersion (!∇ε =0 ), the first term in Eq. (1.17) becomes zero based on Eq. 

(1.11). Then, Eq. (1.17) simplifies to 

 
!!!
∇2E − µε ∂

2E
∂2t

=0   (1.18) 

Assuming harmonic time dependence, !!E = Ee− iωt , Eq. (1.18) becomes 

 !!!∇
2E +εrk0

2E =0   (1.19) 
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where !!k0 =ω c0  is the wave number in vacuum. Eq. (1.19) is the well-known Helmholtz 

equation.  

 

Figure 1.2 Geometry of planar interface of semi-infinite metal (blue) and dielectric (elsewhere).   

Now we can solve for the electromagnetic wave at the interface of metal and dielectric 

(geometry and coordinates shown in Fig. 1.2). The flat metal slab is infinitely large in the x-y 

plane. The dielectric function !εd  is a constant for dielectric material on the top independent of 

frequency, while it is frequency dependent for metal 
!
εm ω( ) .  

 
!!
εr z( ) = εd z >0

εm z ≤0
⎧
⎨
⎪

⎩⎪
  

The electric field should have the form 
!!E = E z( )eiβx  for wave propagating in x direction. 

β  is the wave number. Substituting the expression of E into Eq. (1.19), we get 

 
!!!
∂2E z( )
∂z2

+ εrk0
2 −β 2( )E z( ) =0   (1.20) 
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The continuous translation symmetry in the x-y plane leads to two modes: Transverse 

electric (TE) and transverse magnetic (TM).  

For TE mode: 
!!!
E = 0 Ey 0( ) , !!!

H = Hx 0 Hz( ) .  

Substitute the expression of E into Eq. (1.20), we get 

 
!!
∂2Ey

∂z2
+ εrk0

2 −β 2( )Ey =0   (1.21) 

Looking for an exponentially decaying solution in the upper half space (!!z >0 ) we find 

 !!E y z( ) = A1eiβxe−k1z   (1.22) 

where !!k1 = β 2 −εdk0
2 . Using Maxwell’s equation (1.14), we can derive the magnetic field H 

from the electric field E.  

 
!!
Hx =

i
ωµ0

∂Ey

∂z
= −A1

ik1
ωµ0

eiβxe−k1z   (1.23) 

 
!!
Hz =

β
ωµ0

Ey = A1
β

ωµ0
eiβxe−k1z   (1.24) 

Similarly, for the lower half space (!!z <0 ) 

 !!E y z( ) = A2eiβxek2z   (1.25) 

 
!!
Hx = A2

ik2
ωµ0

eiβxek2z   (1.26) 

 
!!
Hz = A2

β
ωµ0

eiβxek2z   (1.27) 

where !!k2 = β 2 −εmk0
2 . 
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The tangential components of electric and magnetic fields are conserved at the boundary. 

Applying the boundary conditions to Ey and Hx yields 

 !!A1 = A2   (1.28) 

 !!A1k1 + A2k2 =0   (1.29) 

For non-trivial solution (!!k1k2 ≠0 ), we get !!A1 = A2 =0 . Therefore, no TE mode is supported at the 

interface of metal and dielectric material.  

Similar calculation for TM mode: !!!
E = Ex 0 Ez( ) , 

!!!
H = 0 Hy 0( ) . The solved 

TM mode field for the upper half space (!!z >0 ) is 

 
!!
Ex = A1

i
ωε0εd

k1e
iβxe−k1z   (1.30) 

 
!!
Ez = −A1

1
ωε0εd

βeiβxe−k1z   (1.31) 

 !!Hy = A1e
iβxe−k1z   (1.32) 

and  

 
!!
Ex = −A2

i
ωε0εm

k2e
iβxek2z   (1.33) 

 
!!
Ez = −A2

1
ωε0εm

βeiβxek2z   (1.34) 

 !!Hy = A2e
iβxek2z   (1.35) 

for the lower half space (!!z <0 ).  

Apply the boundary conditions (Ex and Ez conserved at the boundary), yield 
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 !!A1 = A2   (1.36) 

 
!!
k1
k2

= −
εd
εm

  (1.37) 

 

Figure 1.3 Surface plasmon has the combined character of electromagnetic wave and surface charge as 

shown in (a). The wave is bounded at the interface. The field strength decays exponentially away from 

the metal-dielectric interface (b). The decay length into the metal,!δm , is determined by the skin depth, 

while the decay length into the dielectric, !δd , depends on the dielectric index. (Ref[2]) 

Equation (1.37) says that TM surface wave may exist at the dielectric-metal interface 

only if they have opposite sings of permittivity. For common dielectrics, the permittivity is 

positive over frequencies of interest. Therefore, the metal permittivity should be negative in 

order to support surface waves. From Eq. (1.10) we know that it only works at frequencies 

smaller than the plasma frequency !
ω p . This surface wave represents the combined excitation of 

free space electromagnetic wave and collective oscillation of electron gas in metal (Fig. 1.3(a)), 

and is named as surface plasmon polaritons (SPPs). The electromagnetic field decays 

exponentially away from the metal-dielectric interface as shown in Fig. 1.3(b). It is also obvious 
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from the analytical form in Eq. (1.30) ~ (1.35). Therefore, the largest field is achieved close to 

the interface. The field enhancement compared with incident wave can easily reach several fold 

and higher. The stronger absorption induced by larger local field has applications in various 

fields, e.g. plasmon enhanced solar cell[3]-[5], plasmon enhanced upconversion 

luminescence[6]-[8], and heat-assistant magnetic recording[9]. I will discuss the first two 

applications in more details later in this thesis.  

 

1.3.2 Dispersion relation 

As discussed from last section, the surface plasmon polaritons combine the character of free 

space electromagnetic wave and electron oscillations. It is expected that the dispersion relation 

should deviate from the light line: !ω = ck . The surface plasmon wave number β  fulfills the 

equations 

 !!k1
2 = β 2 −k0

2εd   (1.38) 

 !!k2
2 = β 2 −k0

2εm   (1.39) 

Combining with the Eq. (1.37), the surface plasmon wave number is 

 
!!
β = k0

εmεd
εm + εd

  (1.40) 

Substituting !!k0 =ω c0  into β  yields the dispersion relation of surface plasmon 

 
!!
ω =

εm + εd
εmεd

c0β   (1.41) 

For comparison, we re-write the dispersion relation of electromagnetic wave in dielectric 

 !!ω = c0k εd   (1.42) 
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Eq. (1.42) is also known as “light line”. It is important to note from Eq. (1.37) that the dielectric 

function of metal !εm  has the opposite sign of !εd  to support SPPs. Therefore, for a certain 

frequency range, the SPPs has larger wave number β  than the free space case. In other words, 

the wavelength of SPPs can be much shorter than free space light wavelength. This allows 

applications of SPPs in super resolution imaging[10]-[12] and sub-wavelength optical 

tweezers[13].  

To better understand the dispersion relation, I plot the dispersion curve of SPPs at the 

interface of gold and fused silica in Fig. 1.4. The Drude model is used for gold dielectric function 

(Eq. (1.9)) with ωp = 1.35 x 1016 s-1, Γ = 1.08 x 1014 s-1. And !εd =2.25 is used for fused silica. At 

low frequencies, the SPPs dispersion is close to the light line (black curve in Fig. 1.4). As the 

frequency is increased, the dispersion of SPPs deviates from the light line, lying to the right side. 

In this region, the wave number of SPPs is larger that of the free space electromagnetic wave. 

Near the half of the plasma frequency, the SPPs wave number β reaches its maximum which 

corresponds to the smallest wavelength and group velocity. In the limit of negligible damping, 

the wave number can reach infinity, where the corresponding frequency is known as surface 

plasmon frequency ωsp, and the mode is known as surface plasmon. The surface plasmon 

frequency ωsp can be calculated from Eq. (1.40) and Drude dielectric model Eq. (1.10) for metal 

at visible frequency. I re-write them here. 

 !!εm + εd =0   (1.43) 

 
!!
εd ω sp( ) =1− ω p

2

ω sp
2   (1.44) 
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For air !!εd =1 , the surface plasmon frequency !
ω sp  equals to !!ω p 2 . Similarly, for fused 

silica, the surface plasmon frequency !
ω sp  equals to !!ω p 1.8  as shown in Fig. 1.4. Up to the 

surface plasmon frequency !
ω sp , the SPPs is bounded to the metal-dielectric interface, which is 

the bounded mode. 

With further increased frequency, the real part of the SPPs wavelength decrease to close 

to zero, and the imaginary part dominates. It prohibits propagation of surface plasmon polaritons. 

For frequency higher than the plasma frequency !
ω p , the dispersion curve of SPPs lies on the left 

of light line that the wave number is smaller than the corresponding free space wave number. 

The SPPs radiates out as radiative modes.  
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Figure 1.4 Dispersion relation of SPPs at the interface of gold and fused silica (solid blue curve for real 

part, dashed blue curve for imaginary part). The light line in fused silica is represented in black line. The 

frequency (y-axis) is normalized to plasma frequency !
ω p , and the wave number (x-axis) is normalized to 

!
c ω p .  

 

1.3.3 Local density of electromagnetic states 

In optics, the local density of electromagnetic states (LDOS) refers to the number of states that 

can be occupied by a photon at the frequency ω . It is a critical parameter in characterizing lots 

of optical properties, e.g. electromagnetic energy density and spontaneous transition rates.   
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In the free space, the LDOS is known to be  

 
!!
ρv =

ω 2

π 2c3
= n

3ω 2

π 2c0
3   (1.45) 

It is proportional to the square of angular frequency, and to the cubic power of refractive index n. 

The LDOS is commonly defined as being the imaginary part of the trace of the electric field 

Green dyadic. However, according to J. J. Greffet et. al[14], the LDOS should also include the 

contribution from magnetic field with a more rigorous definition 

 
!! !
ρ r ,ω( ) = ω

πc2
ImTr G

!"E
r ,r ,ω( )+G

!"H
r ,r ,ω( )⎡

⎣⎢
⎤
⎦⎥

  (1.46) 

Here, the ! !G
!"E

 and ! !G
!"H

 are the dyadic Green function at angular frequency ω  in spatial position 

!r  of electric and magnetic field, respectively. The Tr is the trace operator, and Im is the operator 

for imaginary part of a complex number.  

The analytical solution of LDOS is available for limited cases of high symmetric 

geometries. The planar metal-dielectric interface for SPPs is one of them. The total LDOS is 

given as: 

 

!!

ρ z ,ω( ) = ρv ω( )
2

κdκ
q0

1
∫ 2+{⎧

⎨
⎩

κ 2 Re r12s ei2qω z c + r12pei2qω z c( )⎡
⎣

⎤
⎦}

+ κ 3dκ
q1

∞

∫ Im r12
s + r12

p( )e−2qω z c⎡
⎣

⎤
⎦}

  (1.47) 

Here, κ  is wave number in unit of !!ω c0 . !!q= 1−κ 2 , z is the distance away from the interface, 

!ρv  is the free space LDOS expressed in Eq. (1.45). !!r12
s  and !!r12

p  are the Fresnel reflection 

coefficients between media 1 and 2 in s and p polarizations, respectively, for a parallel wave 

number !!k// =κω c0 . They are given as: 
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!!

r12
s =

k1z −k2z
k1z +k2z

r12
p =

ε2k1z −ε1k2z
ε2k1z + ε1k2z

  (1.48) 

where !!kiz = ki
2 −k//

2   is the perpendicular wave number. It is clear from Eq. (1.47) that the 

LDOS expression is actually a summation of contributions from propagating waves (1st term) 

and evanescent waves (2nd term).  

The material properties are embedded into the Fresnel reflection coefficients. Taking the 

gold-air interface for example, the LDOS is calculated from Eq. (1.47) over frequency from 1 x 

1014 rad/s to 1 x 1017 rad/s at different z distances away from the gold surface as shown in Fig. 

1.5. For the gold dielectric function, I used the Drude model with plasma frequency !
ω p  and 

damping coefficient Γ  stated in the previous sections. 

At distance 1 μm away from gold-air interface, the influence from gold is so weak that 

the LDOS equals to the free space vacuum LDOS which is contributed all from propagating 

modes. As the distance is reduced, the LDOS deviates more significantly from vacuum LDOS 

and the additional contribution from evanescent mode significantly increases the total LDOS. At 

1 nm distance, the LDOS can be 6 orders larger than the vacuum LDOS. The LDOS has a 

resonant peak located at around 1 x 1016 rad/s in this case. Recall the surface plasmon frequency 

from the last section, !!ω sp =ω p 2 = 9.6 x 1015 rad/s. At the surface plasmon frequency, the 

dispersion curve flattens out as shown in Fig. 1.4 which indicates a large number of states 

available for photon occupation for a given frequency. Therefore, the LDOS peak is due to the 

surface plasmon resonance of gold. A similar peak of LDOS is also observed for SiC surface 

supporting surface phonon polaritons[15]. It is also interesting to note that at frequencies slightly 
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above the ωsp the LDOS is smaller than the free space LDOS (see, for example, z = 10 nm case 

in Fig. 1.5), though the LDOS remains much larger than the free space LDOS over the majority 

of the frequencies.  

The LDOS is important in characterizing the electromagnetic energy density, !!!U r ,ω( ) ,  

 
!! !
U r ,ω( ) = ρ r ,ω( ) 1

exp !ω kBT( )−1!ω   (1.49) 

Here, !kB  is the Boltzmann constant,  !  is the reduced Planck constant. The energy density is 

linearly proportional to LDOS. Large LDOS close to the gold-air interface indicates large 

amount of energy stored in the near field by evanescent waves, especially at the surface plasmon 

frequency. It attracts lots of interest in harvesting the energy stored in the near field[16], [17]. I 

will discuss it in more details in a later chapter. The LDOS is also of interest in controlling the 

photon emission, known as the Purcell effect[18]. The radiative emission rate is linearly 

proportional to the LDOS at the position of the quantum emitter. Various plasmonic 

structures[19]-[23] have been designed to engineer the LDOS, thus the emission rate. In addition, 

there is lots of research going on for the near field heat transfer[24]-[26] which also takes 

advantage of the increased LDOS by evanescent waves, although it is beyond the scope of this 

thesis.  
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Figure 1.5 LDOS of planar gold-air interface with distance z away from the gold surface. Different color of 

the curves correspond to different distance as shown in the legend. Both axis are in logarithmic scale.  
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1.3.4 Excitation of surface plasmon polaritons 

From the dispersion relation of SPPs we know that the wave number of SPPs is larger than the 

free space light at the same frequency, thus momentum matching is required to couple free space 

light into SPPs. In this section, I will discuss several popular configurations for SPPs excitation: 

Prism coupling (Kretschemann configuration[27], Otto configuration[28]), diffraction by 

periodic structure and small aperture, and scattering.  

 

Figure 1.6 The Kretschmann configuration (a) and Otto configuration (b). Metal slab is in gray color. The 

triangle object is dielectric prism. They are put in air. The SPPs coupling angle is θsp. The incident TM 

polarized light is in red line marked with incident direction by arrow, and the coupled SPPs propagation 

direction is denoted by red arrow (ref [29]).  

For convenience, I re-write the wave number of SPPs here 

 
!!
ksp = k0

εmεd
εm + εd

  (1.50) 

Again, !!k0  is the free space wave number, !εm  and !εd  are the dielectric index of metal and 

dielectric, respectively. In prism coupling as shown in Fig. 1.6, the SPPs reside on the interface 

of metal and air, which corresponds to !!εd =1 . Matching the horizontal wave vector component 

of the incident light to ksp, yields the coupling angle !
θ sp   
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 !!ksp = k0 εprism sinθ sp   (1.51) 

Simple calculation can find that the coupling angle !
θ sp  is larger than the critical angle that the 

incident light has total internal reflection (TIR) at the prism-metal interface. The evanescent 

wave generated at the TIR tunnels through the thin gap (silver in Kretschmann configuration, air 

in Otto configuration) to couple into the SPPs. For efficient tunneling, the thickness of the silver 

or air gap should be thinner than the wavelength.  

The incident light couples to SPPs only when the wave vector matches. At angle !
θ sp , the 

coupling efficiency can be almost 100% which results in a resonant dip in reflection spectra (Fig. 

1.7). The angle !
θ sp is sensitive to environmental dielectric index as shown in Fig. 1.7, which 

spawns wide applications in gas detection and bio sensing[30]-[33].   

 

Figure 1.7 Reflection measured over different incident angles for Krestchmann configuration with thin 

silver film put in different environments: air, clean water, water with IgG, and water with a-IgG. (Ref. [30]) 
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Figure 1.8 Coupling by diffraction and scattering. (a) Incident light diffracted by grating structure. (b) 

Incident light diffracted from subwavelength aperture couples. (c) Incident light scattered by small particle. 

The incident TM polarized light is in red line marked with incident direction by arrow, and the coupled 

SPPs propagation direction is denoted by red arrow. (Ref. [29]) 

TM polarized incident light can also couple into SPPs by periodic structures. As shown in 

Fig. 1.8(a), a grating can provide additional lateral wave vector !!Δk =m⋅2π Λ  to the incident 

light, where m is the diffraction order and Λ  is the periodicity. The frequency of SPPs depends 

on the angle of incident light, and the grating period. For incident angle !θin  and period Λ , the 

coupling condition is 

 
!!ksp = k0 sinθin +m

2π
Λ

  (1.52) 

where m is integer. It is important to note that the SPPs can propagate in both directions that the 

wave number !
ksp  can be positive and negative. At normal incidence, the opposite propagating 

SPPs are at the same frequency resulting in a single dip in the reflectance spectrum. One 

example of periodic nanograting coupled SPPs is given in Fig. 1.9. The silver nanograting has a 

period of 830 nm with grating height 20 nm and width 430 nm. The coupled surface plasmon 

resonance is located at around 850 nm. This is the nanograting I used for surface plasmon 

enhanced upconversion luminescence study[6]. I will discuss it in details in chapter 3. It is 

important to note that the silver nanograting alone has relatively shallow resonance thus smaller 
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surface plasmon coupling efficiency at around 850 nm as shown in Fig. 1.9.  However, the whole 

sample, which includes nanograting, Si3N4 and upconversion nanoparticles, is designed to have 

almost 100% coupling efficacy targeting at 980 nm.  

 

Figure 1.9 Reflectance spectrum of silver one-dimensional nanograting under normal incidence of white 

light from tungsten lamp. The experimental data and simulation results are shown in blue and red, 

respectively. The inset is the scanning electron micrograph of the nanograting. The 1 µm length scale is 

given by the white bar.  

Other coupling configurations include subwavelength tip and nanoparticle scattering 

shown in Fig. 1.8 (b) and (c), respectively. The former relies on the diffraction by the 

subwavelength size tip so that some of the incident light gain large wave vector that matches the 

momentum of SPPs. The latter relies on the Mie scattering[34] by the nanoparticle that can 

produce waves matching the momentum of SPPs. Compared with other coupling techniques, the 
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efficiency of these two configurations are generally low. However, it allows the excitation of 

SPPs at specific positions with precise control.   
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1.4 Experimental setup 

I conduct two major types of spectroscopy experiments to characterize the samples. One is the 

reflectance spectrum measurement mainly used in characterizing the quality of grating samples. 

With minor changes, the same setup can also measure the photoluminescence (PL) of 

upconversion nanoparticles (UCNPs). The other is the time-resolved PL spectroscopy 

measurement for transient upconverted luminescence.  

 

Figure 1.10 Experimental setup for reflectance spectrum measurement of grating sample, and 

photoluminescence measurement of upconversion nanoparticles. In the sketch, C-F represent the 

cleanup filter, F-M represents the flip mirror, ND filter represent the neutral density filter, BS represents 

the beam splitter, S represents the sample position, f1 ~ f3 represent convex lenses.  
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Let us start with the setup for reflectance measurement and PL measurement (Fig. 1.10). 

In the reflectance measurement, the flip mirror (F-M in Fig. 1.10) is pressed down so that the 

white light from tungsten lamp can pass through. The incident light is polarized in the direction 

orthogonal to grating lines to excite the surface plasmon modes. The incident light is focused by 

a convex lens (f1), and directed to the sample through a beam splitter cube at normal incidence. 

A collimating lens (f2) with focal length of 5 cm is used to collect reflected light from the 

sample. The collimated light is then refocused onto the spectrometer entrance slit with a 

numerical aperture matched focusing lens (f3). The reflectance spectrum of the grating sample is 

resolved by a grating spectrometer (Acton SpectraPro 300i) with liquid nitrogen cooled Si 

charge-coupled device (CCD) detector and thermoelectric cooled InGaAs CCD (Andor) detector 

to cover the wavelength range from visible to near infrared. The source spectrum was measured 

in exactly the same way but the sample replaced by a highly reflective mirror for calibration. 

Reflectance spectrum is obtained by dividing the reflection from the grating samples to the 

source spectrum.  

 

The PL spectroscopy is conducted by the same collection optics and spectrometer as the 

reflectance spectroscopy. Take the visible PL spectroscopy measurement for example. The 

excitation source switches to a 980 nm laser diode (OEM laser) that coupled into the system by 

the flip mirror (F-M). A clean up filter (Semrock LL01#980) with bandwidth of 3.7 nm is used to 

remove laser tail outside central laser wavelength. A dichroic mirror, which replaced the beam 

splitter cube, directs the laser beam onto the sample at normal incidence while transmitting the 

visible PL signal from the UCNPs. The visible emission is focused onto spectrometer by the 

collection optics and detected by a liquid nitrogen cooled Si CCD detector. Similarly, the NIR 
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emission spectrum is measured with an NIR beam splitter and InGaAs CCD detector. In order to 

protect the detector from the excitation laser, a short-pass edge filter (Schott KG5) is placed right 

before the spectrometer entrance slit.  

 

 

Figure 1.11 Time-resolved spectroscopy setup. BE represent the beam expander, ND filter represent 

neutral density filter, S represents the sample position, f1 ~ f3 represent the convex lenses. BS 

represents the beam splitter.  

In the time-resolved PL spectroscopy (Fig. 1.11), a square pulse train of 980 nm light 

from laser diode (Thorlabs L980P200) is used to excite UCNP samples at normal incidence. The 

laser pulse duration and duty cycle are controlled by a function generator (Wavetak model 166) 

connected to the laser diode current driver (Thorlabs TCLDM9). For the transient NIR PL 
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presented in chapter three, I used a square wave with 20 ms period and 50% duty cycle. A band-

pass filter (Semrock LL01-980) with 3.7 nm bandwidth centered at 980 nm is placed in front of 

the laser to filter out side band emissions. Then, the cleaned laser beam is expanded by a 5x 

achromatic Galilean beam expander to the diameter around 1 cm before it is focused tightly onto 

the sample surface by a convex lens (f1). One neutral density filter is used to attenuate the 

excitation laser to different powers. The excitation laser beam is directed onto the sample at 

normal incidence using a NIR beam splitter cube. For the plasmonic nanograting sample, I align 

the laser polarization orthogonal to the nanograting lines. The emission from the UCNPs is 

collimated and re-focused to a monochromator (Sciencetech 9057F) by two convex lenses (f2 

and f3). For transient NIR PL detection, I place one long-pass filter (Semrock BLP01-980R) 

before the monochromator entrance slit to attenuate the laser light and pass only the NIR 

emission from UCNPs. The monochromator is set at 1002 nm, and the transient PL signal is 

recorded by a NIR photomultiplier tube (Hamamatsu H10330B-75), which is connected to a 

photon counter (Stanford Research Systems SR430). The photon counter input is synchronized 

with the laser pulse by the function generator, and the transient NIR PL is stored in the internal 

memory of photon counter.  

The same setup is also used for the transient green PL detection with the same 980 nm 

laser pulse excitation except that I replace the long-pass filter (Semrock BLP01-980R) by short-

pass edge filters (Scott KG5), and deliver 550 nm light to a visible PMT (Hamamatsu H11461P-

11). I also measured the transient green PL under green laser (Thorlabs, DJ532-40) excitation at 

532 nm using the same setup. The side band of excitation green laser is filtered by band-pass 

filter (Semrock FF01-524/24). Before the monochromator entrance, the excitation green laser is 
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attenuated by long-pass filter (BLP01-532R-25). For the green laser pulses, the square waveform 

has a period of 40 ms with 50% duty cycle.  
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1.5 Dissertation outline 

This thesis studies the applications of plasmonics in energy harvesting, including solar energy 

conversion and near field thermal energy harvesting.   

Chapter two focuses on the application of plasmonics in organic photovoltaics (OPV). 

The efficiency of OPV, and other types of semiconductor photovoltaics, is limited by the 

inability of absorbing photons with energy below the bandgap. By designing plasmonic 

nanograting with resonance at the absorption edge, ~10% overall absorption improvement is 

achieved. Both localized and propagating surface plasmon modes are observed in the device. 

Their interaction, and the influence on overall absorption are studied in details.  

Chapter three will continue the study of improving photovoltaic efficiency from a 

different perspective. Instead of expanding the absorption band of the photovoltaics, this chapter 

will focus on the engineering of the solar spectrum by converting the long wavelength photons 

into well-absorbed visible photons through an upconversion material. In order to improve the 

upconversion PL and the efficiency, surface plasmon is introduced to the upconversion system. 

By tuning the surface plasmon resonance to the upconversion frequency with silver nanograting 

structure, I improve the PL of upconversion material by 39-fold maximum. The rate equation 

analysis of both the steady state and transient PL reveals that the efficiency improvement is 

achieved by roughly 3-fold absorption enhancement and 2-fold energy transfer enhancement 

with plasmonics.  

In chapter four, I will switch the focus from solar energy to near field thermal energy. I 

designed metamaterial to excite the spoof surface plasmon in the terahertz frequency for strongly 

enhanced thermal emission. The FDTD simulation developed from the fluctuation 

electrodynamics demonstrates several hundredfold enhancement of thermally excited 
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electromagnetic energy in the near field. It opens the avenue for efficient thermal energy 

harvesting in the near field.  

The last chapter will summarize the thesis. Future work and outlook are presented in each 

chapter separately.  
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2 Surface plasmon enhanced organic photovoltaic device 

 

2.1 Introduction 

The photovoltaic (PV) technology moves on to the next-generation devices which typically 

incorporate thin film active layers as opposed to the bulk silicon technology that has dominated 

the market for decades. Compared with the traditional semiconductor solar cell, the organic 

photovoltaic (OPV) device made of conjugated organic polymer has many advantages[35]. First, 

the OPV material can be produced by solution phase techniques, e.g. ink jet printing or roll-to-

roll technique, which could potentially lead to high throughput, cheap manufacturing. Thanks to 

the mechanical flexibility of organic polymer and the light-weight, the OPV has the potential to 

integrate with flexible electronics into wearable devices[36], [37]. However, the wide-spreading 

applications of OPV devices are currently bottlenecked by its relatively low efficiency, which is 

reported around 10% as the highest. Limited by the short exciton diffusion length in conjugated 

polymers[38], [39], the active layer of OPV is usually thin. As the active layer thickness 

becomes comparable to or small than the absorption length, the device cannot absorb all incident 

light and thus light management techniques that can enhance absorption become important. 

There is vast literature on absorption enhancement using various structures among which 

plasmonic nanostructure is of particular interest thanks to the strong local field enhancement 

plasmon resonances naturally provide. Surface plasmon effect can improve PV device 

performance in several different ways: (1) enhanced scattering of incident light into high index 

active layer, (2) enhanced absorption due to local field enhancement, and (3) light in-coupling 

via diffraction grating[4]. Enhanced light in-coupling due to scattering is more relevant to 
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inorganic semiconductor based PV devices in which high index semiconductor layers typically 

exhibit high Fresnel reflection. For OPV devices, a combination of (2) and (3) is more effective.   

Various attempts have been made to incorporate plasmonic nanostructures in OPV 

devices. They include embedding plasmonic nanoparticles inside the active layers[40], [41], and 

1D or 2D grating structures on either the front[42]-[44], back[3], [45], [46] or both surfaces[47], 

or a combination of both nanoparticles and grating[48]. Among these, designing a plasmonic 

grating structure that could be patterned on the back-electrode is especially attractive as it 

requires minimal modifications on the conventional device structure. Several groups have 

investigated organic solar cells with 1D/2D grating on back-electrodes and reported absorption 

enhancement ranging from 13% to 83%[3], [45], [46], which depended on the active layer 

thickness and other details of the structure. Missing in the literature is the possible presence of 

multiple modes which may interact with one another. For example, it has been shown that a 

localized plasmon mode can interact strongly with waveguide modes in a dielectric layer with 

metallic grating[49]. When the OPV with patterned back-electrode supports multiple modes, 

such an interaction should affect the absorption properties.  

In this chapter, I will first introduce the design of patterned back-electrode, which can 

support the surface plasmon modes in OPV device. Thanks to the enhanced local field from the 

surface plasmon mode, the absorption of the OPV device is enhanced by around 10%. More 

detailed study reveals two plasmonic modes in the device: surface plasmon polaritons (SPPs) and 

localized surface plasmon polaritons (LSPPs). The two modes exhibit strong interaction as 

indicated by anti-crossing behavior. And I will discuss the influence of the absorption properties 

from the mode interactions. Later, I have experimentally investigated the surface plasmon effects 
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on the fabricated sample based on our back-electrode design. The experimental results validate 

the modeling analysis.  
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2.2 Patterned back-electrode design for plasmon enhanced OPV device 

In this study, I investigate the effect of plasmonic grating structures fabricated on the back-

electrode of an OPV layer made of a blend (1:2 by weight) of poly[N-900-hepta-decanyl-2,7-

carbazole-alt-5,5-(40,70-di-2-thienyl-20,10,30-benzothiadiazole)] (PCDTBT) and phenyl-C61-

butyric-acid-methyl-ester (PCBM). PCDTBT is one popular semiconducting polymer[50] with 

which high performance OPV devices have recently been reported[39], [51]. Similar to many 

other OPV materials, PCDTBT has an absorption edge near 660 nm. And one of the challenges 

is to expand the absorption band further into the red and near-infrared region. A simple grating 

structure can be incorporated on the back-electrode to enhance absorption near the band edge. I 

performed the finite-element modeling using commercial software (COMSOL Multiphysics) to 

design a suitable grating pattern on the silver back-electrode. Here, the discussion is focused on 

transverse magnetic (TM, E-field perpendicular to grating alignment) polarization because the 

1D grating structure exhibits plasmon resonances for TM polarization only. Transverse electric 

(TE, E-field parallel to grating lines) polarization shows almost identical absorptance spectrum 

except for the absence of the surface plasmon modes. This polarization dependence can be 

eliminated by designing a two-dimensional structure but one-dimensional grating under TM 

polarization offers an adequate model system to study the plasmon mode behaviors. The 

simulation shows that one of the effective designs is a grating with period of 500 nm with grating 

line width of 220 nm and thickness of 20 nm, as schematically shown in the inset of Fig. 2.1(a).  
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Figure 2.1 (a) Absorption by the PCDTBT:PCBM layer under TM polarization excitation on flat silver film 

and the grating structure. The inset shows the schematic of the grating structures with dimensions. The 

results from different structures are in different colors denoted in the legend. (b) Total absorption 

integrated over the visible to near-infrared region under TM polarization excitation for various thicknesses 

of PCDTBT:PCBM layer. The difference in total absorption between flat silver film and grating is also 

plotted on the secondary axis (on the right side). 

I first conducted an extensive numerical modeling study. In this study, experimentally 

measured dielectric functions for PCDTBT:PCBM, silver and gold were used[51], [52]. In order 

to separate the absorption by metal from that by the active layer, I used the standard technique of 

integrating the electromagnetic energy within the active layer volume to estimate the power 

dissipated within the active layer only[53]. The absorption by the 30 nm and 60 nm thick 

PCDTBT:PCBM layers on flat silver film and grating structure are shown in Fig. 2.1(a). The 

absorption is increased at all wavelengths when grating structure is introduced but particularly so 

at wavelengths 650 nm and longer. An interesting observation is that the 60 nm PCDTBT:PCBM 

on grating exhibits two peaks, while the 30 nm thick sample shows only one peak. To search for 

the origin of these absorption peaks, I conducted numerical simulations for various thicknesses 

between 20 nm and 80 nm. Before I get into the details of the different plasmon modes, I first 
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assessed the effect of grating on overall absorption across the entire absorption band by 

integrating the absorptance spectrum over the visible and near-infrared region where 

PCDTBT:PCBM has non-negligible absorption. The integrated absorption plotted in Fig. 2.1(b) 

represents the fraction of power absorbed by PCDTBT:PCBM when the incident radiation has 

uniform power spectrum. The total absorption reaches a maximum when the thickness is 50 nm 

and decreases for larger thicknesses despite the larger volume of absorbing material. This 

behavior is attributed to the interference between the incoming and reflected light in much the 

same way as typically observed in an anti-reflection coating[47]. Comparing the same thickness 

active layers with and without the grating structure, the ones with backside grating has higher 

absorption in all cases. The absorption enhancement is highest for 20 nm case and decreases 

down to 11~12% range for larger thicknesses under TM polarization. For TE polarization, 

surface plasmon modes is not excited and the absorption spectrum remains almost the same as 

the flat case. If we take the average of the two polarizations, the enhancement is 10.2% for the 30 

nm case and 8.6% for the 60 nm case. The absorption enhancement factor decreasing with 

increasing active layer thickness is commonly observed. A thinner layer absorbs less and thus 

offers larger room for enhancement while a thicker layer absorbs more light to begin with and 

thus tends to show smaller enhancement. However, Fig. 2.1(b) shows that enhancement begins to 

flatten at 40 nm and actually increases, albeit only slightly, to a maximum value at 60 nm 

thickness. This unusual behavior is actually related to the two absorption peaks observed for 60 

nm sample in Fig. 2.1(a). 
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2.3 Mode interaction and its impact on OPV absorption 

A closer examination of the absorption spectra of PCDTBT:PCBM on grating shows that there 

actually exist two peaks in all thicknesses. Some peaks couldn’t be seen because they were 

buried inside the intrinsic absorption band of PCDTBT. To circumvent this difficulty, I repeat 

the same simulations after setting equal to zero the imaginary part of permittivity of 

PCDTBT:PCBM layer. This eliminates the intrinsic absorption band of PCDTBT while 

preserving the peak positions of absorption bands due to plasmon modes. The peak wavelengths 

of the two absorption peaks obtained this way are plotted for various active layer thicknesses in 

Fig. 2.2(a) in blue and red dots. Again, the peaks exhibit red shift with increasing active layer 

thickness resulting in larger effective index. However, the two peaks have very different slopes 

and show anti-crossing near the thickness of 30 nm. The peak exhibiting large shift with 

thickness corresponds to the coupling into the surface plasmon polaritons mode via grating 

coupling. To verify this, I numerically calculate the effective index of the SPPs mode in the 3-

layer system consisting of thick metal substrate, thin dielectric PCDTBT:PCBM film and air for 

various dielectric layer thicknesses. Once the effective index of the SPPs modes is found, it is 

straightforward to calculate the wavelength that satisfies the grating coupling condition. The 

grating coupling wavelengths calculated this way are plotted in Fig. 2.2(a) in blue dashed line 

with crosses. As shown, the grating coupling wavelengths agrees well with the long wavelength 

absorption peaks for thicknesses of 40 nm or larger and also with the short wavelength peak at 

20 nm thickness. It is thus confirmed that this branch corresponds to the grating coupling into the 

SPPs modes.
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Figure 2.2 (a) Surface plasmon peak positions as a function of PCDTBT:PCBM active layer thickness 

exhibiting anti-crossing behavior. Blue and red solid dots represent LSPPs and SPPs peak positions for 

various PCDTBT:PCBM thicknesses. Blue crosses represent the SPPs peak positions calculated from the 

effective index of the SPPs mode supported by the flat silver-PCDTBT:PCBM-air multilayer structure. 

(b,c) Electric field profiles for the surface plasmon modes in the 80 nm thick PCDTBT:PCBM on silver 

grating and (d,e) electric field profile for the surface plasmon modes in the 30 nm thick PCDTBT:PCBM 

on silver grating. The excitation power used here in simulation is 1 watt over unit cell size by 1 meter. 

The other branch joining the shorter wavelength peaks at thicknesses over 40 nm with the 

longer wavelength peak of 20 nm thickness shows little changes with increasing active layer 

thickness. Furthermore, these peaks are also found to be largely insensitive to the grating period 

and incident angle as shown in Fig. 2.3. For these reasons, it is assigned to be LSPPs mode. The 

nature of these modes are apparent in the field profiles shown in Fig. 2.2(b)-(e) with electric field 

amplitude at wavelengths of 666 nm and 789 nm, respectively, for the dielectric layer thickness 

of 80 nm. The LSPPs mode at 666 nm has the field tightly confined on the sides of the grating 

line while the mode at 789 nm exhibits much more spread-out profile of the electric field than 

the LSPPs mode. In terms of absorption enhancement, the SPPs mode generally shows larger 
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enhancement thanks to the favorable field profile where the field is more stretched out into the 

absorbing material. The numerical simulation shows the peak absorption enhancement estimated 

by the integrated energy density inside the 80 nm thick active material is 9.6x for SPPs mode 

compared with the flat film while it is 3.2x for LSPPs. When the two modes mix and exhibit 

anti-crossing, the field profile changes significantly as shown in Fig. 2(d) and (e). As a result of 

the mixing, the absorption enhancement due to these mixed modes is larger than the LSPPs mode 

but smaller than the SPPs mode. In the absorption spectra for the 30 nm sample in Fig. 2.1(a), the 

two mixed modes are not resolved due to the close proximity and were observed as a single 

shoulder feature extending the absorption edge. As the active layer thickness is further increased, 

the SPPs and LSPPs modes become well separated. Therefore, for the larger thickness samples, 

the LSPPs mode extends the absorption edge while the SPPs mode produced a new absorption 

band in the below-bandgap region. The combined contributions by the LSPPs and SPPs modes 

result in the slight increment in the absorption enhancement factor at thicknesses of over 50 nm 

shown in Fig. 2.1(b). This result shows the need to full understand the presence and interplay 

between the two different types of plasmon modes to fully optimize the plasmonic grating 

structure for OPV devices. It is noted that a real OPV device contains additional dielectric layers 

such as carrier blocking layers and transparent electrode. The presence of additional dielectric 

layers results in shift of surface plasmon polaritons wavelengths but the absorption enhancement 

remained mostly unchanged. For a structure consisting of 40 nm ZnO, 120 nm indium tin oxide 

(ITO) and optically thick glass on top of 80 nm thick active layer, the peak absorption 

enhancement was found to be 9.4x for SPPs mode and 3.4x for LSPPs mode, respectively.  
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Figure 2.3 (a) The peak positions of LSPPs mode and SPPs mode for different grating periods under 

normal incidence. (b) The peak positions of LSPPs mode and SPPs mode for different incident angles 

with 500 nm grating period. The active layer thickness is 60 nm for both cases.  
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2.4 Experimental demonstration 

To experimentally investigate the surface plasmon effects, we fabricated the grating structure by 

nano-imprint lithography. Briefly, a 200 nm thick silver film was deposited on a plastic 

substrate. Then, a 170 nm thick poly(methyl methacrylate) (PMMA) was spin-coated and the 

grating pattern was imprinted using a silicon mold. Any residual PMMA within the trenches was 

removed by a carefully controlled oxygen reactive ion etching (RIE). To prevent any oxidation 

of silver during the RIE process, 10 nm thick gold layer was deposited on top of silver before 

PMMA spin-coating. After imprinting, the PMMA pattern was transferred to silver grating 

pattern by evaporation of a 20 nm thick silver film and lift-off. As shown in the scanning 

electron micrograph in Fig. 2.4(a), a highly uniform nano-grating structure was obtained over a 

large area (0.64 cm2).  

To characterize the gratings, reflectance spectrum was taken for normal incidence. The 

sample was illuminated at normal incidence by TM polarized broadband light from a tungsten 

lamp. The reflected light was collected by a pair of lenses and focused onto a spectrometer 

(Acton SpectraPro 300i) with liquid nitrogen cooled silicon detector. Since there is no 

transmission due to the thick silver backplane, the measured reflectance spectrum is easily 

converted to the absorptance spectrum, A = 1 – R. As shown in Fig. 4(b), the grating exhibits a 

well-defined absorption peak due to the grating coupling into the surface plasmon mode. The 

peak position and linewidth are in excellent agreement with simulations, attesting for the high 

quality of the fabricated structure. Once the good quality grating structures were obtained, 

PCDTBT:PCBM layers with various thicknesses were spin-coated. In Fig. 2.4(b), I also show 

absorptance spectra taken from 30 nm and 60 nm thick PCDTBT:PCBM layers deposited on flat 

silver films and on gratings. In both cases, PCDTBT:PCBM film deposited on grating shows 
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higher absorption at all wavelengths. The increased absorption over the broad range of the 

visible spectrum is attributed to the higher light scattering due to the surface corrugation induced 

by the back-electrode grating structure. In addition, both samples show additional absorption 

band below the absorption edge, which are due to the grating coupling into the surface plasmon 

modes. The 60 nm thick film exhibits the grating peak at a longer wavelength than the 30 nm 

thick film. This is naturally expected because a thicker film increases the effective index of the 

dielectric cladding and thus causes red shift of plasmon resonance[54]. Fig. 2.4(b) also shows 

simulated absorptance spectra fitting for grating and PCDTBT:PCBM layers on grating. In 

nanostructures, metals are known to exhibit higher loss due to increased scattering of free 

electrons by the surface and grain boundaries[55]. To account for this, I increased the imaginary 

part of the metal permittivity from the values given in Ref. [56]. The good agreement between 

the fitting and experimental spectra indicates that the increased imaginary permittivity values 

used in the fitting represented the real structures well. The increased metal loss naturally 

decreases the absorption by the active layer. While much of the absorption is due to metal, the 

active layer absorption is nonetheless increased too. From the absorptance spectra of 60 nm thick 

PCDTBT:PCBM on grating shown in Fig. 2.4(b), I extract the active layer absorption 

enhancement of 1.9x at the SPP mode wavelength. While the enhancement was decreased 

substantially from that obtained using the bulk dielectric function given in Ref. 20, it is still 

comparable to other techniques. For example, a dielectric grating patterned on ITO showed a 

peak absorption enhancement of ~3x[57]. Considering that fabrication imperfections often 

deteriorate the performance of photonic crystals, the peak enhancement in real devices is 

expected to be about the same as our case.  
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Figure 2.4 (a) Scanning electron micrograph of the silver nano-grating structure (scale bar indicates 1 

µm). (b) Experimental absorptance (TM polarization) spectra for grating only (red), 30 nm thick 

PCDTBT:PCBM layer on flat silver film (purple) and on grating (grey), 60 nm thick PCDTBT:PCBM layer 

on flat silver film (light green) and on grating (orange).  Symbols are simulations obtained using the exact 

structure parameters extracted from SEM and thickness measurements. 
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2.5 Summary 

In summary, I investigate the effect of metal grating fabricated on the back-electrode of 

PCDTBT:PCBM OPV structure. Nanograting patterned back-electrode offers an effective way to 

incorporate plasmonic structures for photon management that requires minimal disturbances to 

the device structure. It shows that the introduction of back-electrode grating increased absorption 

by the active layer at all wavelengths in the visible, thanks to the increased light scattering by the 

corrugated grating surface. Also, the samples with the grating show additional absorption bands 

due to the surface plasmon modes. Two different types of surface plasmon modes, SPPs and 

LSPPs, are identified. The SPPs mode presents an absorption band whenever the grating 

coupling condition is satisfied. An independent computation of the grating coupling condition 

shows excellent agreement with the observed absorption band positions due to the SPPs mode. 

The LSPPs mode is found to show only small shift as a function of active layer thickness in 

contrast to the SPPs mode which shows large red shift with increasing thickness. The two types 

of modes exhibit strong mixing near the thickness of 30 nm, causing significant changes in the 

mode profiles. The LSPPs mode, which is relatively insensitive to the active layer thickness, is 

located at the absorption edge of the active material and thus made a substantial contribution to 

absorption enhancement for active layer thicknesses of 50 nm or larger while the SPPs modes 

produced new absorption bands in the below-bandgap region. This study shows the presence and 

interplay between the two different types of modes in the plasmonic grating patterned on the 

back-electrode. The full optimization for the energy conversion enhancement for this OPV 

device, which is currently underway, must take into account the interaction between the multiple 

modes present in the structure. 
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3 Surface Plasmon enhanced upconversion for photovoltaic 

applications 

3.1 Introduction 

Limited by the material bandgap, the traditional semiconductor photovoltaic (PV) devices can 

harvest only the visible solar photons. Large amount of solar energy stored in the near-infrared 

photons, which is below the semiconductor bandgap, cannot be utilized by the traditional 

photovoltaics. People have tried different approaches to address the mismatch of solar spectrum 

and PV absorption spectrum. One example is what has been discussed in last chapter. By placing 

the surface plasmon resonance at the band edge of organic semiconductor, the absorption can 

extend over the band edge. The overall absorption enhancement can reach around 10%. Besides 

extending the absorption band of semiconductor, another approach is to engineer the solar 

spectrum by using upconversion material. It is a kind of material that can convert multiple low-

energy near-infrared photons into one high-energy visible photon that semiconductor PV devices 

can well absorb. The research of upconversion material formed by optically active ions has a 

long history stretching back to the mid-1960s[58]. Generally, the ions are successively pumped 

multiple times via the long-lived intermediate energy levels from which they are excited further 

into the higher energy levels either by directly absorbing another photon or through energy 

transfer from the nearby sensitizer ions. The former is called excited state absorption (ESA) and 

the latter energy transfer upconversion (ETU).  In either case, the ions emit photons with 

frequencies higher than that of the incident photon. Compared to other frequency upconversion 

techniques, e.g. high harmonic generation, parametric oscillation and two-photon absorption, the 

ETU and ESA are known to be far more efficient[58]. Thanks to the relatively high efficiency, 
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these processes do not require phase matching and can be excited by incoherent light source at 

low intensities. With the advance of nanocrystals research in recent years, high quality 

upconversion nanoparticles can be prepared routinely, spawning a wide range of new 

applications in solar energy conversion[59], lighting[60], displays[61], biosensing[62], and 

biomedical imaging[63], [64]. More recently, novel applications such as security ink[65] and 

photoswitching[66] are also being explored. 

In the application of upconversion materials to PV devices, the relative enhancement of 

the solar cells’ short-circuit currents by up to 0.55% has been achieved[67], [68], a 40-fold 

improvement compared to the first reported value[69] in 2011. Though great improvement has 

been made, the enhancement of PV performance is still weak due to the low efficiency of 

upconversion materials. One of the most efficient upconversion materials is NaYF4:Yb3+,Er3+, 

which is typically prepared in powder form and exhibits upconversion efficiencies up to 4% at 

around 10 W/cm2 excitation intensity[70]. For photovoltaic applications such as organic 

photovoltaics device, nanometer size upconversion particles are required. With the reduced size, 

the overall luminescence efficiency decreases dramatically due to the more severe quenching to 

surface defects[71].  Plasmonics offer a promising avenue to overcome this problem and achieve 

high efficiency. By placing the plasmon resonance at the excitation frequency, both the 

absorption and energy transfer processes can be enhanced[6], [72]. The enhancement of 

upconversion PL can be several hundredfold[73], [74]. Surface plasmon can also enhance the 

emission process, if the plasmon resonance is aligned with the emission frequency[75], through 

the well-known Purcell effect[18]. There have been many reports on plasmonic enhancement of 

upconverted luminescence, which has been thoroughly reviewed recently[7], [76]. Despite the 
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rapidly increasing number of publications in this subject, the precise mechanism of plasmon 

enhancement for the upconversion processes is not yet fully understood[6], [7], [72].  

In this chapter, I will systematically study the plasmon enhancement mechanism of the 

upconversion processes in NaYF4:18%Yb3+,2%Er3+ upconversion nanoparticles (UCNPs) 

deposited on a plasmonic nanograting structure. The steady state PL measurements demonstrate 

up to 16-fold and 39-fold enhancement on green and red emission, respectively. Combined with 

the rate equations analysis, I reveal that the PL enhancements originate from the 3-fold 

absorption enhancement and 1.6-fold enhancement on energy transfer upconversion coefficients. 

Later, I will discuss the study on the dynamics of upconversion processes by transient PL 

analysis. I proposed the method to directly measure the internal upconversion efficiency (IUCE), 

and observed 1.6-fold enhancement of IUCE from plasmonics. The highest IUCE we have 

achieved is 56% with plasmonics, and 36% in absence of plasmonics. I also measured the energy 

transfer upconversion (ETU) rate, and observed 2.7-fold enhancement of ETU rate by 

plasmonics. To the best of my knowledge, this is the first report of measured ETU rate and 

internal upconversion efficiency. My work elucidates the role of plasmon resonance in the ETU 

system. The clear understanding and quantification of the plasmon enhancement of energy 

transfer process paves the way for more advanced design of plasmonic enhanced upconversion 

luminescence materials.  
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3.2 Steady-state photoluminescence study 

 

3.2.1 Sample preparation and characterization 

The NaYF4:18%Yb3+,2%Er3+ upconversion nanoparticles were synthesized by the  co-

precipitation method[77], [78]. As shown in the transmission electron micrographs (TEM) in 

Fig. 3.1(a), the nanoparticles were regular hexagonal platelets, indicating the formation of β-

phase NaYF4 nanocrystals. The mean lateral size was 32 nm. The Yb3+ and Er3+ doping densities 

were 18% and 2%, respectively. The UCNPs were of good optical quality and exhibited strong 

upconverted luminescence under the excitation at 980 nm. The as-synthesized UCNPs are 

covered with oleic acid and thus not water-soluble. To make them water-soluble and also to 

make the nanoparticle surface negatively charged, we coated the nanoparticles with poly(maleic 

anhydride-alt-1-octadecene) (PMAO). The Inset of Fig. 3.1(a) shows thin and uniform coating of 

PMAO on UCNPs. The mean coating thickness was 2 nm. The PMAO coated UCNPs can then 

be deposited uniformly in the layer-by-layer (LBL) fashion with precisely controlled thickness, 

as shown in the Appendix. To study the plasmon enhancement effect, a one-dimensional (1D) 

silver nanograting was fabricated on a 200 nm thick silver film by the nano-imprint lithography 

(NIL). Since the fabrication process involved oxygen plasma treatment as described in section 

2.4, a 10 nm thick gold layer was first deposited on the 200 nm thick silver film in order to 

prevent oxidation of silver. The subsequent nano-patterning by NIL and lift-off resulted in 20 nm 

thick and 410 nm wide silver lines with a period of 830 nm, as shown in the scanning electron 

micrograph (SEM) in Fig. 3.1(b). On the silver nanograting, a 30 nm thick Si3N4 spacer layer 

was first deposited by the chemical vapor deposition to alleviate luminescence quenching by the 

metal surface. And then three monolayers of UCNPs were deposited by the LBL method using 
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poly(allylamine hydrochloride). The thickness of the LBL UCNP layers was measured by atomic 

force microscopy and the three monolayers of UCNPs were found to be 90 nm thick (Data 

presented in the Appendix). The nanograting parameters were chosen by the finite element 

modeling so that the structure should support surface plasmon mode at 980 nm after the 

deposition of Si3N4 spacer layer and three monolayers of UNCPs. For comparison’s sake, 

reference samples were also prepared by depositing a 30 nm thick Si3N4 and three monolayers of 

UCNPs on the flat silver surfaces with 10 nm thick gold film on top. Metal surface can affect 

luminescence in three different ways: plasmon enhancement, quenching, and reflection of 

backward emitted luminescence. The flat metal surface was chosen as reference because it 

presents the same degree of quenching and reflection as the nanograting surface. The difference 

between the reference and nanograting samples should therefore be solely due to the plasmon 

effect.  

 

Figure 3.1 (a) TEM of as-synthesized β-phase NaYF4:Yb3+,Er3+ UCNPs. The mean lateral size was 32 

nm. The inset shows the TEM of PMAO-coated UCNPs showing uniform 2nm thick coating. The scale bar 

applies to both TEM images. (b) SEM of silver nanograting with period of 830 nm and line width of 410 

nm. The inset shows the cross-sectional SEM of grating-Si3N4-UCNPs. The black layer in the middle is 30 

nm Si3N4 coating sitting on top of the nanograting. Above the Si3N4 layer are the three monolayers of 



 

 51 

UCNPs. The thickness was consistent with the atomic force microscopy measurements. To acquire good 

quality images, a thick gold overlayer was deposited on top of UCNPs for this sample. 

The fabricated samples were characterized by reflectance and PL spectroscopy. The 

reflectance spectra were taken at normal incidence and the samples did not have any 

transmission due to the thick silver substrate. As shown in Fig. 3.2(a), the as-fabricated silver 

nanograting exhibited a well-defined dip at 850 nm due to the coupling to the surface plasmon 

mode. Upon depositing the Si3N4 spacer layer and three layers of UCNPs, the plasmon peak 

shifted to 980 nm, as designed. The red shift is due to the increased effective index of the 

dielectric half-space and is consistent with the theory for surface plasmon modes on the 

dielectric-loaded metal surface[52], [54], [79]-[83]. The background reflectance was reduced to 

around 0.75 after UCNP deposition, indicating some light scattering due to the roughness of the 

UCNP surface. However, the UCNP film was uniform enough to preserve a strong and well-

defined dip due to the surface plasmon resonance. To further confirm the existence of surface 

plasmon mode and to estimate the anticipated field enhancement effect, I performed the finite 

element modeling using the structural parameters as measured by SEM shown in Fig. 3.1(b). The 

gold and silver dielectric functions were based on the experimentally measured bulk values[56], 

[84], [85], except that the imaginary part was increased to account for the increased loss due to 

electron scattering by the grain boundaries[77], [83], As shown in Fig. 3.2(a), an excellent 

agreement was found between experimental and simulated reflectance spectra, indicating the 

high optical quality of the samples used in this study. Once the presence of surface plasmon 

mode was confirmed experimentally, I conducted PL spectroscopy using 980 nm laser excitation. 

As shown in Fig. 3.2(b), both the UCNPs on nanograting and the reference sample on flat silver 

surface exhibited green and red emission bands, which were attributed to the 4S3/2, 2H11/2 à 4I15/2 
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and 4F9/2 à 4I15/2 transitions of Er3+ ion (Fig. 3.3), respectively. However, the UCNPs on 

nanograting showed much stronger PL intensities under all excitation power densities. Fig. 

3.2(b) shows the PL spectra taken under the excitation power density of 1 kW/cm2, which 

exhibited 16x and 39x enhancements in the green and red PL peak intensities, respectively. The 

enhanced PL intensities in the UCNPs on nanograting are direct evidences of the local field 

enhancement effect due to surface plasmon. For completeness, I have also measured upconverted 

luminescence from the UCNPs deposited on a glass substrate. The UCNPs on nanograting 

exhibited up to 25x and 31x enhancement in green and red emission, respectively, demonstrating 

that the UCNPs on nanograting show overall enhancement of upconversion efficiency over both 

metallic and non-metallic surfaces. 

 

Figure 3.2 (a) Experimental reflectance spectra of as-fabricated nanograting (grey) and nanograting-

Si3N4-UCNP structure (blue). The simulated reflectance spectra for the two structures are also plotted 

with red and green lines. The inset shows the field profile at the resonance wavelength for the 

nanograting-Si3N4-UCNP sample under normally incident plane wave excitation with a power density of 

1.2 MW/m2. (b) PL spectra of reference sample on flat metal film (red) and nanograting-Si3N4-UCNP 

sample (green). The excitation wavelength and power density were 980 nm and 1 kW/cm2, respectively. 

PL intensity of reference UCNP sample is magnified by 10-fold for better visualization. 
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3.2.2 Steady-state rate equation analysis 

The ETU mechanism for luminescence upconversion in Yb3+,Er3+ co-activated materials has 

been studied previously[52], [79]-[83]. The major processes are shown schematically in Fig. 3.3. 

Most of the incident light is absorbed by the Yb3+ ions because they have nine times higher 

doping density in our samples and exhibit much larger absorption cross-section than the Er3+ 

ions[84]-[86]. The absorption of the incident photon thus excites the Yb3+ ion into the 2F5/2 level, 

from which the Yb3+ ion decays back to the ground level, 2F7/2, via the Förster energy transfer 

process, exciting a nearby Er3+ ion into the 4I11/2 level. If the energy transfer takes place one more 

time before the excited Er3+ ion decays back to the ground state, the Er3+ ion is excited to the 4F7/2 

level and then quickly decays non-radiatively to the 2H11/2 and 4S3/2 levels from which the green 

luminescence occurs.  A fraction of Er3+ ions in the 4S3/2 state would decay non-radiatively into 

the slightly lower 4F9/2 level where the red luminescence originates. An additional path for the red 

emission is for the Er3+ ion in 4I11/2 level to decay non-radiatively into the 4I13/2 level and then get 

excited to the 4F9/2 level by the Förster energy transfer from a nearby Yb3+ ion.  There are other 

processes that compete with the ETU process such as radiative and non-radiative decays from 

2F5/2 of Yb3+ and 4I11/2 of Er3+, back energy transfer from Er3+ to Yb3+, and cross-relaxation of Er3+ 

ion pairs. The cross relaxation of Er3+ ions offers a major quenching mechanism at high Er3+ 

concentrations[83], [86]. Furthermore, there are three-photon upconversion processes, resulting 

in blue emission and also contributing to the green and red emission[82], [86]. However, it is 

expected and has been experimentally demonstrated that the three-photon processes make much 

smaller contributions than the two-photon processes and are therefore omitted in our analysis of 

green and red luminescence intensities[82], [87], [88]. 
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Figure 3.3 Energy levels of Yb3+ and Er3+ ions relevant to the energy transfer upconversion process. Initial 

absorption is indicated by the black solid line arrow, subsequent energy transfer processes by the dashed 

arrows, non-radiative relaxations by dotted arrows and the final upconverted luminescence by the green 

and red arrows. 

Upconverted luminescence is known to exhibit distinct power-law dependence on the 

excitation power density[86], [89]. In the weak excitation limit, the upconverted luminescence 

intensity is proportional to the kth power of the excitation power density where k is the number of 

upconversion steps involved. In the strong excitation limit, however, the upconverted 

luminescence intensity is simply proportional to the excitation power density. The distinction 

between the weak and strong excitation conditions is made by comparing the rates of 

upconversion and decay. For a given energy level in the upconversion system, we anticipate two 

competing processes: upconversion to a higher energy level and decay (radiative and non-

radiative) into a lower energy level. In the weak excitation limit, decay process is dominant 

while, in the strong excitation limit, upconversion process dominates. This approximation greatly 
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simplifies the rate equations and leads to the distinct power dependence described above, which 

has also been verified experimentally[86], [90].  

To investigate the plasmonic effect on the excitation power dependence, I measured the 

visible emission intensity under various excitation power densities. Fig. 3.4 shows the power 

dependence of the green and red emission intensities for UCNPs on silver nanograting and on 

flat silver film (reference sample). For both green and red emission, the luminescence intensity 

exhibited quadratic and linear dependence on the excitation power density at low and high power 

densities, respectively. This is consistent with the previous report[86], [89], [91]-[96] and 

indicates the upconversion processes for both green and red emission are dominated by two-step 

ETU with negligible contributions by three-step processes. The power dependence of UCNPs on 

silver nanograting was identical to that of the reference sample for both green and red emission, 

except that the transition between weak and strong excitation regimes occurred at lower power 

densities. This result clearly shows that the plasmon resonance increases the local optical power 

density. From Fig. 3.4(a) and (b), the power densities at which the transition between weak and 

strong excitation regimes occurs were estimated to be 3.6 and 5.0 times lower for the green and 

red emission from the nanograting sample compared to the reference sample. These numbers 

provide an estimate of how much local optical power density is enhanced in the plasmonic 

grating sample and agree well with the absorption enhancement factor derived later. 

The observed shift in the power dependence consequently results in power dependent 

enhancement factor, which is defined as the ratio of integrated emission intensity between 

UCNPs on nanograting and reference samples. It should be noted that I calculated the emission 

pattern for the nanograting and reference samples as described in Appendix and found the 

difference negligibly small. The observed PL enhancement is therefore the actual enhanced 
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UCNP emission. As shown in Fig. 3.4(c), the enhancement factor for green emission varied from 

3.1 to 16.0 while the red emission enhancement factor changed from 4.2 to 38.8. We note that 

the enhancement factor is independent of excitation power in the low and high power limits 

while it changes rapidly in the intermediate region. Therefore, when discussing the plasmon 

enhancement effects in upconversion materials, it is imperative to specify the excitation power 

density and identify whether the measurements were taken in the weak, intermediate or strong 

excitation regimes. The inherent power dependence of enhancement factor explains in part the 

wide variations in the reported values of enhancement factors found in the literature.  

 

 

Figure 3.4 (a) Green and (b) red photoluminescence intensities under various excitation power densities.  

The UCNPs on silver nanograting is denoted with black open circles while the reference sample on flat 
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metal film is represented by blue filled circles. The blue and black dash lines are obtained by the least-

square fitting with the slopes of 1 and 2 as denoted. (c) Enhancement factors of the green (green filled 

circles and line) and red (red open circles and line) upconverted luminescence as a function of the 

excitation power density.   

For complete understanding of the plasmon enhancement mechanism, I set up rate 

equations describing all key processes affecting the ETU mechanism. In the rate equations, the 

4F7/2 level of Er3+ is not included as the relaxation from the 4F7/2 level to the lower-lying 2H11/2 and 

4S3/2 levels is known to be extremely fast[89], [96], [97]. Also, the 2H11/2 and 4S3/2 levels are close 

enough to be considered as a single level. The complete set of rate equations is then written as, 

   

dN D1

dt
=σΦN D0 −WD10N D1 + cBd 2N A2N D0 − cFd 2N D1N A0 − cd 3N D1N A1 − cd 4N D1N A2  (3.1) 

 
 (3.2) 

   

dN A2

dt
= cFd 2N D1N A0 − cBd 2N A2N D0 − cd 4N D1N A2 −WA20N A2 −WA21N A2  (3.3) 

 
  (3.4) 

 
 (3.5) 

   (3.6) 

  (3.7) 

Here Ni is the density of ions in the energy level i. The subscripts D1 and D0 represent the 2F5/2 

and 2F7/2 levels of donor (Yb3+), respectively, and A4, A3, A2, A1, and A0 indicate the 4S3/2, 4F9/2, 

4I11/2, 4I13/2 and 4I15/2 levels of acceptor (Er3+), respectively. W is the decay rate and the subscript 

indicates the initial and final states of the transition. For example, WD10 is the decay rate of donor 

dNA1

dt
=WA21NA2 −WA10NA1 − cd 3ND1NA1

dNA3

dt
=WA43NA4 + cd 3NA1ND1 −WA30NA3

dNA4

dt
= cd 4ND1NA2 −WA40NA4 −WA43NA4

ND = ND0 + ND1

NA = NA0 + NA1 + NA2 + NA3 + NA4



 

 58 

ion from D1 to D0 state. cd2 , cd3 and cd4 are the energy transfer coefficients for the Förster energy 

transfer processes between the donor and the acceptor in A2, A3 and A4 levels, respectively. The 

additional subscripts, F and B, in the cd2 coefficient indicate the forward (donor to acceptor) and 

backward (acceptor to donor) energy transfers. Finally, ND and NA are the doping densities of 

donor and acceptor, respectively, σ  ≈ 0.24 x 10-20 cm2 is the absorption cross-section of the 

donor ion[98] averaged over different polarizations at 980 nm, and Φ  is the incident light flux. 

It is noted that the three-photon ETU processes are not included in the rate equations as they 

should in general have much lower probability than the two-photon mechanism[70], [90], [99]. 

Also omitted for simplicity are the transitions from the 4S3/2 level to the intermediate energy 

levels, 4I11/2 and 4I13/2, which are generally weak although they may become significant when 4S3/2 

population is high. Furthermore, I consider only the backward transfer from the acceptor 4I11/2 

level to donor as the lifetimes of the higher excited states of the acceptor are so short that back 

transfer is negligible. Finally, the decay rate, W, should in general include the rate of both 

radiative and non-radiative decays. In conventional NaYF4:Yb3+,Er3+ samples, the major non-

radiative decay channel is multiphonon emission, but thanks to the small phonon energy of the 

fluoride host, the non-radiative decay rate is usually small. Thus W is typically replaced with the 

radiative decay rate. In our case, however, the UCNPs are in close proximity of metal surface 

and the energy transfer to metal offers a highly efficient non-radiative decay channel and 

therefore non-radiative decay rate should not only be included but could very well dominate. 

This was confirmed by the time-resolved PL spectroscopy. UCNPs exhibit infrared luminescence 

due to the direct radiative decay from 2F5/2 to 2F7/2 and also from 4I11/2 to 4I15/2 levels. Since these 

emission bands are too close to the excitation laser, we could not fully resolve the entire 

emission band. In fact, even after strong attenuation by a sharp-edged long-pass filter, strong 
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laser peak was persistent. Nevertheless, I was able to observe the long wavelength tails of the 

UCNP emission. As shown in Fig. 3.5(a), the emission band peaking at 1005 nm was observed 

only from the UCNP containing samples but not from the scattered laser light, confirming this 

emission band originates from the UCNPs. Then, the luminescence decay was monitored at 1005 

nm followed by a pulsed excitation. I used a train of square pulses with a pulse width of 23 ms 

and a period of 42 ms. Both the pulse width and the interval between two successive pulses were 

chosen to be much longer than the rise and decay times of the upconverted luminescence so that 

the system reaches steady state before the excitation pulses are turned on and off. As shown in 

Fig. 3.5(b), the UCNPs deposited on glass exhibited an exponential decay with a lifetime of 1.7 

ms. This value is consistent with the radiative decay time previously reported in the 

literature[72], [89], [91]-[96], [100]-[102] and is indicative of small non-radiative decay and high 

material quality. The UCNPs on nanograting and flat silver film both showed much faster decay 

with lifetimes of 201 and 199 ms, respectively. As shown later, the Purcell factor is close to 

unity. Thus, the large reduction in decay time is due to the luminescence quenching by metal, 

which appears to persist despite the use of the 30 nm Si3N4 spacer layer. An important point, 

however, is that both the UCNPs on nanograting and flat silver film exhibited the same decay 

time. Thus, WA20 and WD10, dominated by non-radiative energy transfer to metal, remain the 

same in both the nanograting and the reference samples. 
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Figure 3.5 (a) Photoluminescence spectra of a 980 nm laser diode source (blue, magnified by 2x), 

reference sample on flat metal film (red, magnified by 2x) and nanograting sample (green). The UCNP 

emission profile is modulated by a 997 nm long pass edge filter, which attenuates the scattered laser 

light. (b) Photoluminescence decay at 1005 nm for the UCNPs on glass (black), reference sample (red) 

and nanograting sample (green) under 1.9 kW/cm2 excitation power density. 

Since the rate equations given above are rather unwieldy, even after the omission of 

three-photon processes, it is profitable to seek for further simplifying approximations. Many 

groups have ignored the red emission entirely[79], [81], [85], [89], [91], [96], [97], [103], [104]. 

Others assumed fast equilibrium between the 2F5/2 level of Yb3+ and the 4I11/2 level of Er3+[70], 

[97], [99], [103], [105]. And yet other groups ignored the back energy transfer from Er3+ to 

Yb3+[72], [93], [96], [100]-[102], [106]. However, the justifications for these approximations are 

often dubious. As shown in Fig. 3.2 and 3.4, red emission is clearly not negligible and is 

dominant at high excitation power densities. The assumption of fast equilibrium requires the 

!!cFd2 and !!cBd2  coefficients are so large that the forward and backward energy transfer rates are 

much greater than the radiative and non-radiative decay rates. Ignoring backward energy transfer 

means cFd2  >> cBd2 , which is at odds with the assumption of fast equilibrium. The problem lies 

in the difficulty in directly measuring the energy transfer coefficients. There is naturally a dearth 
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of data on energy transfer coefficients. However, the few that reported the values of energy 

transfer coefficients indicate that cFd2 and cBd2  are of the same order of magnitude[85], [91], 

[97], [103], [104], [106], [107] and the energy transfer rates may be comparable to the decay 

rates[97], [103], [105]-[110]. Although the values of energy transfer coefficients depend strongly 

on the doping densities and the host material, the approximations mentioned above appear to be 

poorly justified and I therefore proceed with the full set of equations (3.1)~(3.7) to investigate 

the behaviors in the weak and strong excitation limits. The details on how to obtain steady-state 

solutions of the rate equations under continuous-wave excitation are given in the Appendix. The 

essence of the approximations made for weak and strong excitation limits is to consider the 

competition between the upconversion processes and decay processes for the intermediate 

energy levels, 2F5/2 and 4I11/2.  In the weak excitation regime, decay processes dominate while the 

upconversion processes become dominant in the strong excitation regime. These approximations 

allow significant simplifications and offer simple and revealing solutions. In the weak excitation 

limit, the green and red photon emission rates (in units of per volume per time) are given as, 

 ΦG = WA40

WA4

cd 4cFd2NAND

cBd2WD10
2 ⋅ σΦ( )2   (3.8) 

 ΦR =
WA43cd 4
WA4

+WA21cd 3
WA10

⎛
⎝⎜

⎞
⎠⎟
cFd2NAND

cBd2WD10
2 ⋅ σΦ( )2   (3.9) 

Here the WA4 is the total decay rate of energy level A4, WA4 = WA40 + WA43. Equations (3.8) and 

(3.9) clearly show the quadratic dependence on the incident photon flux, which is a consequence 

of the two-photon process responsible for upconversion and is also consistent with the 

experimental data in Fig. 3.4. In addition, they show the upconverted luminescence intensity 

should increase linearly with the donor and acceptor densities. Also, the upconverted 
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luminescence intensity varies linearly with the energy transfer coefficients, cFd2  and , and 

inversely with cBd2  and the square of donor decay rate, WD10. In the strong excitation limit, the 

green and red photon emission rates are found to be, 

 ΦG = WA40

WA4

ND0

2
σΦ   (3.10) 

  ΦR =
WA43

WA4

ND0

2
σΦ  (3.11) 

Equations (3.10) and (3.11) show the linear power dependence on the excitation power density as 

observed in Fig. 3.4. Also, it is important to note that the upconverted luminescence intensity 

depends only on the donor density and excitation power density but not on any of the energy 

transfer coefficients since, in the strong excitation limit, the energy transfer rate is so fast that the 

upconversion is limited by the absorption by the donor ion.  

The simplified expressions in equations (3.8)~(3.11) provide the basis for determining the 

plasmon enhancement effects on the various processes involved in upconversion. The 

enhancement factors, Fweak and Fstrong, for the green luminescence intensity in the weak and strong 

excitation limits can now be written as 

    (3.12) 

    (3.13) 

where FFd2, FBd2 and Fd4 are the enhancement factors for the energy transfer processes represented 

by the coefficients cFd2 , cBd2  and  , respectively, Fa is the absorption enhancement factor, 

and Fp is the Purcell factor, which is the enhancement factor for the radiative decay rate. The 

exponent, n, for the Purcell factor in equation (3.12) is either 0 or 2, depending on whether the 

cd 4

Fweak =
Fd 4FFd2Fa

2

FBd2Fp
n

Fstrong = Fa

cd 4
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donor decay is dominated by non-radiative or radiative channels. According to equation (3.13), 

the enhancement in the strong excitation limit is entirely due to the absorption enhancement. 

From Fig. 3.4(c), the enhancement factors for the green and red emission in the strong excitation 

limit are 3.1 and 4.2, respectively. Ideally, the enhancement factors should be the same for both 

green and red emissions. The discrepancy is attributed to the red emission excited by the three-

photon processes, which could become non-negligible in the strong excitation limit but are not 

included in our rate equation analysis. I therefore consider the enhancement factor for the green 

emission to be the more accurate value for the absorption enhancement, . Since the time-

averaged absorbed power is given by Ua =
1
2

ω ′′ε E 2∫ dV , where  is the imaginary part of the 

permittivity, the absorption enhancement can be calculated numerically by comparing the  

integrated over the UCNP layer. For absorption calculation, the obtained steady state field 

distribution at 980 nm is shown in the inset of Fig. 3.2. The field profile shows surface plasmon 

modes with enhanced local field strength. The resultant absorption enhancement in the UCNP 

layer on nanograting structure compared to the reference sample on flat silver film was 2.8 which 

was in good agreement with the experimentally observed green enhancement factor in the strong 

excitation limit and thus offers a strong support for our assertion that the green enhancement is 

due entirely to the absorption enhancement.  

Now let us turn our attention to equations (3.8) and (3.12) for the green emission in the 

weak excitation limit. Since the green emission rate has quadratic dependence on the incident 

power, the overall enhancement factor should depend on . For the donor decay rate WD10 in 

equation (3.8), Fig. 3.5(b) showed the decay rate is determined mainly by the non-radiative 

decay rate with an effective lifetime of around 200 µs which is over 8 times smaller than the 

Fa = 3.1

!!ε

E 2

Fa
2
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radiative decay time of UCNP on glass substrate. Therefore, the decay processes will remain 

predominantly non-radiative even if there is a modest increase in radiative decay rate by the 

Purcell effect. As discussed later, the Purcell factor is close to unity in our system. The value of 

WD10 would therefore remain unaffected by the plasmon resonance and we choose n = 0 in 

equation (3.12). Since the branching ratio, , and the doping densities, ND and NA, 

should be independent of the excitation power, the only remaining factors in equation (3.8) are 

the energy transfer coefficients, cFd2 , cBd2 and , whose enhancement factors are denoted as 

FFd2, FBd2 and Fd4 in equation (3.12). Since the experimental data tell us Fstrong = 3.1 and Fweak = 

16.0, we find .  

To continue the discussion on the enhancement factors for the energy transfer coefficients, 

consider the Förster energy transfer rate for a donor-acceptor pair in a dispersive and absorbing 

medium given by 

 
 
WET = dωσ A(ω )∫ σ D (ω ) w(ω )   (3.14) 

where σ A  and σ D  are the free-space absorption and emission spectra of acceptor and donor, 

respectively[106], [111], [112]. The information about the medium is contained in  w(ω ) , which 

can be expressed in terms of the dyadic Green function as follows. 

 
 
w(ω ) = 2π

2
ω 2

ε0c
2 dA

∗ ⋅G(rA ,rD ,ω ) ⋅dD
2
 (3.15) 

Here, dA and dD are the dipole moments of acceptor and donor respectively; rA and rD indicate 

the positions of acceptor and donor respectively. Using this formalism, it has been shown 

theoretically that the Förster energy transfer rate can be enhanced near the plasmon 

resonance[106], [107], [113]. The rigorous evaluation of the dyadic Green function is non-trivial 

and the theoretical works have so far been carried out mostly for highly symmetric shapes like 

WA40 WA4

cd 4

FFd2Fd 4 FBd2 = 1.7
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planar surface, sphere and ellipsoid[106]-[110], [114], [115]. An earlier study observed enhanced 

Förster energy transfer rate in optical cavities and attributed it to the enhanced local density of 

states (LDOS) to which the donor emission rate is directly proportional[106], [107], [111]. In 

terms of the dyadic Green function, however, the emission rate of a dipole is given by, 

 
 
WSE =

2ω 2

ε0c
2 dD

∗ ⋅ ImG(rD ,rD ,ω ) ⋅dD⎡⎣ ⎤⎦   (3.16) 

where Im indicates the imaginary part[112], [113], [116]-[121]. For a small donor-acceptor 

distance, G(rA ,rD ,ω ) , may be similar to G(rD ,rD ,ω ) . However, the real part of the dyadic 

Green function often dominates over the imaginary part and thus the energy transfer 

enhancement is generally quite different from the emission enhancement. In fact, it has recently 

been shown that the energy transfer enhancement is not related to the LDOS enhancement[114], 

[115], [122]. The theoretical studies indicate that the energy transfer enhancement is generally 

much smaller than the spontaneous emission enhancement[106], [107], [123]. Nevertheless, it 

has been experimentally observed that the Förster energy transfer rate can be significantly 

enhanced in the vicinity of plasmonic structures[112], [116]-[121].  

In order to properly describe the effect of energy transfer on the upconversion process in 

the UCNP where the donor density is very high, we must consider energy transfer among donors. 

For multipolar interaction mechanism, the energy transfer rate between a donor and an acceptor 

separated by a distance, r, is given by[122]  

 WET (r) =
1
τ R

r0
r

⎛
⎝⎜

⎞
⎠⎟
s

  (3.17) 

where r0 is the Förster radius defined as the distance at which the energy transfer rate becomes 

equal to the radiative decay rate, τ R  is the radiative lifetime of the donor, and s = 6, 8, 10, … for 
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dipole-dipole, dipole-quadrupole, quadrupole-quadrupole interaction, respectively. Taking into 

account the energy migration over donors, the statistical average of the probability of finding a 

donor in the excited state at time t is given by [123], 

 φ(t) = exp − t
τ R

− Γ 1− 3
s

⎛
⎝⎜

⎞
⎠⎟
NA

N0

t
τ R

⎛
⎝⎜

⎞
⎠⎟

3/s⎡

⎣
⎢
⎢

⎤

⎦
⎥
⎥

  (3.18) 

where NA is the acceptor density and N0 is the critical density defined as N0 = 3 (4πr0
3) .  The 

second term in the exponent in equation (3.18) represents the non-exponential decay due to the 

energy migration over donors and the eventual energy transfer to an acceptor. An effective 

energy transfer time, τ e , can now be defined as the time the probability function decays to the e-

1 point, 

 τ e =
τ R

π
N0

NA

⎛
⎝⎜

⎞
⎠⎟

2

  (3.19) 

for dipole-dipole coupling, s = 6. Or the effective energy transfer rate can be written as, 

 1
τ e

= π
τ R

NA

N0

⎛
⎝⎜

⎞
⎠⎟

2

= π
τ R

r0
rA

⎛
⎝⎜

⎞
⎠⎟

6

= πWET (rA )   (3.20) 

where rA is defined similarly to r0, NA = 3 (4πrA
3) . Thus, in a system like our UCNP where the 

energy migration over donors may be significant, the effective rate of energy transfer rate from 

an excited donor to an acceptor is proportional to the Förster energy transfer rate for an isolated 

donor-acceptor pair separated by rA, the effective distance between two adjacent acceptors.  

This effective rate of energy transfer can now be related to the energy transfer 

coefficients used in the rate equations where the rates of forward transfer from 2F5/2(Yb3+) to 

4I11/2(Er3+), backward transfer from 4I11/2(Er3+) to 2F5/2(Yb3+), and upconversion transfer from 

2F5/2(Yb3+) to 4F7/2(Er3+) are represented by cFd2NA0, cBd2ND0 and cd4NA2, respectively. In the weak 
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excitation limit where the energy transfer rate enhancement is relevant according to equations 

(3.12) and (3.13), we have NA0 = NA and ND0 = ND and thus write,  

 

cFd2NA = πWET rA( ), rA =
3

4πNA

3

cBd2ND = πWET rD( ), rD = 3
4πND

3

cd 4NA2 = πWET rA2( ), rA2 =
3

4πNA2

3

  (3.21) 

Thus, to examine the enhancement of energy transfer coefficients, we can evaluate the energy 

transfer rates given by equation (3.14) at distances rA, rD and rA2, which are the critical distances 

for the ground state acceptor, ground state donor, and excited state (4I11/2) acceptor, respectively, 

and defined as rA = 3 (4πNA )3 , rD = 3 (4πND )3 , and rA2 = 3 (4πNA2 )3 . From the crystal 

structure data available in the literature[124], we find ND = 1.98 x 1021 cm-3 and NA = 2.2 x 1020 

cm-3 for doping densities of 18% Yb and 2% Er and from these values we determine rD = 0.5 nm 

and rA = 1.0 nm. The density of excited acceptors, NA2, is given by equation (6.14). However, 

due to the uncertainties of the various parameter values, we make an approximate estimate by 

invoking a simple rate equation for a two-level system, which asserts that in the steady state the 

excitation rate should be equal to the decay rate. The decay rate is given by the measured decay 

time, t = 200 µs, from Fig. 3.5(b). The excitation rate is determined by the excitation power 

density and the absorption coefficient, a = 6 cm-1[70]. Since we are concerned with the weak 

excitation regime, we use the excitation power density of 1 kW/cm2 and find the excitation rate 

of 3 x 1022 cm-3s-1. Now the density of excited ions is found by simply multiplying the excitation 

rate with the decay time, NA2 = 6 x 1018 cm-3, which subsequently yields rA2 = 3.4 nm.  
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Evaluating the energy transfer rate from equation (3.14) calls for numerically calculating 

the dyadic Green function. Unfortunately, this is extremely challenging especially for small 

donor-acceptor distances as the real part of the Green function becomes very large. Therefore, 

instead of directly evaluating the energy transfer rate in the nanograting structure, we conducted 

model calculations for the energy transfer rates near a flat metal surface for which analytical 

solutions exist[106]. As shown in the data presented in the Appendix, the Förster energy transfer 

rates are enhanced at frequencies slightly below the surface plasmon frequency. The 

enhancement is larger for donor-acceptor pairs placed closer to the metal surface and also for 

larger donor-acceptor separation distances.  The enhancement also depends on the orientations of 

the donor and acceptor dipole moments. However, in no cases do we observe any enhancement 

for extremely short donor-acceptor distance of 1 nm or shorter. It is therefore reasonable to 

assume there is no enhancement in !!cFd2  and !!cBd2  or FFd2 = FBd2 = 1. We may then further 

simplify equation (3.12) to 

   Fweak = Fd 4Fa
2   (3.22) 

and find the enhancement factor for the energy transfer upconversion process to be Fd4 = 1.7. 

This result is considered reasonable because the enhancement calculated for a flat metal surface 

in the Appendix shows significant enhancements are possible for a donor-acceptor placed 0.03 

λsp away from metal surface with donor-acceptor distance of 3~4 nm, which corresponds to our 

estimate of rA2. Our argument is also consistent with the literature which showed the 

enhancement of Förster energy transfer rate is larger for larger donor-acceptor distances[108], 

[125], [126]. In particular, a recent theoretical study on the Förster energy transfer rates in the 

vicinity of metallic nanoparticle showed that the Förster energy transfer rates remain mostly 

unperturbed for short donor-acceptor distances but strongly modified for large donor-acceptor 
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distances[107]. This behavior is understood by considering the two components that contribute 

to the Green function: direct emission of donor dipole and the reflection from the metal surface. 

For short distances, the former dominates and the Förster energy transfer rate remains the same. 

For larger distances, the latter begins to make a significant contribution and the resultant 

interference between the two components gives rise to the increase or decrease in the Förster 

energy transfer rate. In our case, the contribution by the metal surface becomes significant 

enough to result in an enhanced Förster energy transfer rate only for the upconversion energy 

transfer from 2F5/2(Yb3+) to 4F7/2(Er3+). 

Finally I discuss the Purcell factor which describes the enhancement of donor radiative 

decay rate due to the increased LDOS[18], [127]. The Purcell factor depends on the quality 

factor and mode volume. The plasmonic grating used in this study has a large mode volume and 

tends to exhibit small Purcell factor[128]. To precisely evaluate the Purcell factor, I followed the 

method by Gong et al.[128] and obtained Fp = 1.78. The details of the calculation are given in the 

Appendix. It is worth mentioning that a recent study showed the Purcell factor is not equal to the 

acceleration of radiative decay in plasmonic systems[129]. To check this, I numerically 

calculated the radiation rate of a point dipole using finite-difference time-domain method. 

Comparing the radiation rates on a nanograting and in free space, I found an enhancement of 1.8, 

which agrees well with the independently calculated Purcell factor. We thus conclude the Purcell 

effect accurately describes the donor emission enhancement in our system. The small Purcell 

factor validates the use of n = 0 in equation (3.12) to derive equation (3.22) as the non-radiative 

processes should dominate the decay of 2F5/2 (D1) level. Based on this analysis, we may conclude 

the absorption and Förster energy transfer are the two processes contributing to the enhancement 

of luminescence upconversion. In the strong excitation limit, only absorption enhancement 
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accounts for the entire upconversion enhancement while in the weak excitation limit both the 

Förster energy transfer and absorption enhancements contribute. Overall, absorption 

enhancement plays the most important role in the upconversion enhancement.  
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3.3 Transient photoluminescence analysis 

 

3.3.1 Transient NIR emission  

The NIR emission is important because both the absorption and energy transfer processes take 

place at this frequency. The dynamics of the intermediate level, from which the NIR PL arises, is 

ultimately determined by the competition between the ETU rate and the decay rate. By 

measuring the transient NIR PL for different excitation conditions, we can explore the energy 

transfer processes and the influence of plasmonics on these processes. The details of transient 

NIR PL measurement setup are described in the Appendix.  

I first describe the rise of the transient NIR PL following the leading edge of the square 

pulse excitation. The NIR PL rise curves (Fig. 3.6) for both the nanograting and reference 

samples are fitted well by single exponential functions from which the rise rate WD1 can be 

extracted. It is noted that we normalize the transient NIR PL with the steady state PL intensity, 

and subtract it from unity so that we may visualize the rise process in a similar fashion to the 

decay process and extract the relevant rate constants. The rise time is shown in Fig. 3.6 legends 

for both nanograting and reference samples under various excitation conditions.  
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Figure 3.6 Rise of UCNPs emission at 1002 nm on silver nanograting (a) and on silver film (b). The 

experimentally measured rise curve is normalized to steady state PL intensity and then subtracted from 

unity, 1 – I(t)/I0. The legends describe the excitation power density and the measured rise time. 

Under weak excitation, the NIR rise time is close to 170 μs for both nanograting sample 

and reference sample. As the excitation power density is increased, the rise becomes 

significantly faster for both nanograting and reference samples. It is important to note that the 

rise rate of nanograting sample is always faster than that of reference sample under similar 

excitation conditions, indicating plasmon enhancement of energy transfer rate. 
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Figure 3.7 Decay of UCNPs emission at 1002 nm on silver nanograting (a) and on silver film (b). All 

experimental PL decay are normalized to the steady state PL intensity, and plotted in logarithmic scale. 

The excitation power density and decay time are listed in legends. The insets show the NIR PL rise rate 

and decay rate fitted from NIR PL rise and decay respectively for nanograting and reference samples 

under different excitation power densities. The error bar is with 95% confidence bounds.  

In addition to the measurement of transient NIR PL rise process, I also measured the 

decay of NIR PL following the trailing edge of the square pulse excitation. The measured PL 

decay is normalized to the steady state PL intensity, and shown in semi-log plots in Fig. 3.7. 

Again, we observe faster decay with stronger excitation. Unlike the rise process, however, the 

decay starts with single exponential but deviates from it more quickly. For this reason, only the 

very beginning of the decay has to be fitted with an exponential function to extract the decay 

time, which inevitably contains larger uncertainty. They are shown in Fig. 3.7 legends for both 

nanograting and reference samples. The decay rate defined as the inverse of decay time is plotted 

together with the rise rate WD1 in the inset of Fig. 3.7. It is clear that the decay rate is always 

equal to the rise rate under the same excitation conditions for each sample. As shown later, a 
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more detailed analysis reveals that the initial part of rise and decay of transient NIR PL represent 

exactly the same physical processes. However, the rise of transient NIR PL follows single 

exponential curve for a longer time period, as explained in more detail in the supplementary 

information, resulting in better fitting quality. Therefore, it is preferable to analyze the rise of 

transient NIR PL for the energy transfer processes study.  

For complete understanding of the plasmon enhancement mechanism, I analyze the 

transient rate equations (3.1)~(3.7). The NIR PL as shown in Fig. 3.5(a) may come from the 

radiative decay of both the donor (Yb3+) ions in D1 (2F5/2) level and the acceptor (Er3+) ions in A2 

(4I11/2) level. The population of D1 and A2 levels is described by equations (3.1) and (3.3), 

respectively. Combining these two rate equations we get the complete description of the transient 

NIR PL:  

  

d N D1 + N A2( )
dt

=σΦN D0 −WD10N D1 −WA2N A2 − cd 3N D1N A1 − 2cd 4N D1N A2  (3.23) 

Here, WA2 =WA21 +WA20W!" = W!"# +W!"# is the total decay rate of acceptor ion in level A2. 

In our UCNPs, the donor doping concentration is roughly one order of magnitude larger than the 

acceptor concentration. It is therefore reasonable to assume that the excited donor population ND1 

is also much larger than the excited acceptor population NA2. And the decay rates WD10 and WA2 

have similar value due to substantial quenching by metal[6]. Therefore, the depopulation rate 

WA2NA2 may be considered small compared to the depopulation rate WD1ND1. Equation (3.23) can 

then be simplified to: 

  

dN D1

dt
=σΦN D0 −WD10N D1 − cd 3N D1N A1 − 2cd 4N D1N A2    (3.24) 

According to the experimental NIR PL rise shown in Fig. 3.6, the population of ND1 at the 

very beginning of the rise process can be expressed by a single exponential 
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ND1 t( ) = ND1
0 1− e−WD1t( ) , where ND1

0  and WD1 are the steady state population at t→∞  and the 

rise rate of ND1, respectively. Similarly, the population of NA1 and NA2 can be approximated by 

single exponential functions: NA1 t( ) = NA1
0 1− e−WA1t( )  and NA2 t( ) = NA2

0 1− e−WA2t( ) . Once again, 

NA1
0  and N!"!  are the steady state populations, and WA1 and WA2 are the rise rates of A1 and A2 

levels, respectively. Substituting the expressions of ND1, NA1, and NA2 into equation (3.24), and 

solving for WD1 yields,  

WD1 =σΦ +WD10 + 2cd 4NA2
0 1− e−WA2t + e WD1−WA2( )t⎡⎣ ⎤⎦ + cd 3NA1

0 1− e−WA1t + e WD1−WA1( )t⎡⎣ ⎤⎦   (3.25) 

For t min 1 WA2,1 WA1,1 WD1 −WA2 ,1 WD1 −WA1{ } , the rate WD1 is approximated to 

WD1 =σΦ +WD10 + 2cd 4NA2
0 + cd 3NA1

0
       (3.26) 

The total rise rate WD1 can now be determined by fitting the beginning part of the experimentally 

measured rise in Fig. 3.6 with an exponential function.  The results are shown in Fig. 3.8 by blue 

dash line for nanograting sample, and blue solid line for reference sample. It is clear from 

equation (3.26) that the total rise rate of transient NIR PL, WD1, three parts: the intrinsic decay 

rate, !!WD10 , to ground state, the excitation rate σΦ , and the ETU rate, 2cd 4NA2
0 + cd 3NA1

0 . It is 

straightforward to separate these rates from the total transition rate !!WD1 . Under weak excitation, 

the excitation rate should be small. Take the excitation power of 1 kW/cm2 for example. The 

excitation rate is only around 12 !!s−1 , which is more than two orders smaller than the total 

transition rate !!WD1  and intrinsic rate !!WD10 . Also, small excitation rate results in small excited 

state population and consequently small ETU rate. Thus, the total rise is dominated by !!WD10 . 

Fig. 3.6 shows that the rise time under weak excitation is close to 170 !µs  for both nanograting 
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and reference samples. We therefore conclude !!WD10  = (170 !µs )-1 = 5.9 x 103 !!s−1 . With stronger 

excitation, the excitation rate increases up to around 3700 !!s−1  with the strongest excitation 

condition (61 kW/cm2) in our case. Still it contributes less than 20% to the total rise rate !!WD1 . 

Therefore, the increase of total rise rate under stronger excitation conditions comes from the 

increased ETU rate, which may be due to the larger population of excited acceptors, NA1
0  and 

NA2
0 , and also the enhanced energy transfer coefficients, cd3 and cd4. When the excitation is 

strong enough to start depleting the ground state population of acceptor ions, the population NA1
0  

and NA2
0  cannot increase further, thus the ETU rate and total rise rate both saturate. This is 

exactly the trend shown in the transient NIR PL in Fig. 3.6 and Fig. 3.7. And this trend has 

previously been observed in upconverted luminescence system[7], [86], irrespective of whether 

plasmonics is involved. However, with the presence of plasmon resonance the total rise and 

decay rates are higher compared to the case without plasmonics at all excitation conditions. By 

subtracting the intrinsic rate WD10 from the total rise rate WD1, we extract the ETU rate, 

2cd 4NA2
0 + cd 3NA1

0 . The largest ETU rates are 1.04 x 104 !!s−1  and 3.8 x 103 !!s−1  for nanograting 

and reference samples, respectively. The plasmonic enhancement of ETU rate is around 2.7 fold. 

This provides direct evidence that the plasmonic field enhances ETU rate in upconverted 

luminescence. It is noted that the ETU enhancement factor shown here should not be confused 

with the PL enhancement factors reported earlier. As discussed in ref [6], the PL enhancement 

factors depend on the enhancement of absorption and energy transfer coefficient, !!cd4 . Here we 

discuss the ETU rate, which is a directly measurable quantity defined as the product of energy 

transfer coefficient and excited state population. 
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Among the processes governing the population of intermediate energy levels, only the 

ETU process leads to the desired visible photon emission while the radiative and non-radiative 

decays both act as loss mechanisms. I define the internal upconversion efficiency as the ratio of 

ETU rate to total NIR transition rate.   

η = 2cd 4NA2
0 + cd 3NA1

0

WD10 + 2cd 4NA2
0 + cd 3NA1

0 = 1−WD10

WD1
      (3.27) 

The efficiencies are shown in Fig. 3.8 by orange dash line for nanograting sample, and 

orange solid line for reference sample. The internal upconversion efficiency is close to zero 

under weak excitation, where decay processes dominate. The efficiency becomes higher under 

stronger excitation until it reaches the saturation value of 36% for UCNPs on silver film, and 

56% for UCNPs on silver nanograting. The presence of plasmon resonance enhances the internal 

upconversion efficiency by 1.6-fold. Since the internal upconversion efficiency is already high 

under the strong excitation condition even without the enhancement from plasmonics, the 

maximum possible enhancement is limited to about 3-fold. Under weak excitation conditions, 

which correspond to, for example, the solar cell operating condition, much greater enhancement 

is possible.  

The analysis on the decay process can be done similarly. It reveals single exponential 

decay at the beginning of the NIR decay process, and the decay rate equals to the rise rate 

obtained from the transient NIR PL rise discussed before. While consistent with the rise analysis, 

it provides no additional information. Nevertheless, I provide the rate equation analysis of the 

decay process in the Appendix for completeness.  
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Figure 3.8 The blue curves referring to the left y-axis correspond to the rise rate of UCNPs on silver 

nanograting (dash line) and on silver film (solid line) respectively for different excitation power densities. 

The red curves refereeing to the right y-axis correspond to the internal upconversion efficiency of UCNPs 

on silver nanograting (dash line) and on silver film (solid line) respectively for different excitation power 

densities.  

3.3.2 Transient green emission 

The transient green PL depends on three processes: ETU to excite the Er3+ ions to the emitting 

levels, radiative decay from the 4S3/2, 2H11/2 levels to ground state 4I15/2 while emitting green 

photons, and non-radiative decay to intermediate levels and ground state. The total green decay 

rate, including both the radiative and non-radiative decays, can be directly measured by 

monitoring the decay of green emission under green laser pulse excitation. I used a 532 nm laser 

to excite Er3+ ions from ground state 4I15/2 level directly into 2H11/2 level, and monitored the 
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subsequent green emission from Er3+ ions in the 2H11/2 and 4S3/2 levels.  In this case, the green 

luminescence exhibits a single exponential decay as shown in Fig. 3.9 (green line) with a decay 

time of 95 μs.  

 

Figure 3.9 Rise of green emission monitored at 550 nm for UCNPs on silver nanograting sample and on 

reference sample under excitation of a 980 nm laser with different power densities. The rise curves 

shown in the figure are normalized to steady state green PL intensities, and subtracted by unity, 1 – I(t)/I0. 

The intrinsic green emission decay measured under a 532 nm green laser excitation is shown by the 

green line with a decay time of 95 μs. The black dash lines are fitting curves based on the analytical 

solution (Eq. (3.29)). 

To investigate the influence of ETU on the transient green emission, I measured the rise 

of the green emission under 980 nm laser excitation with different excitation conditions as shown 

in Fig. 3.9. The experimental details are presented in Appendix. Again, the experimentally 
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measured green PL rise is normalized by the steady state PL intensity, and subtracted from unity 

so that the rise rates may be extracted. For all excitation conditions, the rise begins slowly 

because of the competition between ETU and decay. At later times, the rise rate becomes similar 

to the decay rate (Fig. 3.9, green line). Also, with stronger excitation, the green rise approaches 

the decay rate, which corresponds to the case of infinitely fast ETU rate. This indicates faster 

ETU rates under stronger excitation, and is consistent with what we observed in the transient 

NIR PL. For a similar excitation power density around 25 kW/cm2, the rise rate of green 

emission from nanograting sample is significantly faster than that from the reference sample. It 

again implies enhanced ETU rate by the plasmon resonance. Under weak excitation, the rise rate 

of green emission is similar for both samples. 

For quantitative study of the green emission dynamics, I perform the rate equation 

analysis of the transient green emission rise processes. The relevant rate equation for the green 

emission is equation (3.5), and I re-write here:  

  

dN A4

dt
= cd 4N D1N A2 −WA4N A4  (3.28) 

Here, W4 = WA40 + WA43 is the total decay rate of green emission.  The measured value of W4 

under the excitation by green laser was (95 µs)-1 = 1.05 x 104 s-1 as shown in Fig. 3.9. Once 

again, I approximate the intermediate level population of donor and acceptor ions ND1 and NA2 

with single exponential functions, ND1 t( ) = ND1
0 1− e−WD1t( )  and NA2 t( ) = NA2

0 1− e−WA2t( ) . Here, 

ND1
0  and NA2

0  are the corresponding steady state population at t→∞ . WD1 and WA2 are the rise 

rates of ND1 and NA2 respectively. Substituting the expression of ND1 t( )  and NA2 t( )  into 

equation (3.28), and solving for normalized green emission population NA4 t( )  yields,  
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1− NA4 = e
−W4t − W4

W4 −WD1

e−W4t − e−WD1t( )− W4

W4 −WA2

e−W4t − e−WA2t( )

− W4

W4 −WD1 −WA2

e− WD1+WA2( )t − e−W4t( )
   (3.29) 

In equation (3.29), the green decay rate W4 and donor NIR transition rate WD1 are directly 

measured from experiments as described previously. By fitting the experimental green emission 

rise curves in Fig. 3.9 with equation (3.29), I obtain acceptor NIR transition rate WA2 as listed in 

the Table 1 for different excitation conditions. As I increase the excitation power, the acceptor 

NIR transition rate WA2 becomes faster as WD1 does. But the ratio of the acceptor transition rate 

WA2 to donor transition rate WD1 remains the same at 1.5 for all excitation conditions for both 

samples, irrespective of the use of plasmonic nanostructure. These results indicate the donor and 

acceptor transition rates are affected in the same way by the excitation power density and 

plasmon enhancement, which is not unexpected.   

In addition to the study of the transient green emission rise process, I also analyzed the 

decay process. The calculated NIR transition rate of acceptor ions from decay process is the 

same as the value I obtained from rise process analysis. As this analysis does not yield any new 

information, they are provided in the Appendix for completeness. 

 Nanograting, 0.14 

kW/cm2
 

Reference,  

0.26 kW/cm2
 

Nanograting,  

28 kW/cm2 

Reference,  

25 kW/cm2 

WA2 8.70 x 103 s-1 8.70 x 103 s-1 2.17 x 104 s-1

 
1.33 x 104 s-1

 
WD1  5.88 x 103 s-1 5.88 x 103 s-1 1.43 x 104 s-1

 
8.70 x 103 s-1

 

WA2/WD1

 
1.48 1.48 1.52 1.53 

Table 3-1 The sample information and excitation conditions are listed in first row. The second row lists the 

NIR transition rate WA2 of acceptor ions fitted from the transient green emission rise curves. The third row 
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lists the NIR transition rate WD1 of donor ions obtained from previous transient NIR emission analysis. The 

last row lists the ratio of these two rates.   

Finally, I discuss possible temperature effects due to the inadvertent heating that may 

arise from the absorption of light by metal. As commonly observed in luminescent systems[130]-

[133], the PL is temperature dependent. Fortunately, the UCNP temperature can be accurately 

determined by the ratio of two green emission bands (IS: 4S3/2à
4I15/2, IH: 4H11/2à

4I15/2). Due to the 

close proximity of their energy levels, the two green emission bands arising from the 4S3/2 and 

4H11/2 levels follow the Boltzmann population distribution[134], [135] [136] 

 !!IH IS =Cexp −ΔE /kBT( )   

Here, !ΔE  = 600 cm-1 is the energy gap between level 4S3/2 and 4H11/2, and C is constant.  

The ratio, IH/IS, is shown in Appendix for all excitation conditions used in this study, 1 

kW/cm2 ~ 61 kW/cm2. The weakest excitation power density, 1 kW/cm2, is deep in the weak 

excitation regime and it is thus reasonable to assume the temperature of the sample under the 

weakest excitation is equal to the room temperature[137], 300 K. By converting the intensity 

ratios into the temperature, I obtain the sample temperatures under all other excitation conditions 

shown in Appendix. The temperature of the reference sample remains almost the same for the 

entire excitation power density range while a small increase was observed from the nanograting 

sample. However, the largest temperature increase in our case was still less than 16 K. Therefore, 

I believe that the thermal effects under high excitation power density is not important in our 

study.  
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3.4 Summary and outlook 

The luminescence upconversion system we study here is the most efficient mechanism of ETU 

where two sensitizer ions (donors) transfer energy to a single activator ion (acceptor) 

successively to achieve frequency upconversion. The ETU is composed of three distinct physical 

processes: absorption by sensitizers, successive energy transfer from two sensitizers to an 

activator, and emission by the activator. Surface plasmon can affect all three processes. When 

the surface plasmon resonance is tuned to the absorption wavelength, it can enhance both the 

absorption and energy transfer processes. Absorption enhancement arises from the local field 

enhancement, which increases the local intensity and consequently absorption. Surface plasmon 

can also enhance energy transfer process. The exact mechanism of plasmon enhancement of 

energy transfer process has been disputed. An earlier work attributed it to enhanced local density 

of states (LDOS)[111]. But more recent works showed LDOS does not influence energy transfer 

rate[114], [115]. Nevertheless, many theoretical and experimental studies showed plasmon 

resonance does influence energy transfer rate[6], [72], [121], [138]. This work represents the first 

experimental demonstration and quantification of plasmon enhanced energy transfer rate in 

UCNPs. Finally, when plasmon resonance is tuned to the emission wavelength, emission rate can 

be enhanced via the Purcell effect. I present below a more detailed discussion on each process. 

The absorption depends on the local light intensity, absorption cross-section of the active 

ions and the thickness of the upconversion material. Lanthanide ions generally exhibit small 

absorption cross-section, due in large part to the forbidden nature of the f-f transitions. Take, for 

example, Na2Y3F11:18%Yb3+,2%Er3+ crystal, which is one of the most efficient upconversion 

materials, an absorption coefficient of 6 cm-1 has been reported[70]. For 1 μm thickness sample, 

only 0.06% of the incident light gets absorbed. An attractive method to improve the absorption 



 

 84 

efficiency is to enhance the local field by tuning the plasmon resonance to the absorption 

frequency[6], [8], [72]. The plasmon mode can generate hot spot near the metal-dielectric 

interface where upconversion material may be placed. The higher local field naturally leads to 

more absorption. The absorption enhancement can be directly measured experimentally as we 

proposed in the steady-state PL study[6]. A simple silver nanograting structure was shown to 

enhance the absorption by 3 fold. Higher absorption enhancement can be achieved with more 

sophisticated plasmonic structure design.  

For the emission processes, the efficiency is determined by the ratio of radiative decay 

rate to all other non-radiative decay rates. Ideally, we want to maximize the radiative decay rate 

and suppress the non-radiative decay rates as much as possible. One major part of the non-

radiative decay mechanism is the quenching by defects. By using, for example, core-shell 

structure[87], [139], the quenching by surface defects can be suppressed. It is also possible to 

enhance the emission rate by tuning plasmon resonance to the emission frequency[75]. The 

plasmon mode enhances the local density of photon modes, leading to faster radiative decay rate 

and higher emission efficiency. The enhancement of the emission rate can be directly visualized 

from the measurement of PL decay following a pulsed excitation, if sufficiently large 

enhancement is achieved so that the radiative decay rate exceeds non-radiative rates.  

While the understanding of absorption and emission efficiency is relatively 

straightforward, the energy transfer efficiency has remained difficult to quantify. In the transient 

PL study, I make a detailed rate equation based analysis, and present a method to experimentally 

determine the ETU rate and internal upconversion efficiency for various excitation conditions. 

The internal upconversion efficiency specifies the fraction of rate at which the acceptor ions are 

excited from the intermediate level to the emitting level. It provides a quantitative metric to 
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describe the competition between the ETU rate and other loss mechanisms, including the 

radiative decay of the excited donor and acceptor ions, and the non-radiative energy transfer to 

metal and defects. Our study reveals that the ETU rate increases with increasing excitation 

intensity until it reaches saturation, where the highest internal upconversion efficiency is 

achieved. The highest efficiency is 56% with the enhancement by the plasmonic nanograting, 

while it remains at 36% for UCNPs in the reference sample. The internal upconversion 

efficiency and ETU rate are enhanced by 1.6 fold and 2.7 fold, respectively, by the plasmonic 

nanograting. The 36% internal upconversion efficiency exhibited by the reference sample 

indicates that the maximum achievable enhancement is about two-fold when operating under 

strong excitation conditions. Under weak excitation conditions, much greater enhancement 

should be possible. To our knowledge, we have conducted the first experimental measurement of 

plasmon enhanced energy transfer upconversion rate and internal upconversion efficiency. 

Thanks to the enhanced absorption and energy transfer upconversion rate, we have observed up 

to16 fold and 39 fold PL enhancement with assistance of plasmonics for green and red emission, 

respectively. Our work sheds light on how surface plasmon enhances the upconverted 

luminescence and allows meaningful comparisons among the widely varying reports in the 

literature. It also offers a firm foundation for more advanced engineering of plasmon-enhanced 

upconversion materials.  

Other than the surface plasmon enhancement I discuss here, there are many other 

techniques to enhance the efficiency, which is critical in wide applications. The techniques 

include: core-shell structure for surface quenching passivation[140], [141], annealing process for 

improved crystallinity[142], donor-acceptor clustering for higher ET efficiency[143], dye-

sensitization[144] for broadband absorption and larger absorption coefficients. And more 
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recently, people have just started the research of long-range energy transfer with 

metamaterial[145], [146]. It may also have potential application in upconverted luminescence. 

Many of the techniques described above are compatible with each other. Rarely have people 

tried to combine different enhancement techniques together in one upconverted luminescence 

system. I believed that it is promising to improve the efficiency to a new level by doing so. It is 

also important that people can provide the absolute quantum efficiency, which is absent in 

almost all literature, so that the comparison of different techniques is possible. With the effort 

from researchers in different fields, I believe that the efficiency of upconverted luminescence 

materials can be further improved that could enable even wider applications.  
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4 Surface plasmon enhanced near field thermal radiation 

   

Thermal radiation has been a topic of great interest over the past centuries. The study of 

blackbody radiation stimulated the initial development of quantum theory, which opened a new 

era of human life. The advance of nanotechnology in the past few decades enabled researchers to 

study thermal radiation in the near field which exhibits many new phenomena, including 

coherent emission of light by thermal source[147], surface waves excited by thermal 

source[148], near-field radiation exceeding the blackbody radiation limit[149], [150] and so on. 

They have a variety of applications, including energy conversion[16], [17], radiative cooling[24], 

[151], nano-fabrication[152]-[154], and near-field imaging[155]. In this chapter, I will present 

the study of near-field thermal radiation enhancement by spoof surface plasmon polaritons. I 

start with thermal radiation in the far-field regime where is governed by the Planck’s law. Then, I 

will give a detailed discussion of near-field electromagnetic local density of states and near-field 

thermal radiation. After that, I will introduce the spoof surface plasmon polaritons which enable 

the near-field thermal radiation engineering throughout broad range of frequencies from visible 

to microwave. In the last, I will discuss the simulation of near-field thermal radiation based on 

dissipation-fluctuation theorem by the finite-different time-domain (FDTD) method, and 

compare the results with far-field plane wave excitation modeling.  
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4.1 Thermal radiation 

 

4.1.1 Far-field thermal radiation 

The region that is away from thermal source by several thermal wavelengths  is 

defined as the far-field zone or simply the far-field. The thermal radiation in the far-field is 

governed by the well-know Planck’s law. For blackbody, which is an idealized physical body 

that absorbs all incident electromagnetic radiation irrespective to frequency or incident angle, the 

thermal radiation intensity in vacuum at thermal equilibrium is 

   (4.1) 

where h = 6.626 x 10-34  is the Planck constant,  is the radiation frequency,  is the speed 

of light in vacuum,  = 1.38 x 10-23  is the Boltzmann constant, T is the absolute 

temperature of the blackbody. The unit of thermal radiation  is watt per area of emitting 

surface in normal direction per solid angle per unit frequency. For deeper understanding of the 

thermal radiation, let us consider a general system at equilibrium temperature T. The 

electromagnetic energy density  at a given positive frequency  is  

   (4.2) 

Here,  is the electromagnetic local density of states (LDOS),  is the energy of a single 

photon with frequency , is the Bose-Einstein distribution function. It is 

!λT = hc kBT

!!
I ν ,T( ) = 2hν

3

c0
2

1
ehν kBT −1

!J ⋅s ν !!c0

!kB !!J ⋅K
−1

!!I ν ,T( )

!
U ν( ) ν

!!
U r ,ν ,T( ) = ρ r ,ν( ) 1

ehν kBT −1
⋅hν

!ρ r ,ν( ) !hν

ν
!!

1
ehν kBT −1
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straightforward to derive the thermal radiation intensity I in vacuum from the electromagnetic 

energy density U, 

   (4.3) 

where  is the solid angle of a sphere. Substituting the expression of electromagnetic energy 

density U into Eq. (4.3), we obtain the thermal radiation intensity as 

   (4.4) 

Recall the LDOS in vacuum is 

 
!!
ρv =

8πν 2

c0
3   (4.5) 

and one finds that the electromagnetic radiation I in Eq. (4.4) becomes equal to the blackbody 

radiation in Eq. (4.1). The analysis above provides an intuitive picture of thermal radiation to the 

electromagnetic energy density and LDOS.   

As I stated previously, the blackbody is an idealized physical body. In reality, the thermal 

radiation from an object is always smaller than or equal to the blackbody thermal radiation in all 

frequencies. The actual radiation from an object in thermal equilibrium follows the Kirchhoff’s 

law of thermal radiation, which states that: for a body of any arbitrary material, emitting and 

absorbing thermal electromagnetic radiation at every wavelength in thermodynamic equilibrium, 

the ratio of its emissive power to its dimensionless coefficient of absorption is equal to a 

universal function only of radiative wavelength and temperature. That universal function 

describes the perfect black-body emissive power[156]. 

 

!!
I = U

4π ⋅c0

!4π

!!
I = ρ r ,ν( ) 1

ehν kBT −1
⋅hν ⋅

c0
4π
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4.1.2 Near-field thermal radiation 

 

It is defined as the near-field zone or near-field when one deals with the region within the 

characteristic thermal wavelength  from the surface of thermal source. The behavior 

of thermal radiation may differ dramatically from what it is in the far-field regime due to surface 

properties especially when there exist surface waves[157].  

From the analysis in the previous section, it is clear that the LDOS is critical in thermal 

radiation. The expression is fairly simple in far-field regime as shown in Eq. (4.5). A more 

general expression of LDOS in a dielectric environment with refractive index n is  

   (4.6) 

Compared with the relatively simple far-field LDOS, the near field LDOS is much more 

complicated, and strongly sensitive to local geometry and material properties. It is therefore 

possible to engineer the local electromagnetic environment to produce near-field LDOS far 

exceeding the far-field LDOS, leading to many new interesting thermal phenomena.  

Let us take a semi-infinite hot metal in vacuum, for example. I have discussed its LDOS 

in chapter one. For convenience, I re-write the LDOS expression here: 

 

!!

ρ z ,ω( ) = ρv ω( )
2

κdκ
q0

1
∫ 2+{⎧

⎨
⎩

κ 2 Re r12s ei2qω z c + r12pei2qω z c( )⎡
⎣

⎤
⎦}

+ κ 3dκ
q1

∞

∫ Im r12
s + r12

p( )e−2qω z c⎡
⎣

⎤
⎦}

  (4.7) 

Here, κ  is wave number in unit of !!ω c0 . !!q= 1−κ 2 , z is the distance away from the metal 

surface, !ρv  is the free space LDOS expressed in Eq. (4.5), !!r12
s  and !!r12

p  are the Fresnel reflection 

!λT = hc kBT

!!
ρn =

8πν 2n2

c0
3
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coefficients at the metal-vacuum interface for s and p polarizations, respectively, for a parallel 

incident wave number !!k// =κω c0 . The LDOS includes the contribution from both electric and 

magnetic field with s and p polarizations[14]. The first integral for !0≤κ ≤1  corresponds to 

LDOS contributed by the propagating waves, while the second integral for !κ >1  corresponds to 

the contribution from the evanescent waves. In the far-field regime, the contribution from 

evanescent waves is negligible that the second integral equals to zero. The total LDOS, which is 

the first integral, equals to the vacuum LDOS!ρv .  

I have mentioned it in chapter one, and want to re-emphasize that the near-field LDOS 

can exceed the vacuum LDOS !ρv  by over six orders of magnitude at the peak. The 

corresponding electromagnetic energy density U and thermal radiation is proportionally larger 

than that in the vacuum. Of course, the majority of the enhancement comes from the evanescent 

waves. As I have shown in chapter one, the highest LDOS in the near-field regime of a semi-

infinite metal occurs at its surface plasmon resonance frequency. Similar LDOS peaks have been 

observed in SiC and SiO2 at the corresponding surface phonon polariton resonances[158]. It is 

desirable to design the LDOS peak at any resonance frequencies we want. Surface plasmon 

polaritons (SPPs) provides the great flexibility in tuning the resonance frequencies in the visible 

wavelength regime by nanostructure designs as I have shown in chapter two and chapter three. 

However, the SPPs is not supported at terahertz (THz) frequencies because metal behaves like 

perfect electric conductor (PEC). Some nice work[159], [160] has been done to address this 

issue, and I will discuss it in the next section along with its applications in thermal radiation 

enhancement.  
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4.2 Near field thermal radiation enhancement by spoof surface plasmon 

 

4.2.1 Spoof surface plasmon at THz frequencies 

As I mentioned in the previous section, the difficulty in tuning surface plasmon polaritons to the 

THz frequencies is due to the high conductivity of metal in those frequencies. At the metal-

dielectric interface, the electromagnetic field is almost excluded from the metal, but extends for 

many hundreds of wavelengths into the dielectric side[160]. There are no bounded SPPs as we 

obtained in the visible frequencies. This is also clear from the dispersion relation of SPPs as 

shown in Fig. 1.4 in chapter one. At low frequency, the dispersion of SPPs approaches the light 

line. In other words, the SPPs have most of the characteristics of free space light and little of 

collective electron oscillation in the metal. Therefore, the SPPs are not bounded to the interface 

(Fig. 4.1(A)). However, by perforating the metal substrate with an array of subwavelength depth 

holes, bounded surface mode may be supported at the dielectric-metal interface like SPPs in the 

visible frequency. We will see later that the dispersion relation of this bounded mode is similar to 

the dispersion relation of SPPs. Therefore it is called spoof surface plasmon polariton (SSPP). 

The introduce of SSPP enables the ability to engineer the surface wave at almost any frequencies 

at will[159].  
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Figure 4.1 Schematic representation of electric field at the interface of metal-dielectric at THz frequency. 

(A) The metal is almost perfectly conducting that the electric field is almost completely excluded from it. 

On the side of dielectric, the electric field extends for many hundreds of wavelengths. (B) Metal substrate 

perforated with subwavelength depth holes supports the exponentially decay electric field in the metal 

side and dielectric side. The bounded surface mode is known as spoof surface plasmon polariton. (Ref 

[160]). 

Analysis of metal substrate perforated with one-dimensional array of grooves and two-

dimensional array of holes that support SSPP can be found in reference [159], [161]. Here, let us 

analyze the structure of one-dimensional array of grooves for deeper understanding of SSPP. The 

structure is shown in Fig. 4.2 where the metal is treated as perfect electric conductor, which is a 

good approximation of metal at the THz frequencies. The whole structure is in vacuum. For 

simplified analysis, let us only consider the case that !! λ0≫d  and !! λ0≫a , where !λ0  is the free 

space wavelength, d and a are the periodicity and aperture size of the groove array.  

Let us consider the TM incident wave with wave number kx in x direction, and searching 

for the bounded surface modes. The electromagnetic fields are 

Experimental Verification of
Designer Surface Plasmons

Alastair P. Hibbins,* Benjamin R. Evans, J. Roy Sambles

We studied the microwave reflectivity of a structured, near perfectly con-
ducting substrate that was designed to verify the existence of a theoretically
proposed new class of surface mode. Measurements of the mode’s dispersion
curve show that it correctly approaches the predicted asymptotic frequency;
the curve also agrees well with that derived from a computer simulation.
Modeling of the field distribution on resonance provides evidence of strong
localization of the electric field at the interface and substantial power flow
along the interface, thus verifying the surface plasmon–like nature of the mode.

Conductors support electromagnetic surface
waves (1, 2) over a broad range of frequen-
cies, ranging from dc and radio frequencies
up to the visible. These modes propagate along
the interface with a dielectric, and they com-
prise an electromagnetic field coupled to the
oscillations of conduction electrons. At visible
wavelengths, the mode that travels along a
metal surface is called a surface plasmon (SP).
It is characterized by strongly enhanced fields
at the interface, which decay exponentially
with distance Eon the order of 10 nm in the
metal and È100 nm in the dielectric (3–5)^.
However, in the microwave regime, metals
can often be treated as near-perfect conduc-
tors. The fields associated with surface waves
at these frequencies penetrate È1 mm into the
metal but extend many hundreds of wave-
lengths into the dielectric above (Fig. 1A). In
other words, this mode is not bound at the
interface and is simply a surface current.

It was recently predicted (6) that even in
the perfectly conducting limit, the same metal,
textured with subwavelength holes, can sup-
port strongly localized SP-like waves. This is
because the holes may allow some of the field
to penetrate into the substrate, hence changing
the field-matching situation at the surface
(Fig. 1B). The holes in the metal act as wave-
guides and therefore have a cutoff frequency
below which no propagating modes are al-
lowed. Hence, below cutoff, only evanescent
fields exist on the metal side of the interface,
and it is exactly this field characteristic that is
required for a surface mode. The cutoff fre-
quency of the modes in the waveguides is
equivalent to an effective Bsurface plasma[
frequency of the structured surface, which
for holes of square cross section (a ! a) is
given by

ncutoff 0
c

2a
ffiffiffiffiffiffiffiffiffi

ehmh
p ð1Þ

where c is the velocity of light in vacuum and
eh and mh are the relative permittivity and
permeability of the material filling the holes,
respectively. Hence, this frequency can be
engineered to occur at almost any frequency
below the natural surface plasma frequency
of a metal Ewhich is usually in the ultraviolet
range (4)^.

We provide experimental evidence of the
resonance of a surfacemode propagating across
the surface of a near perfectly conducting
substrate perforated with holes. By carefully
choosing the size and periodicity of the holes,
the effective Bsurface plasma[ frequency has
been lowered to the microwave regime. We
have observed resonant absorption at different
angles of incidence (q) and have thereby been
able to plot much of the dispersion curve. The
results agree exceptionally well with those
determined using a finite element method
(FEM) model (7), and we are able to witness
the mode_s asymptotic approach to the pre-
dicted effective Bsurface plasma[ frequency
limit. The model is also used to calculate and
illustrate the field solutions on resonance, and
hence to verify the SP-like nature of the mode.

Our sample is a 300 mm ! 300 mm ar-
ray of hollow, square-ended brass tubes of
length 45 mm, side length d 0 9.525 mm,
and inner dimension a 0 6.960 mm. From
Eq. 1, ncutoff 0 21.54 GHz. The tubes are
carefully arranged, square face down, on a flat
brass plate and tightly clamped together. Note
that the plate supporting the tubes will have no
substantial effect on the surface mode, because
we are only interested in frequencies below
ncutoff. A modification of the originally pro-
posed structure (6) is the addition of a periodic
array of cylindrical rods (radius r 0 1.0 mm)
with pitch 2d positioned on the surface of the
array of tubes (Fig. 2). These allow for control
of the strength of diffractive coupling to the

School of Physics, University of Exeter, Stocker Road,
Exeter EX4 4QL, UK.

*To whom correspondence should be addressed.
E-mail: a.p.hibbins@exeter.ac.uk

Fig. 3. The dispersion of the surface mode
on the air-filled sample. Radiation is TM-
polarized and incident in the xz plane (8 0
0-). The frequency of the resonance is
derived from experimental (!) and mod-
eled (solid line) data sets. The shaded re-
gion corresponds to momentum space
within which surface modes may not be
directly coupled to, as they are beyond
the light line. The dashed line represents
the first-order diffracted light lines cen-
tered on kx 0 T2p/(2d) 0 T330 m–1 asso-
ciated with the array of cylindrical rods.
The dot-dashed line similarly corresponds
to first-order diffraction from the array of brass tubes. (Inset) TM-polarized reflectivity spectrum
obtained at q 0 È14-, illustrating the resonant surface mode at È12.3 GHz.

Fig. 2. Photograph of the experimental sample
showing the square brass tubes (d 0 9.525 mm,
a 0 6.960 mm) and brass cylindrical rods (radius r 0
1.0 mm). The coordinate system is also shown.

Fig. 1. Schematic representation of electric
fields associated with a mode propagating along
the surface of a metal. At microwave frequen-
cies, the metal is almost perfectly conducting.
(A) The field is almost completely excluded
from the substrate but extends for many hun-
dreds of wavelengths into the dielectric region
above. The mode is essentially a surface cur-
rent. (B) An effective penetration depth is
achieved by perforating the substrate with an
array of subwavelength holes. The holes allow
the fields to decay exponentially into the
structure, and they closely resemble those of
a surface plasmon propagating on metals in
the visible regime.
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  (4.8) 

where !!k0 =ω c0  is the wave number, and !!kz = k0
2 −kx

2  is the wave number in z direction. The 

reflected electromagnetic waves for the nth diffraction order are 
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  (4.9) 

where !!kx ,n = kx +2πn d  with integer n from −∞  to +∞ , and !!kz ,n = k0
2 −kx ,n

2 . The total 

electromagnetic fields in region I is given by the summation of incident and reflected fields: 
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  (4.10) 

where !ρn  is the reflection coefficient associated with the diffraction order n. The reflection 

coefficient !ρn  can be extracted from the boundary conditions:  

 

!!

ρn = −
2i tan k0h( )S0Sn k0 kz

1− i tan k0h( ) Sn
2k0 kz ,n

n=−∞

∞

∑
  (4.11) 
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where h is the depth of the groove, and !Sn  is the overlap integral between the nth plane wave and 

the fundamental TE mode. It equals to 

 
!!
Sn =

a
d
sinc kx ,n a 2( )   (4.12) 

We can obtain the dispersion relation of the bounded surface mode by calculating the 

poles of the reflection coefficients Eq. (4.11):  

 
!!

kx
2 −k0

2

k0
= S0

2 tan k0h( )   (4.13) 

For !! kxa≪1 , the dispersion relation simplifies to  

 
!!

kx
2 −k0

2

k0
= a
d
tan k0h( )   (4.14) 

For the case !!a d =0.2  and !h= d , the dispersion relation is shown in Fig. 4.3 following the Eq. 

(4.14). Compared with the dispersion relation of SPPs, the dispersion relation of this bounded 

surface mode in THz frequency shares lots of similarities. For largest !kx , the angular frequency 

ω  approaches !!ω spoof =πc0 2h  which is the frequency of the fundamental cavity waveguide 

mode inside the groove in the limit of !!a d→0 . This is analogous to the surface plasmon 

frequency !
ω sp  of SPP discussed in chapter one. For this reason, this bounded surface mode is 

called spoof surface plasmon polariton (SSPP).  
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Figure 4.2 The metal substrate (region II, treated as perfect electric conductor) perforated by one-

dimensional array of grooves for the study of SSPP. The periodicity of the array is d with groove depth of 

h and aperture size of a. The whole metal structure is in vacuum (region I). The incident electromagnetic 

field is represented in blue arrows. The coordinates are in red arrows. The incident wave number in x 

direction is kx. (Ref [161]) 

 

Figure 4.3 Dispersion relation (Eq. (4.14)) of the bounded surface mode supported by one-dimensional 

array of grooves (structure shown in Fig. 4.2). The structural parameters are !!a d =0.2  and !h= d . (Ref 

[161]) 
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(a)

(b)

Figure 1. (a) A one-dimensional array of grooves of width a and
depth h separated by a distance d . We are interested in p-polarized
surface modes running in the x direction with E lying in the x–z
plane. (b) In the effective medium approximation the structure
displayed in (a) behaves as an homogeneous but anisotropic layer of
thickness h on top of a perfect conductor.

this structure. The procedure for calculating the dispersion
relation of these surface modes, ω(kx ), is the following. First,
we calculate the reflectance of an incident p-polarized incident
plane wave with parallel momentum kx . As we are interested
in a truly surface mode, we will then analyse the expression
for the reflectance for the particular case in which the incident
plane wave is evanescent, kx > ω/c0 (a truly surface mode has
to live outside the light cone). The locations of the divergences
in the reflectance will give us the desired dispersion relation
for the surface EM modes.

The electromagnetic (EM) fields associated with the
incident wave are

E⃗ inc = 1√
d

eikx x eikz z

( 1
0

−kx/kz

)

H⃗ inc = 1√
d

eikx x eikz z

( 0
k0/kz

0

) (1)

where k0 is the wavenumber, ω/c0, and kz =
√

k2
0 − k2

x . The
reflected wave associated with the n-diffraction order can be
written as

E⃗ ref,n = 1√
d

eik(n)
x x e−ik(n)

z z

( 1
0

k(n)
x /k(n)

z

)

H⃗ ref ,n = 1√
d

eik(n)
x x e−ik(n)

z z

( 0
−k0/k(n)

z
0

) (2)

where k(n)
x = kx + 2πn/d (n = −∞, . . . , 0, . . . ,∞) and

k(n)
z =

√
k2

0 − (k(n)
x )2.

As we assume that the wavelength of light is much larger
than the width of the grooves (λ0 ≫ a), in the modal expansion
of the EM fields inside the grooves we only consider the

fundamental TE mode:

E⃗TE,± = 1√
a

e±ik0 z

( 1
0
0

)

H⃗TE,± = 1√
a

e±ik0 z

( 0
1
0

)

.

(3)

Then, the EM fields in region I (vacuum) can be expressed
as a sum of the incident plane wave and the reflected ones:

E⃗ I = E⃗ inc +
∞∑

n=−∞
ρn E⃗ ref,n

H⃗ I = H⃗ inc +
∞∑

n=−∞
ρn H⃗ ref,n

(4)

where ρn is the reflection coefficient associated with the
diffraction order n. In region II (inside the grooves), the EM
fields can be written as a linear combination of the forward and
backward propagating TE modes:

E⃗ II = C+ E⃗TE,+ + C− E⃗TE,−

H⃗ II = C+ H⃗TE,+ + C− H⃗TE,−.
(5)

By applying the standard matching boundary conditions
(at z = 0 continuity of Ex at every point of the unit cell and
continuity of Hy only at the groove’s location and at z = h; Ex

must be zero), we can easily extract the reflection coefficients,
ρn:

ρn = −δn0 − 2i tan(k0h)S0Snk0/kz

1 − i tan(k0h)
∑∞

n=−∞ S2
nk0/k(n)

z

(6)

where Sn is the overlap integral between the nth-order plane
wave and the TE mode:

Sn = 1√
ad

∫ a/2

−a/2
eik(n)

x x dx =
√

a
d

sin(k(n)
x a/2)

k(n)
x a/2

. (7)

In principle, we could calculate the surface bands of our
system by just analysing the zeros of the denominator of
equation (6) [6]. The calculation is much simpler if we assume
λ0 ≫ d. Then, all the diffraction orders can be safely neglected
except the specular one and ρ0 takes the form

ρ0 = − 1 + iS2
0 tan(k0h)k0/kz

1 − iS2
0 tan(k0h)k0/kz

. (8)

For the case kx > k0

(
kz = i

√
k2

x − k2
0

)
, we can calculate

the dispersion relation of the surface bound state by calculating
the location of the divergences of ρ0:

√
k2

x − k2
0

k0
= S2

0 tan(k0h). (9)

This is the dispersion relation of the surface EM modes
supported by a 1D array of grooves in the limit λ0 ≫ d and
λ0 ≫ a.

It is interesting to note here that the same dispersion
relation could be obtained if we replaced the array of grooves
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Figure 2. The dispersion relation (ω(kx )) of the surface bound
states supported by a 1D array of grooves with geometrical
parameters a/d = 0.2 and h/d = 1 as obtained with equation (14).

by a single homogeneous but anisotropic layer of thickness h
on top of the surface of a perfect conductor (see the schematic
drawing in figure 1(b)). The homogeneous layer would have
the following parameters:

ϵx = d/a ϵy = ϵz = ∞. (10)

As light propagates in the grooves in the y or z directions with
the velocity of light,

√
ϵx µy = √

ϵxµz = 1 (11)

and, hence,

µy = µz = 1
ϵx

µx = 1. (12)

After some straightforward algebra the specular reflection
coefficient, R, for a p-polarized plane wave impinging at the
surface of a homogeneous layer of thickness h with ϵ and µ
given by equations (10) and (12) can be written as

R = (ϵx kz − k0) + (k0 + ϵx kz)e2ik0h

(ϵx kz + k0) − (k0 − ϵx kz)e2ik0h
. (13)

Again, by extending this formula to the case kx > k0 and
looking at the zeros of the denominator of R we can calculate
the dispersion relation of the surface modes:

√
k2

x − k2
0

k0
= a

d
tan(k0h). (14)

Note that this expression coincides with equation (9) in
the limit kx a ≪ 1. In figure 2 we plot the dispersion relation
(equation (14)) for the particular case a/d = 0.2 and h/d = 1.
We have checked that this expression (equation (14)) gives
accurate results for the range of wavelengths analysed in
this case (λ0 > 4h) by comparing them with the dispersion
relation obtained by calculating the zeros of the denominator
of equation (6) in which the approximation λ0 ≫ d is not
applied. It is worth commenting on the similarities between
this dispersion and the one associated with the bands of SPPs
supported by the surfaces of real metals. In a SPP band, at large

z

x

y

Figure 3. A two-dimensional square array (d × d) of square holes
(side a) perforated on a semi-infinite perfect conductor.

kx , ω approaches ωp/
√

2, whereas in this case, ω approaches
πc0/2h—that is, the frequency location of a cavity waveguide
mode inside the groove (in the limit a/d → 0, the locations
of the different cavity waveguide modes correspond to the
condition cos k0h = 0).

3. 2D hole array

Now we consider the case of square holes of side a arranged on
a d × d lattice perforated on a perfect conductor semi-infinite
structure (see figure 3) [7]. We assume that the holes are filled
with a material whose dielectric constant is ϵh. As in the case
of the array of grooves, we are interested in looking at the
possible surface states supported by this system by looking at
divergences of the reflection coefficient of a p-polarized plane
wave impinging at the perforated surface. As we are interested
in the long wavelength limit (λ0 ≫ d), now we only take into
account the specular reflected wave.

The normalized EM fields associated with the incident and
specular reflected waves are

E⃗ inc = 1
d

eikx x eikz z

( 1
0

−kx/kz

)

H⃗ inc = 1
d

eikx x eikz z

( 0
k0/kz

0

) (15)

E⃗ ref = 1
d

eikx x e−ikz z

( 1
0

kx/kz

)

H⃗ ref = 1
d

eikx x e−ikz z

( 0
−k0/kz

0

)
.

(16)

Inside the holes, as we are interested in the limit λ0 ≫ a,
we assume that the fundamental eigenmode will dominate
because it is the least strongly decaying. The EM fields are
zero inside the perfect metal but inside the holes they take the
form

E⃗TE =
√

2
a

eiqz z sin
πy
a

( 1
0
0

)

H⃗TE = −
√

2
a

eiqz z sin
πy
a

( 0
qz/k0

iπ/ak0

) (17)

where qz =
√

ϵhk2
0 − π2/a2.
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4.2.2 Far-field excitation of spoof surface plasmon polariton 

In the previous analysis, the dispersion relation Eq. (4.14) is the approximation under conditions: 

!! λ0≫d , ! λ≫a  and !! kxa≪1 . Exact solution of the dispersion relation and the SSPP field profile 

can be obtained from simulation. Here I use finite-difference time-domain (FDTD) method to 

design a one-dimensional structure that supports SSPP at 5 THz, which is of special interest for 

rectenna operation[162]-[164]. I will explore the SSPP mode profile and field enhancement. In 

addition, I add a bow-tie antenna in the near-field to further enhance the electromagnetic field 

and concentrate near-field energy to the antenna feed point.  

The structure I designed is copper substrate perforated by one-dimensional grooves 

shown in Fig. 4.4(c). The substrate is coated by a 1 μm thick SU-8 film as an electrical and 

thermal insulation layer. The background dielectric medium is air. The periodicity of the grooves 

is 24 μm with groove depth of 7.3 μm and aperture size of 2 um. Considering the presence of 

SU-8 with refractive index of 1.7, the theoretical SSPP resonance frequency calculated from Eq. 

(4.14) should be around 6 THz. While the simulation shows reflectance resonance at 5 THz as 

shown in Fig. 4.4(a) under excitation of far-field transvers magnetic (TM) polarized plane wave. 

The discrepancy arises from the fact that I use the Drude dielectric function[1] for copper 

substrate instead of PEC assumed in deriving Eq. (4.14). Also, the feature sizes do not well 

satisfy the approximations made in the analytical study.  
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Figure 4.4 (a) The reflectance spectrum of the perforated copper structure (c) with one-dimensional array 

of grooves under far-field plane wave excitation with TM polarization and normal incident angle. (b) The 

bandstructure under logarithmic color scale. The color bar corresponds to the relative mode magnitude. kx 

is the mode wave number in the x direction (orthogonal to the alignment of grooves). (c) The 

computational unit marked by orange box with periodic boundary condition on x direction (denoted by 

arrow). One micrometer thick SU-8 is coated on the copper substrate and fills the grooves. Copper is in 

yellow, SU-8 is in red, and vacuum is in black. Structural parameters are stated in the text.  
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To further confirm the mode at the reflectance spectrum resonance, I calculate the 

bandstructure using FDTD method. The result is shown in Fig. 4.4(b). kx is the wave number in 

the direction orthogonal to the alignment of grooves (x-direction marked in Fig. 4.4(c) ). The 

maximum value of kx is set to the first Brillouin zone π Λ , where Λ  = 24 μm is the periodicity. 

The straight line, which bounces back at the Brillouin zone boundary, is the light line. The 

dispersion curve that bends around 5 THz is the SSPP we are looking for. The overall trend of 

the dispersion curve is consistent with the theoretical dispersion relation of SSPP (Fig. 4.3). It 

overlaps with the light line at low frequency, and bends to the right side at higher frequency. 

Close to the SSPP resonance frequency, the dispersion curve is almost flat which indicates close 

to zero group velocity. The mode thus acquires electrostatic character[165] which obeys the 

solution of Laplace equation for time independent electromagnetic fields. All these properties 

mimic the surface plasmon polaritons in the visible frequency discussed in chapter one. 

Therefore, I verify that the reflectance spectrum resonance at 5 THz comes from the coupling of 

incident plane wave to SSPP.  

The flat dispersion curve at SSPP resonance frequency corresponds to large LDOS, thus 

large electromagnetic field and energy density. It is of our interest to see how large an 

enhancement the SSPP can achieve compared with the incident field and with the case of surface 

plasmon polaritons. Fig. 4.5 shows the mode profile at resonance frequency of 5 THz. The 

largest electric field enhancement can reach 20-fold at the interface of metal and dielectric (SU-8 

in this case). The field resides mostly inside the groove etched on the metal substrate as sketched 

in Fig. 4.1(b). And it decays away from the metal-dielectric interface. On the top surface of SU-8 

(1 μm above the metal surface), the field enhancement can still reach 8-fold, which corresponds 

to 64-fold energy density enhancement. This validates our idea of using SSPP resonance to 
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achieve near-field energy enhancement. It is worth noting that the actual field enhancement 

strongly depends on the specific design of structure as we have observed in the case of SPPs[8], 

[45], [166]. The field enhancement we observe here by SSPP is comparable with that from the 

SPP cases. Since the feature sizes of the structure are much smaller than the free space 

wavelength of interest, we name the structure a metamaterial.  

 

Figure 4.5 The electric field profile at resonance frequency of 5 THz. The structure is shown in Fig. 4.4(c). 

The incident plane wave (white arrow) is polarized in y direction marked by red arrow. The color bar in 

linear color scale represents the electric field magnitude normalized to the magnitude of incident field. It is 

actually the field enhancement.   

I move one-step further to integrate the bow-tie antenna in the near-field of the 

metamaterial for even higher field enhancement and energy concentration for the application of 

energy conversion by rectenna[164], [167]. I put two-dimensional array of bow-tie antennas on 

top of SU-8 surface as shown in Fig. 4.6(a). The antenna is made of gold with thickness of 1 μm, 

and single arm length of 4 μm. The angle of the bow-tie is 30-degree with square feeding area of 

800 nm by 800 nm between the two antenna arms. The periodicity of antenna array is the same 

as the grooves Λ  = 24 μm. I use the Drude model for the dielectric function of gold[1]. The 
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simulated reflectance spectrum (Fig. 6(b)) exhibits strong resonance close to 5 THz. It is the 

resonance frequency of SSPP supported by the metamaterial. I designed the antenna parameters 

so that its presence does not change the resonance frequency of the metamaterial, while the 

interaction of antenna and the metamaterial can further enhance the field intensity. The electric 

field profile on the x-z plane cut through the center of bow-tie antenna is shown in Fig. 4.6(c). 

We can still observe the SSPP near the metamaterial surface with similar intensity as the case 

without antenna (Fig. 4.5). Instead of having the largest field near the metal-dielectric interface, 

the presence of antenna shifts the field maximum to the antenna feed-point located between the 

two arms. Compared with the incident field, the largest enhancement near the antenna boundary 

is over 35-fold due to both the surface plasmon and the lightning rod effect. Away from the 

antenna edge, the field in the antenna gap is quite uniform with slightly smaller enhancement 

around 30-fold. Recall the enhancement factor of 8-fold 1 μm away from the metamaterial where 

the antenna resides, the antenna contributes additional 4-fold enhancement of the electric field. 

For better understanding of the field profile around the antenna feeding area, I also examined the 

field in the x-y plane through the center of the bow-tie antenna. The field profile is shown in Fig. 

4.6(d), which is again normalized to incident field magnitude. Similar enhancement is observed. 

It validates our conclusions drawn from the analysis of x-z cross plane on field enhancement. 

With the antenna structure integrated on top of metamaterial, the energy density enhancement 

(square of the electric field enhancement) in the antenna gap region is around 103 fold. With 

more sophisticated metamaterial design, it may be possible to obtain even higher enhancement 

which can be extremely useful in the applications, e.g. energy conversion. 
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Figure 4.6 (a) Two-dimensional array of bow-tie antennas (in gold) integrated on top of SU-8 (in red) with 

the gold substrate (in green) perforated with one-dimensional array of grooves. The white arrows show 

the coordinate. (b) Reflectance spectrum of the whole structure with plane wave incidence polarized 

orthogonal to the groove alignment. (c) Electric field magnitude on x-z plane cut through the center of the 

bow-tie antenna. The color bar is the field magnitude normalized to incident field. (d) Electric field 

magnitude on x-y plane cut through the center of bow-tie antenna. Again, the color bar is the field 

magnitude normalized to incident field. Note that (c) and (d) do not show the whole single unit cell, but 

zoom in the antenna area.  
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4.2.3 Near-field thermal radiation modeling 

All the studies discussed previously are based on far-field plane wave excitation. However, some 

of the major applications, especially the thermal energy conversion, operate under thermal 

excitation of the metamaterial surface. The physical properties of these two types of excitation 

sources are fundamentally different in many ways, especially the temporal and spatial coherence. 

There are abundant studies of far-field excitation coupling into near-field surface waves[2], [5], 

[168]. Rarely have people studied the coupling of near-field thermal source into surface 

waves[147], [148], especially in the near-field regime due to the difficulties in both experiments 

and modeling, though it is important in thermal energy conversion applications. In this section, I 

will first introduce the thermal excitation modeling based on dissipation-fluctuation theorem by 

the FDTD method. Then, I will validate the modeling method by comparison with analytical 

solutions for single metal-dielectric interface. In the next section, I will study the excitation of 

SSPP by thermal source, and the enhanced near-field thermal radiation.  

A few methods are applicable to model thermal radiation[169]: partial wave scattering 

method, boundary element method, and FDTD method. Among them, FDTD method is the most 

versatile, because it can deal with arbitrary geometry and various types of dispersive materials. I 

will describe how the FDTD method can be used to model the thermal electromagnetic radiation 

by incorporating the Langevin approach to Brownian motion[170], [171].  

In the presence of thermal excitation, the polarization response P of the material to local 

electric field E can be described by 

 
!!
d2P
dt2

+γ dP
dt

+ω0
2P =σE+ K t( )   (4.15) 

where 𝛾 is the damping parameter of the polarization system, 𝜔!,𝜎 is the resonance frequency 

and strength, respectively. The force from random thermal fluctuation is represented by the term 
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𝑲 𝑡 , which adds the perturbation to the polarization response. It is implemented in FDTD 

method by adding one random term 𝑲 𝑡  to polarization P after each simulation time step. Based 

on fluctuation-dissipation theorem[172], the time correlation of 𝑲 𝑡  can be expressed in 

frequency domain by  

 
!!
Kα r ,ω( )Kβ

* r',ω( ) = 4π σγ I ω ,T( )δαβδ r − r'( )   (4.16) 

where 𝐼 𝜔,𝑇  represents the free space Planck blackbody radiation intensity, 𝐾!,!  are the 

components of K, the bar one the left side of Eq. (4.16) is the correlation operator which is  

 
!!
K r( )K * ′r( ) = lim

r0→∞
K ′r + r − ′r( )⎡⎣ ⎤⎦K

* ′r( )d ′r
−r0 2

r0 2

∫   

The frequency dependence of the correlation makes the generation of 𝑲 𝑡  

computationally expensive. Taking the advantage of electromagnetism linearity in a linear 

material[173], we can use a random white noise source 𝑲! 𝒓,𝜔  instead. The correlation 

function becomes 

 
!!
′Kα r ,ω( ) ′Kβ

* r',ω '( ) = 4
πΔV

σγδαβδ r − r'( )δωω '   (4.17) 

The simulated thermal radiation spectrum or any quantity proportional to the squared 

Fourier amplitudes is normalized to 𝐼 𝜔,𝑇  with a constant calibration factor. In the time 

domain, the discretized random white noise 𝐾! 𝒓,𝜔  is correlated as 

 
!!!
′Kα r ,t( ) ′Kβ

* r' ,t '( ) = 4
πNΔV

σγδαβδ rr 'δ tt '   (4.18) 
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where N is the number of time steps in the FDTD simulation, and ∆𝑉 is the mesh element 

volume. To simplify the generation of 𝑲! 𝑡 , we can choose a uniform distribution over the 

range !!± 12σγ πNΔV( )1 2  [169].  

 

Figure 4.7 The normalized electromagnetic energy density in the vicinity of aluminum surface (vacuum: 

z>0, aluminum: z<0) at wavelength of 500 nm. The values are normalized to free space energy density. 

Results from simulations are denoted by blue dots. Theoretical values are in red dash lines. (a) is 

monitored near the center of computational domain. (b) is the averaged result over the whole 

computational domain. Both (a) and (b) use logarithmic scale in y axis.  

The thermal modeling based on FDTD method is well established, and widely used[169]-

[171]. In most of the literatures, the thermal modeling is implemented with their own in-house 

FDTD algorithm. Here, I incorporate the thermal modeling with commercial FDTD software 

(Lumerical FDTD) which has easy access. The idea is to add a random perturbation to the 

polarization at each FDTD time step using the software tool “flexible material plugins”. In order 

to validate our model, I compare the simulation results with theoretical values. The structure I 

simulate is a hot semi-infinite aluminum put in free space (vacuum). I want to calculate the 

electromagnetic energy density from the simulation, and compare with analytical solution given 

in Eq. (4.2) and Eq. (4.7). Again, I use the Drude model for aluminum dielectric function[174]. 
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The computational domain consists only of a thick aluminum in the lower half backed by perfect 

matching layer (PML), and air in the upper half backed by PML as well. In the simulation, I use 

unit cell size of 1 μm with periodic boundary condition to represent the infinite aluminum 

surface. Limited by the computational resources, I choose the uniform mesh size of 1 nm. The 

electromagnetic energy density extracted from the thermal simulation is normalized to the free 

space energy density, and shown by blue dots in Fig. 4.7. The energy density monitored close to 

the center of the computational domain is shown in Fig. 4.7(a), which exhibits excellent 

matching to analytical values (red dash line). Due to the nature of thermal fluctuation, the energy 

density varies over the plane that has a fixed distance away from the aluminum surface. To 

minimize the fluctuation effect for more rational comparison with theoretical values, I average 

the energy density for different distances over the whole computational domain, and show the 

results in Fig. 4.7(b). It is exciting to observe the largely enhanced energy density in the near-

field regime, especially below the distance of 20 nm to the aluminum surface where the energy 

density increases dramatically by almost four orders. The quick change of energy density over 

the small spatial dimension requires sufficiently small mesh size, which can be one of the 

reasons for the small discrepancy of simulation results and theoretical values. The huge energy 

density in the near field is due to the contribution from evanescent waves as I discussed 

previously, and the harvesting of the huge near-field energy attracts lots of attention.  

 

4.2.4 Near-field thermal radiation enhancement by spoof surface plasmon 

People have observed the evidences of thermal source coupling to surface waves, resulting in the 

coherent emission[147], [148], and near-field radiative heat transfer exceeding blackbody 

radiation[25], [26]. However, the surface modes studied in literature are mostly surface phonon 

polaritons and surface plasmon polaritons, which have the limitation in resonance frequency 
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tuning. Here, I study the thermal excitation of SSPP that enables the design of resonance 

frequency in almost all frequencies [159], especially in the THz frequencies where thermal 

energy conversion by rectenna [162], [164] is feasible.  

The structure I study here is exactly the same as that used in the far-field excitation 

section (Fig. 4.5(c)). It is one-dimensional array of grooves in copper substrate coated with SU-8 

insulation layer. The difference is the excitation source. Instead of far-field TM polarized plane 

wave, the source here is thermal excitation represented by the polarization fluctuation within the 

copper substrate. The simulation runs over 5000 femtoseconds to reach steady state, and is post 

processed to temperature 800 K by matching the far-field thermal radiation with Kirchhoff’s law. 

The simulated electric field profile is normalized to the far-field thermal radiation, which is close 

to the blackbody radiation due to the large absorptivity as shown in Fig. 4.4(a). The field profile 

is shown in Fig. 8 at the frequency of 5 THz, where the SSPP resonance is for this structure 

based on the bandstructure analysis (Fig. 4.4(b)). Compared with the SSPP in Fig. 4.5, the 

thermally excited mode exhibits the same features. The mode is bounded to the metal-dielectric 

interface around the grooves as expected for the SSPP. The highest field resides at the interface 

of the grooves and the flat dielectric film, and decays both ways. Therefore, it is reasonable to 

believe that the mode we observe here under thermal excitation is the SSPP. The maximum field 

enhancement is around 10-fold, which is half of what we observed in far-field excitation case 

(Fig. 5). It indicates less efficient coupling from thermal source to the SSPP. It is reasonable 

considering that the radiation from the thermal source is randomly polarized while the far-field 

plane wave is TM polarized which has the best coupling efficiency. You may have noticed that 

there is no explicit source in the whole computational domain. The energy that drives the system 
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all comes from the random fluctuation of polarization in the copper substrate, and the electric 

field there is highly non-uniform (Fig. 4.8) as expected.  

 

Figure 4.8 Electric field normalized to far-field thermal radiation at resonance frequency of 5 THz. The 

color bar represents the normalized magnitude. The thick copper substrate is on the bottom serving as 

the thermal source. One micrometer thick SU-8 is coated on top of copper, and fills the grooves. The 

whole structure is periodic in x direction, and exposed to air (vacuum). Only one unit cell is shown in this 

figure.  

To my best knowledge, this is the first observation of thermally excited spoof surface 

plasmon polariton that provides near-field energy density hundred times higher than the free 

space blackbody radiation.  

For even higher energy density enhancement over desired area, I design two-dimensional 

array of bow-tie antennas on top of the SU-8 insulation layer. The structure is exactly the same 
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as shown previously in Fig. 4.6. From the normalized electric field in Fig. 4.9, we can still see 

the SSPP profile though much weaker than the maximum field concentrated at the gap between 

the two antenna arms. The field profiles over both the x-z cross plane (Fig. 4.9(a)) and x-y cross 

plane (Fig. 4.9 (b)) look similar to the case under far-field plane wave excitation (Fig. 4.6(c) & 

(d)). In the antenna gap, the electric field is uniformly enhanced by around 20 fold. Compared 

with the enhancement factor of around 5 fold at one micrometer above the copper substrate 

where the antenna locates, the antenna provides additional enhancement of electric field around 4 

fold. This is consistent with our analysis in the far-field excitation case. The final enhancement 

of energy density reaches 400 fold over the blackbody radiation.  

 

Figure 4.9 Electric field normalized to the far-field amplitude at frequency of 5 THz. (a) The x-z plane 

cross the center of bow-tie antenna in y direction. (b) The x-y plane cross the center of the antenna in z 

direction. The color bars represents the field magnitude. 
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4.3 Summary and outlook 

This chapter focuses on the enhancement of near-field thermal radiation exceeding the blackbody 

radiation through evanescent surface waves. As we know, the energy density is linearly 

proportional to the LDOS. In the far-field regime, the LDOS is contributed by the propagating 

waves where the energy is stored in. While in the near-field regime, the major contribution to 

LDOS comes from the evanescent surface waves, e.g. surface plasmon polaritons, surface 

phonon polaritons, and SSPP. By exciting these surface waves, the total LDOS can far exceed 

the free space LDOS. In chapter one, I have calculated the LDOS close to the gold-air interface. 

The near-field LDOS can be over six orders of magnitude larger than the free space LDOS, thus 

the energy density by the same amount. This could be especially useful in the applications, such 

as thermal energy conversion, and radiative heating. Lots of research has been reported for the 

engineering of near-field radiation. However, most of them are based on the study of far-field 

plane wave excitation[167], [168], instead of actual thermal excitation. And the surface waves 

mostly studied are surface phonon polaritons which are difficult to tune the resonance frequency. 

Some research studies the surface plasmon polaritons whose resonance frequency only has 

tenability in the visible frequency range. Here, I focus on the spoof surface plasmon polariton 

supported by simple periodic structure (one-dimensional array of grooves) on metal substrate 

(gold, copper, silver and so on). The resonance frequency can be tuned almost anywhere desired. 

I intentionally tune the resonance frequency to 5 THz for the sake of rectenna operation for 

potential application in thermal energy conversion. The structural design is implemented with the 

model of far-field plane wave excitation. And the bandstructure calculation verifies the SSPP 

resonance at 5 THz. Then, I apply the same structure for the thermal modeling. The thermal 

excitation is based on the FDTD method by incorporating the Langevin approach to Brownian 
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motion. It excites the same SSPP mode at same frequency as we observed in far-field plane wave 

excitation model. To our best knowledge, this is the first report of thermally excited SSPP. The 

near-field radiation is enhanced by 400-fold exceeding the blackbody radiation. With more 

sophisticated structural design, I believe that higher near-field radiation enhancement is 

achievable.  

The near-field radiation is attracting more attentions thanks to its applications and 

interesting physics behind it. People have studied the spatial coherence of electromagnetic wave 

emission from thermal source, while the exploration of temporal coherence is still rare[175]. 

Traditionally, the thermal radiation is treated as an example of incoherent source in contrast to 

laser. It has broadband in frequency domain which corresponds to poor temporal coherence. 

With the coupling to coherent surface waves can dramatically improve the temporal coherence, 

which may have potential impact on the energy conversion. Other interesting topics include 

thermal switching[176], radiative cooling[151] and high temperature metamaterial for thermal 

emission control[177]. With easy access to the thermal modeling tool we developed with 

commercial software, the future of thermal radiation research looks brighter than ever.  
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5 Summary 

 

The phenomena of surface plasmon have been observed over a century ago in the Wood’s 

anomalies[165]. Thanks to the advance of nanotechnology during the past few decades, the 

research of surface plasmon gains great momentum, spawning a variety of interesting topics 

including bio-sensing[178], medical therapy[179], nanofabrication[154], super-resolution 

imaging[12], data storage[9], SERS[180], and so on. Among all these exciting topics, the 

application of surface plasmon to energy technology[5], [149], [181], [182] attracts our special 

interest for its significance and impact on the society with increasing demand of clean energy.  

First, I present my research on the application of surface plasmon to semiconductor 

photovoltaic (PV) devices in chapter two. The inability of utilizing low energy photons from 

solar radiation limits the efficiency of traditional semiconductor PV devices. It is a general 

problem in semiconductor PV devices arising from the bandgap of semiconductor materials. 

Photons with energy smaller than the bandgap pass through the semiconductor active layer with 

little absorption. One idea to extend the absorption band[5] is to enhance the local field so that 

the absorptivity can be greatly improved from the initial small absorption coefficient. This is 

especially useful near the band edge where the absorption coefficient is not too small that a 

decent enhancement of local field can result in appreciable absorptivity. As for the local field 

enhancement, surface plasmon has a reputation in achieving large field enhancement[183]. I 

apply this idea to organic photovoltaic (OPV) device with active layer of semiconductor polymer 

PCDTBT: PCBM[5]. With minimal changes to the traditional OPV device, I patterned the back 

electrode with one-dimensional grating structure that supports surface plasmon resonance at the 

band edge of OPV active layer. The overall absorption enhancement reaches around 10% 
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compared to the device without patterned back-electrode. Further study reveals that there are 

actually two surface plasmon modes in the device: surface plasmon polaritons and localized 

surface plasmon polaritons. The observation of multiple modes in plasmon enhanced OPV 

devices is common[5], [43], [44], [47], [184], [185], while the detailed study of the interaction 

between multiple modes is usually omitted. I conducted systematical study, and reveal that the 

two modes interact strongly with each other showing anti-crossing behavior. The field profile in 

the absorbing active layer also changes due to the mode interaction which eventually affects the 

overall absorption of OPV devices. My work shows that the full optimization of plasmon 

enhanced OPV design must take into account the interaction between the multiple modes present 

in the structure.  

Besides engineering the absorption spectrum of semiconductor PV devices to match the 

solar radiation spectrum, I have also explored the idea of modifying solar spectrum to match the 

PV absorption spectrum[6], [7]. It is presented in chapter three in details. The idea is to convert 

near-infrared photons into the visible spectrum where semiconductor PV devices can operate 

efficiently. One good converter, considering the extremely high efficiency compared with all 

other frequency upconversion mechanisms, is the upconversion nanoparticles (UCNPs) doped 

with rare-earth ions. They can absorb multiple near-infrared photons, and emit one visible 

photon. The UCNP I studied is β-NaYF4:18%Yb3+,2%Er3+, which is among the most efficient 

UCNPs. However, the efficiency is still only 4% under 10 W/cm2 excitation for micro-size 

power[70]. It drops further for smaller size particles commonly used in applications such as OPV 

devices, and bio-imaging. In order to improve the efficiency, people introduce the surface 

plasmon to enhance the upconverted luminescence. By aligning the surface plasmon resonance at 

the emission wavelengths, the emission rate can be enhanced up to roughly 10-fold [186], [187]. 
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Placing the surface plasmon resonance at the excitation wavelength, both absorption and energy 

transfer rate can be enhanced, leading to PL enhancement of several hundreds fold[73], [74]. I 

designed one-dimensional silver grating structure to support surface plasmon resonance at the 

excitation wavelength of 980 nm. The steady state PL experiment shows 16-fold enhancement of 

green emission, and 39-fold enhancement of red emission. The PL enhancement mostly comes 

from the absorption enhancement, which is only 3-fold. However, the PL enhancement under 

weak excitation is proportional to the square of absorption enhancement which explains the large 

PL enhancement we observed. Based on the steady state rate equations analysis, the extra 

enhancement factor of 1.7-fold comes from the enhanced energy transfer upconversion (ETU) 

coefficient. To gain deeper understanding of the plasmonic effect on ETU processes, I conducted 

the transient PL study by both experiment and transient rate equations analysis. I propose an 

approach to experimentally measure the ETU rate. The results show 2.5-fold enhancement of 

ETU rate with presence of plasmonics. In addition, I derived the internal upconversion 

efficiency, which is a quantitative metric of what portion of absorbed excitation photons 

contributes to the final visible emission. I find that the internal upconversion efficiency increases 

with stronger excitation power until it reaches saturation. The UCNPs within the plasmonic field 

can reach ultimate internal upconversion efficiency of 56%, while the UCNPs without plasmonic 

field can reach ultimate internal upconversion efficiency of 36%. This is the first report of 

experimentally measured plasmon enhanced ETU rate and internal upconversion efficiency. By 

the study on steady state PL and transient PL, I demonstrate that plasmonic field can improve the 

upconverted luminescence by enhancing the absorption, the ETU rate and the internal 

upconversion efficiency. My work elucidates the mechanism of plasmon enhanced upconverted 

luminescence, and serves as a guideline for more advanced design in the future.  
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In the last chapter, I switch the topic from solar energy conversion by traditional 

semiconductor PV devices to near-field thermal radiation engineering.  As we all know, the far-

field thermal radiation is limited by the blackbody radiation, where the energy is stored in 

propagating electromagnetic waves. However, in the near-field, the thermal radiation can far 

exceed the blackbody radiation[149] thanks to the abundant energy stored in the evanescent 

waves. Theory has shown that, at the resonance of evanescent waves, the electromagnetic energy 

density can be six orders of magnitude larger in the near-field than in the far-field regime. It is 

attractive if people can harvest the gigantic amount of thermal energy residing in the near-field. 

In order to produce resonant evanescent waves, people have tried excite the surface plasmon 

polaritons[148], and surface phonon polaritons[147]. However, both of the modes exhibit limited 

tunability of resonant frequencies. The introduction of spoof surface plasmon polaritons 

(SSPPs)[159] solves this issue, providing adjustable resonance frequency almost at 

anywhere[159]. I design a one-dimensional array of grooves in copper that can produce SSPPs at 

5 THz under far-field transverse magnetic plane wave excitation. The electric field enhancement 

in the near-field can reach a maximum of 20-fold compared to the incident field, which 

corresponds to energy density enhancement of 400-fold. By placing a bow-tie antenna 1 μm 

away from the metamaterial surface, the electric field at the antenna feed point reaches 30-fold 

enhancement where the enhancement was only 8-fold without the antenna. The overall energy 

density is enhanced by close to 1000-fold at the feed point in the final design. Similar work has 

been done with other designs[168]. However, in the application of near-field thermal energy 

harvesting, the excitation source is the thermal source instead of the far-field plane wave used in 

the structure design. The study of thermal excitation of resonant surface waves is scarce in the 

literature, though it is critical in understanding the near-field thermal radiation properties. The 
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difficulties lie both in the experiment and modeling. I implemented the thermal modeling based 

on FDTD method incorporating the Langevin approach to Brownian motion[170]. By applying 

the thermal excitation modeling to the same structure, the simulation results show the excitation 

of the same SSPP mode by the near-field thermal source as done by the far-field plane wave 

excitation. To the best of my knowledge, this is the first demonstration of thermally excited 

SSPPs. Due to the randomness in polarization of thermal source the coupling to SSPPs is about 

50% weaker than the far-field plane wave excitation. But still I observed 400-fold enhancement 

of energy density compared to that of blackbody body radiation. I believe that much higher near-

field energy density is achievable with more advanced designs. The significance of potential 

applications and interesting physics behind it make the near-field energy radiation a very 

promising topic.  
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6 Appendix 

 

6.1 Atomic force microscopy data for LBL UCNP layer thicknesses 

The UCNP particles possess hexagonal platelet shape and TEM only shows the lateral size. 

Therefore it is necessary to measure the actual thicknesses of LBL deposited layers. We 

conducted a series of atomic force microscopy scans to determine the thickness of one, three and 

five monolayers of UCNP samples. As shown in Fig. 6.1, the thickness increased linearly with 

the number of layers. The three-layer sample, which was used in this paper, had a thickness of 90 

± 2 nm.  

  

Figure 6.1 Atomic force microscopy measurements of thicknesses of 1, 3 and 5 layer UCNP films 

deposited by the LBL method. 
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6.2 PL spectroscopy experiment 

6.2.1 Steady-state PL spectroscopy 

I excite the UCNPs samples with a 980 nm laser diode (OEM laser) normally incident on the 

sample surface. The polarization is in the direction orthogonal to silver nanograting lines to 

excite the surface plasmon modes. For visible PL measurement, the excitation light reflected off 

the sample surface is rejected by a dichroic mirror (Thorlabs DMSP 805) while the visible PL 

signal is transmitted through the dichroic mirror and collimated by a convex lens with focal 

length of 5 cm. The collimated PL signal is then focused by another convex lens into the 

entrance slit of spectrometer (Acton SpectraPro 300i). A liquid nitrogen cooled Si CCD (Roper 

Scientific) is equipped with the spectrometer to detect and record the PL spectrum. In order to 

protect the detector from any stray laser light, short-pass edge filters (Scott KG5) are placed right 

before the spectrometer entrance slit. Same setup is used for NIR PL measurement with minor 

changes. The excitation laser is first cleaned up by a band-pass filter (Semrock LL01-980) with 

3.7 nm bandwidth centered at 980 nm. Then, I use NIR beam splitter cube, instead of dichroic 

mirror, to reflect the excitation laser to samples. The emitted PL signal from the sample passes 

through the beam splitter cube, and get collected to the spectrometer. In order to protect the NIR 

detector (Andor iDus InGaAs), I put one long-pass filter (Semrock BLP01-980R) before the 

monochromator entrance slit to attenuate the laser light and pass only the NIR emission from 

UCNPs.  

6.2.2 Time-resolved PL spectroscopy 

In the time-resolved PL spectroscopy, a square pulse train of 980 nm light from laser diode 

(Thorlabs L980P200) is used to excite UCNP samples at normal incidence. The laser pulse 

duration and duty cycle are controlled by a function generator (Wavetak model 166) connected 
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to the laser diode current driver (Thorlabs TCLDM9). For the transient NIR PL reported in this 

paper, I used a square wave with 20 ms period and 50% duty cycle. A band-pass filter (Semrock 

LL01-980) with 3.7 nm bandwidth centered at 980 nm is placed in front of the laser to filter out 

side band emissions. Then, the cleaned laser beam is expanded by a 5x achromatic Galilean 

beam expander to the diameter around 1 cm before it is focused tightly onto the sample surface. 

The excitation laser beam is directed onto the sample at normal incidence using a NIR beam 

splitter cube. For the plasmonic nanograting sample, I align the laser polarization orthogonal to 

the nanograting lines. The emission from the UCNPs is collimated and re-focused to a 

monochromator (Sciencetech 9057F) by two convex lenses. For transient NIR PL detection, I 

place one long-pass filter (Semrock BLP01-980R) before the monochromator entrance slit to 

attenuate the laser light and pass only the NIR emission from UCNPs. The monochromator is set 

at 1002 nm and the transient PL signal is recorded by a NIR photomultiplier tube (Hamamatsu 

H10330B-75), which is connected to a photon counter (Stanford Research Systems SR430). The 

photon counter input is synchronized with the laser pulse by the function generator, and the 

transient NIR PL is stored in the internal memory of photon counter. The same setup is also used 

for the transient green PL detection with the same 980 nm laser pulse excitation except that I 

replace the long-pass filter (Semrock BLP01-980R) by short-pass edge filters (Scott KG5), and 

deliver 550 nm light to visible PMT (Hamamatsu H11461P-11). The 980 nm laser excitation 

power is adjusted by the function generator output to laser diode current drive. I also measured 

the transient green PL under green laser (Thorlabs, DJ532-40) excitation at 532 nm using the 

same setup. The side band of excitation green laser is filtered by band-pass filter (Semrock FF01-

524/24). Before the monochromator entrance, the excitation green laser is attenuated by long-
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pass filter (BLP01-532R-25). For the green laser pulses, the square waveform has a period of 40 

ms with 50% duty cycle.  

 

6.3 Solutions to the steady-state rate equations 

For completeness, I rewrite the full set of rate equations given in Chapter three.  

   

dN D1

dt
=σΦN D0 −WD10N D1 + cBd 2N A2N D0 − cFd 2N D1N A0 − cd 3N D1N A1 − cd 4N D1N A2  (6.1) 

 
 (6.2) 

   

dN A2

dt
= cFd 2N D1N A0 − cBd 2N A2N D0 − cd 4N D1N A2 −WA20N A2 −WA21N A2  (6.3) 

 
  (6.4) 

 
 (6.5) 

   (6.6) 

  (6.7) 

Here Ni is the density of ions in the energy level i. The subscripts D1 and D0 represent the 2F5/2 

and 2F7/2 levels of donor (Yb3+), respectively, and A4, A3, A2, A1, and A0 indicate the 4S3/2, 4F9/2, 

4I11/2, 4I13/2 and 4I15/2 levels of acceptor (Er3+), respectively. W is the decay rate and the subscript 

indicates the initial and final states of the transition. For example, WD10 is the decay rate of donor 

ion from D1 to D0 state. cd2 , cd3 and cd4 are the energy transfer coefficients for the Förster energy 

transfer processes between the donor and the acceptor in A2, A3 and A4 levels, respectively. The 

additional subscripts, F and B, in the cd2 coefficient indicate the forward (donor to acceptor) and 

dNA1

dt
=WA21NA2 −WA10NA1 − cd 3ND1NA1

dNA3

dt
=WA43NA4 + cd 3NA1ND1 −WA30NA3

dNA4

dt
= cd 4ND1NA2 −WA40NA4 −WA43NA4

ND = ND0 + ND1

NA = NA0 + NA1 + NA2 + NA3 + NA4



 

 121 

backward (acceptor to donor) energy transfers. Finally, ND and NA are the doping densities of 

donor and acceptor, respectively, σ is the absorption cross section of the donor ion, and Φ is the 

incident light flux.   

In the steady state achievable under continuous-wave (cw) excitation, all time derivatives 

are zero. In the weak excitation limit, the densities of excited ions would be small and the decay 

processes are more efficient than upconversion. Thus, we may ignore  and  

terms in equations (3.1) ~ (6.3). Also the ground state populations of the donor and acceptor 

should be equal to the doping densities. 

   

dN D1

dt
= 0 =σΦN D0 −WD10N D1 + cBd 2N A2N D0 − cFd 2N D1N A0  (6.8)  

 
 (6.9) 

   (6.10) 

   (6.11) 

Equations (6.4)~(6.5) remain the same. From equations (6.8) and (6.3), we obtain, 

 0 =σΦND −WD10ND1 −WA20NA2 −WA21NA2 =σΦND −WD10ND1 −WA2NA2   (6.12) 

where . From equations (6.3), (6.9) and (6.12), we find, 

  ND1 =
cBd2ND +WA2

cFd2NA

NA2   (6.13) 

 NA2 =
σΦND

WA2 +WD10 cBd2ND +WA2( ) cFd2NA

 (6.14) 

   (6.15) 

  cd 3N D1N A1   cd 4N D1N A2

dNA1

dt
= 0 =WA21NA2 −WA10NA1

ND = ND0

NA = NA0

WA2 =WA20 +WA21

NA1 =
WA21

WA10

NA2
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Now we are ready to write the expressions for the green and red emission intensities. The green 

photon emission rate is given by, 

  ΦG =WA40NA4 =
WA40

WA4

cd 4ND1NA2   (6.16) 

where . Substituting equations (6.13) and (6.14) into (6.16) gives 

  ΦG = WA40

WA4

cd 4 cBd2ND +WA2( )ND
2

cFd2NA WA2 +WD10 cBd2ND +WA2( ) cFd2NA⎡⎣ ⎤⎦
σΦ( )2   (6.17) 

Similarly, the red photon emission rate is found to be, 

 

ΦR =WA30NA3 =WA43NA4 + cd 3ND1NA1 =
WA43

WA4

cd 4ND1NA2 +
WA21

WA10

cd 3ND1NA2

= WA43cd 4
WA4

+WA21cd 3
WA10

⎛
⎝⎜

⎞
⎠⎟

cBd2ND +WA2( )ND
2

c Fd2NA WA2 +WD10 cBd2ND +WA2( ) c Fd2NA( )2
⋅ σΦ( )2

(6.18) 

Although the equations (6.17) and (6.18) are rather complex, they clearly show the quadratic 

dependence on the incident photon flux consistent with the experimental data. For further 

simplifications, we compare the back transfer rate, cBd2ND , and the decay rate for A2 level, WA2. 

Due to the forbidden nature of f-f transition, WA2 is slow and know to be of the order of 103 s-

1.[70] In our case, the presence of metal surface introduces strong nano-radiative decay path, 

increasing WA2. From the experimentally measured PL decay in the NIR presented in Fig. 3.5(b) 

and Fig. 3.7, we anticipate WA2 is on the order of 104 s-1 in our samples. The back transfer 

coefficient, cBd2 , has been reported to be ~10-16 cm3/s for Yb-Er co-doped systems.[85],   [91] 

Since our donor density is 2 x 1021 cm-3, we have cBd2ND  between ~105 s-1, at least one order of 

magnitude greater than WA2. Furthermore, since we have WD10 ≈WA2 , cFd2 ≈ cBd2  and ND >> NA, 

we finally obtain reasonably simple expressions for the green and red emission. 

WA4 =WA40 +WA43
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 ΦG = WA40

WA4

cd 4cFd2NAND

cBd2WD10
2 ⋅ σΦ( )2    (6.19) 

 ΦR =
WA43cd 4
WA4

+WA21cd 3
WA10

⎛
⎝⎜

⎞
⎠⎟
cFd2NAND

cBd2WD10
2 ⋅ σΦ( )2  (6.20) 

In addition to the quadratic dependence on the excitation power density, equations (6.19) 

and (6.20) show the upconverted luminescence intensity should increase linearly with the donor 

and acceptor densities. Also, the upconverted luminescence intensity varies linearly with the 

energy transfer coefficients, cFd2 ,  and , and inversely with cBd2  and the square of donor 

decay rate, WD10. These simplified expressions provide the basis for determining the plasmon 

enhancement effects on various processes as discussed later. 

For the strong excitation limit, I first rearrange equations (3.1) and (6.3) as follows. 

 
  (6.21) 

In the strong excitation limit, the energy transfer processes dominate over the decay processes 

and we thus ignore all decay terms and only retain energy transfer terms in equations (6.21).[86] 

   (6.22) 

Finally, the green photon emission rate is given as, 

   (6.23) 

For the red photon emission rate, it contains two terms as shown in equation (6.18): one 

branching off A4 level and the other branching off A2 level. In the strong excitation limit, the 

energy transfer upconversion should generally dominate over decays and thus the decay of 

cd 3 cd 4

  

0 =σΦN D0 −WD10N D1 − cd 3N D1N A1 − 2cd 4N D1N A2 −WA20N A2 −WA21N A2

=σΦN D0 −WD10N D1 − 2WA21N A2 −WA20N A2 +WA10N A1 − 2cd 4N D1N A2

  0 =σΦN D0 − 2cd 4N D1N A2

ΦG =WA40NA4 =
WA40

WA4

cd 4ND1NA2 =
WA40

WA4

ND0

2
σΦ
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acceptor ion from A2 level to A1 level should be small compared to the upconversion into the 

A4 level, i.e. NA1 is very small. Thus the red photon emission rate cane be written as, 

   (6.24) 

Equations (3.10) and (3.11) show the linear power dependence on the excitation power density as 

observed in experiments. Also, it is important to note that the upconverted luminescence 

intensity depends only on the donor density and excitation power density but not on any of the 

energy transfer coefficients. 

6.4 Calculation of energy transfer rate enhancement near a silver surface 

As given in the Chapter three, the Förster energy transfer rate for a donor-acceptor pair in a 

dispersive and absorbing medium given by 

 
 
WET = dωσ A(ω )∫ σ D (ω ) !w(ω )   (6.25) 

where σ A  and σ D  are the free-space absorption and emission spectra of acceptor and donor, 

respectively. The information about the medium is contained in  w(ω ) , which can be expressed 

in terms of the dyadic Green function as follows 

 
 
!w(ω ) = 2π

"2
ω 2

ε0c
2 dA

∗ ⋅G(rA ,rD ,ω ) ⋅dD
2
  (6.26) 

If the dyadic Green function varies slowly with frequency compared to the linewidth of 

the absorption and emission spectra of acceptor and donor, the energy transfer rate can be 

approximately expressed in terms of the Green function evaluated at the energy transfer 

frequency, ωD ≈ω A , as 

 
 
WET = !w(ωD ) dωσ A(ω )∫ σ D (ω )   (6.27) 

 
ΦR =

WA43

WA4

cd 4NA2ND1 + cd 3NA1ND1 
WA43

WA4

cd 4NA2ND1 =
WA43

WA4

ND0

2
σΦ
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The dyadic Green function for a donor-acceptor pair placed close to a planar interface 

between two media can be expressed as 

 G(rA ,rD ,ω ) =G
bulk (rA ,rD ,ω )+G

refl (rA ,rD ,ω )   (6.28) 

where Gbulk (rA ,rD ,ω )  is the Green function for uniform space and Grefl (rA ,rD ,ω )  is the Green 

function representing the contribution from the interface. Dung et al.{Dung:2002dr} derived 

analytical expressions for Grefl (rA ,rD ,ω )  when both the donor-acceptor pair separation and their 

distance from the interface are small compare to the wavelength.  

Gxx,yy
refl = 1

4π k1
2
ε2 − ε1
ε2 + ε1

zD + zA( )2 ± 2 xD − xA( )2

zD + zA( )2 + 2 xD − xA( )2⎡
⎣

⎤
⎦
5/2

Gxz,zx
refl = ± 1

4π k1
2
ε2 − ε1
ε2 + ε1

3 zD + zA( ) xD − xA( )
zD + zA( )2 + xD − xA( )2⎡

⎣
⎤
⎦
5/2

Gzz
refl = ± 1

4π
ε2 − ε1
ε2 + ε1

1

zD + zA( )2 + xD − xA( )2
2 zD + zA( )2 − xD − xA( )2

k1
2 zD + zA( )2 + xD − xA( )2⎡
⎣

⎤
⎦
2 +1

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪

  (6.29) 

where ε1 and ε2 are the permittivities of the two media (donor-acceptor pair is embedded in ε1), k1 

is the wave number in medium 1, and x and z are the coordinates of the donor and the acceptor 

as indicated by the subscript. Using theses expressions, we now calculate energy transfer rate 

enhancement for a donor-acceptor pair embedded in a dielectric medium of refractive index 1.3 

and placed close to a silver surface. Fig. 6.2 shows the energy transfer rate enhancement factor 

for a donor-acceptor pair separated by 3.4 nm, which is our lower bound estimate for rA2. In this 

system, the surface plasmon frequency at which ε1 = −Re(ε2) corresponds to 340 nm. As shown, 

there can be a significant enhancement at frequencies slightly lower than the surface plasmon 

frequency. The enhancement is larger for shorter distances from the metal surface. Additionally, 

the enhancement factor was calculated for various donor-acceptor distances, as shown in Fig. 



 

 126 

6.3, while the donor-metal distance was fixed at 0.03λsp. The enhancement varies greatly for 

different donor-acceptor orientations but in general the enhancement begins to emerge at a 

distance of 2 nm and increases with increasing donor-acceptor distance. These results do not 

represent the anticipated enhancement in the energy transfer rate in our nanograting sample. 

However, they do show that the energy transfer rate is enhanced near plasmon resonance 

frequency and suggest it is likely that the energy transfer rate is enhanced in the nanograting 

sample. 

 

Figure 6.2 Energy transfer rate enhancement factor calculated for a donor-acceptor pair with a pair 

separation of 3.4 nm placed at various distances, z, from the silver surface. ωsp and λsp represent the 

surface plasmon frequency and wavelength, respectively. For the present case, λsp = 340 nm.  
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Figure 6.3 Energy transfer rate enhancement factor as a function of donor-acceptor distance. The donor 

is placed at 0.03lsp away from the metal surface where lsp = 340 nm. In the legend, horizontal corresponds 

to xx, yy case in Eq. (6.29). Diagonal data corresponds to xz, zx case in Eq. (6.29). Vertical corresponds 

to zz case in Eq. (6.29). 

6.5 Purcell factor calculation based on finite element modeling 

I evaluated Purcell factor following the method by Gong et al.[128] from the finite element 

modeling results. The Purcell factor was calculates as,  
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where n is the refractive index of UCNP layer, Q is the quality factor extracted from the 

measured reflectance spectra in Fig. 3.2a. The E-field was averaged over the UCNP layer, and 

Vspp is the surface plasmon mode volume which was calculated by 

 

!!

Vspp =
εE E x ,z( ) 2dxdz∫∫

max εE E x ,z( ) 2⎡
⎣⎢

⎤
⎦⎥

Y   (6.31) 

The integral is over one period of the surface plasmon mode as shown in Fig. 3.2(a) inset. 

!εE  is the effective dielectric constant with expression of 
!
εE = d ωε( ) dω . Y is the length of 

grating which was illuminated in reflectance spectrum measurement. In our case, it was around 

200 μm.  

 

Figure 6.4 Purcell factor of UCNP on nanograting due to the excitation of surface plasmon mode. The 

Purcell factor reaches maximum of 2.48 at 988 nm. The Purcell factor at 980 nm was 1.78. 

0"

0.5"

1"

1.5"

2"

2.5"

3"

900" 920" 940" 960" 980" 1000" 1020" 1040" 1060"

Pu
rc
el
l"f
ac
to
r"

Wavelength"(nm)"



 

 129 

6.6 Emission pattern calculation based on finite element modeling 

The emission patterns of the naongrating and reference samples were also obtained from finite 

element modeling (COMSOL Multiphysics). Basically, I put a dipole source with emission 

wavelength of 550 nm (UCNP green emission band) at the center of UCNP layer and calculated 

the emitted power within the solid angle captured by our collection lens (NA = 0.13) used in PL 

measurements. To take into account the random polarization of UCNP emission, I repeated this 

calculation over different dipole polarization orientations with 15-degree intervals and obtained 

an average. The difference was negligibly small, ∼4%.  

 

6.7 Rate equation analysis of the NIR PL decay.  

The NIR PL decay follows the same equation as the rise except the pumping term: 

 
  

dN D1

dt
= −WD10N D1 − cd 3N D1N A1 − 2cd 4N D1N A2   (6.32) 

During the decay process, the population of NA2 and NA1 can be approximated by single 

exponential as NA2 t( ) = NA2
0 e−WA2t

 and NA1 t( ) = NA1
0 e−WA1t , respectively. Here, NA2

0  and NA1
0  are 

the steady state population of intermediate energy levels A2 and A1 at t = 0, and WA2 and WA1 are 

the corresponding decay rates. Directly solving the equation (6.32), I obtained the normalized 

population of ND1   

ND1 t( ) = exp −WD10t −
2cd 4NA2

0

WA2

1− e−WA2t( )− cd 3NA1
0

WA1

1− e−WA1t( )⎡

⎣
⎢

⎤

⎦
⎥   (6.33) 

For  t min 1 WA2 ,1 WA1{ } t ≪ min 1 W!" , 1 W!" , the normalized population of ND1 can be 

approximated by 
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 ND1 t( ) = exp − WD10 + 2cd 4NA2
0 + cd 3NA1

0( )t⎡⎣ ⎤⎦   (6.34) 

The total decay rate WD1,decay of NIR PL is then given as, 

 WD1,decay =WD10 + 2cd 4NA2
0 + cd 3NA1

0   (6.35) 

This is exactly the same as the rise rate expressed in equation (3.26), except for the excitation 

term.  

 

6.8 Rate equation analysis of the green PL decay 

The decay curves of green emission under 980 nm laser excitation are shown in Fig. 6.5 for the 

nanograting and reference samples. Again, I observed slow decay at the beginning as a result of 

competition between upconversion and decay. Later, all decay curves follow the intrinsic decay 

as shown in green line in Fig. 6.5.  
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Figure 6.5 Green emission decay (blue lines) of UCNPs on nanograting (nanograting sample) and on 

silver film (reference sample) under weak and strong excitation power densities. The green emission 

decay of UCNPs upon green laser excitation is a single exponential decay with a decay time of 95 µs 

(green line). The black dash lines are the fittings using Eq.(6.38). All experimental PL decay curves are 

normalized with the steady state PL intensities, and plotted in logarithmic scale. 

The equation (3.28) in Chapter three applies for green emission decay process as well. I 

re-write it here:  

 
  

dN A4

dt
= cd 4N D1N A2 −WA4N A4   (6.36) 

The description and the values of the coefficients can be found in manuscript. In the 

decay process, the intermediate energy level population, ND1 and NA2, can be approximated by 

single exponential decay: ND1 t( ) = ND1
0 e−WD1t  and NA2 t( ) = NA2

0 e−WA2t , where ND1
0  and NA2

0  are 
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the steady state population of D1 and A2 levels at t = 0, and WD1 and WA2 are the decay rate of 

ND1 and NA2 respectively. The ETU term can then be written as, 

   cd 4N D1N A2 = cd 4N D1
0 N A2

0 e− WD1+WA2( )t   (6.37) 

Substituting this expression for c!"N!"N!" into Eq. (6.36), and solving for the normalized decay 

expression of green emission yields, 

 
  
N A4 t( ) = WA4

WA4 −Wtotal

e−Wtotalt −
Wtotal

WA4

e−WA4t⎡

⎣
⎢

⎤

⎦
⎥   (6.38) 

where Wtotal is the sum of decay rates WD1 and WA2.  

The experimentally measured green decay was fitted by Eq. (6.38) to extract the total 

decay rate Wtotal. Since I had measured the NIR emission decay of donor ions WD1, I can subtract 

it from Wtotal to obtain acceptor ion NIR decay rate WA2. The results are listed in Table 6-1. As we 

can see, the NIR decay rates of acceptor ions equal to its rise rates presented in the manuscript. 

And once again the ratio of NIR decay rates of acceptor ions to that of donor ions stay constant 

at 1.5 irrespective of the excitation conditions.  

 
Nanograting,   

0.14 kW/cm2 

Reference,  

0.26 kW/cm2 

Nanograting,  

28 kW/cm2 

Reference,  

25 kW/cm2 

Wtotal  1.47 x 104 s-1 1.47 x 104 s-1 3.57 x 104 s-1 2.17 x 104 s-1 

WD1 5.88 x 103 s-1 5.88 x 103 s-1 1.41 x 104 s-1 8.93 x 103 s-1 

WA2=Wtotal-WD1 8.85 x 103 s-1 8.85 x 103 s-1 2.16 x 104 s-1 1.28 x 104 s-1 

WA2/WD1 1.51 1.51 1.53  1.43  

Table 6-1 The sample information and excitation conditions are listed in first row. The total NIR decay 

rates obtained from the green emission decay at different excitation power densities are listed on the 

second row. The third row shows the NIR decay rate of donor ions from NIR PL analysis presented in 
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manuscript. The acceptor ions NIR decay rates WA2 are listed on fourth row. The last row shows the ratio 

of acceptor NIR decay rates to donor NIR decay rates. 

 

6.9 Temperature of UCNPs under excitation 

As described in Chapter three, the UCNP temperature can be extracted from the ratio of two 

green emission bands (IS: 4S3/2à
4I15/2, IH: 4H11/2à

4I15/2)  

 !!IH IS =Cexp −ΔE /kBT( )   

Here, ΔE = 600 cm-1 is the energy gap between level 4S3/2 and 4H11/2, and C is constant.  

 

Figure 6.6 Intensity ratio of two green emission band under different excitation power densities for 

nanograting sample and reference samples. 

The ratio, IH/IS, is shown in Fig. 6.6 for all excitation conditions used in this paper, 1 

kW/cm2 ~ 61 kW/cm2. Assuming the temperature of the sample under the weakest excitation (1 

kW/cm2) is equal to the room temperature, 300K, I obtain the sample temperatures under all 

other excitation conditions as shown in Fig. 6.7.  
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Figure 6.7 Sample temperature under various excitation conditions  
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