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ABSTRACT 

Stable isotopes of hydrogen and oxygen in polar ice cores provide information about local 

temperature and atmospheric circulation. We use a multi-taper method (MTM) of spectral analysis 

on a continuous high-resolution (i.e. mm-scale) Greenland water isotope record, recently recovered 

from the East Greenland Ice Core Project (EGRIP), to determine how interannual and decadal 

temperature variability changed throughout the past 50 thousand years. We are specifically 

interested in trends across the most recent glacial-interglacial transition and across millennial scale 

Dansgaard-Oeschger (i.e. stadial-interstadial) cycles to elucidate how large temperature changes 

affect variability around the mean in Greenland. To further understand global relationships in 

variability, we later make comparisons with mm-scale ice core records from the South Pole (SPC) 

and the West Antarctic Ice Sheet Divide (WDC). Our results reveal a strong coupling between 

mean temperature and high-frequency (i.e. 7-15 year) climate variability at EGRIP. On average, 

the Last Glacial Period (LGP; 11.7-50 ka bp) exhibits 2.5 times greater variability than the 

Holocene and within the context of the LGP, cold stadial periods are 1.5 times more variable than 

warm interstadial periods. We provide a plausible mechanism for the trend we observe across 

Dansgaard-Oeschger (DO) cycles in northeast Greenland: a larger sea ice area coupled with a 

more variable sea ice front may explain the increased isotopic variability during cold stadial 

periods. In contrast, neither Antarctic site (SPC or WDC) exhibit changes in high-frequency 

variability across millennial scale warm phases, known as Antarctic Isotope Maxima (AIM) events, 

that occur with each DO Event. While elucidating exact forcing mechanisms for observed trends 

in high-frequency variability is outside the scope of this study, we provide critical benchmarks and 

reasonable hypotheses to test in future climate modeling research.  
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Chapter 1: INTRODUCTION 

In this study, we utilize new, high-resolution ice core records from Greenland and 

Antarctica to understand past climate variability. Using water isotopes, a proxy for local 

temperature, we interpret the amplitude of high-frequency signals in the range of interannual to 

decadal scales. This analysis is made possible by advances in technology that allow for 

continuous sampling of ice at millimeter-resolution. No other geologic record beyond ice cores 

allows for this level of sampling resolution extending continuously so far back in time, as much as 

50,000 years before present in this study. 

 In many ways, our work helps elucidate not only the mean temperature history of 

Greenland and Antarctica, but also the variability around the mean. The latter point, variability 

around the mean, is actually quite complex, often misrepresented in the literature, and is rarely 

possible in paleoclimate studies due to a lack of data resolution. Here, we quantify variability at 

interannual to decadal scales, provide interpretations of our results and ultimately, set the scale for 

General Circulation Model studies that could elucidate the climatological drivers of the patterns 

we document. 

 

1.1. Importance of Ice Cores 

Paleoclimate proxies are derived from preserved geologic materials, such as rock or ice, 

that can be correlated with various past and present environmental parameters. This information 

allows scientists to understand climate prior to modern measurements and more importantly, 

before anthropogenic activity perturbed existing climate cycles. Common proxy indicators can be 
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found in lake and ocean sediment cores, tree rings and coral reefs, but ice cores are unmatched in 

their ability to provide high detail reconstructions of paleoclimate conditions. 

Polar ice sheets form layer by layer through continuous accumulation and compression of 

snowfall into glacial ice, effectively trapping and stratifying anything from dust particles to air 

bubbles. Regions of these ice sheets can grow to be several kilometers thick, creating multi-

thousand-year archives of past atmospheric composition, temperature, tephra from volcanoes and 

more. Collectively, these variables and their behavior through time help illustrate the most accurate 

representation of global climate before anthropogenic interference. Deep ice core drilling is 

required to collect these archives and various analytical methods are used to obtain the invaluable 

climate information. For the purposes of this study, we discuss techniques used in meteoric water 

isotope analysis of polar ice cores and the importance of this science. 

 

1.2. Water Isotopes 

Together, hydrogen (H) and oxygen (O) create water. The actual composition of a water 

sample is more complicated because both H and O have several isotopes, or varieties of the same 

element differing in number of neutrons and thus, mass. Some stable isotopes of hydrogen and 

oxygen include 1H, 2H or “D”, 16O, 17O, and 18O (note: 17O will not be used in this study and can 

be ignored). There are other isotopes that we do not consider, including those that are unstable 

and decay to other forms. Water molecules exist in various isotopologues, or combinations of 

naturally occurring isotopes. The most abundant of these is 1H216O (99.73098%), while 1H218O 

and 1HD16O exist in much lesser quantities (0.199978% and 0.031460% respectively) (Galewsky, 

2016). These isotopologues are critical to climate science because they behave differently within 

the water cycle and can be used to interpret global hydrologic patterns through a mass dependent 
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process known as isotopic fractionation (Dansgaard, 1964). This phenomenon describes the 

ordered movement of isotopologues during phase change and is best explained by comparison of 

molecular bond strengths. 

 

1.3. Isotopic Fractionation 

Energy of a molecule is constituted by several components including electronic, 

translational, rotational and vibrational energies. The last three of these, and primarily vibrational 

energy, supply modes of motion (i.e. kinetic energy) for molecular systems. In brief, this motion is 

inherently linked to bond strength and 

consequently drives differences in chemical 

behavior among isotopes of the same element. 

Vibrational energy, unlike translational and 

rotational, can be described using a quantum 

spring analogy, where the potential energy of a 

diatomic molecule is a function of its interatomic 

distance. Specifically, more massive isotopes (e.g. 

D or 18O) possess lower vibrational energy than 

their less massive counterparts (e.g. 1H or 16O) and 

are therefore able to exist closer together when bonded in a molecule. This reduced interatomic 

distance among heavier isotopologues results in elevated potential energy which, in turn, produces 

stronger bonds between atoms. In other words, bonds involving more massive isotopes will be 

stronger and more ordered. Therefore, water molecules containing heavy isotopes are much 

harder to break and naturally prefer to exist in denser, lower energy states (e.g. liquid state 

Figure 1.1: Energy diagram from molecular 
hydrogen; heavier isotopes of H2 have 
greater potential energy due to lower 
interatomic distance (White, 2013) 
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preferred to a gaseous one) (Kendall & Caldwell, 1998). It is this quantum behavior that drives 

fractionation during phase change and produces observable patterns within the hydrologic cycle.  

Two processes, evaporation and condensation, primarily dictate how water isotopes are 

fractionated within the hydrologic cycle. Fast, unidirectional processes, such as evaporation, are 

referred to as kinetic reactions because they are governed by the relative velocities at which reactants 

move. During kinetic fractionation, molecules with higher kinetic energy (i.e. less massive 

molecules) react more quickly and become physically separated from reactants. In terms of 

evaporation, gaseous water becomes physically separated from liquid water (Kendall & Caldwell, 

1998), and light isotopologues preferentially, but not exclusively, concentrate in the less dense (i.e. 

gaseous) product pool (Galewsky, 2016). 

Reversible processes, such as condensation, allow reactants and products to equilibrate and 

are thus referred to as equilibrium reactions. During equilibrium fractionation, forward and back 

reactions cause a constant redistribution of isotopes of the same element among various chemical 

species, and total energy of the system is minimized by the formation of stable bonds. In terms of 

condensation, heavy isotopes preferentially, but not exclusively, gravitate towards water molecules 

with stronger bonds and typically accumulate in the denser (i.e. liquid) material (White, 2013; 

Kendall & Caldwell, 1998).  

Putting these ideas together, we can build a general framework for how water isotopes are 

fractionated within the hydrologic cycle. Evaporation occurs anywhere water is present and causes 

all atmospheric air to contain some subsaturated level of water vapor. Due to kinetic fractionation 

during evaporation, water vapor in the air will be isotopically lighter than the liquid surface water 

it came from. Cloud formation occurs when water vapor reaches saturation and condenses into 

visible water droplets. Because lower atmospheric temperatures have a decreased capacity for 
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water vapor, saturation is typically achieved through convection, the tendency for warm (i.e. less 

dense) material to rise and cool (i.e. become more dense). Generally speaking, cloud formation 

occurs in equatorial regions where convection is strong due to consistent evaporation from the 

ocean and strong heating of the lower atmosphere via direct solar radiation. As saturation takes 

place, equilibrium fractionation preferentially transfers heavy isotopologues to a liquid water state. 

When enough condensate accumulates in the cloud, precipitation removes the isotopically heavy 

water from the system and ultimately causes the cloud and its subsequent condensate to become 

isotopically lighter and lighter as it travels away from its point of formation (Galewsky, 2016). This 

framework can be modeled by Raleigh Distillation discussed in section 1.5. 

 
Figure 1.2: Simple visualization of fractionation effects on water isotope composition during the 
hydrologic cycle; Water isotopes fractionate during both evaporation and condensation causing 
clouds to become isotopically depleted the further they travel from the point of formation 

 

1.4. Delta Notation 

It is important to understand how isotopic fractionation is scientifically quantified using 

delta notation (𝛿).  Due to the rarity of D and 18O in nature, this method compares the ratio of 

heavy to light isotopes in a sample to that of a standard. Vienna Standard Mean Ocean Water 
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(VSMOW) is a common standard used in analysis of meteoric water and is defined as having an 

isotopic composition of 0 per mil:   

 
δ = $%

R!"#$%&	
R!'"()"*)

( − 1+ × 1000 
(1) 

This comparison effectively quantifies, in per mil (i.e. parts per thousand), the relative 

depletion of heavy isotopes in some given water sample from that of the standard (Dansgaard, 

1964). For the purposes of this study, we will use the following equations:  

 
δD = $%

D/1H!"#$%&	
D/1H+,-./

( −  1+ × 1000 
(2) 

 

 
δ18O = 01

18O/16O012345 	
18O/16O6789:

3 − 14 × 1000 
(3) 

Samples with lower, more negative 𝛿 values contain fewer heavy isotopes and are said to 

be “depleted”. Samples with higher, less negative 𝛿	values contain more heavy isotopes and are 

referred to as “enriched” (Galewsky, 2016). For example, a 𝛿D value of -300 per mil means the 

water sample is depleted in D by 300 parts per thousand compared to VSMOW. 

 

1.5. Rayleigh Distillation 

While fractionation describes the partitioning of heavy from light isotopes during phase 

change, Raleigh Distillation models the progressive isotopic depletion of clouds during 

condensation and precipitation under idealized conditions (i.e. cooling always proceeds condensate 

formation and that condensate is irreversibly removed upon formation). Along the path of this 

idealized air parcel, the ratio of heavy to light isotopes can be described by: 

 d ln R* = (α;% (T) − 1)d	lnq (4) 
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where Rr represents the isotopic composition of the vapor mass, α;% (T) is the temperature 

dependent fractionation factor and q is the water vapor mixing ratio (Galewsky, 2016). This 

equation can be integrated to: 

 R*		 = R=f>!
" (@)BC (5) 

where R0 represents the initial isotopic composition of the vapor mass and f is the fraction of 

original vapor remaining (Gat, 1996). Figure 1.3 illustrates the Raleigh framework applied to a  

cooling vapor rich air parcel with 𝛿18O = -10‰ and T = 25°C, conditions typical of fresh ocean 

evaporation. The difference between the 

vapor (black line) and condensate (grey 

line) is a result of isotopic fractionation 

enriching the condensate pool by 

approximately 10‰. This relationship 

moves in lockstep until T = 0°C when 

precipitation changes from rainfall to 

snowfall. This shift increases the 

fractionation factor which leads to a 

temporary enrichment of the condensate 

pool, and subsequent rapid depletion of 

the vapor pool as temperature continues to cool. Using this model, the isotopic composition of a 

meteoric water sample is largely a product of each fractionation event that occurred during that 

cloud’s movement within the hydrologic cycle and the average atmospheric temperature along that 

path. While all polar precipitation does not originate from waters of the same temperature or the 

same location, this model is sufficient in interpreting most observations (Dansgaard, 1964).  

Figure 1.3: Raleigh model with initial isotopic vapor 
composition set to -10 ‰ and T = 25°C  
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1.6. 𝛿18O and 𝛿D 

It is important to note that the isotopic 

composition of an individual precipitation 

sample cannot directly measure condensation 

temperature because several real-world 

parameters (e.g. initial composition, 

thermodynamic conditions during cooling, etc.) 

are not modeled under Raleigh conditions. 

Despite this, a tight linear correlation does exist 

between mean annual surface air temperature 

and mean annual isotope composition of 

precipitation (𝛿18O or 𝛿D) in mid and high 

latitude regions (Dansgaard, 1964). This relationship is especially well observed in Greenland and 

Antarctica and allows annual to millennial first order temperature to be inferred from polar ice 

cores (Jouzel et. al, 1997). In Greenland specifically, mean annual isotope composition of 

precipitation has been empirically defined as:  

 δD = 5.6	T" − 100‰ (6) 

 δ18O = 0.69	T" − 13.6‰ (7) 

where Ta is the mean annual temperature at the data collection site (Dansgaard, 1964).  

 Because polar ice sheets very rarely experience surface melt events, any precipitation that 

lands in these locations is preserved and stratified. Ice cores drilled atop ice sheet domes and 

summits therefore offer relatively undeformed layers of precipitation which can be sampled to 

Figure 1.4: Linear relationship between mean 
annual temperature and mean annual isotope 
composition of precipitation (Dansgaard, 1964) 
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produce multi-thousand-year water isotope (𝛿18O or 𝛿D) signals throughout modern geologic 

history. By interpreting these signals as relative temperature, we can begin to understand natural 

climate variability prior to modern measurements.  

 

1.7. Climate Signals 

Earth’s climate system, in its entirety, is constituted by a continuum of climate signals which 

operate at unique frequencies and are driven by a multitude of different factors. Some signals, 

especially those in the high-frequency range, are easier to comprehend because they operate on 

timeframes that humans can experience and identify with. One such example is the annual signal, 

characterized by a seasonal rise and fall of temperature at mid and high latitudes and forced by 

Earth’s 23.5° axial tilt and the disproportionate hemispheric heating it causes during orbit. In 

mathematical terms, the annual signal can be described as having a period of one year and a 

frequency of one occurrence per year.  

At the opposing end of the spectrum, some signals are so low frequency that we, humans, 

cannot experience them in a lifetime. One such example is the long term glacial-interglacial signal 

driven by Earth’s three major orbital movements, known as Milankovitch cycles. These include 

eccentricity (the shape of Earth’s orbit: 100,000-year cycles), obliquity (axial tilt: 41,00-year cycles) 

and precession (direction of Earth’s axis: 26,000-year cycles). Together, these cycles significantly 

affect the amount of incoming solar radiation that reaches Earth, causing variations of up to 25% 

(Buis, 2020). Ice core records provide strong evidence that Milankovitch cycles have triggered the 

start and end of glacial periods throughout the last ~800,000 years. This glacial-interglacial signal 

is evident in the raw water isotope signals of the oldest continuous ice cores (e.g. Vostok, Dome C) 
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and can be described as having 

period of ~100,000 years and a 

frequency of ~1/100,000 

occurrence per year (Petit et al., 

1999).   

Both the annual and 

glacial-interglacial signals are 

driven primarily by external 

forcing (i.e. agents which affect 

climate but exist outside the 

climate system itself) and have been explained by Earth’s orbital configuration. Between these two 

extreme examples exist a continuum of climate signals which are driven by a combination of external 

and internal forcing (i.e. agents which exist within the climate system). These signals operate on 

interannual, decadal, centennial and millennial cycles and can also be recorded by water isotopes 

in precipitation at the poles.  

A significant millennial scale climate signal recorded by Greenland ice cores is the abrupt 

alternation between stadials (i.e. cold periods) and interstadials (i.e. warm periods), also known as 

Dansgaard-Oeschger (DO) Cycles, during the Last Glacial Period (LGP). This cycle is 

characterized by the rapid onset of a warm quasi-stable climate state, ranging from hundreds to 

thousands of years, and followed by a less abrupt return to baseline glacial conditions (Wolff et al., 

2010). Some have argued that the stadial-interstadial cycle operates on a periodicity of 1,500 years, 

(Grootes & Stuiver, 1997; Schulz, 2002) although others are not convinced (Ditlevsen et al., 2007). 

Figure 1.5: Water isotope record from Vostok ice core 
containing evidence of 100,000 year glacial-interglacial cycles 
(Petit et al., 1999) 
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Further ice core evidence shows that interstadials in the northern hemisphere are in antiphase with 

less prominent warm periods, known as Antarctic Isotope Maxima (AIM) events, in the southern 

hemisphere. AIM events are characterized by gradual climatic warming that peaks approximately 

200 years after the onset of abrupt DO warming, suggesting an interhemispheric redistribution of 

heat through the ocean during the LGP (Buizert, et al., 2015b; Blunier et al., 2001). To date the 

most widely accepted explanation for this phenomenon, known as the “bi-polar see saw”, is a 

millennial scale bi-stability (i.e. fluctuation from strong to weak state) in Atlantic Meridional 

Overturning Circulation (AMOC).  While the exact driver of this bi-stability is still contended, 

some suggested internal drivers include freshwater discharge from the Greenland ice sheet (Bond et 

al., 1999), increased rain in the North Atlantic (Eisenman et al., 2009), changing ice sheet mass 

(Zhang et al., 2014), atmospheric CO2 forcing (Zhang et al., 2017) and more.  

 
Figure 1.6: Ice core evidence from WDC and NGRIP of antiphase between DO events in the 
northern hemisphere and AIM events in the southern hemisphere (Buizert et al., 2015b) 

Depending on a variety of factors, such as adequate ice core depth, local precipitation 

accumulation and sampling resolution, the continuum of climate signals can be preserved to 
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varying degrees in water isotope signals of ice cores and examined via spectral analysis (discussed 

in section 1.10). In this study, we are able to analyze high-frequency climate signals, namely those 

in the interannual and decadal range, at our study sites well into the LGP. We are especially 

interested in how the strength (i.e. amplitude) of these high-frequency signals evolved over the 

course of larger scale, lower-frequency climate cycles, such as glacial-interglacial periods and 

stadial-interstadial periods in Greenland. The temporal evolution of decadal scale amplitudes can 

be different than that of millennial scale amplitudes, since these wavelengths can be forced by 

different climate dynamics, both internal and external. This notion of the “strength” of high-

frequency climate cycles is central to our investigations yet has only recently begun being studied 

(Jones, 2018; Hughes et al., 2020) due to limitation in water isotope sampling technology.  

Climate signals of all scales operate on relatively consistent cycles, as discussed above, but 

can differ in amplitude over time. What we mean specifically is that climate signals, especially those 

in the higher frequency range, exist through various large-scale climate states, with differing mean 

temperature conditions, and variation from the mean state can vary greatly due to a number of 

internal forcing mechanisms (see Figure 1.7). In this study, we interpret those changes in strength 

as long term “climate variability”. Currently, there exists a substantial knowledge gap in this field 

and obtaining location specific records of high-frequency climate variability will be invaluable in 

elucidating drivers of global climate on all scales. 
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Figure 1.7: Visualization of a synthetic annual signal during three different climate states; By our 
definition, climate variability is strongest in climate state 1 and weakest in climate state 3 

 

1.8. Site Descriptions 

1.8.1. Greenland 

This study utilizes the EGRIP (East Greenland Ice Core Project) and NGRIP (North 

Greenland Ice Core Project) water isotope records to delineate the evolution of high-frequency 

climate signals in the northern hemisphere throughout the past ~50,000 years. We aim to understand 

how climate variability changed, if at all, from the Last Glacial Period (LGP) to the Holocene and 

are also interested in smaller scale LGP events, such as stadial-interstadial transitions. The high-

resolution (mm-scale sampling) EGRIP water isotope record coupled with spectral analysis 

techniques used in this study will offer new insights and circumvent limitations that have arisen 

with earlier Greenlandic water isotope records. The lower resolution (cm-scale resolution) NGRIP 

record will mainly be used to compare and verify general trends. 
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Figure 1.8: Location of EGRIP and NGRIP in relation to other Greenland ice core drilling sites; 
(Mojtabavi et al., 2019); IS is located on a fast moving ice stream while NGRIP is located at the 
ice sheet divide.  

 

Drilling of the NGRIP ice core began in 1999 and reached bedrock in 2003. This core was 

drilled on a plateau of stable ice near the center of Greenland (75° 1´ N and 42° 32´ W) and resulted 

in a relatively undisturbed core extending 120 ka through the last ice age. Drilling of the more 

recent EGRIP (75° 38´ N and 35° 60´ W) ice core began in 2016 and is expected to conclude the 

summer of 2022. The main objective of this core is to better understand ice flow dynamics of the 

North East Greenland Ice Stream (NEGIS), but it will also provide various climate archives, one 

being a water isotope record, dating back at least halfway through the last glacial period (i.e. 50 ka 

BP) and likely further (Mojtabavi et al., 2019). Already, as of the writing of this thesis, data to 50 

ka for EGRIP is available for climate analysis. Data obtained from both EGRIP and NGRIP serves 

to represent central Greenland paleoclimate dynamics. More broadly, this data can be used to 

better understand Arctic paleoclimate dynamics. 
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1.8.2. Antarctica 

This study also utilizes the SPC (South 

Pole Ice Core Project) and WDC (West 

Antarctic Ice Sheet Divide Ice Core) high-

resolution (mm-scale sampling) water isotope 

records to delineate the evolution of high-

frequency climate signals in the southern 

hemisphere throughout the same time frame 

(0-50 ka bp). We are similarly interested in how 

climate variability shifted from the LGP to the 

Holocene and across warm and cold periods in the LGP that alternate on millennial timeframes, 

known as Antarctic Isotope Maxima (AIM) events.  

Drilling of the WDC (79° 48´ S and 112° 11´ W) ice core ran from 2006 to 2011 atop the 

West Antarctic Sheet Divide. This divide separates ice that flows to the Ross Sea from ice that 

flows towards the Weddell Sea and is known for its high annual precipitation rate (~16 cm yr-1) 

(Fudge et al., 2017). Consequently, a key characteristic of the WDC core is its thick annual layers 

which have been used to inform high-resolution paleoclimate reconstructions (Buizert et al., 

2015a). Due to its proximity to the Pacific Basin, WDC data can be used to extrapolate tropical 

Pacific paleoclimate dynamics (Jones et al, 2018).  

SPC, the most recent U.S. funded deep ice core, was drilled between 2014 and 2016 at the 

southernmost point of our planet and is the only core drilled above 80° S that extends into the last 

glacial period. Although East Antarctica generally receives very little accumulation on an annual 

Figure 1.9: Location of West Antarctic Ice Sheet 
Divide Core (WD) and South Pole Core (SP) in 
relation to other ice core drilling sites 
(icecores.org) 
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basis, the drilling site of SPC receives an uncharacteristic 8 cm of precipitation a year (Winski et 

al., 2018). These conditions provide a unique opportunity to understand high-frequency 

paleoclimate variability at the East Antarctica interior.  

 

1.9. Ice Core Chronologies 

In order to accurately contextualize climate events through time, ice core age-depth scales 

must be created and calibrated against existing chronologies. In the northern hemisphere, the 

GICC05 (Greenland Ice Core Chronology 2005), developed by Denmark’s Centre for Ice and 

Climate, serves as a framework and reference for most recent ice core chronologies created in the 

last few decades, including EGRIP and NGRIP. Sections of GICC05 were derived by counting 

annual layers in the water isotopes (0-7.9 ka bp), chemical impurities (7.9-42 ka pb), electrical 

conductivity (7.9-60 ka bp) and/or visual stratigraphy (7.9-60 ka bp) records of DYE-3, GRIP and 

NGRIP (Svensson et al., 2008). The quality of these data sets varies with depth which is why 

different methods are used for certain sections of ice. The primary mode of transferring GICC05 

to other Greenlandic ice cores is identification of tie points. Usually, tie points are of volcanic origin 

and can be found through common patterns of elevated peaks in electrical conductivity records. 

GICC05 was initially transferred to EGRIP by identifying 373 tie points from both NGRIP and 

NEEM and allowed the EGRIP age-depth scale to extend back 14.96 ka bp (Mojtabavi et al., 

2019). An additional 155 tie points, although sparser, have recently been added to the EGRIP 

chronology, pushing this scale back to approximately 50 ka bp. 

Chronologies among Antarctic ice cores have historically been less synchronized primarily 

due to significant variance in climate and accumulation across the continent. For instance, the 

AICC2012 (Antarctic Ice Core Chronology 2012) was only recently developed to address 
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inconsistencies of up to several thousand years existing between independent eastern Antarctic 

chronologies (i.e. Vostok, EDC, EDML, and TALDICE) (Veres et al., 2013). The SPC and WDC 

sites are similar enough in accumulation levels that they have been synchronized using the 

WD2014 chronology. This scale was developed by counting annual layers in WDC chemical 

impurity and electrical conductivity records (Sigl et al., 2016) to 31 ka and by methane 

synchronization techniques for ages greater than 31 ka (Buizert et al., 2015a). It was transferred to 

SPC via 251 volcanic tie points (Winksi et al., 2019).  

 

1.10. Spectral analysis 

Chronologies allow ice core data sets to be analyzed via spectral analysis, a widely used 

statistical technique that calculates underlying periodicities of time series data. Spectral analysis is 

feasible for many temporal datasets because the independent variable, time, is assumed to be of 

constant interval and many dependent variables behave in a cyclical manner. Generally speaking, 

a spectral transform produces a function of power spectral density (PSD) vs frequency for the raw 

data (i.e. distribution of individual frequency components on the x-axis that can be compared by 

relative strength or amplitude on the y-axis). Spectral analysis is usually performed on 1D data sets, 

although 2D and 3D analyses can be done (Rayner, 2001).  

1.10.1. Generic Example 

Figures 1.10 to 1.12 demonstrate a simple 1D spectral transformation of a synthetic signal 

from the time domain (i.e. distribution of observations with respect to time) to the frequency 

domain (i.e. distribution of frequency components) via conventional Fourier analysis. In brief, this 

transformation tells what distinct cycles, which would otherwise be indistinguishable, are contained 
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within the original signal, and their relative strengths.  Figure 1.10 shows four sine functions, each 

with varying amplitudes (10, 5, 4 and 3) and frequencies (1, 1/2, 1/3 and 1/4): 

o 10 * sine (2* pi * x * (1/1) + 0) 

o 5 * sine (2* pi * x * (1/2) + 0) 

o 4 * sine (2* pi * x * (1/3) + 0) 

o 3 * sine (2* pi * x * (1/4) + 0) 

When plotted individually, these attributes can be determined by counting cycles per year 

and using the y-axis to estimate amplitude. All four functions are added together to create one 

combined function in Figure 1.11, where individual amplitudes and frequencies are no longer 

discernable by visual examination. In Figure 1.12, a spectral analysis method translates the 

combined signal into its frequency components. Here, varying amplitudes and frequencies are 

detectable as four spikes across a new x-axis that represents a spectrum of frequencies or inversely, 

periods. In this example, the clearly defined spikes indicate perfect uniformity in the fluctuations 

of the original four sine functions. 
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Figure 1.10: Four independent functions with frequencies of 1, 1/2, 1/3, and 1/4 occurrences per 
year 

 
Figure 1.11: Independent functions from Figure 1.11 are added together to create a combined 
function 

 
Figure 1.12: Power density of the combined function (Figure 1.11) showing frequencies of 1, 1/2, 
1/3 and 1/4 occurrence(s) per year and consequent periods of 1, 2, 3 and 4 year(s) 
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1.10.2. Practical Examples 

Real world examples are less straightforward than the above transformation because (1) 

human or environmental patterns are not perfectly cyclical and (2) many observations cannot be 

described by just few isolated frequency components, but rather a spectrum. Take, for example, 

temperature during June in the foothills of Boulder, CO (Figure 1.13). Although there is a clear 

pattern of rising and falling temperature throughout the day, the cycle is not perfectly consistent. 

When this signal is translated to the frequency domain (Figure 1.14), there is a strong spike to 

indicate the original signal most strongly fluctuates at a frequency of 30 occurrences per month 

(i.e. the diurnal temperature signal). The transformation also picks up on less obvious signals with 

lower amplitudes, showing the variable nature of cycles that exist in the real world.   

In addition to local weather patterns, spectral analysis can be applied to a wide range of 

topics to determine underlying periodicities. For example, this type of analysis has been used in 

medicine to understand heart rate variability during different sleep cycles (Busek et al., 2005) and 

among patients with specific psychological conditions (Cohen et al., 1997; Yeragani et al., 1993). 

In real estate, spectral analyses have uncovered the existence of 7-year, 8-year and 3-year 

securitized property market cycles in the US, UK and Australia, respectively (Wilson and Okunev, 

1999). For the purposes of this study, spectral analysis will help quantify the strength of Arctic and 

Antarctic high-frequency climate signals contained within raw and diffusion corrected water 

isotope data during the last ice age, subsequent deglaciation and the Holocene. Using this 

information, we can further understand the interplay between northern and southern climate 

forcing. 
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Figure 1.13: Temperature (F) in Sugarloaf, CO during June 2019 

 
Figure 1.14: Power density of temperature in Sugarloaf, CO during the month of June; Spike at 
~30 occurrence(s) per year (left) and ~1/30 month (right) indicates the diurnal temperature signal  
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1.11. Diffusion  

The largest obstacle to interpreting 

high-frequency signals of a water isotope 

record is diffusion, a process by which water 

molecules are vertically displaced from their 

original position within the firn column (i.e. 

uncompressed snowfall in the uppermost ~50-

150 meters of an ice sheet) via isotopic mixing. 

Firn is a porous and permeable substance, 

where water vapor in the atmosphere is able to 

move through pathways between grains of ice. Here, there are four modes of isotopic exchange 

occurring along temperature and pressure gradients: (1) vapor-vapor, (2) vapor-ice surface, (3) ice 

surface-ice interior and (4) through the ice matrix (Whillans & Grootes, 1985).  

Diffusion of water molecules involving the vapor phase occurs most rapidly and effectively 

smooths (i.e. decreases the amplitude of) the isotopic signal that was originally deposited at the ice 

sheet surface (Whillans & Grootes, 1985). This mode of diffusion disproportionately dampens the 

high-frequency portions of a water isotope signal but is slowed considerably at the close-off depth 

(i.e. depth at which firn is compressed into ice and vapor pores are cut off from atmosphere) (Kahle 

et al., 2018). The depth at which this transformation occurs varies by location due to differences in 

accumulation rate and temperature but is estimated to exist at a pore density of approximately 

804.3 kg/m3 (Johnsen et al., 2000). Solid phase diffusion continues to occur below the close-off 

depth but is orders of magnitude slower than vapor phase diffusion (Jones et al., 2017).   

Figure 1.15: Four modes of isotopic exchange 
ocurring during firn diffusion (Whillans & 
Grootes, 1985) 
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Evidence of increased diffusion among high-frequency climate signals can be seen in power 

spectral density (PSD) plots from varying windows of time within the water isotope record. Below, 

the WDC water isotope record has been divided into three discrete portions: 0-10 ka bp (red), 10-

20 ka pb (blue) and 20-30 ka bp (green). Each portion is converted to its frequency domain using 

the same spectral analysis technique and plotted together. A few indicators of high-frequency 

diffusion include: 

1. Diffusion progressively affecting more signals at the higher frequency end in older 

portions of ice, creating a shoulder, or curvature on the plot 

2. The progressive decline of the annual signal (period = 1 yr) in older portions of ice 

 
Figure 1.16: WDC 𝛿D record (left) divided into 0-10 (red), 10-20 (blue) and 20-30 (green) ka bp; 
respective PDF for each timeframe (right); diffusion progressively dampens higher frequencies in 
the water isotope signal 

 In this study we use a series of equations, described later in Methods, to estimate high-

frequency power densities (e.g. >1/10 yr-1) prior to attenuation by diffusion in order to accurately 

quantify the strength of high-frequency climate variability. This correction essentially flattens the 

shoulder, or curvature, so that accurate power densities can be estimated for frequencies within 

the diffused portion. 
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Chapter 2: METHODS 

2.1. Sampling Methods (CFA-CRDS vs discrete IRMS) 

Crucial to this analysis are the methodologies used in obtaining the EGRIP, SPC and WDC 

water isotope data. Historically, water isotope measurements, including those from NGRIP, have 

been taken by analyzing 3-5 centimeter discrete samples of ice through an isotope ratio mass 

spectrometer (IRMS). This technique produced incredibly useful early studies of ice core water 

isotopes (Dansgaard et al., 1969; Johnsen et al., 1972; Lorius et al., 1979) but lacks the temporal 

efficiency and data density needed for more detailed paleoclimate investigations. In recent years, 

higher precision laser absorption spectroscopy (LAS) has become the leading alternative to IRMS. 

This study utilizes one method of LAS known as cavity ring down laser spectroscopy (CRDS; 

manufactured by Picarro, Inc.) in conjunction with continuous flow analysis (CFA) techniques to 

create a semi-automated system (CFA-CRDS; developed at the INSTAAR Stable Isotope Lab) 

aimed at increasing water isotope data resolution while minimizing data collection time. 

The CFA-CRDS system can be broken down into three main subsystems: the ice core 

melting component, the liquid-to-vapor transformer and the isotopic analyzer. The melting 

component holds one-meter long ice core sticks measuring approximately 1.3 cm in height and 

width over a melt head maintained at 14.6°C. At this temperature, the sticks typically melt at a 

rate of 2.5 cm per minute. The ice core melt water is filtered to remove particulates and fed into a 

glass vial (debubbler) where air bubbles are allowed to escape. Next, a fraction of this water is 

directed through a nebulizer which vaporizes the liquid sample and sends it directly into the Picarro 

instrument. Here, laser pulses which have been attuned to the sample’s molecular fingerprint are 

directed into a mirrored cavity and left to decay via absorption by the vapor sample. The amount 
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of time it takes the laser to decay, known as a “ring down” time, is then compared to the ring down 

time when no sample is present within the cavity. Precise D and 18O concentrations are derived by 

the instrument in real time by comparing these two values. A lab technician is required to routinely 

calibrate and feed the system during data collection periods (Jones et al., 2017a). 

 
Figure 2.1: Schematic of the CFA-CRDS system used for measurement of ice core water isotopes 
(Jones et al., 2017a) 

 

A key advantage of the CFA-CRDS system over traditional discrete IRMS systems is that 

it provides an order of magnitude increase in data density in just 1/6th the amount of time. This 

results in ice core water isotope records which contain the higher resolution nuances necessary for 

spectral analysis. These nuances may include more accurate amplitudes of high-frequency signals 

and/or entirely new fluctuations that may have been smoothed over by discrete IRMS sampling. 

Because EGRIP, SPC and WDC water isotope data has been obtained using CFA-CRDS, these 

cores will offer the most accurate results in terms of high-frequency climate variability. 
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Figure 2.2: Visualization of increased data density from the CFA-CRDS system necessary for 
spectral analysis of high-frequency climate variability; Notice that at ~10.8 m, for example, the 
amplitude of the discrete signal is artificially reduced by 30% compared to the CFA.  
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2.2. Multi-taper Method of spectral analysis 

To quantify high-frequency climate signals at our study sites, we use a multi-taper method 

(MTM) of spectral analysis developed by Peter Huybers and informed by Percival & Walden 

(1993). MTM spectral analysis is effective at overcoming many of the limitations associated with 

conventional non-tapered Fourier analysis, which often produces skewed and noisy realizations of 

the process of interest. MTM is different in that it averages many realizations of the same data 

using a series of Slepian tapers, or filters that emphasize varying portions of a data set, leading to 

smoother and less biased estimates of spectral density. This method is especially useful for non-

time-locked and non-phase-locked data. 

 
Figure 2.3: Breakdown of a generic MTM spectral analysis transformation; Tapers A, B, C, and 
D are applied to the same data set to produce four separate tapered functions which emphasize 
varying portions of the raw data  

 

Figures 2.3-2.4 depict a generic example of MTM spectral analysis. First, a series of Slepian 

tapers (individually identified as tapers A, B, C and D) are applied to the same data set to produce 

a series of tapered data. The tapered data are then converted to their frequency domains via a 

Fourier transform producing four separate, but similar realizations of the original signal’s spectral 

density. The average of these four functions produces a final MTM spectral density estimate.  
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Figure 2.4: Comparison of the noisy non-tapered (top) and smooth MTM (bottom) power spectral 
density (PSD) functions from the same data set 

 

Figure 2.4 compares the spectral density estimate from the above MTM analysis to that of 

a conventional non-tapered method. Despite using the exact same data set, these methods result 

in two different realizations. The MTM result offers a smoothed estimate of prominent spectral 

characteristics while the conventional method provides noisier detail. MTM analysis is used in this 

study because we are less concerned with the subtleties of individual frequency features and more 

so with broad trends in power density across bands of multiple frequencies.  

We spectrally analyze the water isotope records from EGRIP, NGRIP, WDC and SPC in 

400-year windows with a timestep of 200 years from 0-50 ka bp. A window size of 400 years 

provides adequate data to calculate power density spectra in the interannual to decadal frequencies 

of interest.  For example, the 4-year signal power density estimation is based off the amplitude of 

100 full cycles within a 400-year window. 
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2.3. Diffusion Correction 

Values of cumulative mean 

water molecule diffusion, known as 

“diffusion lengths”, can be 

estimated for windows of time or 

depth along a water isotope signal 

by evaluating dampened sections of 

its high-frequency spectrum (Jones 

et al., 2017b; Hughes et al., 2020). 

Using these diffusion lengths, the 

raw spectrum can be back-corrected to reflect original, un-diffused conditions. This technique is 

built upon the observation that diffusion of water molecules in firn can be well described by a 

Gaussian distribution.  

A Gaussian distribution, sometimes referred to as a “bell curve”, is a type of continuous 

probability distribution where, generally speaking, observations from a sample set cluster around 

a mean. A defining characteristic of a Gaussian distribution is its standard deviation, denoted as σ 

(i.e. sigma). Mathematically, the standard deviation of a data set is defined as: 

 
σ = 	E

Σ(x − u)D

n  
(8) 

where x is the set of observations, u is the mean of the sample set, and n is the number of samples. 

In essence, the standard deviation σ is a measure of variation within a set of values. If sigma is low, 

observations trend close to the mean and if sigma is high, observations are spread over a wider 

range.  

Figure 2.5: General structure of a Gaussian PDF; the 
standard deviation (sigma) is used to obtian standardized 
probability ranges 
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This type of distribution is often interpreted by its probability density function (PDF) which 

calculates the probability of a random variable falling within a specified range of values. The 

general form of a Gaussian PDF is: 

 
f(x) = 	

1
σ√2π

eB
C
DE
FBG
H I

#

 
(9) 

where σ is the standard deviation, x is the set of observations, and u is the mean of the sample set.  

Probability is determined by integrating between a specific range of x values. For example, the 

integral of the entire function from x1 to xn will always be equal to 1. This integral can be converted 

to a percent probability by multiplying by one hundred percent (i.e. there is a 100% chance that a 

random variable will fall somewhere within the range of the entire set of observations). To calculate 

more specific probabilities, the integral is taken between a defined range of x values. An interesting 

characteristic of Gaussian PDF’s is that sigma can be used to obtain standardized ranges: 

• where x = mean +/- 1 σ contains 68.2% of all observations 

• where x = mean +/- 2 σ contains 95.5% of all observations 

• where x = mean +/- 3 σ contains 99.7% of all observations 

In other words, there exists a 68.2% chance that a random variable will fall somewhere in the 

range of x = mean +/- 1 standard deviation in a Gaussian distributed data set (Dasgupta & Wahed, 

2014).  

Many natural phenomena are well-described by Gaussian distributions, including height 

in a population, temperature, or for our purposes, diffusion of water molecules in firn (Johnsen et 

al., 2000). As stated earlier, we can estimate diffusion lengths (i.e. values of cumulative mean water 

molecule diffusion) for sections of an ice core by use of spectral analysis to ultimately back-correct 

the spectra. Diffusion lengths are equivalent to the estimated standard deviation, sigma, of water 
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molecule diffusion and describe the maximum range that 68.2% of water molecules will travel 

during diffusional processes (Johnsen et al., 2000). For example, if sigma is determined to be 0.06 

m for a portion of ice core, this means 68.2% of water molecules have traveled up to +/- 0.06 m 

from their original positions by mode of diffusion. This also means that a molecule moving 0.13 m 

is an extremely rare event, as it exceeds +2 sigma, and would only occur in less than ~4.5% of 

observations. We can also think of diffusion lengths in terms of time, as many ice core water isotope 

records are evaluated based on their chronologies. If a diffusion length is determined to be 1 year, 

this means 68.2% of water molecules traveled as far as the adjacent annual layer of snowfall, either 

above or below their original point of deposition. Similarly, a water molecule diffusing +/- 2.1 

annual layers would be an extremely rare event, as this occurs in less than ~4.5% of observations 

in this portion of ice core. 

To determine sigma for sections of an ice core, we must fit a Gaussian curve to the diffused 

portion of the spectra. For a water isotope record in the time domain (as opposed to depth), the 

general form of a Gaussian PDF to estimate diffusion is: 

 
G(a) = 	

1
σ1√2π

e
JB1

#

DH$#
K
 

(10) 

where a is age and σa is the standard deviation (i.e. diffusion length; units of years). If this function 

is convolved with an isotope record of arbitrary form, the power density spectrum of the resulting 

signal takes on the form of:  

 P(f) = PL(f)eMB(DNOH$)
#P	 (11) 

where Po(f) is the power spectrum of the undiffused signal, f is frequency and σa remains the 

standard deviation.   
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We begin by identifying the frequencies at which diffusion distorts the spectra for each 

window and later, fit a Gaussian to these portions using equation (10). At decadal and higher 

frequencies (e.g. 1/10 yr-1 to 1/2 yr-1 in the Holocene), the amplitude of the signals progressively 

decreases at higher and higher frequencies, generally following the trace of a Gaussian curve. This 

is the region of the spectrum where diffusion is evident (Figure 2.6). At frequencies higher than 

about 1/2 yr-1 in the Holocene, analytical noise overwhelms the diffusion signal, creating a kink or 

bend in the spectrum. Due to increased diffusion in older ice, the diffused portion of the spectrum 

will shift to slightly lower frequencies the further back we analyze. 

 
Figure 2.6: PSD of the EGRIP	𝛿D record during the Holocene (0-11.7 ka bp); the diffused interval 
occurs between the 2 and 10 year signals; at higher frequncies (>1/2 year-1) the signal is 
overwhelmed by analyitical noise 

 

Within the diffused interval, we create twelve equally spaced logarithmic bins in which data 

is averaged, denoted by green dots in Figures 2.9-2.10, that become reference points for regression 

fits. The log-binning ensures that increased data density present at higher frequencies is the 

spectrum does not weight the fits towards those higher frequencies, which would then skew the 

estimated diffusion lengths. A unique complication arises in this process at WDC. Here, annual 

accumulation is high enough to preserve the annual signal, which is much stronger than other 



 
Methods  
______________________________________________________________________________ 
 

  

33 

33 

signals, throughout the Holocene and as far back as 14 ka bp. For data where the annual signal is 

preserved within the diffusion correction interval, we exclude the period range of 0.95 -1.05 years 

from our sequence of logarithmically spaced points to avoid skewing our regressions. Without this 

exclusion, the fits would slightly underestimate diffusion length and pre-diffused spectra.  

Next, we fit a Gaussian (i.e. Equation 10) to the equally spaced log bins using a least squares 

fitting technique. With this approach, we test a variety of regressions using a mixture of different x 

(frequency) and y (spectral density) values and sum the squared residuals (i.e. square of the 

difference between observed values provided by empirical data and fitted values provided by the 

model) for each fit. The regression with the lowest sum of squared residuals is deemed most optimal 

and is used to calculate the diffusion length, which is then used in subsequent diffusion correction 

calculations. This step allows for quantification of σa. The spectral equivalent of σa, denoted as σg, 

is related by:  

 
σ1 =	

1
2π√2

∗
1
σQ
	 

(12) 

The diffusion length, σa (units of years), can also be converted to depth by the following 

conversion:  

 σR =	σ" ∗ λ";S	 (13) 

where σz is diffusion length (units of meters) and λavg is mean annual layer thickness (meter/year) 

of the interval of ice being analyzed (Jones et al., 2017b). Temporal diffusion lengths are typically 

related to accumulation rate, where older layers formed in the glacial period (>11 ka bp) relative 

to the Holocene (0-11 ka bp) will have a larger diffusion length due to decreased accumulation. 

Conversely, metric diffusion lengths typically decrease with age due to the dominance of increased 

thinning in deeper layers of ice.  
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Finally, we make an estimation of the power densities prior to diffusion by rearranging 

equation (11) so that: 

 
PL(f) =

P(f)
e[B(DNOH$)#]

 
(14) 

where Po(f) is the undiffused power spectrum, P(f) is the diffused power spectrum, f is frequency 

and σa is the diffusion length in the time domain. We use Po(f) to quantify high frequency climate 

signals as they would have existed prior to the dampening effects of diffusion. 
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Figure 2.7: Example of a raw (i.e. non-diffusion corrected) PSD function; progressive downturn 
at higher frequencies is a result of attentuation by diffusion in the firn column  

 
Figure 2.8: Example of the equally spaced logarithmic bins (green dots) that are used to avoid 
skewing Gaussian regression fits (solid green line) to higher frequencies with increased data 
density 

 
Figure 2.9: Example of a diffusion corrected PSD function (solid black line) that is used in further 
calculations of high-frequency variability  
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2.4. Quantification of Signal Strength 

The diffusion corrected power density spectra, Po(f), is then used to estimate the strength of 

various climate signals for each 400 year window. We calculate average power density (Pave) for 

frequency bands of interest (e.g. 4-7, 5-8, 6-9, 10-15, 15-20, and 20-30 year signals) by integrating 

across the frequency interval and dividing by the range: 

 
P1V5 =

∫ PL(f)
W%
W&
𝑓X − 𝑓1

 
(15) 

where fa and fb are the upper and lower limits of the frequency band, respectively. This method 

ensures that the calculation is not weighted towards higher frequencies with increased data density. 

Relative strength (Pamp), or amplitude, is then calculated for each window as the square root of 

average power density (Pave): 

 P123 = T𝑃1V5 (16) 

To normalize these amplitudes to the modern, we divide Pamp of each window by Pamp of the second 

most recent window in our analysis (i.e. 400 ka bp). The first most recent data point (i.e. 200 ka 

bp) exists in the modern firn column where diffusion has not fully progressed and thus we must 

normalize with an earlier timeframe. With this approach, frequency bands with relative amplitudes 

greater than one can be interpreted as more variable than “modern” conditions (i.e. about 400-

800 years before present, which is also prior to the industrial revolution), and vice versa.  
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Chapter 3: RESULTS 

3.1. Greenland 

3.1.1. NGRIP vs. EGRIP Sampling Resolution 

We are initially interested in comparing the mm-resolution water isotope data from EGRIP 

to the cm-resolution data from NGRIP. Specifically, we want to confirm the value of having an 

order of magnitude increase in data density for analysis of high-frequency climate variability to 50 

ka bp. To do so, we down sample the EGRIP depth record to 5 cm, apply an age-depth scale and 

examine how this signal compares to the original 1 mm record (Figure 3.1).  

 
Figure 3.1: Comparison of original 1-mm scale EGRIP record (black) to downsampled 5-cm 
EGRIP record (red) in 50 year windows; Downsampled 5-cm record artificially reduces the 
amplitude of interannual and decadal fluctuations after approximately 12 ka bp 
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Due to increased accumulation in the Holocene compared to the glacial and minimal 

compaction of snowfall in the uppermost layers of the ice sheet, the original 1 mm and down-

sampled 5 cm records are comparable to approximately 11.7 ka bp. After this, interannual and 

decadal scale fluctuations experience a decrease in amplitude in the down-sampled 5 cm record. 

This loss in amplitude becomes more prominent the further back in time we analyze, driven 

primarily by increased thinning and lower accumulation in the glacial. This suggests that results 

from the 5 cm NGRIP record will significantly underestimate the strength of high-frequency 

climate signals for the timeframe 12 to 50 ka bp.  

Next, we compare relative amplitudes in the interannual and decadal range for the original 

1 mm EGRIP, down-sampled 5 cm EGRIP and original 5 cm NGRIP records from 0 to 50 ka bp 

(Figure 3.2). We find relative strength for the interannual and decadal bands is roughly the same 

for all the three records from 0 to 23 ka bp. We find that the 5 cm records underestimate relative 

strength from 23 to 50 ka bp by approximately 25% for the 7-10 year band, 20% for the 10-15 

year band and 5-10% for the 20-30 year band. From this, we determine the 5 cm NGRIP record 

to be inadequate for our purposes of analyzing high-frequency climate variability in Greenland 

during a majority of the Last Glacial Period (LGP). 
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Figure 3.2: Comparison of strength of high-frequency climate variability between original 1-mm 
EGRIP (black), downsampled 5-cm EGRIP (red) and original 5-cm NGRIP (green) records; the 
cm-scale records result in underestimations of high-frequency climate variability, especially 
during the LGP 
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3.1.2. EGRIP Preliminary Analyses   

Our analysis of EGRIP 1 mm and NGRIP 5 cm records shows the value of the high-

resolution EGRIP data in analyzing interannual to decadal signals (7 to 30 yrs) in the LGP. Next, 

we determine which frequencies in the EGRIP ice core have been significantly attenuated by 

diffusion; we isolate the 1, 1/2, 1/3, 1/4, 1/5, 1/7 and 1/10 year-1 frequencies and plot raw 

relative amplitudes together (Figure 3.3). The 1/20, 1/30, and 1/50 year frequencies, which have 

undergone minimal diffusion, are included in this analysis as references. 

 
Figure 3.3: Strength of raw (i.e. non-diffusion corrected) isolated frequencies in the EGRIP 𝛿D 
record; Frequencies with periods of less than 7 years exhibit substantial attenuation from diffusion 
in the firn  

 

We find that the annual (i.e. 1 year) signal is completely diffused away throughout the entire 

record and the 2-4 year periods have been significantly distorted, especially in the LGP. We are 

confident that climate signals greater than the 7 year period can be accurately diffusion corrected 

because the amplitude of the signal does not approach zero at any point over the last 50 kyr. Thus, 

we include periods >7 years in further analysis of climate variability at EGRIP, representing the 

highest-frequency analysis yet achieved on a Greenland ice core, especially in the LGP.  
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Next, we analyze EGRIP diffusion lengths from 0-50 ka bp to gain insight into 

accumulation trends (Figure 3.4). Each data point represents estimated average diffusion length in 

each corresponding 400 year window. On average, diffusion lengths in the time domain are around 

1.2 years during the LGP and decrease 50% to 0.6 years during the Holocene.  

 
Figure 3.4: EGRIP diffusion lengths in units of years; analysis done in 400 year windows with a 
timestep of 200 years 

 

We also find that EGRIP diffusion lengths track inversely with the EGRIP water isotope 

signal, a proxy for local temperature (Figure 3.5). During the Holocene, diffusion lengths decrease 

because increased accumulation make it more difficult for diffusing water molecules to cross annual 

layer boundaries. Conversely, decreased annual layer thickness during the LGP allows more water 

molecules to diffuse across annual boundaries, increasing the average diffusion length. We even 

see changes in diffusion length associated with the Younger Dryas (11.7-12.9 ka bp), Bølling 

Allerød (12.9-15 ka bp) and Dansgaard-Oeschger (DO) events.  
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Figure 3.5: EGRIP diffusion lengths (yrs) plotted with the inverted EGRIP	𝛿D record; analysis 
done in 400 year windows with a timestep of 200 years; elevated diffusion lengths during the LGP 
are largely driven by decreased accumulation in colder temperatures 

 

3.1.3. EGRIP Diffusion-Corrected Results 

Next, we look at diffusion-corrected strength of signals at EGRIP. As mentioned before, 

this analysis was done in 400 year windows with a timestep of 200 years using methodologies from 

Jones et al., 2018. We are especially interested in how high-frequency climate variability evolved 

over the course of the last glacial-interglacial transition. The intervals of time that bookend this 

transition, the Last Glacial Period (LGP; occurring from 11.7 - 115 ka bp) and the Holocene 

(occurring from 0-11.7 ka bp), were characterized by substantially different climatic conditions (e.g. 

mean temperatures, ice extents, atmospheric compositions, etc.) and we are interested in 

determining if these factors affected the strength of high-frequency climate variability around mean 

temperature in northeastern Greenland. If so, further analysis using general circulation models 

(GCMs) will be necessary to elucidate which factors drive differences in variability between the 

LGP and Holocene.  
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Figure 3.6: Diffusion-corrected strength of high-frequency climate variability at EGRIP 
(northeastern Greenland); analysis done in 400 year windows with a timestep of 200 years  

 
Figure 3.7: Diffusion-corrected strength of high-frequency climate variability at EGRIP 
(northeastern Greenland) normalized to modern conditions (i.e. 400 years bp); analysis done in 
400 year windows with a timestep of 200 years  

 

We note three distinct periods across this analysis: the Holocene from 0-12 ka bp, the last 

glacial maximum (LGM) from 16-32 ka bp and the early glacial from 32 ka bp and earlier. The 

Holocene is characterized by relatively stable reduced climate variability while the LGM 

experiences noisier elevated climate variability. Prior to the LGM, variability appears to gradually 

increase from a moderate level. Most importantly, we identify a 60% reduction in the strength of 

diffusion corrected high-frequency climate signals at EGRIP from the LGP to the Holocene. In 

other words, climate variability was approximately 2.5 times greater during the glacial period than 
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today. This pattern is consistent across all bands analyzed. We also note that the 16.2 ka signal 

found in Jones, 2018 is not clearly present at EGRIP. Instead, it appears the decrease in signal 

strength at 15 ka bp correlates with the increase in temperature and isotopes at the start of the 

Bølling Allerød. 

An alternative method of showing the 60% reduction in strength of climate variability 

across all high frequencies (interannual and decadal) is to compare the diffusion corrected spectra 

of the climate states occurring directly before and after this shift (Figure 3.12). We analyze 9,000 

year timeframes representative of the LGM (21-30 ka bp) and Holocene (1-10 ka bp) and calculate 

the power density ratio of the glacial relative to the interglacial. Taking the square root of this ratio, 

consistent with Equation 16 in Section 2.4, yields a relative ratio of 1.6. In other words, all 

interannual and decadal frequencies during the timeframe 21-30 ka bp are approximately 60% 

greater in amplitude than those during the 1-10 ka bp period.  
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Figure 3.8: Comparison of raw LGM (blue; 21-30 ka bp) and Holocene (red; 1-10 ka bp) PSD 
functions  

 
Figure 3.9: Comparison of diffusion-corrected LGM (blue; 21-30 ka bp) and Holocene (red; 1-10 
ka bp) PSD functions  

 
Figure 3.10: Ratio of LGM diffusion-corrected PSD relative to Holocene diffusion-corrected PSD; 
on average, all frequencies during the LGP exhibit 2.5 times greater variabilty compared to the 
Holocene 
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3.1.4.  EGRIP Non-Diffusion-Corrected Results 

Without the diffusion correction, our results would look much different. The non-diffusion 

corrected results only show a 60% reduction in the strength of the 15-20 and 20-30 year bands. 

Attenuation from diffusion among the 4-15 year bands causes varying underestimations of relative 

amplitude. Here, we show how important the diffusion correction is for interpreting high-

frequency climate variability in polar ice cores.  

 
Figure 3.11: Non-diffusion-corrected strength of high-frequency climate variability at EGRIP 
(northeastern Greenland); analysis done in 400 year windows with a timestep of 200 years  

 

 
Figure 3.12:Non-diffusion-corrected strength of high-frequency climate variability at EGRIP 
(northeastern Greenland) normalized to modern conditions (i.e. 400 years bp); analysis done in 
400 year windows with a timestep of 200 years 
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3.1.5.  EGRIP Uncertainty 

Next, we aim to understand how reliable our interpretation of climate variability is by 

evaluating amplitude uncertainty for frequency bands of interest. For each 400 year window in the 

EGRIP record, we convert our original spectra to the natural log of power density vs frequency 

squared and fit a linear regression (solid red line in Figure 3.13) using a least squares method to the 

diffused interval. This step mimics the Gaussian fit described in Section 2.4. Uncertainty bounds 

are determined by creating maximum and minimum slopes (dashed green lines in Figure 3.13) 

between +/- one standard deviation of the linear regression (dashed red lines in Figure 3.13). These 

slopes represent the largest and smallest diffusion lengths within one standard deviation of our 

regression for that window. Finally, we use these slope values in our diffusion correction and 

quantification of signal strength (Section 2.4) equations to determine amplitude uncertainty bounds 

for interannual and decadal frequency bands (e.g. 4-7, 5-8, 6-9, 10-15, 15-20, and 20-30 year 

signals) through time.  

 
Figure 3.13: Example of uncertanity estimate determined by fitting a linear regression to the 
ln(power density) vs frequency2 for each 400 year window;  
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Uncertainty is negligible for all frequency bands during the Holocene which allows us to 

confidently interpret high-frequency climate variability on both interannual and decadal scales 

during this timeframe. During the LGP, there is increased uncertainty in estimates of relative 

strength for the 4-7 year band and little to no uncertainty for the 10-15, 15-20 and 20-30 year 

bands. Despite this, the magnitude of uncertainty is small relative to the magnitude of high-

frequency climate variability fluctuations across the glacial-interglacial transition and millennial 

scale Dansgaard-Oeschger (DO) events. Thus, we also feel confident in interpreting interannual 

and decadal scale climate variability during the Last Glacial Period (LGP). 
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Figure 3.14: Uncertainty estimates for the 4-7, 10-15, 15-20 and 20-30 year bands at EGRIP; all 
bands show little uncertainty in the Holocene; greatest uncertainty in the LGP occurs among the 
4-7 year band but still allows for interpretation of interannual climate variability throughout 
millennial scale transitions  
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Event  Start (yr BP) End (yr BP) Duration (yr) 
Holocene 11,703 0 11,703 

GS-1 (Younger Dryas) 12,896 11,703 1,193 
GI-1 (Bølling-Allerød) 14,692 12,896 1,796 

GS-2.1 22,900 14,692 8,208 
GI-2.1 23,020 22,900 120 
GS-2.2 23,200 23,020 180 
GI-2.2 23,340 23,200 140 
GS-3 27,540 23,340 4,200 
GI-3 27,780 27,540 240 
GS-4 28,600 27,780 820 
GI-4 28,900 28,600 300 

GS-5.1 30,600 28,900 1,700 
GI-5.1 30,840 30,600 240 
GS-5.2 32,040 30,840 1,200 
GI-5.2 32,500 32,040 460 
GS-6 33,360 32,500 860 
GI-6 33,740 33,360 380 
GS-7 34,740 33,740 1,000 
GI-7 35,480 34,740 740 
GS-8 36,580 35,480 1,100 
GI-8 38,220 36,580 1,640 
GS-9 39,900 38,220 1,680 
GI-9 40,160 39,900 260 

GS-10 40,800 40,160 640 
GI-10 41,460 40,800 660 
GS-11 42,240 41,460 780 
GI-11 43,340 42,240 1,100 
GS-12 44,280 43,340 940 
GI-12 46,860 44,280 2,580 
GS-13 48,340 46,860 1,480 
GI-13 49,280 48,340 940 
GS-14 49,600 49,280 320 
GI-14 51,500 49,600 1,900 

Table 3.1: Chronology of Greenland stadial (GS) periods and interstadial (GI) periods throughout 
the past 50 ka (Rasmussen et al., 2014) 
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3.1.6. EGRIP Millennial Scale Dansgaard-Oeschger (DO) Event Analysis  

Now we switch our focus to how the strength of high-frequency climate variability evolved 

over the course of millennial scale interstadial (i.e. DO) events in Greenland. Above is a reference 

table of the interstadial periods (denoted as ‘GS’ and colored red) and stadial periods (denoted as 

‘GI’ and colored blue) that punctuated the Last Glacial Period to 50 ka bp (Rasmussen et al., 2014). 

As in the glacial-interglacial comparison, we are similarly interested in understanding if mean 

temperature change during stadial-interstadial transitions resulted in changes to high-frequency 

climate variability. 

We isolate 400 year windows at the onset of both warming (interstadial) and cooling (stadial) 

events in Greenland, consistent with the timing of these events given in Buizert et al. (2015a), and 

calculate the diffusion corrected relative strength of various high-frequency bands (e.g. 7-10, 10-

15, 15-20 and 20-30) for each window.  Because many DO events in the late glacial period (15-32 

ka bp) are shorter than 400 years, we cannot use them in this analysis and instead focus on 

interstadial events that occur between 32 and 50 ka bp. Specifically, these are DO events 5.2-14. 

The sole interstadial that is shorter than our ideal window size of 400 years is DO 9 (duration of 

260 years) which will cause results from this event to be skewed toward the background glacial 

state. 

We find a striking pattern at EGRIP. By and large, Greenland interstadial periods exhibit 

lower climate variability than stadial counterparts in almost all cases. The 7-10 year band shows a 

25% margin between stadial and interstadial amplitudes while the 10-15, 15-20 and 20-30 year 

bands show a 50% margin, on average. Additionally, stadial periods in the decadal range (i.e. 10-

15, 15-20 and 20-30 year bands) always exhibit higher variability than interstadial periods. The 

only excursion from this pattern occurs during the DO 9 window which, as stated above, is 
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weighted to the background glacial climate state. Later, we investigate whether this trend (that 

warm periods are characterized by lower high-frequency climate variability) is also evident in 

Antarctic millennial scale AIM events. 
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Figure 3.15: Raw EGRIP 𝛿D record (light grey) overlaid with moving average (black) for 30-50 
ka bp; red shaded areas indicate 400 year window at start of warming (i.e. interstadial) period 
while blue shaded areas indicate 400 year window at start of cooling (i.e. stadial) period 

 
Figure 3.16: Relative strength of EGRIP high-frequency climate variabilty for the interstadial (red 
dots) and stadial (blue dots) periods outlined in Figure 3.15 
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After establishing a strong relationship between the strength of high-frequency climate 

signals and millennial scale events in Greenland, we perform a higher resolution analysis to further 

elucidate precise changes in climate variability during stadial-interstadial transitions. Specifically, 

we are interested in determining if changes in high-frequency variability occur as abruptly as 

Dansgaard-Oeschger (DO) temperature shifts and how these two variables (mean temperature and 

variability around mean temperature) move in relation to one another. We use 400 year windows 

with a sliding timestep of 50 years from 10-50 ka bp at EGRIP. This analysis encompasses DO 

events 1 through 13. In the plots below, dark red vertical lines designate the DO Event abrupt 

warming while light red intervals represent the entire subsequent interstadial period, as defined in 

Rasmussen et al. (2014). Data points represent diffusion corrected relative amplitudes for each 

frequency band. 
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Figure 3.17: High resolution (i.e. 400 year window; 50 year timestep) analysis of high-frequency 
climate variability at EGRIP for DO events 5.1-13 

 
Figure 3.18: High resolution (i.e. 400 year window; 50 year timestep) analysis of high-frequency 
climate variability at EGRIP for DO events 1-4 

 

Approximately 0.5-1 ka prior to abrupt warming, variability begins to decrease from 

maximum levels and remains low through about the first half of each interstadial period. Relative 

strength more rapidly increases during the last half of the interstadial and continues increasing 

until maximum variability is reached approximately halfway through each stadial. Although this 

cycle is evident for most DO events, exceptions do exist (e.g. DO 8 and 12). Thus, we cannot 

definitively say there is a common pattern that holds for all events, but there are many 
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commonalities. In general, the strength of climate variability in Greenland tracks with background 

temperature, as indicated by this analysis. 

 

3.2. Interhemispheric Comparisons 

3.2.1. WDC and SPC Diffusion-Corrected Results 

Now we aim to understand how findings from northeast Greenland compare to those from 

both East and West Antarctica. First, we establish general trends in climate variability for both 

Antarctic locations to 50 ka bp. This analysis was performed as described in Methods sections 2.1-

2.4 for 400 year windows with a timestep of 200 years. It is important to note that the scale on the 

following plots is different than the one from our EGRIP results.  

Prior spectral analysis of the WDC water isotope record shows a 50% reduction in the 

strength of interannual and decadal signals (e.g. 3-7 & 4-15 year bands) at 16.2 ka bp (Jones et al., 

2018b). Climate model simulations attribute this shift to an increase in teleconnection between the 

tropical Pacific Basin and West Antarctica, ultimately forced by a reduction in the size of the 

Laurentide Ice Sheet. In this study, we corroborate the 16.2 ka signal among the 4-7, 5-8, 6-9, 7-

10 and 10-15 year bands. We also find that the signal is less pronounced among the 15-20 and 20-

30 year bands relative to the modern.  

 

 

 



 
Results 
______________________________________________________________________________ 
 

  

57 

57 

 
Figure 3.19: Diffusion-corrected strength of high-frequency climate variability at WDC (West 
Antarctica); analysis done in 400 year windows with a timestep of 200 years  

 

 
Figure 3.20: Diffusion-corrected strength of high-frequency climate variability at WDC (West 
Antarctica) normalized to modern conditions (i.e. 400 years bp); analysis done in 400 year 
windows with a timestep of 200 years 
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Our results from SPC are substantially different. We find little in the strength of high-

frequency climate signals throughout the last 50 ka bp. There is potentially a slight decrease around 

11 ka but data noise makes it difficult to definitively confirm any shift. 

 
Figure 3.21: Diffusion-corrected strength of high-frequency climate variability at SPC (East 
Antarctica); analysis done in 400 year windows with a timestep of 200 years 

 
Figure 3.22: Diffusion-corrected strength of high-frequency climate variability at SPC (East 
Antarctica) normalized to modern conditions (i.e. 400 years bp); analysis done in 400 year 
windows with a timestep of 200 years 
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3.2.2. Interhemispheric Ratios of High-Frequency Climate Variability 

Next, we compare the strength of high-frequency signals at EGRIP, WDC and SPC on the 

same scale to better understand geographically driven climatology. We analyze the interannual (7-

10 year) and decadal (10-15 year) bands only. Each data point represents non-normalized diffusion 

corrected amplitude of climate variability. 

 
Figure 3.23: Non-normalized strength of interannual (i.e. 7-10) year band for EGRIP, WDC, and 
SPC from 0-50 ka bp 

 
Figure 3.24: Non-normalized strength of decadal (i.e. 10-15) year band for EGRIP, WDC, and 
SPC from 0-50 ka bp 

 

From this comparison, we identify a substantial difference in the strength of high-frequency 

climate variability between the northern and southern hemisphere, especially during the last glacial 
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period (LGP). From visual inspection, WDC and SPC exhibit similar climate variability conditions 

throughout the glacial period but diverge slightly during the Holocene. Conversely, climate 

variability at EGRIP is significantly stronger during the glacial period but drops to levels 

comparable to SPC during the Holocene.  

We quantify these differences in climate variability by calculating the ratio of non-

normalized relative amplitudes for combinations of locations. The general form of this calculation 

takes the form:  

 
𝑅YBZ =	

𝑠𝑖𝑡𝑒	𝐴	𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒	𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒	(𝑖)	
𝑠𝑖𝑡𝑒	𝐵	𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒	𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒	(𝑖)  

(17) 

where RA-B stands for ratio of site A relative to site B and i means index. A ratio of 1 suggests equal 

strength of climate variability for the two sites analyzed. A ratio greater than 1 suggests stronger 

variability for site A and vice versa. Table 3.2 describes average ratios for the LGP and Holocene 

while Figure 3.25 shows the temporal evolution of ratios throughout the past 50 ka bp. EGRIP 

exhibits climate variability 2-times stronger than both WDC and SPC during the glacial period. 

In the Holocene, EGRIP exhibits the same climate variability as SPC, but slightly (1.3-times) 

greater variability than WDC. 

 

 Glacial 
Relative Amplitude Ratio 

Holocene 
Relative Amplitude Ratio  

REGRIP-WDC 2 1.2 

REGRIP-SPC 2 1 

RWDC-SPC 1 0.8 

Table 3.2: Average non-normalized interannual and decadal amplitude ratios (isotope domain) 
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Figure 3.25: Temporal evolution of non-normalized interannual and decadal amplitude ratios 
(isotope domain) 
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The ratios described above were calculated based on the strength of climate variability 

inferred from diffusion corrected water isotope records. As explained in Section 1.6, the water 

isotope record is a proxy for temperature, but the rate at which isotopes and temperature scale 

changes spatially. For instance, a change of 40 per mil 𝛿D during the Holocene in central 

Greenland may translate to a temperature increase of approximately 10 degrees C, but a similar 

change in isotopes at the South Pole does not equate to the same degree of warming. Additionally, 

isotope and temperature may scale at different rates throughout time for the same location due to 

a variety of factors (e.g. seasonality of precipitation, cloud properties, etc.) (Cuffey, 2016). 

Therefore, the ratios calculated above are not necessarily representative of the relationship 

between northern and southern hemisphere temperature variability.  

To correct for these inconsistencies, we calculate updated ratios based on site specific 

isotope-temperature scales, outlined below: 

 
Glacial 

Isotope-Temperature Scale 
(‰D/°C) 

Holocene 
Isotope-Temperature Scale 

(‰D/°C) 

EGRIP+ 4.2 6.4 

WDC++ 8.3 8.3 

SPC+++ 7.9 7.9 

Table 3.3: Site specific isotope-temperature scales for EGRIP, WDC and SPC 

+Kindler et al., 2014 
++Markle & Steig in review, 2021 
+++Kahle in review, 2021 

 

The above scales use a combination of water isotope analysis, firn modeling and borehole 

thermometry to reconstruct how temperature changed in relation to 𝛿D and 𝛿18O signatures 
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identified in ice cores.  Antarctic scales do not change substantially from the last glacial to the 

Holocene, but those in Greenland do.  For EGRIP, we use the Holocene scale for 0-11.6 ka bp 

and the glacial scale for 11.6-50 ka bp. The general form of this new calculation takes the form: 

 

 
𝑅YBZ =	

𝑠𝑖𝑡𝑒	𝐴	𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒	𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒	(𝑖)/𝑆Y
𝑠𝑖𝑡𝑒	𝐵	𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒	𝑎𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒	(𝑖)/𝑆Z

 
(18) 

where SA and SB represent the isotope-temperature scales for site A and B, respectively. Updated 

average ratios are found in Table 3.4 while the ratio timeseries are found in Figure 3.26. 

 

 
Glacial 

Relative Amplitude Ratio 
w/ Isotope-Temp Scale 

Holocene 
Relative Amplitude Ratio  
w/ Isotope-Temp Scale 

EGRIP/WDC 4.5 1.5 

EGRIP/SPC 4.5 1 

WDC/SPC 1 0.7 

Table 3.4: Average non-normalized interannual and decadal amplitude ratios (temperature 
domain) 

 

We show that EGRIP experienced 4.5 times greater temperature variability during the last 

glacial period than both SPC and WDC, which exhibit comparable conditions. During the 

Holocene, EGRIP exhibits comparable variability to SPC, but is slightly more (1.5 times) variable 

than WDC.  
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Figure 3.26: Temporal evolution of non-normalized interannual and decadal amplitude ratios 
(isotope domain) 
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3.2.3. WDC and SPC Millennial Scale Antarctic Isotope Maxima (AIM) Event Analysis 

Next, we analyze how high-frequency climate variability changed across millennial scale 

AIM and non-AIM periods in Antarctica. As established above, EGRIP exhibits lower variability 

during warm interstadial periods and greater variability during cold stadial periods. We want to 

determine whether this trend is specific to northeastern Greenland or also evident at SPC and 

WDC. 

Due to the heat transport mechanism known as the bi-polar seesaw, DO events in the 

northern hemisphere are in antiphase with AIM events in the southern hemisphere. By 

synchronizing the WDC and NGRIP water isotope records using high-resolution methane 

measurements, Buizert et al. (2015b) determined that Greenland warming precedes Antarctic 

cooling by 218 +/- 92 years while Greenland cooling precedes Antarctic warming by 208 +/- 96 

years. We use this chronology to determine 400 year Antarctica cooling and warming windows 

based off of our EGRIP DO analysis in Section 3.1.6. Specifically, we subtract 218 +/- 92 years 

or 208 +/- 96 years from the onset of Northern Hemisphere cooling and warming phases outlined 

in Buizert et al. (2015a) to determine Antarctic warming and cooling phases, respectively.  

In contrast to our EGRIP results, there is no relationship between the strength of high-

frequency climate variability and the timing of warm (i.e. AIM) and cool (i.e. non-AIM) phases in 

both East and West Antarctica. This result is evident among all frequency bands analyzed.  
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Figure 3.27: Raw WDC 𝛿D record (light grey) overlaid with moving average (black) for 30-50 ka 
bp; red shaded areas indicate 400 year window during warm (i.e. AIM) period while blue shaded 
areas indicate 400 year window during cold (i.e. non-AIM) period 

 
Figure 3.28: Relative strength of WDC high-frequency climate variabilty for the AIM (red dots) 
and non-AIM (blue dots) periods outlined in Figure 3.15 
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Figure 3.29: Raw SPC 𝛿D record (light grey) overlaid with moving average (black) for 30-50 ka 
bp; red shaded areas indicate 400 year window during warm (i.e. AIM) period while blue shaded 
areas indicate 400 year window during cold (i.e. non-AIM) period 

 
Figure 3.30: Relative strength of SPC high-frequency climate variabilty for the AIM (red dots) 
and non-AIM (blue dots) periods outlined in Figure 3.15 
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3.2.4. Interhemispheric Trends in High-Frequency Climate Variability  

Finally, we are motivated to understand how the background climate state affects climate 

variability across all three study sites. We use the water isotope record as an estimate of background 

temperature (because temperature reconstructions are not yet available for EGRIP) and compare 

this to our records of normalized high-frequency climate variability (7-10, 10-15 and 20-30 year 

bands). We distinguish climate states by grouping data in five timeframes: 

o Holocene: 0-11.7 ka bp 

o Younger-Dryas: 11.7-12.9 ka bp 

o Bølling Allerød: 12.9-14.7 ka bp 

o Northern Hemisphere interstadial periods: consistent with Rasmussen et al. (2014) 

o Northern Hemisphere stadial periods: consistent with Rasmussen et al. (2014) 

In this analysis, water isotopes (i.e. temperature) are plotted on the x-axis as the independent 

variable and normalized relative amplitudes are plotted on the y-axis as the dependent variable. 

Essentially, this analysis compares mean temperature to high-frequency climate variability around 

the mean in 400 year windows for each location. Once plotted, we fit a linear regression to the 

data to determine r2 (which measures variance explained by the model) and p values (which 

determine if results are statistically significant) for each site. A high r2 value (>0.7) means the model 

explains a super majority of observations while a low p value (<0.05) means the observations 

effectively reject the null hypothesis, which states there is no relationship between the variables 

being compared. For our purposes, high r2 and low p values infer that strength of high-frequency 

climate variability relates to the background climate state, and vice versa. 
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Figure 3.31: Relationship between mean temperature and variability around mean temperature 
for EGRIP, WDC and SPC; data is grouped by Holocene (red), Younger Dryas (pink), Bølling-
Allerød (orange), NH interstadial periods (light blue) and NH stadial periods (dark blue). 
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 Average R2 value P value  

EGRIP 0.73 <0.05 

WDC 0.53 <0.05 

SPC 0.018 >0.05 

Table 3.5:  Average R2 and P values from Figure 3.31 for EGRIP, WDC and SPC  

 

 We find a strong relationship between climate variability and mean temperature at EGRIP 

(r2 = 0.73), a mild relationship at WDC (r2 = 0.53) and essentially no relationship at SPC (r2 = 

0.018). These results suggest high-frequency climate variability in Greenland is strongly coupled 

with mean temperature while Antarctic high-frequency climate variability is largely independent 

of temperature change.   

Another way to visualize the plots in Figure 3.31 is to create Probability Density Functions 

(PDFs) for each cluster of data (i.e. Holocene, deglaciation, interstadial and stadial periods). This 

approach displays how much climate variability deviates from mean variability during each 

timeframe for all three locations. EGRIP exhibits relatively little deviation from mean conditions 

during the Holocene and significantly greater deviation during the Last Glacial Period (LGP). 

WDC exhibits a similar trend to EGRIP, in that deviation from mean conditions is greater during 

the LGP, but the magnitude of dispersion is smaller for both the Holocene and LGP compared to 

EGRIP. SPC exhibits little to no change in deviation from mean conditions from the Holocene to 

the LGP, thus making it the most stable site.   
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Figure 3.32: PDFs of Holocene (red) and LGP (blue) data groupings from Figure 3.31; greater 
spread across x-axis indicates increased deviation from mean climate variability conditions 
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Chapter 4: DISCUSSION 

4.1. Misconceptions about Climate Variability  

Climate variability research focuses on anomalies occurring beyond the scale of single 

weather events and broadly speaking, attempts to quantify deviation from the mean state of a 

climatic record (e.g. temperature or precipitation) over some given amount of time, typically on 

the scale of months to years. For the past several decades, environmental variables such as 

humidity, temperature and precipitation have been monitored more frequently than ever, making 

modern analyses of high-frequency (i.e. sub-annual, annual and interannual scale) climate 

variability geographically widespread and robust. Looking towards the future, scientists are 

interested in whether global warming is causing increased climate variability, partly characterized 

by more extreme weather events, and if so, how society will adapt to changing conditions 

(Huntingford et al., 2013; Karl et al., 1995). Addressing this problem not only requires an 

evaluation of conditions in a warming world, but a comprehensive understanding of high-

frequency climate variability prior to anthropogenic interference.  

The two primary barriers to creating this seamless record of past to present climate 

variability is the availability of high-resolution data and scale of interpretation (i.e. the 

interpretation of climate based on the range of frequencies analyzed).  The issue of data resolution 

arises because some geologic records, such as ocean sediment and rock cores, cannot be sampled 

at sub-annual, interannual or even decadal resolution throughout the last glacial period and ice 

cores have only recently been resolved on these scales with CFA analysis (Jones, 2018a). Thus, a 

plethora of information exists surrounding centennial and millennial scale paleoclimate variability 

because lower resolution records are inherently representative of lower frequency events (Buizert 
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et al., 2015b; Schulz et al., 2004). Additionally, because it is generally assumed that most 

paleoclimate records provide information on the millennial scale, it is not uncommon to find 

academic article titles missing a descriptor of the scale of climate variability analyzed, which we 

believe leads to misconceptions in climate science. In an extreme example, Rehfeld et al. 2018 

provides evidence for a reduction in temperature variability by a factor of 73 from the LGP to the 

Holocene in Greenland but does not explicitly state the scale analyzed in the title, abstract or 

introduction. Further reading reveals quantification of variability was determined by calculating 

variance between the 500 and 1,750 year spectral periods. To the casual reader, this point may go 

unnoticed and conclusions could be reached that are not consistent with reality. Further, what the 

authors have done is calculate temperature variability that is largely skewed towards the 

background glacial climate state which, as stated previously, is characterized by large millennial-

scale abrupt warmings known as DO Events. As we show in this study, the reduction in variability 

on interannual to decadal scales in northeast Greenland changes by only a factor of 4 in the 

temperature domain (or a factor of 2.5 in the isotope domain) from the LGP to the Holocene. This 

is significantly different than the factor of 73 given by Rehfeld et al., 2018 and highlights the 

importance of clearly indicating the scale of interpretation when analyzing climate variability of 

the past.  

Even with high-resolution records, such as cm or mm resolved ice cores, the scale of 

interpretation is highly dependent on the methodologies used to quantify climate variability. For 

example, variability can be measured several ways, such as the relative magnitude of some signal, 

as we show in this study using spectral analysis, or as the relative dispersion of data using a moving 

standard deviation. Because climate operates on a continuum of frequency components, we argue 

that non-frequency dependent methodologies, such as the standard deviation, are problematic in 
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that they unavoidably skew measurements of variability to the strongest resolvable frequencies in 

the data. The figures below outline a simple situation in which standard deviation and strength of 

signal are not interchangeable, and thus measuring variability using these two methodologies will 

result in two different interpretations of climate.   

In Figure 4.1, we define a synthetic temperature signal comprised of four sinusoidal 

functions with frequencies of 1/4, 1/7, 1/10 and 1/100 year-1 and amplitudes of 7, 4, 10 and 30 

°F, respectively. Here, centennial scale variability is strongest and overwhelms the higher frequency 

signals with lower amplitudes. When a non-frequency dependent measurement (i.e. standard 

deviation) of variability is calculated, we see that it is weighted towards the large amplitude of the 

sine wave with frequency of 1/100 year-1. Thus, even though variability exists at higher 

frequencies, the standard deviation does not reliably represent the strength of that high-frequency 

climate variability. This thought experiment shows the importance of considering the strength of 

individual frequencies using spectral techniques, rather than considering the standard deviation of 

the full signal.  
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Figure 4.1: Four independent functions with frequencies of 1/4, 1/7, 1/10 and 1/100 year-1 and 
amplitudes of 7, 4, 10 and 30 °F, respectively 

 
Figure 4.2: Synthetic temperature signal created by combining the four independent signals in 
Figure 4.1 

 

 Amplitude (°F) Standard Deviation (°F) 

4 year signal 7 4.9 

7 year signal 4 2.8 

10 year signal 10 7.0 

100 year signal 30 21.2 

Combined signal n/a 23.1 
Table 4.1: Comparison of frequency dependant amplitude vs non-frequency dependant standard 
deviation for the signals in Figures 4.1-4.2 
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Similarly, we can show in Figure 4.3 that standard deviations of ice core water isotope data 

are not necessarily representative of the strength of high-frequency climate variability, as defined 

in this study. Here, we calculate the standard deviation of raw isotope data in 400 year windows 

with a timestep of 200 years and compare this to our calculations of relative amplitude for the 10-

15 year band (which is analyzed with the same window size and timestep). While these metrics 

agree relatively well for EGRIP, albeit with some discrepancies at millennial scales, both WDC 

and SPC show broad disagreement. For this reason, the standard deviation is not reliable for 

interpretation of high-frequency climate variability in our records, even if the data set is resolved 

at annual, interannual or decadal scales.  

 The combination of CFA analysis of water isotopes and spectral analysis techniques used 

in this study effectively overcomes the issues outlined above by 1) capturing data on interannual 

and decadal scales, 2) disentangling a multitude of frequency components captured in the data set 

and 3) isolating the scale of climate variability most useful to current initiatives. From this, we create 

records of high-frequency climate variability in Greenland and Antarctica that can be used to 

benchmark existing general circulation models and improve future predictions of climate change 

at these locations. 
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Figure 4.3: Standard deviation of raw 𝛿D record vs strength of decadal (i.e. 10-15 year band) 
climate variability for EGRIP, WDC, and SPC; analysis done in 400 year windows with a timestep 
of 200 years 
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4.2. Greenland 

4.2.1. NGRIP vs EGRIP Sampling Resolution Comparison 

The utility of temporally high-resolution data has been proven in recent studies (e.g. Jones 

et al. 2018, Jones et al. in review, 2021). In short, the ability to analyze interannual, annual, and 

seasonal climate variability is unlocking novel insights into the climate system and pushing the 

boundaries of our ability to reconstruct climate using global circulation models. In this thesis, we 

quantified the improvement in estimations of the amplitude of frequency bands (e.g. 10-15 yr 

variability) by comparing two records with different temporal sampling resolutions of 5 cm 

(NGRIP) and 1 mm (EGRIP). Glacial ice at EGRIP originates upstream of the current drilling 

camp near NGRIP, thus comparisons of frequency band amplitudes between the two cores tell us 

whether an artificial loss in amplitude for the 5 cm NGRIP record can skew results. Initially, we 

hypothesized that spectral analysis of the 5 cm resolution NGRIP water isotope record would result 

in underestimations of high frequency climate variability (i.e. in the 7-15 year bands where 

diffusion most strongly attenuates signals), especially further back in the record (e.g. at ages >30 ka 

bp) where annual layers in the ice have thinned substantially compared to younger ice. 

We confirmed this hypothesis by comparing results from the original 1 mm EGRIP record 

to the original 5 cm NGRIP record. We found the 5 cm NGRIP record is compromised at ages 

greater than about 30 ka bp, resulting in lower estimates of frequency-band amplitudes than the 

mm-resolved EGRIP record. We further confirmed this to be true by also testing a 5 cm down-

sampled EGRIP record; this test showed the same results (Figure 3.2). In effect, the lower sampling 

resolution at NGRIP tends to "cut-off" or "sample-across" the peaks and troughs of the record, 

artificially reducing the amplitudes of high-frequency signals. Because the EGRIP 1 mm sampling 
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provides about 10 to 20 data points per year (depending on the extent of thinning), we can say that 

it is the first Greenland record capable of capturing uncompromised and continuous interannual 

and decadal climate variability well into the last glacial period (LGP). Using our results from 

EGRIP, we present preliminary hypotheses for the trends identified in traces of the amplitude of 

high-frequency climate variability and ultimately provide a road map for further research in the 

field of high-frequency polar climate variability modeling. 

 

4.2.2. EGRIP Glacial-Interglacial Trends in Climate Variability 

 We find that northeastern Greenland, on average, experienced a 60% reduction in the 

strength of high-frequency climate variability (7-15 year band) from the Last Glacial Maximum 

(LGM; occurring from 16-27 ka bp and coinciding with the greatest extent and height of North 

American land ice during the LGP) to the Holocene (0-11 ka bp). Prior to the LGM (> 27 ka), the 

margin between glacial and Holocene climate variability was about 30% narrower. Because the 

topography of the Laurentide Ice Sheet (LIS; which covered present-day Canada and the northern 

USA) was highest during the LGM (~700 meters thick), we speculate that atmospheric circulation 

anomalies resulting from the presence of the LIS could be responsible for increased variability from 

16-27 ka bp. There is already precedent for the LIS altering ocean-atmosphere circulation 

throughout the entire Pacific Basin, ranging from the Aleutian Low Pressure area in the North 

Pacific, to the tropical Pacific and as far away as West Antarctica (Jones e al., 2018). There is no 

reason to think the same did not occur, at least in part, in the North Atlantic Basin. Researchers in 

the modeling community are interested in this idea, but as of the writing of this thesis, no model 

runs have been published (Pers. Comm., Roberts, W.H.G., 2021). Although the field of high-
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frequency climate variability modeling is new and relatively incomplete, the results in the study 

offer a benchmark for future testing. 

 

4.2.3. EGRIP Millennial-Scale (DO Event) Trends in Climate Variability  

While long-term trends in the amplitude of high-frequency climate variability in northeast 

Greenland (on the order of 10 kyr or longer), or trends occurring across the last glacial-interglacial 

cycle, may have more to do with the topography of the Laurentide Ice Sheet (as discussed above), 

the multi-millennial trends in the glacial period occurring across Dansgaard-Oeschger cycles likely 

have a different set of forcing mechanisms. As a starting point, we initiated communication with 

climate scientist William H. G. Roberts (based in Northumbria, England) to discuss General 

Circulation Model (GCM) expectations. Existing HadCM3 model outputs, albeit older and 

unpublished as of the writing of this thesis, suggest northeast Greenland would exhibit decreased 

high-frequency climate variability during stadial (i.e. cold) periods, compared to interstadial (i.e. 

warm) periods, due to a lower latitude sea ice front pushing storm tracks further south and thus 

decreasing atmospheric circulation anomalies in the North Atlantic and in the vicinity of northeast 

Greenland (Pers. Comm., Roberts, W.H.G., 2021). In effect, the sea ice would act as a buffer for 

high-frequency variability. Our findings, that high-frequency climate variability was actually 50% 

stronger during stadial periods, is the opposite of the model expectation. This discrepancy shows 

that additional GCM runs are necessary to understand the forcing mechanisms and boundary 

conditions that could give rise to the empirical observations we present in this thesis. 

Other model simulations are more in agreement with our findings. Maykut et al. (1971) 

finds that extensive sea ice acts as an insulating barrier between the ocean and atmosphere at high 

latitudes. In the absence of sea ice, the high heat capacity of the ocean effectively moderates 
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ambient temperatures by providing a source of heat to the atmosphere. In other words, climates 

characterized by low sea ice extent experience less volatile temperature fluctuations, and vice versa. 

This line of thought can potentially be used to explain our results. The Last Glacial Period (LGP) 

was characterized by persistent sea ice coverage over the Arctic Ocean, while lower latitudes were 

subject to seasonal changes in sea ice. Reconstructions suggest that sea ice extended as far as 40° 

north along the coast of North America and to 55° north in the central and eastern Atlantic Ocean 

during the coldest times (Brennen et al., 2013).  Thus, we know the sea ice extent on average 

extended to much lower latitudes during the glacial period as compared to the Holocene.  We also 

have biomarker proxy evidence (Hoff et al. 2016) that suggests sea ice extended to much lower 

latitudes during cold stadial periods and retreated during warm interstadials. In a simplistic sense, 

this may account for our observations, in that removing the moderating effect of the ocean on 

atmospheric dynamics leads to greater temperature variability in cold stadial periods. 

We also propose the idea that not only was sea ice more extensive, but that the sea ice front 

was more variable (i.e. moving north and south over many degrees of latitude from one year to the 

next) during stadial phases. This could occur due to increased solar radiation at lower latitudes 

driving a bimodal effect on the thin and fragile sea ice front where 1) growth occurs at colder, 

higher latitudes and 2) recession occurs in the presence of warmer, lower latitude temperatures. In 

theory, fluctuations in the sea ice front would also cause fluctuations in source-to-sink (i.e. 

evaporative source to precipitation site) temperature gradients, thus increasing variability in the 

isotopic signature of precipitation, as we find in this study. Although there are no proxy records 

capable of reconstructing sea ice variability on interannual to decadal scales, we suggest this 

scenario as a potential test in both temperature and isotope enabled GCMs. It is important to note 

that isotope variability, which we evaluate in this study, and local temperature variability at an ice 
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core site may not be equivalent. For example, after calibrating a more variable sea ice front, a 

temperature enabled GCM may produce no changes in high-frequency variability during the LGP 

in Greenland, while an isotope enabled model produces the signal we describe in Section 3.1.6. 

This potential outcome may suggest that the trend we find (i.e. cold stadial periods exhibit greater 

variability) is largely a product of increased variability in source to sink temperature gradients of 

precipitation and water vapor (from the sea ice front moving more degrees of latitude in the north-

south direction), despite temperature remaining relatively stable over EGRIP. This scenario would 

beg the question: at what scale (i.e. sub-annual, interannual, decadal, centennial, etc.) do isotope 

and temperature variability become decoupled in central Greenland? Further modeling research 

is required to answer this question.  

To explain our observations, that temperature variability was larger during stadial periods 

at EGRIP, we hypothesize that 1) sea ice extended further south on average and 2) the sea ice 

extent experienced greater north-south variability from year-to-year during cold stadial periods. 

Either mechanism, or a combination of both, can in theory account for our observations. Yet, this 

scenario does not consider regional dynamics, such as atmospheric pressure anomalies, Rossby 

waves, or teleconnections, that may shift and change due to sea ice cover. Thus, new HadCM3 

model runs are required to explicitly test sea ice extent and sea ice variability from year to year, 

under varying boundary conditions for orbital forcing, greenhouse gases, and ice sheet 

topography/albedo. It is also possible that new HadCM3 model runs will uncover other forcing 

mechanisms, for example, that connections to lower latitudes may be driving North Atlantic 

dynamics. As our observations are a first order discovery, a large amount of work is necessary to 

fully understand the results.  
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Even more interesting than stadial-interstadial comparisons is the temporal evolution of 

changes in high-frequency climate variability across Dansgaard-Oeschger (DO) warming events. 

From our high-resolution (i.e. 400 year window, 50 year timestep) evaluation of climate variability 

during the LGP, we find that on average variability decreases prior to abrupt DO warming by 0.5 

- 1 ka bp. This information offers unprecedented insight into the forcing mechanisms of abrupt 

climate change that punctuated the LGP. 

A simple, but incredibly useful framework for analyzing abrupt climate change, proposed 

by Alley et al., 2003, likens the climate system to an upright canoe. The climate system, as well as 

the canoe, will remain largely stable so long as no drastic changes are made. Despite this, both 

systems are capable of exhibiting threshold behavior, wherein reaching an adequate intensity of 

change results in a rapid transition to some new state. With this framework, abrupt change requires 

a trigger (or initial modification to the system), an amplifier (which intensifies the trigger and causes 

total change to cross some threshold), a globalizer (which spreads abrupt change across Earth) and 

finally a source of persistence (which holds the system in a new stable state). In the case of the 

upright canoe, a trigger could be someone leaning too far over the edge, while friction between the 

boat and the person acts as an amplifier. The canoe flipping with the person still inside acts a 

globalizer and finally, resistance of the canoe to being flipped back over would be the source of 

persistence.  

Although applying this framework to the climate system is much less straightforward, it 

offers a useful starting point for testing preliminary hypotheses about what causes abrupt climate 

change. In terms of the Greenlandic abrupt climate change cycles, known as Dansgaard-Oeschger 

(DO) cycles, the most widely accepted hypotheses involve an amplifying bi-stability (i.e. fluctuation 

between weak and strong states) in the Atlantic Meridional Overturning Circulation (AMOC), 
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potentially triggered by freshwater forcing from ice rafting events or increased precipitation 

(Ganopolski & Rahmstorf, 2001; Bond et al., 1999; Eisenmann et al., 2009). Despite significant 

efforts to bolster this theory, much uncertainty exists surrounding potential trigger mechanisms. 

For example, freshwater influx via large scale ice rafting events, known as Heinrich events, can 

only explain a fraction of the DO cycles observed in Greenland ice core water isotope records 

(Bond et al., 1993). For this reason, we propose an alternative framework for abrupt DO cycles, 

using evidence in this study, that builds upon a relatively new, but increasingly popular theory that 

rapid expansion and contraction of thick ice shelves and thin sea ice in the North Atlantic can 

explain the abrupt temperature shifts observed in DO cycles (Boers et al., 2018; Li et al., 2005; 

Petersen et al., 2013)  

The model simulation in which our results agree the most (proposed by Boers et al., 2018) 

is as follows. Entering glacial conditions from the last interglacial period, North Atlantic (NA) ice 

shelf and sea ice extent are set to zero and AMOC is in a strong baseline state. As temperatures 

cool, NA ice cover gradually increases as an ice shelf forms off eastern Greenland. After a certain 

ice cover threshold is reached, an enhanced ice-albedo feedback causes sea ice to rapidly expand 

in the NA which in turn, creates an insulating barrier (as discussed in Maykut et al., 1971) between 

the ocean and atmosphere. The sea ice barrier traps oceanic heat brought north by a strong 

AMOC and warms NA subsurface water (TNAW), preventing it from becoming dense and sinking. 

This weakens AMOC and eventually (i.e. several hundred years later) causes a gradual warming 

in the Southern Hemisphere. When TNAW reaches a certain threshold, sea ice destabilizes and 

rapidly breaks apart and releases the buildup of oceanic heat to the atmosphere, rapidly increasing 

TG. This abrupt change marks the onset of a Dansgaard-Oeschger (DO) cycle. Once subsurface 
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waters cool considerably, AMOC switches back to a strong baseline state and the process starts 

over again.  

The two-step structure of DO cooling back to stadial conditions in Boers et al. (2008) is 

explained by 1) a slow growing ice shelf off eastern Greenland in the first phase and 2) rapid sea 

ice expansion via positive feedback loops in the second phase. In our study, stadial periods are 

characterized by weak but relatively stable climate variability in the first phase (i.e. slow growing 

ice shelf formation) followed by an abrupt increase in high-frequency climate variability during 

and after the second phase (i.e. rapid sea ice expansion). We suggest that the rise in high-frequency 

variability around TG (mean Greenlandic atmospheric temperature) during the second cooling 

phase can potentially be explained by 1) increased sea ice cover and 2) increased north-south 

variability in sea ice coverage. A combination of these two factors creates a vast and fluctuating sea 

ice cover during stadial periods that could in theory drive drastic fluctuations in source-to-sink (i.e. 

evaporative source to precipitation site) temperature gradients, which directly affect the isotopic 

signatures of precipitation.  

However, we find a discrepancy in the timing between abrupt TG warming at the onset of 

a DO event and the shift from strong to weak temperature variability during the ensuing 

interstadial period. The Boers model suggests that NH ice cover (i.e. sea ice and ice shelf cover) 

essentially disintegrates immediately at the onset of abrupt warming. This is somewhat consistent 

with Steffensen et al. (2008) which shows that abrupt change during the LGP occurred in just a 

few years using the NGRIP deuterium excess record, a proxy for Greenland moisture source. 

Conversely, we show that high-frequency climate variability in Greenland begins to decrease about 

0.5-1 ka prior to abrupt warming and sea ice disintegration, creating an inconsistency between our 

hypothesis and the Boers model. It is possible that mean sea ice extent and sea ice variability 
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become decoupled during this timeframe and that sea ice front variability (i.e. north-south 

movement over many degrees of latitude) acts as a primary driving mechanism for the results we 

present in this study. In this case, the model appropriately captures mean NA ice extent, but is 

unable to resolve decreasing high-frequency sea ice variability that potentially drives our signal. It 

is also possible that our results are forced by other factors, but additional studies would be required 

to disentangle such mechanisms. 

 Overall, our results lend evidence in support of the Boers et al. (2018) hypothesis that rapid 

expansion and contraction of thick ice shelves and thin sea ice in the North Atlantic can explain 

the rapid temperature shifts observed during the LGP in Greenland. If we apply this hypothesis to 

the Alley et al. (2003) framework for abrupt climate change, increasing North Atlantic subsurface 

water temperature (TNAW) acts as a trigger for abrupt DO warming, a stark rebuttal to other leading 

theories that suggest DO cycles are triggered by freshwater forcing from land ice or precipitation. 

We support this theory with 1) evidence from Maykut et al. (1971) that extensive sea ice can cause 

more volatile atmospheric temperature fluctuations and 2) our own hypothesis that sea ice was 

increasingly variable at greater mean extents during the LGP, leading to more variable source-to-

site temperature gradients in polar precipitation. The single caveat to our hypothesis is evidence 

to suggest sea ice variability and sea ice extent may have become decoupled 0.5 - 1 ka prior to 

abrupt DO warming. Further research will be required to understand forcing mechanisms for this 

discrepancy.  
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4.3. Antarctica 

4.3.1. WDC and SPC Glacial-Interglacial Trends in Climate Variability 

Prior high-resolution studies of West Antarctic climate (Jones et al., 2018) found a 50% 

reduction in the amplitude of interannual climate signals at 16.2 ka bp. This change was ultimately 

caused by an abrupt decrease in the size of the Laurentide ice sheet and subsequent shifts in Pacific 

Basin climate dynamics. In the modern, SPC and WDC share a common moisture source: the 

Pacific Basin (Sodemann and Stohl, 2009). Assuming this common dynamic held in the past, we 

initially hypothesized that the 16.2 ka signal present at WDC would also be evident at SPC, but 

significantly dampened because this area is far more isolated thus, fewer storm tracks would reach 

interior Antarctica.  

While the magnitude of high-frequency climate variability is similar for WDC and SPC 

during the LGP, we found that the 16.2 ka signal at SPC is either not present or heavily masked 

by noise (see Figure 3.21). In the case that the 16.2 change is not present, this must mean climate 

dynamics between WDC and SPC were decoupled in the LGP. In the case that the 16.2 signal is 

simply overwhelmed by noise, then our initial hypothesis (that the signal would be evident at SPC, 

but significantly dampened due to the isolation from the moisture source) is supported. Delineating 

exact forcing mechanisms for these results is outside the scope of this study, but empirical evidence 

we provide can be used to benchmark existing general circulation models.  

 

4.3.2. WDC and SPC Millennial-Scale (AIM Event) Trends in Climate Variability 

While the topography of the Laurentide Ice Sheet may drive glacial-interglacial climate 

variability at both WDC and SPC, trends of high-frequency climate variability over millennial 

scale warming events known as Antarctic Isotope Maxima (AIM) events are likely forced by a 
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different mechanism. We find that both Antarctic study sites, WDC and SPC, experience little to 

no change in the strength of high-frequency climate variability over the course of warm AIM and 

cold non-AIM periods. This is intriguing in that mean Antarctic temperature changes substantially 

(1-3 degrees C; Pedro et al., 2018) during these transitions but high-frequency variability around 

the mean does not. 

We hypothesize that more oceanic stability in the Southern Ocean (SO), compared to the 

North Atlantic, during the LGP could explain our results. Recent studies provide evidence that the 

strength and mean position of the Antarctic Circumpolar Current (ACC), which flows clockwise 

between 45° and 55° around Antarctic, was either unchanged (Matsumoto et al., 2001) or stronger 

(Mazaud et al., 2010) during the Last Glacial Period, compared to modern day. The ACC is driven 

by prevailing westerly winds and transports approximately 130 million Sv (m3 s-1)  of deep, 

intermediate and surface water between the three ocean basins (e.g. Indian, Atlantic and Pacific) 

that surround Antarctica (Rintoul et al., 2001). We hypothesize consistent strength in the ACC 

potentially hindered the formation of sea ice to lower latitudes in the Southern Ocean during the 

LGP, thus decreasing 1) mean sea ice extent and 2) high-frequency sea ice variability around the 

mean.  

Reconstructions of mean sea ice extent in the Southern Ocean during the Last Glacial 

Period (LGP) may support this hypothesis. Collins et al. (2011) found that the Antarctic winter sea 

ice front, at its maximum extent, reached approximately 53° S (only a 3° advance from its modern 

limit) between 23.5-25 ka bp and that the summer sea ice front reached as far as 55° S (or a 12° 

advance from its modern limit) sometime between 23.5-30 ka bp. With this, the spatial difference 

between winter and summer sea ice extents, referred to as the seasonal sea-ice zone, was 

substantially smaller during the LGP than in the Holocene. These findings are relatively in line 
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with Allen et al. (2011) and CLIMAP Project Members (1976, 1981) although others (Gersonde et 

al., 2004) argue these reconstructions overestimate summer sea ice extents. It is possible that a 

combination of strong westerly winds and a powerful Antarctic Circumpolar Current (ACC) 

hindered ultra-extensive sea ice formation around Antarctica during the LGP, especially during 

cold winter periods, thus creating a more stable sea ice cover and reducing the seasonal sea-ice 

zone. Our results, that WDC and SPC exhibit consistent high-frequency climate variability during 

the LGP despite millennial scale changes in mean temperature, could possibly be explained by a 

less extensive and relatively stable sea ice cover (compared to the North Atlantic during the LGP) 

that 1) moderates atmospheric temperature fluctuations and 2) reduces variability in source-to-sink 

(i.e. evaporative source to precipitation site) temperature gradients which directly affect the isotopic 

signatures used in this study.  

One caveat is that the Collins et al. (2011) reconstructed maximums were determined to 

pre-date the Last Glacial Maximum, but it is unclear whether these extents persisted throughout 

the timeframe (i.e. 30-50 ka bp) of our millennial scale (AIM event) high-frequency analysis. As 

mentioned in Section 4.2.3, there are no proxy records capable of accurately reconstructing sea 

ice variability on interannual to decadal scales, but we find it reasonable to test our hypothesis in 

a general circulation model (GCM) by altering sea ice boundary conditions in the Southern Ocean 

during the LGP.  

 

4.4. Interhemispheric Comparisons 

4.4.1. Glacial-Interglacial Trends in Climate Variability 

Prior to obtaining results, our simple null hypothesis was that EGRIP and WDC would 

experience comparable strengths in high-frequency climate variability during the LGP and 
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Holocene due to their similar latitudinal positioning. Using the line of thought that SPC variability 

would be slightly dampened (discussed in Section 4.3.1) compared to WDC, we also initially 

hypothesized that EGRIP would have slightly greater variability than SPC throughout the past 50 

ka.  

We disproved these null hypotheses, finding that in the isotope domain EGRIP exhibits 

high-frequency climate variability about twice the magnitude of WDC and SPC during the LGP. 

In the temperature domain, this translates to 4.5 greater high-frequency variability at EGRIP 

during the LGP. Due to a substantial knowledge gap in high-frequency climate variability 

modeling, we can only suggest potential explanations for these results. We hypothesize the 

topography of the Laurentide Ice Sheet is (LIS) imparted atmospheric anomalies on all three sites 

during the LGP, but the magnitude and occurrence of anomalies was greatest at EGRIP, perhaps 

due to its proximity to the LIS, and weakest at SPC due to the isolated nature of this site.  

We know from Jones et al. (2018) that during the Last Glacial Maximum (LGM), the LIS 

imparted greater high-frequency variability on WDC through increased teleconnection between 

the tropical Pacific Basin and West Antarctica. We conclude this effect is only vaguely evident in 

the SPC record due to the geographic separation between this site and the oceanic processes of 

West Antarctica. Model testing is required to confirm or refute this hypothesis. On the contrary, 

we hypothesize that the LIS greatly affected climate dynamics at EGRIP by imparting a physical 

(e.g. 700 meters tall) barrier to atmospheric circulation that may have driven increased atmospheric 

anomalies in the nearby North Atlantic Basin. This hypothesis also requires model testing but 

proposes a starting point for future high-frequency variability research focused on the LGM.  
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4.4.2. Millennial-Scale Trends in Climate Variability 

We observe significant differences between Greenland and Antarctic trends of high-

frequency climate variability across millennial scale temperature shifts that punctuated the LGP. 

At EGRIP, cold stadial periods exhibit approximately 50% greater variability than warm 

interstadial phases and at WDC and SPC, there is no discernable difference in the strength of 

variability between warm AIM phases and the cold non-AIM counterparts. This trend is summed 

up well by Figure 3.31. We hypothesize different geographies surrounding Greenland and 

Antarctica ultimately cause these distinct trends in isotopic variability during the LGP by 

controlling the capacity for sea ice to expand and retract. 

As discussed in Section 4.3.2, the Antarctic Circumpolar Current (ACC) is driven by 

prevailing westerly winds at approximately 50° S. Westerly winds are substantially stronger in the 

Southern Hemisphere, compared to the Northern Hemisphere, because there are few physical 

barriers, such as continents, that can interrupt the flow of air. The result is a steady and strong 

oceanic current that transports water at most depths and effectively creates a barrier between warm 

water at mid latitudes and cold water at southern high latitudes. We hypothesize this phenomenon 

may have hindered extensive sea ice cover during cold phases of the LGP (e.g. maximum extent 

at 53° S), thus reducing the seasonal sea ice zone. The could in theory explain the stable strength 

of high-frequency climate variability at WDC and SPC that we observe across AIM Events during 

the LGP. 

In contrast, the North Atlantic Ocean, which is surrounded by land, experiences reduced 

wind and less oceanic turbulence relative to the South Ocean. We hypothesize this characteristic 

allowed sea ice to 1) grow to much lower latitudes (i.e. maximum extent at 40° S) during cold 

phases of the LGP and 2) fluctuate more in the presence of warm, lower latitude temperatures, 
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thus imparting increased variability on source-to-sink temperature gradients and the magnitude of 

atmospheric temperature fluctuations.  Together, these factors may explain our observations of 

unstable high-frequency isotopic variability in northeastern Greenland across DO cycles. 
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Chapter 5: CONCLUSION 

In this study, we provide the first reconstruction of high-frequency (i.e. interannual to 

decadal scale) climate variability in Greenland throughout the past 50 thousand years. We focus 

on trends across long wavelength transitions, such as glacial-interglacial shifts and millennial scale 

Dansgaard-Oeschger cycles during the Last Glacial Period (LGP). We find that on average, the 

LGP exhibits 2.5 times greater variability than the Holocene and within the context of the LGP, 

cold stadial periods are 1.5 times more variable than warm interstadial periods. In essence, 

interannual and decadal climate variability in Greenland is highly sensitive to shifts in mean 

temperature (see Figure 3.31). These results offer unprecedented insight into Northern Hemisphere 

climate dynamics and can be used to benchmark existing general circulation models (GCMs).  We 

also provide two key modeling questions to test. Did the topography of the Laurentide Ice Sheet 

increase mean isotopic variability in northeast Greenland during the Last Glacial Maximum 

(LGM) as compared to the Holocene via atmospheric anomalies in the North Atlantic? 

Additionally, could an extensive and fluctuating sea ice cover surrounding Greenland during the 

LGP impart greater interannual and decadal variability in the isotopic signature of precipitation 

across DO Events?  

Another pivotal result in this study is that both Antarctic sites (WDC and SPC) exhibit no 

change in high-frequency climate variability across millennial-scale warm Antarctic Isotope 

Maxima (AIM) phases, in stark contrast to the Northern Hemisphere results. From this, we propose 

the question to modelers: Could a less extensive and more stable sea ice cover surrounding 

Antarctica during the LGP result in consistent interannual and decadal climate variability across 

AIM Events despite significant changes in mean temperature? 
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With this study, we hope to motivate GCM research that answers our questions about high-

frequency climate variability and the mechanisms that result in such distinct interhemispheric 

trends. Targeted sea ice models may assist in this endeavor by clarifying the relationship between 

mean sea ice extent and variability of the sea ice front on interannual and decadal scales throughout 

different climate states in the Northern and Southern Hemispheres. Another useful tool may be 

evaluating high-resolution sea salt sodium records from coastal ice cores as a proxy for sea ice 

extent and decadal variability (Rankin et al., 2002; Rhodes et al., 2018). If it is determined that our 

hypotheses about sea ice are incorrect, then modeling efforts should focus on teleconnection 

mechanisms as a potential cause of our observed trends in high-frequency climate variability. It is 

also possible that the cause is something we have not thought of and in that case, we must let 

science take its course.  

Looking forward, we suggest analysis of high-resolution water isotope records from 

geographically diverse regions of Greenland and Antarctica to further investigate how latitude or 

proximity to oceanic processes affects high-frequency climate variability in polar regions. Three 

future projects may provide this insight include the upcoming Hercules Dome ice core project in 

East Antarctica, the South Dome ice core in south Greenland and mm-scale resampling of the 

GISP2 ice core which is stored at the National Science Foundation Ice Core Facility (NSF-ICF).  
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