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Mobile phones are increasingly equipped with features that allow tbeself-generate
digital content, and they possess larger storage capacitythithcreased trend of information
sharing, promoted by web2.0 applications and the success of peer-ino-fheewired world, the
ability for users to share content on their mobile devices isgamgaMost mobile content
sharing solutions work over infrastructure-based networks, such asténeet or the mobile
phone network. However, network connectivity is not always availablatdeast, affordable.
On the other hand, the proliferation of feature-rich mobile deviopties that a mass of digital
content can be found nearby. In this context, mobile content shamntigadions tailored to ad
hoc networks may come in handy for impromptu and ubiquitous sharing. dhksstudies the
feasibility of such solutions through a practical approach, consisfinigveloping a prototype
application. After extensive performance evaluation, it is condludat ad-hoc-based content

sharing is efficiently possible on mobile devices.
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Chapter 1 Introduction

As mobile phones are getting more capable and cheaper, many apmicaice limited
to desktops are now “mobile”: digital media players, games,|efeits, web browsers, social
networking applications, and much more; the range of applications arideseavailable on
mobile phones keeps on increasing. This expansion is confirmed byt retatkgtics as Chetan
Sharma (2010) forecast a growth of overall mobile applications downfoams7 billion in
2009 to about 50 billion by 2012. It is also expected that mobile applicatrenues will exceed
$25 billion by 2014 (Juniper Research, 2009). Since applications ateoall helping end users
to perform specific tasks, these reports from the mobile apiplhisamarket suggest that people
are increasingly interested in doing things that can be done with a PC whileroovibe

At the same time, the rapid growth of Peer-to-Peer (P2R) esmputing model has
fueled the development of many internet-based applications, sucHeashéring, instant
messaging, and Voice-over-IP. In a study by Cisco (2008) R#i iis expected to remain the
lion’s share of internet traffic over 2011, quadrupling from 1,330 petaipgemonth in 2006 to
5,270 petabytes per month in 2011. One possible explanation of the popul&2ky sf/stems is
that they do not heavily rely on the existence of a dedicated sasvéris the case with
client/server systems. This characteristic allows P2iesysto be easier to install and maintain,
and also to be more resilient to the problem of single-point airéai In a P2P network,
participants (or peers) share resources directly with each witteyut (or with very limited)
central coordination; each peer is able to act as both a prandest consumer of resources. A
particular case is P2P file sharing, an application of R2Fhich the resources shared by peers

are files. P2P file sharing is by far the most famous agjicaf P2P, generating over 42% of



internet traffic in Northern Africa and 69% of internet trafiic Eastern Europe, as of 2009
(ipoque, 2009).

Although most P2P file sharing applications are PC-based — i.e. dgdignan on
desktops and laptops, the trend of increased mobility and the m@tbferof high-capability
mobile phones — sometimes referred to as smartphones or simply piodrles in this thesis —

warrant the development of P2P file sharing systems for mobile devices.

1.1 Research Motivation

Mobile phones are increasingly powerful nowadays and they enableety & usage
scenarios. As they become feature-rich and possess larger stapagity, the ability to share
user-generated content with others becomes socially attréctivet al, 2009). Along with the
success of P2P file sharing in the fiXadorld, the proliferation of web2.0 applications has
contributed to shaping a generation of internet users for which coim@mbgs is not really a
revolution. Allowing these users to share the content on their mplhdaes while moving is
therefore a sound endeavor. However, content sharing on mobile devietii Ignited
compared to its potential. Most sharing on mobile phones, today, is done thiheugke of
MMS messages, which usually have a size limitation of 300Kbnpessage. Bluetooth is
another widely used method of exchanging digital content among nusvlees; but, support
for such exchange on existing mobile phones usually requires a lohagh@nfiguration from
users. Following this observation, some — although very few — moRiR fie sharing
applications have been developefymella (Kelényi et al, 2007), for instance, is an

implementation of a Gnutella peer for Symbian S60 smartphbdtas|eMule (Emule project) is

! “Fixed” here stands for desktops and laptops. Al laptops are portable, we do not consider therstrictly
mobile, because it is not very convenient to uselaptop while on the move. In this perspectsmartphones,
for instance, are truly mobile devices - they carubed while walking, shopping, driving, etc.



a mobile application that allows a Java-enabled phone to remotetpkan instance a&Mule;
mbit (mbit, 2007) is a mobile P2P file sharing software for Symbian $60Java-enabled
mobile phones, and it uses SIP as its signaling protocol.

All these mobile P2P file sharing applications, like their copateés on PCs, make at
least two assumptions: (1) the underlay network is infrastrubtased and somewhat stable, and
(2) the device is connected to the internet. A mobile phone ru@yimgllafor instance will use
bootstrapnodes to join the Gnutella network. The implicit design assumption isethat a
bootstrap node will easily be reachable, which implies some $gabilthe underlay network.
mbit in return, requires that the device be connected to the internelefesbit works over the
mobile phone operator’'s cellular network. Mobile P2P content sharingcafomhs that work
over infrastructure-based networks, and specifically the Intemay have the advantage of
scalability in that they allow sharing with many users. However, thesept some limitations.

First of all, internet-based mobile P2P content sharing applicationsot take into
account the potential of short-range communication. Bluetooth is aeailabinost mobile
phones nowadays, so is Wi-Fi in almost every smartphone; thesessitethnologies bring the
potential of exchanging files with nearby devices — although rdisains a very manual
operation in general. An internet-based mobile P2P file sharingsolumakes the assumption
that content is located on the Internet. However, mobile phonesaeasingly equipped with
features that not only make them “content consumers”, but also “cqmiethiicers”. As an
example, every smartphone nowadays is shipped with at least dim loligital camera, and
many phone owners use their mobile devices to take pictures; nobde mhones also have
audio and video recording capabilities, which increase the potenfmbdticing self-generated

content. Since mobile phones are somehow ubiquitous nowadays, one can cibhvatladgreat

2 A P2P file sharing application for Microsoft Winas PCs.



deal of digital content is always in our vicinity. In this contéxis not excluded that the file one
is looking for is not only on the Internet, but also right next to them.

Another limitation of internet-based mobile content sharing isitib@tnet connectivity is
not always a reality in mobile environments; even when it is, usegeimply a cost. Despite
the wide deployment of 2.5G and 3G cellular networks, data transfertloege networks is
generally not free; therefore, the cost of performing P2Psfilaring over the mobile phone
network may be a deterrent factor for many users, espetiallgveloping countries. To avoid
this cost, an alternative solution could be to use the Wi-Fi ineerddcdhe mobile phone to
connect to the internet. The problem is that public Wi-Fi coveratg fsom being a universal
service. In a 6-month study conducted in a US urban area from Sept2@tltieto February
2007, Rahmati and Zhong (2007) found that only 49% of the participants'dayelje was
spent under accessible Wi-Fi netwbronsidering that people generally carry their phone with
them, this result implies that one’s mobile phone is most of the tinable to connect to the

internet via Wi-Fi.

1.2 Objectives and Scope

To address the aforementioned limitations, the main focus of the tlse® study the
feasibility of P2P file sharing applications for mobile devidasad hoc environments.
Specifically, peers are smartphones that collaborate in astinftture-less network to exchange
files. A typical usage of such mobile P2P content sharing agphsais the impromptu sharing
of files with people in the vicinity in the absence of internet caimec In this case, phones (or
peers) that are within easy reach of each other form a naabhec network (MANET), and run

an overlay protocol to discover and download content. This thesis cortsidepeers use IEEE

? Infrastructure-based Wi-Fi network providing accesthe internet.



802.11 (Wi-Fi) as the wireless medium to communicate in the MANHEE. preference for
802.11 is motivated by the fact it specifies an ad hoc mode of aperatid the fact that
smartphones are generally equipped with this technology; besideBi pYovides longer
communication range compared to Bluetooth. In this work, the underlacphyetwork is
assumed to be a single-hop ad hoc network where a mobile phone onlytsntethcother
phones in its wireless coverage, and no peer forwards messages destined.to other

To study the feasibility of the concept, a prototype applicatiateveloped, and through
a hybrid approach consisting of both simulation and empirical anallysigffectiveness of the
solution is evaluated in terms of: file search speed, fildrilbigion speed, and energy
consumption.

The overall aim of this research is to stimulate the devetoprof full-fledged mobile
content sharing applications tailored to ad hoc environments. Spdgifiwithin the context of
higher education, the objectives of this thesis are to:

e Discuss the relevance of mobile P2P content sharing applications for ad hodkeetw

e Evaluate critically previous works in the area of P2P sharing over MANETS.

¢ Identify some key features that mobile P2P file sharing apgitafor MANETSs should
have, and develop a proof of concept.

e Explore the elements that affect the performance of such applications.

The introductory chapter addressed the first objective by providinge sbackground
information, and then by showing the limitations of internet-based cosianing solutions for

mobile devices. The remainder of this document addresses the other objectives.



1.3 OQutline Structure

After this introductory chapteChapter 2 presents the background knowledge useful to
understanding the rest of the thesis. It then explores relatdd vaod shows how our work
differs from those. The following two chapters constitute the odréhe thesisChapter 3
describes the design and implementation of the prototype applicatienfilé discovery and
distribution protocols are presented in details, along with a thordisglission of our design
choices.Chapter 4 is a continuation of the previous one and focuses on assessin{jdiea®f
of P2P file sharing applications for mobile devices in ad hoc envinsismigy using the
prototype as a working tooChapter 5 concludes the thesis and introduces potential areas of

future work.



Chapter 2 Review of Related Literature

Understanding the rest of this thesis may require some backgrionodledge.
Therefore, relevant concepts are first introduced. Aftesgming the general concepts, this

chapter reviews previous works and clarifies the contribution of our research.

2.1 Background

This section defines some terms and introduces some concepts, naimegss
topologies, and P2P overlay architectures. These concepts aretosefderstanding the rest of

the document. However, the reader who is familiar with them can skip to section 2.2

2.1.1 Wireless Topologies

Since mobile communication essentially happens on wireless linkstire some
attention to wireless topologies seems worthwhile. Nodes inedess network can typically be
interconnected in two ways as shown in Figure 2.1: (a) through aldafraatructure - a special
node usually referred to as base station or access point (A@®), torough point-to-point links
directly connecting one node to another. Although other topologiass, ¢xey are either a

repetition of (a) or (b), or a combination of both.



(a) Infrastructure-based (b) Ad hoc

Figure 2-1 Main Wireless topologies

A network isinfrastructure-basedvhen it includes at least one central infrastructure,
whereas arad hocnetwork is one without any infrastructure — nodes are connectextlydiie
each other. A mobile ad hoc network or MANET is an ad hoc network inhwiodes are
mobile devices — e.g. Laptops, PDAs, smartphones, etc — (Chl&0€8), However, this thesis
considers homogenous MANETS essentially composed of mobile phones.

It is important to note that mobile communication happens in generairdrastructure-
based networks. As mentioned by Fitatlal. (2009), this is due in part to the fact that wireless
communication is based on radio propagation, which limits the range ofedewilevice
communication. In this situation, the base station/AP plays theofoterelay point to allow

communication between devices afar from each other.

2.1.2 P2P Overlay Architectures

A P2P system can be defined as a distributed system in whitbigsats (or peers)
share a part of their resources (processing power, stoapgeity, etc.) to provide a service —
file sharing in our context; this should be done without (or with viamjted) central
coordination (Schollmeier, 2002). P2P systems differ fobient/serversystems in that in the

latter, each participant is either a service requester &adlled a client) or a service provider



(and is called a server). In P2P systems however, a peer ganofitaroles; hence the name of
“servent given to a peer to express its ability to be both a serveraaig@nt (bid.). It is very
important to note that a P2P system runs on the application layahd-system to provide the
service, peers communicate with each other forming a virtual rigtethrerwise calledverlay.
In other words, the P2P system is an overlay network that runs on tmp aftual physical
network (or underlay) which follows one of the topologies introducediegamamely
infrastructure-based or ad hoc.

Two important components of any P2P file sharing system arevirtay architecture
(the topology of the virtual network) and the mechanism by whickybem locates a peer that
can serve a specific file. According to these two properB@$ systems can be classified as
unstructuredand structured Furthermore, unstructured P2P can be divided oetatralized

decentralizedandhybrid.

2.1.2.1 Unstructured P2P overlays

In an unstructured P2P system, the overlay is formed arbit(sviyget al, 2003), and
the subcategoriesentralized decentralizedandhybrid, denote the process by which a resource
is located in the system. For the sake of simplicity and to rirekeext sections more relevant,
we will assume here that resources of interest in the P2P overlay are files
2.1.2.1.1 Centralized architecture

This architecture uses a special peer, sometimes called megrerto index all the files
available in the P2P overlay (Figure 2.2). Ordinary peersdijpiapload meta-information of
files they own to the super-peer. A paeaequesting a specific file will always query the super-
peer. If a match is found, the super-peer sends toxgberaddress of a peer, sgyhat actually

owns the requested file. Further communications happen directly bepeeen(the requester)



and peey (the actual file provider). In this architecture, the super-geenly used as a central
directory but it does not own the files.

The vulnerability of the centralized architecture is that itomhices a single point of
failure, namely the super-peer; besides, it assumes a ckainof stability in the underlay
network, which is not characteristic of MANETs. Napster, one of thet ff2P music sharing
system, followed this architecture (Howe, 2002).
2.1.2.1.2 Decentralized architecture

This architecture, also called thmure P2P architecture ¢p. cit), differs from the
previous one in that the P2P overlay here is exclusively composediodmyr peers; there is no
super-peer playing any special role. Instead, all peers angotepti. A peek requesting a given
file will broadcast a query to its neighbors. When a paeceives the query, it responds to the
requester if peey owns the file; otherwise, it forwards the query to its neighb®his process
will continue until either a peer responds to the requester or uséit ameout. The pure P2P
architecture has the advantage of no single point of failur@alstt appears to be more
independent on the underlay network because there is no need to comt@icalaentity (super
peer). However, it presents a scalability issue due to twaliig nature of the search. The
earliest version of Gnutella (Gnutella v0.4) follows this architecture.
2.1.2.1.3 Hybrid architecture

A combination of the centralized and the decentralized archiés;ttinis architecture
addresses the scalability issue of the pure P2P architechuile limiting the single-point-of-
failure risk of the centralized architecture. In the hybrichaecture, the P2P overlay is made of

many super-peers and many ordinary peers. Each super-pespansible for indexing the

1 A requester peer must always send its query tetiper-peer; this assumes that the underlay iseséaiough to
guarantee that the requester peer will reach thersueer.

10



meta-information of files owned by a subset of ordinary peers, saatb® connected to other
super-peers. When an ordinary peer, sasearches for a file, it will always query its assigned
super-peer, sayx, as in the centralized architecture. The super-peill respond by providing
the address of a peer that owns the file if a match is fouhdywise, the super-pegx will
forward the query to other super-peers. The process continues miatitla is found or a timeout
value is reached. If a match is found, further communications happetlydibebnveen the
requester peer and the provider peer. This architecture has thatagly of being highly
scalable, and somewhat resilient to super-peer failure (cothpatbe centralized architecture).
However, it still relies on a relatively stable underlaywmek because an ordinary peer must
always be able to connect to its assigned super-peer in orgiart@ file discovery. FastTrack
(Liang et al, 2006) and the modern Gnutella (Stutzbethl, 2007) follow this architecture.

To summarize unstructured P2P overlays, Figure 2-2 is provided assual

representation of the various architectures.

——
A

. .0 O Q. O 0O
L 9. Sl -
’ (@)

a) Centralized Decentralized c) Hybrid
¥
Legend
@ Guper-pesr ----- Query link
() Requester -—--+% (ery transmission
@ FProvider — File transmission

Figure 2-2: Unstructured P2P overlay architectures

2.1.2.2 Structured P2P overlays

A structured P2P system is one in which the formation of the oveeyork is strictly

controlled so as to make subsequent searches easier to saif. gystem which follows this

11



architecture is typically viewed as a distributed hash t@#€T). The idea is to introduce a hash
function which always returns values within a known domain, and to digtribetdomain of the
hash function among all peers in the P2P overlay. Thus, every gherarerlay knows about at
least one copy of each file that hashes within its rangayif Files are inserted in the overlay by
specifying a pairkey, file); wherekeyis the application of the hash function on the file name.
Having key, the P2P overlay will know on which peer to store the ey, file), since each
peer is responsible for a unique range of keys. When ax@ssarches for a file, it computes the
requested file key, sakey R by hashing the name of the file using the known function. ®eer
then queries the appropriate peer, gawhose key range comprisksy R If an entry key R
file) is found in peewy, it means that peer owns the requested file. In that case, peuiill
respond accordingly to the requester; otherwise the file is considered teddegni

There are many DHT approaches (Ratnasatrgl, 2001; Stoicaet al, 2001; Rowstron
et al, 2001; Hildrumet al, 2002); however, one of their limits is that a peer has to knowlgxact

the name (or the key) of a file in order to find it in the overlay network.

2.2 Related work

2.2.1 P2P overlay routing

Mobile P2P content sharing in ad hoc environments is a relativelyareavof study and
still demands a lot of attention. Nevertheless, most exiséiggarch activities have concentrated
on the issue of P2P overlay routing for MANETS; in other wordsngeeMANET, how to
design the overlay protocol so as to enable efficient file lookdpyat reduce message overhead
and redundancy in communication. In a theoretical study, Bireg. (2004) argues for cross-

layer approaches. Because the network is very dynamic in MAN&nd since P2P protocols
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run at the application layer, cross-layer approaches inéedhet network layer with the
application layer in order to optimize the routing of messages qpears in the overlay. This
solution has also been reclaimed by several other studies. Puahd2004) developg&kta a
system that integrates a structured DHT-based P2P protocol WIANET multi-hop routing
protocol at the network layer; this is done by mapping the IP axirexd the mobile nodes to
their node IDs in the DHT namespace. Tatgal (2005) follows the same approach by
integrating FastTraclof. cit) with the AODV routing protocol. Conét al (2005), on the other
hand, presents a cross-layer optimization of Gnutella for MANEVIsile these studies are
promising, they focus on routing and make the assumption that the undetntayrk is multi-
hop — i.e. every node can route messages. However for this to beedalenode must be
configured with a routable IP address, which is far from bgumganteed in real world mobile
scenarios. Enabling transparent — with no user configuration — caftanhg among mobile
phones in ad hoc environments will most likely require the use of lirdd-lIBcaddresses, which
are not routable. Having said this, there is not even a single impleraaraba MANET routing
protocol on mobile platforms to the best of our knowledge. This also iesplahy the
aforementioned studies lack prototype implementations for mobile pretfaince they tie the
P2P application-layer protocol to the network protocol. Insteadokdwing a cross-layer
approach, this thesis focuses on the application layer and do not det#ievissue of routing at

all.

2.2.2 Data dissemination

Papadopoulet al. (2001) presents 7DS, a mobile P2P data sharing system for MANET
The system defines two modes of operation, nam&fetch— where information needs of users

are anticipated, andn-demand- where information is searched for when a peer fails ¢essc
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data via the internet. One limitation of 7DS is that shared algjiects must be identified by
URLs in order to be discovered by the system. Consequently, datascdjedransferred over
HTTP, which requires that each mobile device run a web sétoarever, the impact of running
such a server on power consumption is not studied. On the same note, while the authors study the
effects of various elements — e.g. wireless coverage — onddsamination, they omit to
evaluate the effectiveness of their data dissemination scheitlfesinareasing object size.
Wolfsonet al (2007) studies data dissemination on mobile devices with enempuviztth, and
storage constraints. The authors develop a dissemination algorithrprétvaédes an integral
treatment of the three constraints for optimal performance.oDtiee operations defined in the
algorithm, namelyquery-responséappens when two peers encounter each other. It consists of
having the peers mutually exchange their queries — list of negeed-fand eventually receive
reports matching the queries. However, the work does not specify tteanmem by which this
encounter is done. We assume that it involves the periodic trarmmigsheartbeat messages,
which will bring some communication overhead.eSal (2009) considers cases in which a file
search in the mobile P2P overlay results in multiple potential ¢geosi The study presents a
distributed algorithm for selecting one of the providers from whodlhotvnload the file in such a
way that bandwidth is maximized while power consumption is mim@diZzZThe proposed
algorithm involves the multicast of control messages — ITREQJU&] and SIMUL — between

the potential file senders and the file requester prior to theréihsfer itself. We argue that this
introduces some computational load and communication overhead unnecessaghlyn hi

dynamic environments such as the one of interest in this thesis.
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2.2.3 Power conservation

Energy management should be a very important aspect of molHefilR2sharing
systems for MANETs because the peers are not only battesndriobut also wireless
communication is power-consuming — especially in the case of 802.11. W tieu§2P protocol
runs at the application layer, various protocols will result in @ffe power consumption. For
instance, Kelényet al (2008) studies the energy consumption of a mobile P2P application that
implements a DHT-based protocol. The study finds that phones running tiheatmplwould
only be usable for a couple of hours if they functioned as full peetisei DHT. The authors
show that the short operational time is due to the large amounésgages that are exchanged
among peers to maintain the DHT. For this reason, we arguedionpistic overlay protocol
that minimizes the number of messages. In general however, enanggement strategies are
implemented at the link layer and consist of periodically pgtthe wireless interface to sleep

(Zhenget al, 2003; Kravetgt al, 2005).

2.3 Contribution

Instead of only carrying out a theoretical or a simulation-baselysis, our work
conducts a feasibility study of ad-hoc-based mobile P2P contemiglgrperforming — for the
most part — empirical analysis based on an actual prototype impiaion. The developed
prototype implements several file discovery schemes, the mosttanpof which is keyword-
based. In the system, users can tag files they sharenpdifgitheir discovery; this allows the
sharing and discovery of any type of files contrary to a systesh as 7DS, which only enables
searches for textual files. Besides, the prototype implemehianced keyword-based file
search options that bring capabilities that none of the above works suppectfically, a user

can search for:
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e Files that match any word in a search expression

e Files that match all words in a search expression

¢ Files that match exactly a search expression
The prototype also implements a file distribution protocol thaesdient to node failure and
connection disruption. The last important aspect of the prototye iddfinition of an energy
management strategy to maximize the operational time of host mobile phones.
Via extensive measurement, we evaluate the effectiveneasg gblution, and show that mobile

P2P content sharing for ad hoc networks is definitely feasible with currertpbiorzes.
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Chapter 3 Design and Implementation of the Prototype

This chapter gives a description bfacs the mobile P2P content sharing prototype
application used throughout this study. Expected features aredérgified as a basis for the
design. Next, a detailed presentation of the system desgiwveis. The chapter ends with precise

information about howlacsis implemented.

3.1 Description of Features

The overall function oMacsis to allow the exchange of digital content among mobile
phones in an ad hoc environment with minimal user interaction. Ircylarti devices which are
in the same vicinity should connect together transparently todorad hoc network; that is, no
manual user intervention or special configuration server is needdtiefatevices to connect
together. However, actions such as searching for or downloadingificspentent may require
some intervention from the user.
The following are the key featurdsacsshould have; in other words things that the user
should be able to do through the application:
e Share a file The user can select any file on their mobile phone and make it pabl
other devices in the vicinity.
e Tag a shared fileThe user can choose to tag a shared file to make relatetesar the
network easy to satisfy. A tag is a word or expression that describestbd shntent.
e Stop sharing a fileThe user can choose to make private a file that was previously shared.

e List shared filesThe user can view the list of shared files on their phone.
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e Search for a fileThe user can search for a file in the network either throughsthef
keywords — terms that describe the needed file, or by spegity predefined search
criterion — e.g. the most recent shared file, or the most dodedofiie. The search may
provide no result when no matching file is found in the network.

e Save a searchWhen a search is not satisfactory, the user can choose td gaviater.
In that caseMacs will periodically search for that file and notify the user wheis
found.

e Cancel a saved searchihe user can delete a previously saved search.

e Download a file The user can download a discovered file from the network. The
download may not complete in a single attempt; therefore the afpticshould allow
partial downloads to resume automatically.

A graphical representation bfacs features is given in the use case diagram of Figure 3-1.

/ Share files

Stop sharing files

Tag files

Hearch for files
List shared files

Save file searches

Cancel saved searches
Diownload files

Figure 3-1: Use case diagram of Macs

From the above description, many scenarios in wiMelts may come in handy are
imaginable. Here is a simple example: Lisa, a recent giadisariding the bus on her way to

work. For some reason, she suddenly feels bored and decides to use oati@pplicsearch for
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the latest pictures taken by other people on the bus; at leastdiiaghe can have some fun
before the bus reaches her destination. So she brings up the appbeatisearches for files
matching the expressiormbuntain pictures Fortunately, one of the bus riders, who just
returned from climbing Mount Kilimanjaro last weekend, happens tee lehared on his
smartphone some nature pictures taken from the top of the mountain tiagigked beautiful
mountain. So, Lisa is pleased to discover that her search results in some hig.0Babe meta-
information of matched files (size, additional tags, date, etiae),decides to download a couple
on her own mobile phone and enjoys looking at them.

Notice that in the previous example, Lisa is not aware of thecelevrom where the
content is downloaded. Her access to the network is totally tr@mé@and does not require any
prior configuration. The only thing she has to do is take her phone and hemtesearch
expression. Similarly, no intervention is requested from the owngregbhone which provides
the content at the time Lisa is downloading it. The only thing lietbado was to take the

pictures, tag them, and share them.

3.2 System Design

3.21 Overview

As a P2P systenMacsis distributed, which means that the service is provided through
the cooperation of multiple peers. In the following, the tgreer refers to a mobile phone
running an instance dilacs Specifically, we modeMacs as an unstructured, decentralized
mobile P2P system (see section 2.1.2.1). In other words, there is ncosgelpt as central peers
or ultra-peers; instead, all peers are equipotent and play tleerelanSuch a pure P2P model is

accurate becauddacscaptures the interaction among mobile phones in an ad hoc environment;
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thus, the transience of the underlay network will render aeynattto connect to a central peer
needless if not impossible. For the same readacs does not specify an explicit mechanism to
form or maintain the overlay network. In other P2P systems, pgemange heartbeat messages
to actively discover other peers in the overlay network or to joimtkeday. InMacs however,

a peer implicitly (or passively) discovers its neighbors as it searcheseritent.

While some works address the issue of routing in MANETS, we arawate of any
implementation for mobile phoneBlacstargets the application layer and do not deal with the
issue of routing at all. Consequently, the underlay is a single-hop agehsork where a peer
only interacts with other peers in its wireless coverage, andardfgavards messages destined

to others.

3.2.2 Network Address Assignment

Each mobile phone runningacsmust have a unique IP address assigned to it in order to
participate in the P2P overlay. A manual IP configuration is pra&baccording to our
requirements because it will necessitate the user intesweBesides, a manual configuration is
not even feasible because the user would have to know the IP addrfesties peers in the
vicinity to avoid duplicates, and ensure that the assigned IP adtheshe same network prefix
as the addresses currently used by other peers. On the other haad, hbe nature of the
underlay network implies the absence of a DHCP server fornagndP configuration.
Therefore,Macs uses link-local addressing as specified in RFC 3927 (Chesthak 2005); a
peer is automatically assigned an IPv4 address in the speui 69.254/16. One of the
characteristics of link-local addresses is that theyhateoutable according to the specification,

which reinforces our focus on single-hop communication.
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3.2.3 Content organization

In the following, the termsontentandfile are used interchangeably. However, content
can also refer to the information or data contained in a fileeXhet meaning of one term or the
other will be obvious from the context in which we use it.

The logical organization of files iMacs is fundamental to both how content is
discovered and how it is distributed in the overlay network. Eaclndgea unique identifier or
hash value, which is not the name of the file. This identi§iexctually computed by applying a
cryptographic hash function on the file data; therefore, two fNgék the same content are
considered identical no matter what names they have. Filgsalea have one or more tags
attached to them. These tags play an important role in the disaoivBigs in the network, as
explained later. Becauddacsoperates in transient environments, each file is logically isypdit
fixed-size pieces, calledhunks— eventually the last chunk of a file can be smaller than the
standard chunk size. To guarantee the correctness of file tramdiesh is also computed for
each chunk allowing the receiver of a chunk to verify its intggfibhe logical structure of a file
is given in Figure 3-2. As one can see, some chunks are shadedttat#l the fact that a shared

file can be incomplete on a peer.

Hash

Mame

Sire

Tags

Chunic 1
Chunlc 2

Chunlc I-1
Chunlc I

Figure 3-2: Logical organization of a file in Macs.
Shaded boxes denote missing chunks
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3.2.4 Content Discovery Protocol

The Macs content discovery protocol defines the ways in which peers intevactthe
overlay network to discover, or to find, files. It specifies a setmzssagésused for
communication between peers and a logic governing the inter-pebarge of messages.
AlthoughMacsis a pure P2P system, we use some terms for the sakeityf clant peerrefers
to a peer benefiting from the service of other peerssanger peerefers to a peer providing the
service to other peers. Of course, a peer can be involved in two wooaton sessions
simultaneously, acting as both a client and a server peer. afeethree ways to find a file in

Macs (1) descriptive discovery, (2) identity-based discovery, and (3) opportutistiavery.

3.2.4.1 Descriptive Discovery

This is a keyword-based file discovery. In this scheme, a peeovdiss a file in the
network by broadcasting a query describing the needed file. Tiypitted description consists of
a search expression supplied by the user. The following tabiesi¢he control messages used
for this type of discovery. The table lists these messagdwinrder in which they would be
exchanged in a normal usage scenario.

Table 3-1: Messages used for descriptive content discovery

Message Description Communication| Protocol
method
FileSearch Starts the discovery procedBroadcast to all UDP

Broadcast by a client peer whepeers
searching for a file. The message
embeds a search expression, and its
purpose is to query the network for

! The formats of all messages used/imcsare provided in Appendix A.
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fles that match the search
expression.

QueryHit The response to a “FileSearchUnicast to the UDP
Only sent by a server peer if |irequester peer
finds one or more local shared filefom which this
that match the expression specifiedeer received a
in the previously received“FileSearch”
“FileSearch”. The “QueryHit’
message embeds a reference
number later used by the requester
peer to retrieve the metadata |of
matched files.

MetadataRequest The follow-up to a “QueryHitUnicast to each UDP
Sent by a client peer to each servgeer from which
peer that issued a “QueryHit"this peer received
message. This denotes the clieat“QueryHit”
peer's intent to receive the
metadata of matched files. This
message embeds the reference
number contained in a previougly
received “QueryHit”.

InitMetadataTransfer| On receiving a “MetadataRequediinicast to the UDP

a server peer reads the embed
reference number to determi
which shared files are concerned
then sends th
“InitMetadataTransfer” message
initiate the metadata transfer

those files. This message conta
the TCP port to which the clief
peer must connect to download {
metadata.

deder from which
nehis peer receive
H
e “MetadatRequest
1]
of
ns
nt
he

The main goal of the descriptive content discovery is to fires fih the network that
match a search expression — if any, and to provide the requester fheretadata of those files.

Pieces of information composing a file metadata are: thddigh, its sharing name, its size, its
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type, its tags, its sharing date, the number of times it was dodadpand its relevance. The
metadata helps the user on the requester peer to choose whichdde/nload in the case of
multiple matched files. At the end of the descriptive discovepgea will also know addresses
of all peers in the network that possess a given matched fils.iffflormation is stored in a
temporary hash table, call@®lROVIDER_LISTThis table is indexed by file hash so that a call to
PROVIDER_LIST[hvaluevill return the IP addresses of all peers that possed$getivath hash
hvalue In actuality, an element 8 ROVIDER_LISTs a structure defined as follows:

Struct Provider {

Integer provider_addr;
String available _chunks;

3

Whereprovider_addris the IP address of the provider peer, angilable chunkss a bit
string denoting which chunks are available on the provider peer. Fompkxainthe file in
guestion has four chunks, a value of “0011” would mean that only thewasthunks are
available.

An important restriction by the protocol is that a file hasbe in a complete state
(without missing chunks) on a peer in order to be considered a passitiiing file. Therefore,
each entry inPROVIDER_LISTadded as a result of the descriptive discovery will have its
available_chunks$eld set to all “1”.

The “InitMetadataTransfer” message initiates a TCP cdrorec On receiving
“InitMetadataTransfer”, a client peer will connect to the Tt specified in the message, and
then the metadata download of matched files will follow. In otherds, the actual metadata

transfer happens over TCP instead of UDP. This is because radthdata comprises sensitive
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pieces of information that should be exchanged reliably. Metadats tsansferred over HTTP;
instead raw TCP sockets are used for simplicity. HTTP woujdime a running instance of an
HTTP server on each peer, which would bring additional complexity to thensyst
3.24.1.1 Query Matching

An important aspect of the descriptive content discovery is the quegching performed
by a server peer after reception of a “FileSearch” messagdefore the send of a “QueryHit”
message. The purpose of the query matching is to return the btdd files on a peer that
match the search expression specified within a receivddS#arch” message. The query
matching consists of matching the search expression in a “Biig8anessage to tags of shared
files. Formally, letF1 denote a shared file on a peer, atady( tag,..., tag) the collection of
tags associated tbl. Furthermore, leexpression = word word, ... word, be the search
expression embedded in a “FileSearch” message — the se@msston may be composed of
multiple words. We consider th&fiL matches the “FileSearch” if one of the following conditions
is met:

i.  3ie[LM], such thaword, € (tag,,tag,,...tag, )
i. Viell,M]word, (tag,,tag,,....tag, )
ii.  3ie[LN], such thatag, = expression

The first condition (i) is true when any word ireteearch expression matches at least one
file tag; the second condition (ii) when all woiidshe search expression match at least one file
tag; and the third condition (iii) when there idesst one file tag that exactly matches the whole
search expression. The matching condition to ngespécified in the “FileSearch” message (see

format of “FileSearch” message in Appendix A).
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3.24.1.2 Ranking of matched files
Each matched file according to the above algoritbnalso associated a rank, which

denotes the relevance of the file with respect teceived “FileSearch” message. The rank is
simply the number of words in the search expresthah were matched. This implies that all
words in a search expression are checked ever ifRtleSearch” message requested an “any
word” type of match (condition i. above). For exa@tches (condition iii. above), the rank is the
maximum value.
We conclude the presentation of the descriptiveadisry scheme by giving general algorithms
modeling the inter-peer exchange of messages. Weéhesgeneric variabliashto refer to the
hash of a file.
Client peer
[Broadcast FileSearch]
While ([Receive QueryHit] AND (Not timeout))
[Send MetadataRequest] to sender of QueryHit
If ([Receive InitMetadataTransfer]) Then
Connect to sender’s TCP port
Download file metadata
Add metadata sender to PROVIDER_LIST[flhash
End if

End while

Server peer

If ((Receive FileSearch]) Then

Run [query matching]
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If (match found) Then
Cache metadata of matched files
[Send QueryHit]
End if
End if
If ((Receive MetadataRequest]) Then

Open TCP port

[Send InitMetadataTransfer] to sender of MetaRatjuest

Wait for incoming TCP connection

If (incoming TCP connection) Then

Upload metadata to connected peer

Else

Timeout

End if

End if

3.2.4.2 Identity-based Discovery

The key difference between this type of discovery the descriptive discovery is that in

the latter, the peer does not know the identifierthee file searched for; instead, a search
expression is supplied by the user to find the fitethe identity-based content discovery, the
peer knows the hash of the file searched for, heheeterm “identity-based”. This type of
content discovery is always performed automatichihthe peer without the user intervention.
An identity-based discovery is triggered on failwk a file download (we will cover file

download later). When the download of a given faés, the downloading peer will lack some
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chunks of the file in question and that file wi# b1 an incomplete state on the peer. The goal of
the identity-based discovery is to find any peethm network that can provide at least one of the
missing file chunks. When such peer is found, a rawy is added to the hash table
PROVIDER_LISTIn order words, the identity-based discovery ssrthe purpose of filling in
the tablePROVIDER_LISTs0 as to prepare subsequent downloads. The foliptable defines
the messages used for this type of discovery. @Qge@, the messages are listed in the order in

which they would be exchanged in a typical scenario

Table 3-2: Messages used for identity-based content discovery

Message Description Communication| Protocol
method
FileProbe Starts the discovery procgsBroadcast to all UDP

Broadcast by a peer to probe theeers
network for a specific file. The
hash of the needed file |Is
embedded, as well as the indexes
of missing chunks.

FileProbeHit | The response to a “FileProbeUnicast to the UDP
Only sent by a peer if it happens|tpeer from which
possess the probed file and at leatblis peer received
one of the chunks needed by tha “FileProbe”
requester peer. The “FileProbeHjt”
message embeds the hash of jthe
file in question, as well as indexes
of actual chunks that the server
peer can provide.

Through the identity-based content discovery, ar demving an incomplete file —
typically due to a previously interrupted downloadan detect the existence of missing chunks

in the network. This discovery is generally follaby the download of the actual file chunks
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(this will be covered in the section dealing withntent distribution). An important note is that a
peer does not need to have the complete file jooresto a “FileProbe”. Instead, a peer may
send a “FileProbeHit” as long as it can provideeast one chunk needed by the requester peer.
The general algorithms defining the inter-peer exgje of messages for the identity-
based content discovery are given below. We usgeheric variabléhashto refer to the hash
of the file causing the execution of the discovery.
Client peer
While (PROVIDER_LIST[fhash] is empty)
[Broadcast FileProbe]
If ([Receive FileProbeHit]) Then
Add sender of FileProbeHit to PROVIDER_LIST46h]
Else
Sleep for some time
End if

End while

Server peer

If ((Receive FileProbe]) Then
If (probed file exists) AND (chunks availableh@n
[Send FileProbeHit] to sender of FileProbe
End if

End if
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3.2.4.3 Opportunistic Discovery

The opportunistic discovery is similar to the idgnbased discovery in that it allows a
peer to detect the existence of missing chunks h@ overlay network. However, the
opportunistic discovery is triggered by the reaaptof a report from a peer that just completed
the download of a file; it is therefore a passiigedvery process.

When a peer completes the download of a file, it bvbadcast a “FileReport” message
to inform other peers in the vicinity of the availay of the recently obtained file. The file hash
is included in the “FileReport” message. On recwjvihe message, a peer still missing some
chunks of the referenced file will detect the existe of a provider. Download of the missing
chunks can eventually follow (but this is part le tontent distribution protocol described later).
Note that a “FileReport” message is sent by a gesrcompleted the download of a given file.
Therefore, a peer sending this message possessesatity of the file chunks.

The general algorithms used in this type of discpwage given in the following. We use
the generic variablthashto refer to the hash of the file causing the ekeowf the discovery.

Client peer

If ((Receive FileReport]) Then

If (referenced file is incomplete) Then
Add sender of FileReport to PROVIDER_LISTghé
End if

End if

Server peer

If (file download completed) Then
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[Broadcast FileReport]

End if

3.2.5 Content Distribution Protocol

While the content discovery protocol specifies weeys in which files are found in the
network, the content distribution protocol spedfiae way in which they are distributed from
peer to peer. Files are distributed in chunks, Winakes a chunk the smallest transferable unit
of file data. This allows a peer to download a gifie in multiple attempts and from different
providers, which is certainly desirable in mobilevieonments. A peer can start downloading a
specific file from peex, and complete the download from pgethirty minutes later. When all
chunks of a given file are received without corroipt the file is considered to be completely
downloaded. The transfer of a file involves thehatge of control messages between the client
peer and the server peer. This control messagesexate@anged even before the actual chunks
transfer occurs. The following table gives a dgsmn of the messages, which are listed in the

order in which they would be exchanged in a typscanario.
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Table 3-3: Control messages used for file transfer

Message

Description

Communication
method

Protocol

FileDataRequest

Sent by a client peer to requdde
transfer. The file hash is embedded
the message as well as the indexes
the needed file chunks. Note that at
time of sending this message, a p
knows that the destination pe
certainly possesses the chunks
download.

1 Unicast to a serve
ipeer

5 of

the

eer

er

to

rubDP

ReadyToSendFile

The response to a “FileDataRequ
Sent by a server peer to a client pee
prepare a file transfer. This messa
contains the TCP port to which ti
client peer must connect in order
download the file.

edtiicast to the pee

r ftmm which this
\Ggerver peer
neeceived a

ttFileDataRequest”

rubP

3.2.5.1 Provider selection

The download of a file is always subsequent tadissovery. Therefore, at the time of
sending a “FileDataRequest”, a client peer alrelaay at least one provider in the hash table
PROVIDER_LIST Having multiple providers for a file is not a messary condition for its
download; but when there are multiple providergliant peer will always start sending the
“FileDataRequest” to the provider with the most fn@mof chunks. When there is more than one
such provider, the choice of the one to start wsthandom. This selection scheme is possible

because all potential providers are stored in éikePROVIDER_LISTBesides, each element

of the table has a fielavailable chunkgsee definition of the structure in section 3.2 4which

makes it possible to determine the number of chiméorresponding peer can provide. When
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a client peer sends the “FileDataRequest”, it atés a timer. If the peer receives a
“ReadyToSendFile” before the timer pops, the timestopped and the chunks download starts.
However, if the peer does not receive a “ReadyTdBibsi’ before the timer expires, the peer to
which the “FileDataRequest” was sent is deletethfRROVIDER_LISTand the process restarts
with the next provider in the list that has the mmsmber of chunks. WheARROVIDER_LIST
becomes empty, the identity-based discovery isudrdcas explained earlier in section 3.2.4.2 of
this document. The following algorithms illustratee selection of a file provider. We use the
generic variabléhashto refer to the hash of the file to download.
Client peer
While (PROVIDER_LIST[fhash] is NOT empty)
SelectedProvider =
GetProviderWithMostNumberOfChunks(PROVIDER_LIS¥§h])
[Send FileDataRequest] to SelectedProvider
[Wait ReadyToSendFile]
If (Timeout) Then
DeletedFrom(PROVIDER _LIST[fhash], Selectediter)
Else
Connect to TCP port
Download chunks from SelectedProvider
End if

End while

Server peer
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If ((Receive FileDataRequest]) Then
Open TCP port
[Send ReadyToSendFile] to sender of FileDataRsiqu
Wait for incoming TCP connection
If (incoming TCP connection) Then
Upload chunks to connected peer
Else
Timeout
End if

End if

3.2.5.2 File integrity and Download Resumption

As stated eatrlier, files are transferred by chul®@wyever,Macs does not use HTTP to
transfer chunks, instead the transfer is performi@daw TCP sockets in two steps as follows:

i.  First, the server peer sends hashes of all chunlzs transferred.

ii.  After step (i), the server peer sends the actuahk# (pieces of the file data), one at a
time. The chunks are sent in random order to irserélae opportunity of exchanging data
among peers.

On receiving a chunk, a client peer determinesstieeess of the transfer by computing
the hash of the received chunk and comparing h tie hash received as a result of step (i). If
the two hashes match, the integrity of the chunkersfied. Otherwise, that chunk is considered
to be corrupted and still missing, which will rasii an incomplete file download. Another
cause of incomplete file download is the TCP cotinedreak which may result from the peers’

mobility.
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In any case, an incomplete download triggers tlez@ton of the download resumption.
Resuming a download is in fact identical to thevpter selection algorithm presented in the
previous section. If a download does not completecassfully, the downloading peer will
execute the same algorithm described in sectio®.3.2bove. Once all chunks are successfully
received, the receiver peer considers the file @mptete and automatically broadcasts a

“FileReport” message (see section 3.2.4.3).

3.2.5.3 Simultaneous upload/download

Note well that since files are organized and tramefl in chunks, a peer can
simultaneously upload chunks of a given file tothro peer as it downloads other chunks of the
same file from another peer; an illustration ofstié given in Figure 3-3. In Chapter 3 —

Performance Evaluation and Results — we exploréé¢hefit of simultaneous download/upload.

1] 23] 4] 5

Figure 3-3: lllustration of simultaneous upload/download

The shaded boxes represent chunks available oera iee peer on the left has all the
file chunks available. The peer in the middle isvdmading chunk 1 from the peer on the left.
Simultaneously, the peer in the middle is uploadihgnk 2 of the same file to the peer at the

bottom-right (which happens to be out of the wissleoverage of the peer on the left).
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3.2.6 Energy Management

Energy consumption of battery-driven devices isuxial concern for users. The longer
the operational time of the device, the better tiser's experience. Taking this fact into
consideration in the design is therefore appropriagspecially sincéMacs is essentially a
network application and previous works already dsthed the high energy consumption of
wireless communication in mobile devices (Balasofamaianet al, 2009; Rahmatet al, 2007,
Flinn et al, 1999). A naive design would consist of keeping Wireless interface of a peer
always turned on to ensure all incoming messagesemreived and processed appropriately.
However, this would imply significant energy congatian due to the high cost of maintaining
Wi-Fi interfaces up. Thereford/acsadopts an adaptive duty cycling approach, whiatsists
of alternating a peer betweawakeandsleepmodes periodically. A peer swakemode has its
wireless interface turned on, and can participatéhe overlay network. On the other hand, a
peer insleepmode cannot communicate in the network becaussiitdess interface is turned
off. Therefore, the length of time spent in eitneode has an impact on the efficiency of the
overlay network. Spending a long timeawakemode will result in high responsive peers, but
also high energy consumption and short operatioma. On the other hand, spending a long
time in sleepmode will result in low responsive peers, but d®e energy consumption and
long operational time. So, there is a trade offMeein efficiency and energy. Macs a peer
does not blindly switch fronrawake mode tosleepmode; instead, the transition is based on
previous observations. The assumption is thatpiéer receives an incoming message at tgne
it is likely that it will receive another one atet;; thus,Macswill keep the peeawakefor time

t1.

36



We now give a formal description of the energy nggmaent inMacs The execution
time is divided into time periods (or time interspbf equal length. For a time peridg a peer is
either inawakemode or insleepmode. The problem is to determine which mode e will be
in for the next time periodi.;1. This decision is made as follows:

(a) A peer always startsawakemode; thus, folfy a peer is alwayawake
(b) If a peer was isleepduringT;, always switch the peer tavakefor Ti.;.
(c) If a peer waawakeduringT;, switch the peer tsleepfor Ti+; only if
i. No message was received by the peer during
OR
ii. The peer had already beawakefor MAX_AWAKEconsecutive time periods.

The following figure is a graphical illustration tdfe energy management usedviacs
In the figure, the high energy value means thatpeer isawake the sleepmode is represented
by the low energy value. The dots on the energyecwat T,, T3, and T, denote received

messages. Finallj)yAX_ AWAKE= 3 in this illustration.

Energy

T T T2 Tz Ty Ts Ts

Figure 3-4: lllustration of energy management in Macs
Transitions of a peer betweawakeandsleepmodes.
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3.3 System Implementation

Macs consists of six components, each delivering onenore functions necessary to

meet the features identified in section 3.1. Themponents, represented in Figure 3.5, are not

isolated pieces but they interact with one anadtiyanvoking each other’s services.

Scheduler

-
-

-l

User Interface -+

b

Message handler

L -~

Energy homnitor

Y

Messenger

Figure 3-5: Software components of Macs

Macsis currently implemented on Symbian S60 &lition FP1 devices (Nokia, 2006).

We specifically use Qt for Symbian version 4.6 (Ngkia) as our development and Ul

framework, coupled with SQL for the database enginethe following, we describe each

component of the application.

3.3.1 Database

The database is implemented in SQLite, an in-psycesftware library that models an

SQL-based relational database engine. We use tiseoneembedded in the “Qt for Symbian”

package. The purpose of the database is to logicadanize shared files on a peer. It essentially

consists of three relations as shown below:
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Table 3-4: SharedContent relation

Column Type Description

Content_id Integer Primary key

Hash Varchar(20) File hash

Path Varchar(75) File path on the local file
system

Alias Varchar(150) Sharing name. This is the
name seen by other peers

Type Integer File type. Currently
support: unknown(0),
audio(1), image(2), and
video(3)

Shared_date Integer Date the file was shared

Downloads Integer Number of times the file
was downloaded

Size Interger The file size

Tags Varchar(1000) Comma-separated list of
file tags

Table 3-5: Chunk relation

Column Type Description

Chunk_id Integer Primary key

Chunk_index Integer The index of a file chunk

Hash Varchar(20) The chunk hash

Downloaded Integer 1. the chunk has been
downloaded; O: the chunk is
missing.

Ref Integer Foreign key referencing

column “Content_id” of
relation “SharedContent”
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Table 3-6: LoggedSearchrelation

Column Type Description
Search_id Integer Primary key
Search_term Varchar(250) The search term

Strictly speaking, the above database design i<owipliant with the 1NF of database
normalization. The relatio®haredContentontains a column with non atomic values, namely
Tags This column stores the list of tags associated &hared file. A INF-compliant design
would consist of removing that column from the “Bf@Content” relation and creates two new
relations: One that will store single tag stringay TagString and another that will link the
current “SharedContent” relation with “TagStringay Tagged_contentSuch a design would
bring the benefit of not duplicating tag valuespewer, it would require a joined query to return
the list of tags associated to a file. Join queaies complex operations that require processing
power that current mobile phones may not provide.fdct, in Chapter 4 we show the

performance gain of not using the 1NF-complianigtes

3.3.2 Messenger

This component is simply the application’s integdo the overlay network. Running as a
thread, it is the communication layer responsiblesending and receiving messages. All values
are transferred over the wireless medium in a ddfiinary format. The “Messenger”
component is responsible for making conversionsfteespectively, to) the binary format. The
following specifies the binary encoding of suppdrtgpes.

Integers encoded in big endian.

Characters encoded in UTF-8.

2 This relation stores file searches for later pssiey, as defined earlier in the document.
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Strings encoded in UTF-8, prepended with an encodtdjer denoting

the length of the string.

The “Messenger’” component also implements a quéweugh which it receives
messages to be sent out from the “Message Hanchenponent. Similarly, when “Messenger”
receives a message from the network, it passes‘Méssage Handler” by putting it to a queue

owned by “Message Handler”.

3.3.3 Message Handler

Implemented as a thread, its main purpose is toggincoming and outgoing messages
as dictated by the content discovery and the cordestribution protocols. It processes file
searches and issues responses. The query matekidgf(ned in section 3.2.4.1.1) is performed
by this component. To find which files match thersé expression specified in a received
“FileSearch” message, the “Message Handler” compiosigomits an SQL query to the database
requesting the list of files whose tags include,asyall words in the search expression. Each
row in the list of files returned by the database khe following columns (all taken from the
“SharedContent” relation):

Hash | Alias | Type | Size | Shared_date | Dowslpdags | rarik

Once “Message Handler” receives the list of fikes1f the database (in case there are any
matched files), it saves the list to a temporaley din disk and forms the “QueryHit’” message;

this message is sent as a response to the previmcdived “FileSearch”. Later on when a

% Computed at query time by the database enginestsgion 3.2.4.1.2)
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corresponding “MetadataRequest” message is receilied’Message Handler” component will
transfer the items in the temporary file to theuester peer.
All outgoing message is formed by this componentsimply passed to the “Messenger”

for effective transmission over the network.

3.3.4 Scheduler

The scheduler is responsible for performing auta@r(@on-user initiated) tasks, namely
executing saved file searches and resuming fabe¢chtbads. After every defined period of time,
the scheduler will check the database to determimether a task should be executed. For saved
file searches, it checks the “LoggedSeach” tablset® whether it has any row. In the positive
case, it issues an appropriate “FileSearch” messagesponding to the table entry. Of course,
the scheduler itself does not form the messagejshdone in “Message handler”. For failed — or
incomplete downloads, the scheduler checks théddsgafor files that have missing chunks (i.e.
attribute “Downloaded” of table “Chunk”). It therowtacts the “Message handler” to send out
the appropriate message if such a file is found.

The scheduler execution frequency is a parameténeofapplication modifiable by the

user. By default the value of that parameter isromaute.

3.3.5 Energy Monitor

This component implements the energy managemewtitdlgn as defined earlier in
section 3.2.6. It switches a peersteepmode by disabling the “Messenger” and the “Schadul

components. The peer is putawakeby enabling the same two components.
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3.3.6 User Interface

It implements the graphical interface that usersnimdate to interact with the
application. The interface may also update theldeta depending on the actions of the user,
hence its relation with the database as represdntddgure 3-6. The following figure is a

snhapshot of the application user interface.
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buildinq.bj‘oq
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Downloads

L
=
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Visible to the networlc 3!
Options Exit Options Back Search Cancel

Figure 3-6: Sample screenshots dflacs
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Chapter 4 Performance Evaluation

Central to our study is the evaluation of the fedisy of mobile P2P file sharing
applications for ad hoc networks. A necessary siap to implement a prototype application,
which was described in the previous chapter. Thapter focuses on assessing the efficiency of
such solutions by using the prototype as a workiagl. Although we use a specific
implementation, the conducted experiments concentom aspects which we believe are
characteristic of all mobile P2P file sharing apations, namely the search speed, the energy
consumption, and the efficiency of file distributio The main goal of these experiments is to
identify factors/elements that influence the amilmn performance. We start by describing our

measurement methodology. Then, we show the expetamesults and discuss each of them.

4.1 Measurement Methodology

As mentioned above, we measure the search speedngrgy consumption, and the
efficiency of file distribution oMacs For the first two aspects we use observations funning
the prototype on actual mobile devices. We depiagson two Nokia N95 devices all running
Symbian OS v9.2. Each device is equipped with a WL202.11b interface, two ARM-11
processors at 332 MHz CPU clock rate, and 18MB afcetable RAM. Furthermore, each
device is equipped with a 1GB micro SD card foroselary storage and powered by a BL-5F

3.7V 950mAh battery.
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4.1.1 Query matching

The file search procedure is specified in the auntkscovery protocol, especially the
descriptive content discovéry Briefly, a file search consists of three maisksa (1) the
exchange of control messages between the requesterand the provider peer, (2) the query
matching that happens locally on a provider peeotapute the list of files that match the search
expression, and (3) the metadata transfer of mdtéies. Steps (1) and (3) are inherently
influenced by several factors: the distance betwesans, the peer density of the overlay, and the
peers’ mobility. Therefore, we focus on step (20l amvestigate how the query matching scales
with the number of locally shared files, the overalmber of file tags, the number of matched
files, and the length of the search expression.ti#erosection will deal with the effect of peer
density.

To investigate the scalability of the query matgmwwth respect to the number of shared
files and the overall number of file tags, we use mobile phone, say DEVICEL, to initiate file
searches. On the other mobile phone, say DEVICE2mgasure the time it takes to run the
query matching on receipt of each “FileSearch” rages We run this experiment on the
measured device with varying number of shared filelsom 100 to 1000 files, and varying
number of tags per file — from 3 to 12 tags pez. fitor this experiment, we always tag the files
on DEVICE2 (the measured device) in such a way nibae will match searches coming from
DEVICEL. This allows us to eliminate the overhedd@aching matched files, and to consider
only the effect of the number of shared files am@riumber of tags.

The second experiment is similar to the one abexegept that this time, we choose

search expressions from DEVICEL that will yield ysag number of hits on DEVICEZ2. This

! The identity-based discovery and the opportunidiicovery are really just precursors of file dovad
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allows us to measure the scalability of the queayaming with respect to the number of matched
files.

The last experiment is similar to the second oregjgt that this time, we specify multi-
word search expressions of varying number of werdpecifically from 2 to 5 words; the multi-
word search expressions are selected from DEVIGES$uch a way that each word in an
expression will match a number of files on DEVICE2.

In all the above experiments, we measure the tint@ékes DEVICEZ2 to run the query

matching on receipt of each file search.

4.1.2 Energy Consumption

To measure the energy consumption of a phone rgriviats we use the Nokia Energy
Profiler (Nokia, 2009) tool. We are interested tanslby energy consumption, which is the
amount of energy consumed when the application ranghe background without user
interaction. We think this is an important measwetrbecause the standby mode represents the
bulk of a phone’s operational time. Nokia EnergyoffRer (NEP) computes the power
consumption of a phone by reading the built-in ag#t meter once every 10s, and the current
meter periodically (by default every 250ms). Wefapmre NEP to read the current meter every
1s, in order to minimize the measurement activitgrbead. To compute the amount of energy
consumed by a peer, we multiply the power conswnpteported from NEP by the length of
time of an experiment.

We specifically run two experiments. In the firstep we use NEP to profile the power
consumption of a single phone runnid@csfor an hour; at the end of the hour, we compuge th

energy consumption as described above. Becauseonslphone is running, we guarantee that
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no communication will occur; therefore, this fiestperiment captures cases in which a peer is
isolated — i.e. there is no other peer to intenattt.

In the second experiment, we use the two phonédlaws:

¢ On one phone, say DEVICEL, we modify the logidMte#fcsto automatically broadcast a
file search after every seconds; the value afis randomly chosen between [1s, 300s),
and the search expression is specified to a fikeags namely “test”. We keep track of
all sent messages in a file on disk.

e On the other phone, say DEVICE2, we run the stahdarsion ofMacsand tag a shared
file with the value “test”. This ensures that gk fsearches received from the other phone
result in hits (remember from section 3.2.4.1 thmtthis case, a lot messages are
exchanged to transfer metadata of the matched ¥e) also keep track of all received
messages in a file on disk.

This second experiment is run for an hour. At the ef the hour, we compute the energy
consumption on DEVICEZ2. This experiment capturesesan which a peer is not isolated, but is
involved in communication with other peers. By ramdly broadcasting file searches from
DEVICE1, we emulate a real environment in which tiplé peers may be querying the network.
Since we keep track of sent and received messagesare able to compute the percentage of
messages sent by DEVICEL that were received on DEY]

Remember that the energy managemeniacts consists of dividing the execution time into
intervals of equal length. During a time intervalpeer’'s wireless interface can either be on or
off (see section 3.2.6 for more detail). Let ug Galthe length of a time interval in seconds; the

following table describes peer configurations useithe aforementioned experiments:
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Table 4-1: Peer configurations for the measurement of energy consunih

Peer configuration Description

Naive The peer runs a modified version Mhcs that do not
implement energy management — i.e. the wirelessfate is
always on

Macswith T=30 The peer runs the standard versionMafcs with energy
management, and a time interval T = 30 s.

Macswith T=60 Same as above, but with T = 60 s.

4.1.3 File Distribution

The content distribution protocol described in m#rt3.2.5 specifies how files are
distributed in the overlay network. The currenttegcaims for determining how fast this file
distribution is, and how it is affected by the pdensity and the mobility of the network. Due to
a limited number of devices and hence the diffictdt setup a realistic test bed, we resort to
simulation to reach our goal; we use ns-2 (McCaenheal), a discrete event simulator for
networking research. In what follows, we first dése our simulation environment, and then a
description of the experiments run is given.

The simulated environment is any outdoor field paped with individuals moving at a
pedestrian speed. An example of such environmenbeastudents walking on a campus. In ns-
2, we define a topology of 500m x 500m where peswge with a speed uniformly chosen from
[Om/s, 1.5m/s] according to the random waypoint itgbmodel (Broch,et al, 1998). In this
mobility model, each peer starts from a differensipon and moves to a new randomly chosen
destination with a constant speed. When a peehesaits destination, it pauses for some time,
and then starts moving again towards another ralydonosen destination. For our simulation,
we define a 3-minute average pause time betweerements. Each peer is equipped with an

802.11b wireless interface transmitting at a rdtéb.6Mb/s within a range of 100m. In all
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experiments, we select the two-ray ground reflectimdel as the radio propagation model; this
model considers both the direct path and a groefidction path for radio waves transmission
between peers. After setting up the simulation @mvhent, we run two experiments.

The first one is the distribution of an 8MB file ¥arying number of peers. Only one peer
has the file initially, and the others probe théwwek in order to download the file. In this
experiment, the peer that initially owns the figerot counted; therefore, if we say the file is
distributed to 5 peers, it means that there araa#lgt6 peers — one owning the file at the
beginning. We run the experiment several timesh e¢@ee with a different number of peers to
distribute the file to. For each run, we measueettime it takes for all the peers to completely
download the file. By varying the number of peerswthich the file is distributed, this first
experiment investigates the effect of peer dermsitfile distribution.

The second experiment is the distribution of fibdsvarying size to a fixed number of
peers, namely 15. The purpose is to see how thdiBtribution scales with the file size. As with
the first experiment, we run this experiment selvéiraes, each time with a file having a
different size. We then measure for each run, ithe it takes for the 15 peers to completely
download a file.

A very important note is that for both experimeab®ve, we run two variants. lrariantl, a
peer can simultaneously upload and download (sesiose 3.2.5.3). Invariant2 the
simultaneous upload/download is disabled. The Wahg table summarizes the simulation
environment.

Table 4-2: Simulation environment used for the performance evaluatn of file distribution

Parameter Value

Mobility model Random waypoint
Peer pause time 3 min

Peer speed [Om/s, 1.5m/s]
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Peer transmission range 100m

Peer transmission rate 5.5Mb/s

Propagation model Two-ray ground reflection
Topology 500m x 500m

4.2 Results and Discussion

4.2.1 Query matching

The query matching execution time as a functiothef number of shared files and the

number of file tags is shown in Figure 4-1.
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Figure 4-1: Query matching runtime for a non-matching search expressn

The above figure reveals that the query matchingcetion time increases with the
number of shared files. However, for the same amadrshared files, the execution time
increases with the number of file tags. This madessse because tags are the unit of comparison
when determining matches. Therefore, the more ttagisnore comparison to perform. Despite

this, the overall performance is satisfactory sitieequery matching still takes less than 190 ms
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even on a database of 1000 shared files, eachichvilaving 12 tags. To consider the effect of
the number of matched files, Figure 4-2 shows theryimatching runtimes for searches yielding

varying number of matches.
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Figure 4-2: Query matching runtime vs. number of matches
The query matching is executed on a database of3@@d files and 6000 tags.

From the above figure, one can see that the quatghimg runtime increases linearly
with the number of matched files. This is in fagpected since in this case, the peer caches the
matched files to prepare the transfer of their ot However, the performance is still
satisfactory as it only takes about 152 ms to mé@files. Another aspect of interest is how the
length — number of words — of a search expressam affect the performance of the query

matching. Therefore, Figure 4-3 plots the runtifoesnulti-word search expressions.
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Figure 4-3: Query matching runtime vs. search expression length

Multi-word search expressions slow down the queayaming. For instance while it takes
250 ms for a 3-word expression to return 45 mat¢kegure 4-3), it only takes 152 ms for a
single-word expression to return up to 60 matcliégufe 4-2). Multi-word search expressions
take longer because the query matching runs agaawdt word in an expression to rank the
matched files as described in section 3.2.4.1.2eNeless, the performance is still acceptable
as it takes about 350 ms for a peer to match arg-a@arch expression resulting in 120 matches,
as shown in Figure 4-3. Besides, since mobile phaiseially provide small-size keyboards, we
argue that search expressions of more than 4 waldse very rare in real usage scenarios.

Remember that in section 3.3.1 we alluded to thetfat the database bfacsis non-
INF compliant. But, this is purposefully done as aptimization effort. To show the

performance gain of our non-1NF design over a nbzed design as described in section 3.3.1,

Figure 4-4 plots the query matching runtimes oftthe approaches.
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Figure 4-4: Query matching runtime: normalized database vs. our design

The performance gain of our design is clear; a atim@ed database would require
unacceptable query matching runtimes as the nuotberatched files increases. This is due to
the fact that a normalized database will have ®jaged queries to return the list of matched

files, the file tags and the other file attribubesng in separate tables.

4.2.2 Energy Consumption

Figure 4-5 plots the energy consumptiorMzcsfor the different peer configurations as

defined in Table 4-1 above.
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Figure 4-5: Energy consumption for different peer configurations
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As one can see in the above figuvigacswith energy management provides the smallest
energy consumption. For instance, when a peeoliates] (i.e. there is no message transmission),
Macs with energy management and 60-second time inteneddls a save of energy of 29%
compared to an approach keeping the wireless ageralways on. This performance gain is
however less important when a peer is involvedammunication (participating peer), because
the length of time spent in sleep mode is redudaa. even when a peer is involved in
communicationMacs still consumes less energy compared to what datesb peer with the
naive approach would consume. Another interestimdjrfg from the above figure is the effect of
the time interval length, T, on energy consumptib@ppears that smaller values of T results in
lower save of energy. Therefore, from an energwtpafi view, it is beneficial to choose T big.

To show the effects of energy management on theieafty of aMacs P2P overlay,
Figure 4-6 adds to the plot of energy consumptibe, percentage of messages lost due to our

energy management implementation.
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Figure 4-6: Effects of energy management on communication efficiency
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As the above figure shows, our energy managemesitahaegative impact on the
communication efficiency of peers. However, for B&, we save 19% of energy for only 21%
messages lost. Another interesting finding fromaheve figure is that, while it is beneficial to
choose high values for T from an energy-consumpimnt of view (see Figure 4-5), the reverse
is true from a communication point of view. Basigah smaller value of T will yields a lower
message loss percentage. This is understandaldedsewhen the time interval is long, a peer
switching to sleep mode will remain unreachable dolong period of time and likely miss

incoming messages.

4.2.3 File Distribution

Figure 4-7 plots the time it takes to distribute8WB file to several number of peers.
Remember from section 4.1.3 thdariantl denotes the fact that a peer in the network can

simultaneously upload and download chunks, whevaaisint2 precludes that possibility.
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Figure 4-7: Delay for distributing an 8MB file to varying number of peers
Only one peer has the file initially, and that pesemot counted.
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The above graph reveals th&riant2 outperformsvariantl, which means it is better to
avoid simultaneous upload/download. This is dugnéohalf-duplex nature of 802.11b, making it
less efficient for a peer to simultaneously send \ateive data, especially in a dense network.
As the graph shows, the difference between thevawviants is intensified as the number of peers
in the overlay network increases. Another intengstact from these results is that the fraction of
distribution delay to number of peers decreasesatiy with the number of nodes. This implies
that the file distribution performs better in demsgworks. For instance, while it takes about 13
minutes to distribute the file to 5 moving peetnly takes 20 minutes to distribute the same
file to 25 peers, hence an average download tind8as per peer. Although Figure 4-7 shows
that the file distribution delay decreases in avoek of 15 peers fovariant2 (compared to 10
peers), the reader should not interpret it as aonsistency, but as the result of the random
mobility pattern used in the experiment. It happérat the mobility pattern file used in this
particular case keeps the peers close to each aglteey move.

Figure 4-8 plots the delay for distributing filelvarying sizes to 15 mobile peers.
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Figure 4-8: Distribution delay of varying-size files in a network of 15 movig peers
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The graph confirms the statement thatiant2 outperformsvariantl Furthermore, it reveals that
the file distribution delay increases very slightlyth the size of the file fovariant2 For

instance, the overhead of distributing a 10MB ¢ienpared to a 2MB is only 2 minutes.
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Chapter 5 Conclusion

5.1 Summary

In this work, we have explored the concept of n®lgbntent sharing for ad hoc
environments. We first demonstrated that most exjstontent sharing solutions on mobile
phones were limited due to the fact that they eitkquire a lot of manual configuration from
users — e.g. pairing two devices for data trans¥er Bluetooth, or they require the existence of
an infrastructure-based network, such as the iatemnthe mobile phone network. Our claim for
mobile content sharing tailored to ad hoc environt®e@vas motivated by the fact that, mobile
phones are increasingly feature-rich and used hyymaople to self-generate content (pictures,
video, etc.); besides, mobile internet is not alkvayailable (or at least affordable).

We then studied the feasibility of the concept @fhac-based mobile sharing through a
practical approach, consisting of developing a waykprototype application. The prototype,
Macs is an unstructured, decentralized mobile P2P $iaring application for ad hoc
environments that uses existing tools and provickgzabilities that many internet users are
familiar with, namely tagging, and keyword-basedrsking. Users tag the files they want to
share, and they can discover content in the vicibig specifying advanced keyword-based
search options, such as “list of files that matol word or all words in a search expression”.
Using the prototype, we carried out an extensivéop@ance evaluation and found that ad-hoc-
based content sharing is feasible on mobile devigpscifically, the results of our research can

be summarized as follows:
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Advanced keyword-based searching is efficientlyspgde on mobile P2P systems for ad
hoc environments, though the time required to méchl files on a device, slightly
increases with the number of shared files and timeber of tags.

The density of mobile devices in the network pwslif contributes to the efficiency of
file distribution.

Energy consumption of wireless communication isinaiting factor of mobile P2P
content sharing for ad hoc networks; but, it issilale to mitigate this with appropriate
power conservation techniques.

An energy management strategy based on duty cyale provide not inconsiderable
save of energy, but this would also have an effecthe communication efficiency of a

peer.

5.2 Futurework

Our current work does not propose any mechanisensure consistency between the

actual content of a shared file and its tags. Aicitals user can tag a corrupt file with commonly

used expressions to enable the discovery of tleabji other peers. Requester peers could then

end up downloading files that are not related teirttheeds. Preventing such issue from

happening is a complex task, which can hardly beedm the absence of a central entity.

Investigating this possibility in mobile P2P corttasharing for ad hoc networks constitutes an

area of future research.

On the other hand, due to the fact that wirelesanconication on mobile devices is

energy-consuming, mobile content sharing appliocatimr ad hoc networks can be deterrent to
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users. Therefore, exploring incentive mechanisne worthwhile effort. However, our current

work does not define any such mechanism yet. Bhasiitem for future work.
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Appendix A Message Formats

FileSearch QueryHit MetadataRequest
Bit Bit Bit
ofse |0 1|2 |3|4|5|6]|7 ofse |0 |12 |3 |4|5|6]|7 ofse |0 |12 |3|4|5|6]|7
t t t
0 0 0
8 8 8 )
16 Search ID 16 Search ID 16 Hit ID
24 24 24
32 Match option 32 32 Metadata count
40 Content typé 40 40 .
48 Hit ID 56 Page index
48 56
Search expression 64
InitMetadataTransfer FileProbe FileProbeHit
Bit Bit Bit
offse |0 |12 |3|4|5]|6|7 offse |0 [ 1|2 |3 |4 |5|6]|7 offse |0 |12 |3|4|5|6]|7
t t t
0 0 0
8 TCP port 8 8
16 Page count 16 Hash of probed file 16 Hash of probed file
24 9 24 24
32 32
40 40 .
Indexes of chunks needed Indexes of available chunk
FileDataRequest ReadyToSendFile
Bit Bit
offse [0 |12 |3|4[|5]|6|7 offse |0 |12 |3 |4 |5|6]|7
t t
0 0
8 8
16 File hash 16 File hash
24 24
32 32
40
18 TCP port

! Specify how to match the search expression. Thossible values: any word -1 -, all words -2 -,@xéS -.
2 Maximum number of matched files whose metadatatiarn

% What file type to match: - 0 - all, - 1 - audic® - video.
* Represented as a bit field; a set bit means thelcis available
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Appendix B ns-2 Simulation Script

# Initialization

L Sy —— —
H

Phy/WirelessPhy set bandwidth_ 5.5Mb # Data ra

Phy/WirelessPhy set Pt_ 0.1 ;# Transmitgrow

Phy/WirelessPhy set RXThresh_ 9.55722e-10 ;#eRe@ower threshold
Phy/WirelessPhy set freq_ 2.442e9 ;# Data rate

Mac/802_11 set dataRate_ 5.5Mb ;# Rate foa Baames

Mac/802_11 set basicRate_ 5.5Mb ;# Rate fonti©te frames

Mac/802_11 set bandwidth_ 5.5Mb ;# Bandwidth

Mac/802_11 set RTSThreshold_ 2347 ;# Rate toti©l Frames
Application/ThesisControlApp set sche_interval_;8®Rate for broadcasting FPROBE

# =T =
# Define options

# =T =
set val(chan) Channel/WirelessChannéi channel type

set val(prop) Propagation/TwoRayGrouniradio-propagation model

set val(netif) Phy/WirelessPhy  ;# network interface type

set val(mac) Mac/802_11 # Gype

set val(ifq) Queue/DropTail/PriQueugt interface queue type

set val(ll) LL # link layer type

set val(ant) Antenna/OmniAntenna ;# antenna model

set val(ifglen) 50 ;# max packet in ifg

set val(nn) [lindex $argv 0]  ;# number of mobilenodes

set val(rp) DumbAgent ;# routing protocol

set val(x) 500 ;# Side of the simulation grid

set val(pt) 180

set val(sc) "scen_out/scen-$val(x)x$val(x)-$vaj¢smal(pt)-1.5-1" ;# node movement pattern
set val(stop) 3600 ;# simulation duration(sets)

# s =
# Main Program

# s =
#

# Initialize Global Variables

#

set MESSAGE_PORT 5566 ;# UDP port to listen to

set FILE_SIZE [lindex $argv 1] ;# File size ihunks)

setns_ [new Simulator]

set tracefile traces/thesis_test232_${val(nn)}fI$E_SIZE}c

set tracefd [open ${tracefile}.tr w]

set nf [open thesis_test2.nam w]

set proid [lindex $argv 2]

# $ns_ use-newtrace

$ns_ namtrace-all-wireless $nf $val(x) $val(x)
$ns_ trace-all $tracefd

puts $tracefile
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# set up topography object
set topo [new Topography]

$topo load_flatgrid $val(x) $val(x)

#

# Create God

#

create-god $val(nn)

#

# Create the specified number of mobilenodes [#iwd] and "attach” them

# to the channel.
# Here two nodes are created : node(0) and node(1)

# configure node

$ns_ node-config -adhocRouting $val(rp) \
-IIType $val(ll) \
-macType $val(mac) \
-ifgType $val(ifg) \
-ifgLen $val(ifglen) \
-antType $val(ant) \
-propType $val(prop) \
-phyType $val(netif) \
-channelType $val(chan) \
-topolnstance $topo \
-agentTrace ON\
-routerTrace OFF \
-macTrace OFF \
-movementTrace OFF

for {set i 0} {$i < $val(nn) } {incr i} {
set node_($i) [$ns_ node]
$node_($i) random-motion 0

# Define nodes initial position in nam
for {set i 0} {$i < $val(nn) } {incr i} {

$ns_ initial_node_pos $node_($i) 20
}

# Attach UDP Message agents to nodes.

for {set i 0} {$i < $val(nn) } {incr i} {
set udp_ag($i) [new Agent/MessagePassing]
$node_($i) attach $udp_ag($i) SMESSAGE_PORT

}

# Attach TCP agents to nodes.

for {set i 0} {$i < $val(nn) } {incr i} {
set src($i,0) [new Agent/TCP/FullTcp/ThesisTcp]
set sink($i,0) [new Agent/TCP/FullTcp/ThesisTcp]
set src($i,1) [new Agent/TCP/FullTcp/ThesisTcp]
set sink($i,1) [new Agent/TCP/FullTcp/ThesisTcp]
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$ns_ attach-agent $node_($i) $src($i,0)
$ns_ attach-agent $node_($i) $sink($i,0)
$ns_ attach-agent $node_($i) $src($i,1)
$ns_ attach-agent $node_($i) $sink($i,1)

# Attach a ThesisControlApp application to each UHglent (and therefore, each node)
for {set i 0} {$i < $val(nn) } {incr i} {

set app($i) [new Application/ThesisControlApp]

$app($i) attach-agent $udp_ag($i)

# By default, each node is looking for file 1

$app($i) need 1 $FILE_SIZE

# Only node 3 owns the file
$app($proid) own 1 $FILE_SIZE

# Attach Traffic generator/consumer to each TChhage
for {set i 0} {$i < $val(nn) } {incr i} {

$app($i) attach-tcpsource $src($i,0)

$app($i) attach-tcpsink $sink($i,0)

$app($i) attach-tcpsource $src($i,1)

$app($i) attach-tcpsink $sink($i,1)

set sender($i,0) [new Application/TcpApp/Thesisigender $app($i)]
set rcver($i,0) [new Application/TcpApp/ThesisDRtxver $app($i)]

set sender($i,1) [new Application/TcpApp/ThesistBender "$Sapp($i) 1"]
set rcver($i,1) [new Application/TcpApp/ThesisDRtxer "$app($i) 1]

# Define movement model
puts "... Loading movement file"
source $val(sc)

# Start application for each node.
for {set i 0} {$i < $val(nn) } {incr i} {

$ns_ at [expr $val(pt) + 1*$i] "Sapp($i) start"
}

#

# Tell nodes when the simulation ends

#

for {set i O} {$i < $val(nn) } {incr i} {
$ns_ at 3600.0 "$node_($i) reset”;

$ns_ at $val(stop).0 "stop"
$ns_ at $val(stop).01 "puts \"NS EXITING...\" ; $nisalt"
proc stop {} {

global ns_ tracefd nf

$ns_ flush-trace

close $tracefd

close $nf
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# exec nam thesisl.nam &
exit 0

}

puts "Starting Simulation..."
$ns_ run
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