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Abstract

Climate change is rapidly becoming an increasingly dangerous threat. As average global temper-

atures have risen, extreme weather events have increased in frequency and expanded in intensity.

More violent forest fires and more powerful storms have begun to take place. In this dissertation, we

explore several ways that models can assist with climate change mitigation and adaptation efforts.

First, we explore the prospective benefit of changing the physics of the wind farm parameter-

ization in the Weather Research and Forecasting Model (WRF). As the world shifts to renewable

energy sources to try and reduce and offset carbon emissions, it has become all the more important

to accurately forecast wind power production, to maintain grid stability and ensure accurate day-

ahead scheduling for utilities. We find that using the rotor-equivalent wind speed (REWS) in lieu

of the hub height wind speed for making wind power forecasts can be beneficial in some situations.

The next study changes focus from wind energy forecasting to fire modeling. As fires have

become more intense in recent years, their potential for upper tropospheric and lower strato-

spheric (UTLS) smoke injection has increased. More frequent UTLS aerosol anomalies could have

widespread climatic impacts that must be understood. Additionally, with the renewed threat of

nuclear war, it has become all the more important to best quantify smoke lofting from fires ignited

by weapons detonation. Here, we conduct a sensitivity study focused on plume rise response to lo-

cal atmospheric conditions. We find that relative humidity plays a crucial role in enhancing lofting,

while higher wind speeds have the opposite effect by dampening smoke ascent.

The final section focuses on the challenges of accurately forecasting pyrocumulus (pyroCu)

and pyrocumulonimbus (pyroCb) in fire models. PyroCb can generate deep convection, thereby in-

jecting fire combustion aerosols into the UTLS. PyroCb can also produce lightning, which can then



iii

spark further ignitions. It is therefore important that these events are correctly represented in mod-

els. We compare simulations of a 2014 California fire that use different microphysics schema—one

without any aerosol coupling, and two with different coupling mechanisms. We find that including

aerosol-cloud interactions changes the nature of cloud and precipitation formation and requires

further research for us to develop a better understanding of its implications for fire forecasting.
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Chapter 1

Introduction

The world is at a critical point right now. We face a host of existential global security risks—

the largest of which is climate change. Anthropogenic climate change, brought on by our use of and

reliance on fossil fuels, presents the world with grave new challenges and environmental threats. A

transition away from carbon-based fuel sources is necessary, but it is fraught with physical, political,

financial, and cultural obstacles—which has made it an arduous and slow process. However, the

more time that passes without successful mitigation and adaptation efforts, the more severe the

dangers presented by climate change become.

Humans have relied on fossil fuels to accommodate steadily rising energy demand worldwide

since the Industrial Revolution (Zhou et al., 2012). While fossil fuels offer many benefits—high

energy density and self-contained storage, making them particularly ideal for transportation appli-

cations—they release a great deal of carbon dioxide (CO2) into the atmosphere: up to 228.6 pounds

per Btu (coal) (EIA, 2020b, 2020b). Carbon dioxide has been shown to interact with incoming

solar radiation in a phenomenon known as the greenhouse effect, causing it and the surrounding

air to warm. CO2, combined with other gases having similar radiative interactions, are known as

”greenhouse gases.” The Keeling Curve, combined with historical temperature and ice core data,

demonstrates the strength of the CO2-temperature correlation here on earth (Fig. 1.1). Average

surface temperatures were 1.15◦C above the pre-industrial average in 2019, and they are expected

to continue to rise (R. Lindsey & Dahlman, n.d.). Consequently, we face a significantly warmer

world in years to come if we do not shift away from carbon-based fuel sources to zero-emissions en-
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ergy. The International Panel on Climate Change (IPCC) has released a series of reports outlining

Representative Concentration Pathways (RCPs), which are projections of warming by the end of

the century based on future atmospheric greenhouse gas concentrations. The worst case scenario,

RCP8.5, predicts a temperature rise of up to nearly 5◦C above the 1850-1900 global average tem-

perature, which coincides with a situation wherein no mitigation efforts are carried out (Pachauri,

R. K., Mayer, L. and Intergovernmental Panel on Climate Change, 2015).

Figure 1.1: Average global temperatures and atmospheric carbon dioxide concentrations, 1880-
2014. Figure from Melillo et al. (2014).

Widespread, global warming will not only fundamentally change ecosystems and lead to

extinctions, it will also have complex consequences for the human population. More frequent and

intense extreme weather such as hurricanes, floods, drought, severe heat, and wildfire have already

begun to claim lives, destroy livelihoods, and generate huge financial costs (Stott, 2016; Mann

et al., 2017; Abatzoglou, Williams, & Barbero, 2019; Frame et al., 2020). Mass migrations are

anticipated as communities will be forced to move away from areas that are flooded by sea level

rise or destroyed by fire, have become too dry to sustain subsistence agriculture, no longer have
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reliable fresh water available, or are simply too hot (Adger et al., 2014; Berlemann & Steinhardt,

2017). Additionally, worldwide food security is threatened as ocean warming and acidification

endangers ocean life, and staple agricultural regions are jeopardized by shortened growing seasons,

temperatures too high to sustain certain crop growth, and strain on freshwater systems (Pörtner et

al., 2019; Porter et al., 2014). Specific vector-borne diseases spread by insects and certain chronic

health conditions related to heat stress stand to become more prevalent and widespread (K. Smith

et al., 2014). And, with complicated and sometimes strained relationships among peoples, societal

clashes and escalating international tensions are expected (Adger et al., 2014). These are all global

security issues.

There are ways we can address these problems. While it is too late to avoid the entirety

of climate change fallout, adaptation and mitigation efforts, if combined, have the potential to

protect both people and ecosystems from the full impact of a several-degree rise in temperature.

Fortunately, numerical weather prediction models (NWPs) have demonstrated effectiveness in fore-

casting severe weather dangers and atmospheric behavior. For this reason, they can assist with

both mitigation and adaptation. NWPs can improve wind power forecasting, paving the way for

more efficient wind farm operations and smarter planning of new farm development. NWPs can

also provide real-time forecasting of fire behavior, which informs communities and decision mak-

ers of where evacuations need to occur and how best to tackle fire containment. Models can also

be used in research applications to help us better understand hypothetical future situations and

develop a better awareness of wind or fire dynamics.

1.1 Scope of the Study

For the purpose of this thesis, one mitigation measure and one adaptation topic have been

selected for further assessment with the Weather Research and Forecasting model (WRF)—an

open-source, community numerical weather prediction system that allows for both mesoscale and

large-eddy resolution simulations (C. Skamarock et al., 2019). First, an adjustment to the WRF

wind farm parameterization and its significance for wind power forecasting is explored in Chapter
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2. Then, the dissertation focus shifts to fire impacts—specifically, smoke lofting and deep cloud

development above large wildland fires in Chapters 3 and 4.

1.1.1 Wind Energy Forecasting

Since the start of the 21st century, wind energy installations have been expanding rapidly,

with both domestic and international wind power capacity growing each year. By the beginning

of 2020, 650.8 GW of wind energy capacity had been installed worldwide (Fig. 1.2) (World Wind

Energy Association, 2020). At the termination of Q2 2020, nearly 110 GW of capacity was operating

in the U.S., which provided 7.3% of the nation’s primary energy production (EIA, 2020a; Services,

2020). Wind’s growing share in the energy market makes accurate wind-power forecasts more

important. Optimized forecast-based grid schedules reduce the use of ancillary services, which

boosts wind’s market value and increases the incentive for further investment (Ayodele, Jimoh,

Munda, & Agee, 2012). Wind energy is inherently variable, as its electricity generation changes

with the wind. Therefore, to properly prepare for sudden dips and increases in production and to

adjust grid operations accordingly, we must have accurate wind and power production forecasting

capabilities in place.

Wind energy forecasting has historically been done with mesoscale modeling, where horizontal

grid cell resolution is on the order of 1 to 10 km, as scaling down to finer resolutions becomes quite

computationally expensive (Churchfield et al., 2012; Vanderwende, Kosović, Lundquist, & Mirocha,

2016). However, most mesoscale models have been developed to resolve local weather events and

general patterns; they lack precision closer to the earth’s surface, where a refined resolution is

needed to accurately depict the forces driving wind turbine energy production. Near-surface errors

increase in regions of complex terrain, where flow patterns can be disrupted by orography, making

accurate wind predictions very challenging. These areas are also prone to more extreme wind

shear lower in the boundary layer, which further complicates assessments of turbine rotation speed

(Redfern, Olson, Lundquist, & Clack, 2019; Olson et al., 2019). Studies have been done to improve

our understanding of wind behavior in mountainous areas—for example, the 2015 WFIP2 study
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Figure 1.2: Cumulative global wind installations, 1980-2016. Figure from Veers et al. (2019).

in Oregon (Wilczak et al., 2019; Shaw et al., 2019), and the 2017 Perdigao campaign in Portugal

(Vasiljević et al., 2017; Barthelmie, Pryor, Wildmann, & Menke, 2018; Fernando et al., 2019), but

development of the findings in models is ongoing.

Mesoscale-microscale coupling is currently being explored, as it would allow larger, regional

models to obtain and use the refined wind profiling of large-eddy simulation (LES, on the order

of 1-100 m resolution) grids for wind resource assessment (Muñoz Esparza, Kosović, Mirocha, &

van Beeck, 2014; Haupt et al., 2019; Veers et al., 2019). However, this area comes with its own

sets of challenges, in particular when downscaling through resolutions on the order of around 100

m to 1000 m—a region known as the ”terra incognita”. Grid cells of this size fall in a challenging

range of length scales, in general larger than inertial range and only partially resolving energy

containing range of scales (Wyngaard, 2004). Because of this, ensuring that mesoscale wind farm

parameterizations (WFPs) are as accurate as possible and addressing the findings of the aforemen-

tioned field campaigns is currently one of the more efficient ways to curtail errors in wind power

forecasting. This will lead to improvements in wind-grid integration and ideally promote a more

resolute transition towards this clean energy source.
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1.1.2 Fire Applications

Climate change has increased both the frequency and severity of wildland fires. As heat and

water stress have risen and invasive insect outbreaks occur in woodland areas, tree mortality has

increased, raising the risk of wildfire (Allen et al., 2010). This phenomenon has been made apparent

in more recent years, when wildfires have burned unprecedented amounts of land in Australia, the

Pacific Northwest, Colorado, and California, among many other places around the world (Boer,

Resco de Dios, & Bradstock, 2020; Kablick, Allen, Fromm, & Nedoluha, 2020; Peterson et al.,

2018b; A. P. Williams et al., 2019; Yu et al., 2019). Such fires have destroyed homes, devastated

ecosystems, claimed lives, and racked up enormous costs. The intensity of these fires is remarkable;

they have burned with such great heat release and generated such strong convection that they

have seeded thunderstorms, also known as pyrocumulonimbus (pyroCb)—some strong enough to

generate hail, tornadoes, and even inject combustion byproducts into the stratosphere (M. Fromm,

Tupper, Rosenfeld, Servranckx, & McRae, 2006; Cunningham & Reeder, 2009). The 2017 Pacific

Northwest fires lofted enough smoke into the stratosphere to parallel what would be seen following

a volcanic eruption (Peterson et al., 2018b). In the case of the 2019 Australian wildfires, enough

smoke and gaseous emissions were injected above the tropopause that stratospheric wind patterns

were affected (Kablick et al., 2020).

High smoke lofting has been a concern in the past, but in a different context. When the

U.S. and Russia were both engaged in nuclear proliferation during the Cold War, researchers were

troubled by the potential fire-driven fallout of a nuclear arms exchange. Cities would provide dense

fuel loads with the potential to burn for days, injecting teragrams of smoke into the upper atmo-

sphere and resulting in what was come to be known as a ”nuclear winter” (Turco, Toon, Ackerman,

Pollack, & Sagan, 1983b). In this situation, increased stratospheric aerosol loading would block

incoming solar radiation, significantly cooling and darkening the earth for years before eventually

falling out. The impact on most all life forms would be catastrophic. Now that some nuclear states

are beginning to turn away from denuclearization and back towards weapons development, nuclear
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winter risk has once again become a global security concern (Robock, Oman, & Stenchikov, 2007;

Robock & Toon, 2012b; Mills, Toon, Lee-Taylor, & Robock, 2014; Robock, Toon, Bardeen, Xia, et

al., 2019; Coupe, Bardeen, Robock, & Toon, 2019a).

With the new risks posed by more intense fires, as well as by world renuclearization, better

models of fire behavior and fire-atmosphere interactions can help us address these dangers. Oper-

ational fire forecasting gives us the ability to predict where a fire might spread once ignited, which

gives firefighters more time to strategize containment methods. Models can also give new insight

into fire research efforts on the development of pyroCb, so that we may better understand how

these storms form and behave, and how they may affect local fire behavior or even climatology

both near and far. Additionally, models can help us address the reborn existential threat of nuclear

winter, and hopefully better inform nation-states of the significant risks associated with a nuclear

conflict.

1.2 Arrangement of the thesis

This dissertation aims to assess modeling methods for improving wind energy forecasting

and better understanding smoke lofting behavior resulting from large fire activity. Each chapter

includes a stand-alone study formatted for publication in a peer-reviewed journal. Chapter 2 has

been published in 2019 in the AMS journal Monthly Weather Review. Chapter 3 is in preparation

for submission to JGR: Atmospheres and Chapter 4 is also in preparation for submission to a

different journal, Atmospheric Chemistry and Physics. Each chapter opens with a preface outlining

the motivation and major findings of the study contained therein. The final chapter provides a

summary of each study, their findings, and their implications in the broader context of our future

climate.



Chapter 2

Incorporation of the Rotor-Equivalent Wind Speed into the Weather Research

and Forecasting Model’s Wind Farm Parameterization

2.1 Preface

Wind energy has been expanding to provide a larger percentage of electrical power around the

world. Wind is a renewable energy resource with a levelized cost of energy that is now competitive

with coal. Because of this, many nations are increasing their wind farm installations. However,

because winds are variable, unforeseen fluctuations in wind speed and direction can impact demand-

matching and grid stability. Given its rising presence in electricity generation, it is therefore all the

more important that wind energy forecasting is as accurate as possible.

In this section, we examine the impact of adding more detailed physics in the form of the

rotor-equivalent wind speed (REWS) to the WRF Wind Farm Parameterization. Wind energy

forecasting at the farm-level is often carried out with use of mesoscale-resolution models. The

interactions between the turbines and the local atmosphere are therefore parameterized, considering

hub-height wind speed to be representative of the entire wind profile across the rotor swept area.

With growing turbine sizes—particularly in offshore wind—this assumption is not necessarily true.

We have conducted a sensitivity analysis of forecast response to a selection of linear and non-

linear wind profile cases in a series of idealized model simulations. The results indicate that with

present, typical turbine sizes, use of the hub height wind speed often does not present significantly

different results from simulations run with the REWS. However, in non-linear wind shear situations,

the difference between the two physics options is not negligible. This finding should be kept in mind
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as turbines increase in size and the likelihood of a non-linear wind shear occurrence increases.

The work presented in this chapter has been reformatted from the following:

Redfern, S., Olson, J. B., Lundquist, J. K., & Clack, C. T. (2019). Incorporation of the

rotor-equivalent wind speed into the Weather Research and Forecasting model’s wind farm param-

eterization. Monthly Weather Review, 147 (3), 1029-1046.

2.2 Abstract

Wind power installations have been increasing in recent years. Because wind turbines can

influence local wind speeds, temperatures and surface fluxes, weather forecasting models should

consider their effects. Wind farm parameterizations do currently exist for numerical weather pre-

diction models. They generally consider two turbine impacts: elevated drag in the region of the

wind turbine rotor disk and increased turbulent kinetic energy production. The wind farm param-

eterization available in the Weather Research and Forecasting model (WRF) calculates this drag

and TKE as a function of hub-height wind speed. However, recent work has suggested that inte-

grating momentum over the entire rotor disk (via a rotor-equivalent wind speed, or REWS) is more

appropriate, especially for cases with high wind shear. In this study, we implement the REWS in

the WRF wind farm parameterization and evaluate its impacts in an idealized environment, with

varying amounts of wind speed shear and wind directional veer. Specifically, we evaluate three

separate cases: neutral stability with low wind shear; high stability with high wind shear; and high

stability with nonlinear wind shear. For most situations, use of the REWS with the wind farm

parameterization has marginal impacts on model forecasts. However, for scenarios with highly

nonlinear wind shear, the REWS can significantly affect results.

2.3 Introduction

Wind energy has become increasingly important over recent years. Wind energy contributed

5.56% of baseload power to the United States in 2016 (Administration, 2017) and as of 4Q 2017,

the United States has 87,077 MW of cumulative, installed wind power capacity, with 28,668 MW
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under construction (Services, 2017). Globally, 539,581 MW of wind power capacity is installed, with

52,573 MW of new construction added in 2017 (Griffith, 2018). Wind power will likely continue to

expand as the economics of renewable energy are becoming progressively favorable (E. Williams et

al., 2017; Services, 2017). With this growth in mind, operational weather forecasting models may

need to consider how turbines affect the atmosphere.

Observational studies have demonstrated that wind farms can have microscale effects on

atmospheric properties such as winds, temperature, and heat and moisture fluxes. Wind farms

extract kinetic energy from the wind, resulting in wakes (S. Lissaman, 1979; Högström et al., 1988;

Wang & Prinn, 2010; Iungo et al., 2013; C. M. Smith et al., 2013). Several studies have found a

nighttime warming trend downwind of wind farms (Baidya Roy & Traiteur, 2010; Zhou et al., 2012;

C. M. Smith et al., 2013; Rajewski et al., 2013; Armstrong et al., 2016; Rajewski et al., 2016),

which is likely due to vertical mixing induced by turbine operation. Daytime increases in upward

latent heat flux and downward CO2 flux also occur (Rajewski et al., 2013). As these effects are not

negligible, they should be considered in weather models.

To account for turbine impacts, wind farm parameterizations (WFPs) have been developed

for mesoscale models (Baidya Roy, 2004, 2011; Fitch et al., 2012). Baidya Roy (2004) implemented

a parameterization in the Regional Atmospheric Modeling System (RAMS) to evaluate how wind

farms impact local-scale atmospheric dynamics. This WFP modeled turbines as both a momentum

sink and a turbulence source, and showed that turbines have small impacts on surface sensible

heat fluxes and evapotranspiration, presumably due to the increased near-ground turbulence. The

study also found that turbines significantly reduce wind speeds around hub-height. Blahak et al.

(2010) and Fitch et al. (2012) later developed WFPs for the Weather Research and Forecasting

model (WRF). Fitch et al. (2012) expanded upon Blahak et al. (2010)’s parameterization efforts by

basing the momentum extracted from the atmosphere on the manufacturer-specified turbine thrust

coefficient.

Some studies have compared WRF wind farm modeling results with observations, and most

note some bias in the parameterization. Comparisons between the WRF WFP and power data



11

taken at the Horns Rev wind farm off the coast of Denmark found that simulations with the WFP

qualitatively reproduced wake structures but overall under-forecasted power production for down-

stream turbines (Jiménez et al., 2015). An additional study comparing WRF WFP mesoscale

simulations with data collected in an onshore wind farm in the US Midwest came to a similar con-

clusion: the WFP improved wind power predictions, but again underestimated power production

at downwind turbines (Lee & Lundquist, 2017a). Conversely, Vanderwende et al. (2016) compared

the WRF WFP to turbine-resolving large-eddy simulations and found in this case that the WFP

overestimated TKE production and underestimated the magnitudes of the wakes. And, regarding

impacts on near-surface temperatures, G. Xia et al. (2017) showed that although the WFP repro-

duced larger-scale, wind farm-driven warming signals consistent with observations, it also caused a

nighttime, downwind cooling effect that is currently unverified by measurements.

Before including a WFP in an operational weather forecasting model, the WFP should accu-

rately represent the interactions of wind turbines with atmospheric events, for all possible scenarios.

Aside from the suspected bias in the WRF WFP, certain situations may arise in which it does not

behave as expected. For example, during mountain-valley cold pool mix-out events, strongly strat-

ified cold air is trapped and shielded from higher wind speeds aloft. Robust vertical wind shear

develops at the interface between the cold pool and free troposphere, producing turbulence, which

begins to erode the stable layer. Eventually, the overhead winds descend low enough to intersect

the turbine rotor layer, resulting in episodes of very high wind shear profiles across the rotor plane.

These cold pool events in complex topography occur with regularity; 120 events occurred in the

Columbia River basin between 1989-1999 (Whiteman et al., 2001), and in the recent WFIP2 project,

at least eight have been recognized between November 2015 and December 2016 (Wilczak et al.,

2019). Because the WRF WFP only considers hub-height wind speeds in its physics calculations,

it may return inaccurate results for cold pool mix-outs.

In light of this potential for error and aforementioned biases in the WRF WFP, we propose two

modifications that aim to improve the representation of wind farms in high wind shear environments.

In the following section, we summarize the existing WRF WFP and discuss the components of a
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revised WRF WFP (RWFP). The RWFP testing setup is explained in the third and fourth sections,

testing results are presented in section five, and section six details the conclusions from this study.

2.4 Wind Farm Parameterization

WRF is a popular community modeling framework (W. C. Skamarock et al., 2008; Powers et

al., 2017) upon which many regional weather models have been built, including the National Oceanic

and Atmospheric Administration (NOAA)’s High Resolution Rapid Refresh (HRRR). Included in

the WRF distribution is a wind farm parameterization, which has been well-documented (Fitch

et al., 2012; Fitch, Olson, et al., 2013; Fitch, Lundquist, & Olson, 2013; Fitch, 2015, 2016) and

has been employed at regional (Jiménez et al., 2015; Volker et al., 2015; Lee & Lundquist, 2017a,

2017b) and continental scales (Vautard et al., 2014).

2.4.1 Current Distribution of WFP

The Fitch et al. (2012) parameterization (henceforth referred to as F2012) comes packaged in

the WRF distribution. Users must specify turbine properties, such as hub-height, rotor diameter,

maximum power output, and they must also provide power and thrust coefficient curves. Most of

the parameterization derivations are explained in detail in F2012. Updates made to the WFP in

2015 are documented in the model code and addressed in a note (Fitch 2016). Some important

aspects and assumptions of the current WRF WFP are highlighted below.

2.4.1.1 Power Generation

Power generation in the model assumes that turbines are driven by the hub-height wind

speeds, with a constant sea level air density of ρa = 1.23 kg m-3. It should be noted that this

assumption may introduce calculation errors at high elevations. However, for the code to account

for variable atmospheric pressure would also require one to obtain density-specific power curves for

each turbine used in a simulation, as the power curve delivered with the turbine is rated based

on empirical testing done at sea level. Often this information is proprietary, so the WFP as it is
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assumes sea-level air density throughout the domain. Power production from an individual grid

cell is defined as

Pij =
1

2

(
Cpρa|UH|3ATNt

)
ij
. (2.1)

Here, |UH| is hub-height wind speed, CP is the turbine power coefficient at the hub-height

wind speed, AT is the turbine swept area defined as AT = π
4D

2, and NT is the number of turbines

per grid cell, located at (i, j). Power output is calculated every time step for each grid cell containing

a turbine.

2.4.1.2 TKE and Momentum Tendencies

The WRF WFP assumes that all turbines in a particular grid cell are driven by the mean

wind speed in that grid cell and subgrid-scale heterogeneity is ignored. Further, the momentum

drag and turbulent kinetic energy (TKE, or kinetic energy per unit mass in m2 s-2) produced by

each turbine are evenly distributed through the cell and no explicit wake interactions occur between

turbines in a given model grid cell. To calculate the sum of individual turbines F2012 introduced

a wind farm density variable, which is defined as the number of turbines per square meter. The

wind farm density is multiplied through the drag and TKE tendency equations to determine the

full impact of the turbines on a per-grid cell basis.

The parameterization assumes that the drag force induced by the turbines on the atmosphere

is defined by the basic drag equation:

Pij =
1

2

(
Cpρa|UH|3ATNt

)
ij
. (2.2)

Here, U is the velocity vector, defined as U = (u, v), and CD is the coefficient of drag—in

this case, it is equivalent to the turbine thrust coefficient, CT , which is a function of wind velocity

and is specific to the turbine used.

The change in atmospheric kinetic energy (KE, in kg m2 s-2) from air-turbine interactions,
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therefore, can be derived as follows:

∂KEDrag
∂t

= −1

2

∫
At

CTρa|U|3dA. (2.3)

For numerical simulations, this equation must be discretized across model vertical levels, wind

components, and horizontal grid cells, and must account for the possibility of multiple turbines per

grid cell. Additionally, the assumption is made that turbines do not affect vertical winds. In the

WRF WFP, 2.3 is therefore discretized as

∂KEijk
∂t

=
∂|U|ijk
∂t

|U|ijkρa (zk+1 − zk) ∆x∆y, (2.4)

where i and j represent model grid locations in the horizontal and k represents individual

model vertical layers. The wind vector in 2.4, therefore, is taken from the grid cell under evaluation

(not necessarily at hub height). By defining the wind farm density variable as Nt, the momentum

tendency can be then derived as

∂|U|ijk
∂t

= −
1
2N

ij
t CT |U|2ijkAijk
zk+1 − zk

. (2.5)

The parameterization assumes that all energy extracted by turbines that is not converted to

electricity instead generates TKE:

∂TKEijk
∂t

=
1
2N

ij
t CTKE |U|3ijkAijk
zk+1 − zk

. (2.6)

with the TKE coefficient CTKE = CP − CT .

Revisions to the WRF code since F2012 have added in a “normalization” factor (Blahak et

al., 2010) that is multiplied through 2.5 and 2.6 for each WFP-active grid cell. As shown in 2.1,

the estimate of power using the turbine-specific power curve is only a function of the hub-height

wind speed. However, as shown in 2.1 and 2.6, the multi-layer total tendency calculations employed

in the WFP are summations that use wind speeds valid at each model level. The normalization

factor aims to make these estimates equivalent, allowing changes in the model wind and TKE to
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be consistent with total wind energy production, thus conserving energy. This factor is defined as

follows:

ec =

1
2

(
CPρa|UH |3ATNT

)
ij∑turbinetop

k=turbinebottom
1
2 (CPρa|Uijk|3AijkNT )ijk

. (2.7)

The normalization factor and the power equation are the only two calculations that use

hub-height wind speed. It follows that, similarly, the rotor-equivalent wind speed, derived in the

following two sections, will only affect these two equations.

2.4.2 Rotor-Equivalent Wind Speed (REWS)

In the equations above, the hub-height wind speed dictates how each turbine responds to the

atmosphere. However, the assumption that hub-height wind speed and direction are representative

of all wind flow across the rotor plane is not always substantiated. Several studies address this

issue. Wagner et al. (2009) demonstrates that the use of wind speeds at hub-height to represent

the entire wind profile across the rotor swept area has led to errors in power forecasting. Although

using hub-height wind speeds for power production may be an adequate approximation for small

turbines, as turbines grow in size the uncertainties introduced by this assumption also grow.

The “rotor-equivalent wind speed” (REWS) addresses this problem by integrating momentum

across the rotor disk. By dividing the swept area into a series of horizontal segments, one can

calculate a weighted average of the wind speeds:

REWS =
N∑
k=1

Aijk
AT
|Uijk|. (2.8)

Here, Ak is the cross-sectional swept area within a model layer being evaluated, AT is the

total cross-sectional swept area of the turbine blades, and |Uk| is the magnitude of the velocity

vector in the layer being evaluated.
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2.4.3 REWS, Considering Veer

Just as wind speed may vary across the turbine rotor disk, wind direction may also vary. We

therefore also examine the implications of wind directional shear across the rotor swept plane, or as

we specifically define it in this paper to include both clockwise and counter-clockwise shear, veer.

Veer can reduce the projected turbine power output (compared with the assumption that all wind

intersecting the turbine is aligned normal to the rotor plane). Additionally, veer can influence the

TKE generation and energy extracted from the atmosphere in the same manner.

Choukulkar et al. (2016) and Clack et al. (2016) define this veer component in their formula-

tions of equivalent wind speed. This definition builds upon the previously-defined REWS by adding

directionality into the equation, as follows:

REWSd =

N∑
k=1

Aijk
AT
|Uijk|cos(θijk). (2.9)

Here, θk is the angle between the wind direction and the turbine axis, defined as the direction

the turbine is facing. This value is zero at hub height. All other variables are as previously defined.

In the RWFP, we replace the hub-height wind speed |UH | in 2.1 with REWSd defined in 2.9. To

account for veer in KE loss and TKE generation, a factor of cos(θijk) is multiplied through 2.5 and

2.6.

Model layer depth can vary dynamically during a simulation due to changing air temper-

atures. This should not significantly affect the RWFP calculation, as the parameterization is

relatively insensitive to vertical resolution (Fitch et al., 2012) and changes on the order of doubling

or halving the resolution are needed to effect 5–10% changes in wake structures. Even with up to

10◦C temperature changes, layer depth would only see a 3% change, which is not large enough to

meaningfully affect wakes.
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2.4.4 Modeling Approach

All simulations are conducted using the Advanced Research version of the Weather Research

and Forecasting model (WRF-ARW) (W. C. Skamarock et al., 2008) Version 3.8.1, with National

Oceanic and Atmospheric Administration (NOAA) internal edits to the code (Benjamin et al.,

2016). The idealized test environment has been simplified: the land-surface, radiation, cumulus,

and microphysics schemes have all been turned off, as in F2012.

2.4.5 Domain Setup

The test environment attempts to replicate the idealized setup used in F2012. Two domains

are set up in a nested configuration, each with 202 x 202 horizontal grid cells. The fine domain

has a horizontal resolution of 1 km and is centered in the coarse domain, which has a horizontal

resolution of 3 km. The coarse grid has open radiative boundary conditions. The lateral boundary

conditions of the fine grid are horizontally interpolated from the coarse grid at each time step. The

domains are coupled using a one-way interaction, where values from the interior domain are not

returned to and cannot influence the outer domain. The time step is 9 s for the coarse grid and

3 s for the fine grid. There are 81 vertical levels, with the model top set at 20 km. Twenty-eight

vertical layers fall within the lower 200 m of the model and 11 layers intersect the rotor swept area

(Figure 2.1). The surface is flat with a specified roughness length of 0.01 m and a pressure of 1013

hPa. This surface roughness length has been selected to minimize turbulent mixing in the lowest

model layer, to make it easier to maintain stratification in the initialized profiles. An f-plane with

a Coriolis parameter of 10-4 s-1 is used.

2.4.5.1 Physics

The simulation environment uses only surface layer and planetary boundary layer physics.

Both are parameterized using the Mellor-Yamada-Nakanishi-Niino (MYNN) level 2.5 scheme (Mellor

& Yamada, 1982; Nakanishi & Niino, 2009a). Under this scheme TKE alone is treated as a prognos-

tic variable, while all other higher-order moments are diagnostically calculated. Modifications to
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Figure 2.1: Eta levels used for this study, as well as their corresponding heights.

the MYNN scheme’s LES-derived closure constants (Benjamin et al., 2016), which are employed in

this study, completely remove the critical Richardson number (Ri) of 1, allowing very small mixing

to occur even at very large Ri. Given enough time, wind shear will always mix out. Initializing pro-

files with Ri = 2 was found to be sufficient to maintain quasi-steady state, high vertical wind shears

for the time lengths used in test simulations. The MYNN uses a dynamic turbulence length scale

that varies according to atmospheric static stability and TKE. TKE advection has been enabled

in the boundary layer. For these simulations, the model is configured such that only the surface

momentum flux is calculated in the MYNN surface layer scheme, as the heat and moisture fluxes
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are turned off. The atmosphere is dry and remains dry in the absence of these surface fluxes. This

simplified configuration is the same one used by F2012 and is employed here so that comparisons

between the two studies may be made.

The wind farm is laid out in a 10x10 grid, with one turbine per cell, centered in the fine

domain. The coarse grid contains no wind turbines. In contrast to F2012, an open source 1.5 MW

wind turbine, based off the GE SLE 1.5MW, is used for the farm, with a hub-height of 80 m and

a rotor diameter of 77 m (Schmitz, 2011). The cut-in speed is 3 m s-1 and the cut-out speed is

25 m s-1 (Figure 2.2). Winds blowing outside of this velocity range will not rotate the blades or

generate power. Power output reaches its maximum at wind speeds of 12 m s-1, above which it

remains approximately constant before eventually cutting out.

2.4.6 Dynamics

The WRF model uses a third order Runge-Kutta time integration scheme. The model is

configured to reduce the impacts of gravity waves on the simulation results by using an implicit

gravity wave dampening layer in the upper-most 5 km of the model domain, in accordance with

Klemp et al. (2008), to prevent gravity wave reflection off the model top.

Simple horizontal diffusion is employed, with 2nd order diffusion gradients calculated along

coordinate surfaces, which do not use full metric terms. The horizontal eddy diffusion is calculated

using the Smagorinsky first order closure approach with a coefficient of 0.25. Additionally, 6th

order horizontal diffusion has been activated on model levels, which prevents up-gradient diffusion

and reduces 2-∆x wavelength-characterized noise (Knievel et al., 2007).

2.4.7 Initial Conditions

The RWFP is tested in a series of different idealized atmospheric environments specified by

a user-supplied sounding. This sounding contains initial values of domain potential temperature,

pressure, inverse air density, and winds, which are calculated using the geostrophic wind balance

and interpolated to eta levels.
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Figure 2.2: Power curve for the PSU Generic 1.5MW Wind Turbine (Schmitz 2011).

To spin up the model, the entire setup – that is, both domains in their full 3D configurations

– is run without the wind farm present for a period on the order of days until a steady state is

reached. Steady-state is defined by the reduction of the amplitude of inertial oscillations in the winds

throughout the domain to less than 2% of the basic state wind speeds. For each subsequent test

simulation, the model is restarted from this state, with different WFP configurations. This method

significantly reduces the amount of computation resources needed, as the simulation environment

does not need to be spun-up for each test run.
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2.5 Simulation Overviews

Due to the large number of simulations evaluated in this study, a set of acronyms has been

defined to reference each one from this point forward. The cases, descriptions, and acronyms can

be found in Table 2.1.

2.5.1 Neutral Profiles (Cases NF, NR, NV, NB)

A base case simulation is executed for verification purposes. It uses the same initial and

forcing conditions as F2012. This environment has constant geostrophic winds blowing at 10 m s-1

from the model bottom to the model top. The atmosphere is neutrally stratified up to 1000 m,

above which a lapse rate is initialized at a constant, stable 3 K km-1. The surface temperature is 285

K. After spin-up, the atmosphere equilibrates into a neutral thermal profile with slight variation in

wind speed and direction across the rotor plane (Figure 2.3a,b). This simulation is evaluated using

both the WFP (NF) and the RWFP (NR, NV, NB). Very little sensitivity to the WFP modifications

is anticipated in neutral conditions, so we expect relatively consistent results with F2012.

2.5.2 Stable Profiles with Linear Wind Shear (Cases SF, SR, SV, SB)

To assess the role of shear, a series of simulations defined by linear wind shear across the

rotor plane is evaluated. The thermodynamics for these cases are all strongly stable below 120

m, with a lapse rate of 0.1 K m-1 from the ground to 40 m and a potential temperature profile

defined by a Richardson number of 2 between 40 m and 120 m. Above 120 m, the atmosphere has

a stable 3 K km-1 lapse rate, as in the previous cases. The winds are calm at 0 m s-1 up to 40 m,

then increase to 6, 8 or 10 m s-1 (cases ending with 06, 08, 10, respectively) between 40 m and 120

m, above which they remain constant at these values. The winds are initialized to blow zonally

only. The robust near-surface inversion is necessary to maintain wind shear in the model; without

substantial stability, the winds would mix out to develop a relatively uniform profile throughout

the boundary layer. These cases are only spun up for 5 days, which is sufficient to limit noise from
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gravity waves propagating within the model domain.

2.5.3 Non-linear Wind Shear (Cases MF, MR, MV, MB)

To further examine the effects of the REWS and veer-awareness, we evaluate a stable case

with high wind shear related to cold pool mix-out. The initial and forcing conditions are based on

observational data obtained during the second Wind Forecasting Improvement Project (WFIP2), a

field campaign focused on improving model forecasts of low-level winds over complex terrain (Shaw

et al., 2019). The study relies on observations taken by a dense multi-scale network of lidars, sodars,

and wind profiling radars located in the United States Pacific Northwest’s Columbia River Basin,

where numerous wind farms are located (Wilczak et al., 2019). Data for the project was collected

between 01 October 2015 – 31 March 2017 and has captured weather conditions related to cold

pools in mountain valleys.

We selected a cold pool mix-out event from 13 January 2016. The profile has been adjusted

slightly because the most prominent wind shear is visible across a larger and higher plane than

would affect most turbines currently in operation, including the one we have used. Future wind

installations will be influenced by a mix-out event like this one as turbines grow in size (Blaabjerg

& Ke Ma, 2013; Wiser et al., 2016).

To represent this mix-out event at discrete stages in an idealized framework, a series of three

simplified, staggered profiles are simulated. The cold pool is depicted by a layer of relatively calm,

easterly winds. The top of the cold pool varies by simulation, from 80 m to 60 m, which represents

the sinking of upper-level winds during the mix-out. Above the cold pool are southwesterly winds

increasing in speed to 8 m s-1 at the top of the rotor plane. To prevent rapid near-surface turbulence

generation and homogenization of the winds, a strongly stable Richardson number of 2 is maintained

for the thermal profile from 0 to 120 m. Above 120 m, winds are held constant (both in direction

and intensity), and the lapse rate is stable at 3 K km-1 up to the model top.
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2.6 Results

2.6.1 Comparison with F2012

An initial comparison with the F2012 results has been conducted to verify proper setup of the

simulation environment and to assess how WRF updates in more recent releases will impact WFP

results. Some differences emerge between the two studies, which may be explained by the compar-

isons found in Table 2.2. Overall the findings validate the domain and wind farm parameterization

setup.

A wake evolves downwind of the wind farm, with maximum wind speed deficits of 1.82 m s-1

– stronger than the F2012 maximum of 1.5 m s-1. The wake has an e-folding distance through the

center of the farm, along the wind direction vector, of 27.3 km (Figure 2.4a). About 2 km upwind

of the farm, an induction zone wind speed deficit begins to form, beginning at -0.04 m s-1 and

reaching -0.76 m s-1 at the farm’s leading edge. F2012 saw deficits peaking at 0.1 m s-1. A small

acceleration flanks the wake, with a slightly larger magnitude (0.2 m s-1) on the north side than was

seen by Fitch, whose maximum acceleration was 0.1 m s-1. Similar to F2012, the deceleration of

winds ahead of the wind farm extends vertically, perturbing the top of the boundary layer (Figure

2.4c). Wind speed deficits peak at hub height, at the rear edge of the farm.

The TKE impacts deviate from F2012 (Figure 2.4b). Unlike F2012, in this study TKE is

enhanced within the farm area and advected downwind of the turbines. The increase in TKE is

much lower than what was seen in F2012, with a maximum value of 0.04 m2 s-2 at hub height. The

maximum increase in TKE across the entire 3D simulation area is 0.16 m2 s-2 and is seen above the

farm and downwind of the northeast corner (Figure 2.4d). A reduction in TKE occurs below hub

height, with the strongest decrease of -0.04 m2 s-2 occurring at about 35 m above ground. Overall,

the TKE impact of the WFP is much weaker in this simulation than in F2012. This difference may

be attributed to developments to the MYNN PBL scheme between WRF 3.3 and 3.8 as well as

from different turbine types used in this study and F2012.

The power output of the farm is greatest in the front line of turbines. Figure 2.5a displays the
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fractional power output of each cell, defined as the time-averaged power output of the cell divided

by the maximum power output of any cell. The lowest power output is found in the northeast

corner of the array, at location (10,10), deviating slightly from F2012, which found that the rear-

line turbine directly downwind of the highest-production turbine saw the greatest loss in power

output. The south-side turbines located near the southeastern corner of the farm, at (8:10,1), have

a greater power output than those located in the rows further north. These turbines are directly

exposed to the southerly wind component but are still partially shielded from the turbines to the

west. Overall, these results are very similar to those found in F2012.

2.6.2 New Physics Options in F2012 Setup (Cases NBASE, NF, NR, NV, NB)

Very little variation emerges between the neutral case results using the WFP and the RWFP.

Simulations have been conducted with each of the following enabled: veer-awareness (NV), the

rotor-equivalent wind speed (NR), and both options (NB). In general, the NR case sees the largest

differences in TKE, wind speed, and power output, but these differences remain on the order of less

than one percent. Although the differences between RWFP cases and the WFP case are negligible,

distinct spatial patterns between them do exist. These patterns may grow in magnitude with larger

turbine arrays and faster wind speeds.

The wake strength is very slightly increased with NB and NR when compared with the NF

case, with negligible change between NV and NF. The e-folding distance in all three RWFP cases

remains the same as in the NF case. The largest difference in the magnitude of the wake at hub-

height occurs in the NR case, where the maximum deficit is 0.5%, stronger (Figure 2.6a). These

differences in wake intensity are the greatest near the rear of the farm and rapidly erode farther

downwind.

TKE for all three test cases deviates only slightly from the NF results. In general, TKE is

increased with the new physics options. The maximum TKE at hub-height increases by roughly

2% for the NR and NB cases. TKE increases by only 1% for the NV case. These differences are

concentrated near the downwind side of the wind farm area (Figure 2.6b).
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Overall power is increased for all three test cases, on the order of 1.6% (not nominal) or less.

The NR case sees the greatest increase throughout the farm, at 1.4 MW total. Although production

from the highest output turbines decreases (-9% for NR), output from the lowest production tur-

bines goes up by more (26.5% for NR), resulting in a net overall increase in power output (Figure

2.5b). The NB simulation is dominated by the REWS implementation, so its power values are

comparable to those in the NR case. The NV simulation deviates only slightly from the NF case.

These small differences between the test cases and the NF simulation may be attributed to

slight nonlinearities in the wind shear profiles intersecting the rotor layer (Figure 2.3a,b), which

affect the rotor-equivalent wind speed and consequently influence the way turbines interact with

the atmosphere in these simulations. This effect validates our hypothesis that the modifications

will have a small impact in neutral environments. We expect that an increased vertical wind shear

would have a greater effect on the model results.

2.6.3 Comparing Stable Cases, Constant Wind Shear with New Physics (Cases

SF, SR, SV, SB)

As with the neutral case, few differences emerge between the WFP and the RWFP in the

high wind-speed-shear cases. Although vertical wind shear is strong in these simulations (Figure

2.33c), the profile is linear and there is no veer across the rotor swept plane (Figure 2.3d). This

results in the REWS and hub-height wind speeds being very similar for all cases. Therefore, the

discrepancies in waking, TKE development, and power generation once are again nominal, and no

meaningful difference emerges between the SV and SF cases.

The SR 06 simulation sees the largest deviation from the SF cases in all three evaluated

output variables (wake strength, TKE generation, and power production). At the wake’s deepest

point, it is enhanced by 0.5%, and at its shallowest point it declines by 1.3%. Similarly, TKE is

increased by 7.7% at its peak, and reduced by 5% at its minimum. Since wind speeds are already

low in these simulations, these changes in waking and TKE are negligible. Overall power output is

increased by 8.5%, or 165 kW, which may also be considered insignificant (not shown).
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2.6.4 Comparing Stable Cases, Non-linear Wind Shear with New Physics (Cases

MF, MR, MV, MB)

Unlike the previous two cases, the cold pool mix-out simulations present more significant

differences between RWFP and WFP results. The wind speed and wind direction profiles after

spin-up (Figure 2.3e,f) are highly nonlinear. This “staggering” of the two layers impacts the

weighted averaging of the RWFP so that the REWS deviates significantly from hub-height wind

speed. Additionally, this nonlinearity can dictate whether the turbines turn on (MF 70, MV 70)

or remain inactivate (MR 70, MR 80).

The wake structures strengthen as the inversion moves lower in the atmosphere, analogous

to a cold pool being mixed out. When the inversion is set at 80 m, the turbines do not activate,

as both hub height and REWS wind speeds are below the cut-in speed of 3 m s-1. At 70 m, wind

speeds are high enough to turn on the turbines for the MF 70 and MV 70 cases. However, the

turbines in MR 70 and MB 70 remain off. The influence of the REWS lowers wind speeds seen by

the turbines to below-cut-in levels. At 60 m, all turbines are on. The M 60 simulations, therefore,

highlight how the different WFP physics influence the winds seen by the turbines and the strengths

of the wakes they produce (Figure 2.7). The REWS tends to reduce the wind speed driving the

turbines during cold-pool mix-outs, while veer-awareness has a nominal effect. The maximum wake

of the MR 60 case is weakened by 4.7%. With veer-awareness added to REWS (MB), this reduction

in wake strength is slightly larger, 4.9%.

The differences in TKE generation are negligible, with the greatest impacts being seen in the

MB cases. The largest change is a 12% reduction in the minimum TKE produced in the MB 60

case, as compared with the MF 60 case. However, since the TKE is already so low to begin with,

this change is trivial.

Power production begins as the inversion drops low enough to raise wind speeds above the cut-

in velocity of 3 m s-1. As was seen with the waking differences, the REWS reduces the wind speeds

driving the turbines. Therefore, turbines in the MF and MV simulations cut in when the inversion
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drops to 70 m, but the MR and MB cases do not experience strong enough winds to activate their

turbines until the inversion lowers to 60 m (Figure 2.8). In these simulations, the smaller REWS,

compared with hub-height winds, results in 41.5% less power production for MR 60 and 44% less

for MB 60. Veer-awareness has a mixed, yet negligible, impact on power production. At lower

wind speeds (MV 70), it increases power output by 3.2%; however, as the velocity increases, this

impact drops to 0.003% (not shown).

2.7 Discussion and Conclusions

This study compares the WRF 3.8.1 WFP scheme with a revised WFP (RWFP) that includes

two new wind-turbine physics options: 1) the use of the rotor-equivalent wind speed (REWS)

instead of hub-height wind speed and 2) the consideration of wind veer across the rotor swept

plane. Several simulation environments are set up and evaluated. All are run with the idealized

WRF framework. Comparisons are made between results obtained using the WFP and the RWFP.

The first set of simulations mirrors the neutral stability setup used by Fitch et al. (2012). The

second set of simulations is run in a stable environment with linear wind shear across the rotor

layer. The final set of simulations represents a cold pool mix-out—a phenomenon that occurs in

the Pacific Northwest’s Columbia River Basin (Whiteman et al., 2001).

Despite former studies emphasizing the potential impact of the REWS, we find that there

are few differences in wake development, TKE generation, and power output between the WFP

and RWFP for common neutrally- and stably-stratified cases. With a neutrally-stratified profile,

wind shear is low, so the RWFP and the standard WRF WFP scheme return similar results (a

0.5% difference in wake strength). In the stable profile cases, wind shear is mostly linear across

the rotor swept plane. The REWS and hub-height wind speeds are therefore similar. The greatest

difference in waking magnitude is 1.3%. Although the physics changes exert some minor influence

over the results, as indicated by spatial patterns, the magnitude of the resulting differences is small

enough to be considered insignificant.

Even though the first two sets of simulations indicated little impact from the RWFP, the
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RWFP does have significant implications for the case of the cold pool mix-out—an environment

with high, nonlinear wind shear and veer. The new physics options can make the difference between

the wind turbines cutting in or remaining inactive, and the use of the REWS can appreciably affect

waking and power production. To better understand the implications of our results, we recommend

future research that compares RWFP and WFP results with observational data.

Based on our findings, we conclude that for most cases, the RWFP does not affect model per-

formance in a significant manner. The WFP, therefore, is adequate for most wind power forecasting

projects. However, for regions where cold pool mix-out events do occur with regularity—such as

the Columbia River Basin, where over 6 GW of wind energy is installed and where cold pools are

commonplace in the cool season (Whiteman et al., 2001; Wilczak et al., 2019)—the RWFP can

increase the accuracy of wind forecasts. Mountainous regions tend to see the highest amounts of

wind shear, so the RWFP should have the largest impact in these areas (Clack et al., 2016). In par-

ticular, the final set of results demonstrate that the RWFP may be especially useful for timing the

activation of turbines during wind ramp-up or ramp-down events, which occur on short timescales

(typically less than a few hours). Additionally, certain low-level jets (LLJs) in very stable bound-

ary layers, as well as some near-surface inversions, can have wind shear similar to what we have

modeled in the mix-out simulations. However, the wind speeds in low-level jets dipping close to

the planetary surface are typically weak and the shear, therefore, is weak as well (Bonner, 1968;

R. Banta et al., 2002; R. M. Banta et al., 2007). We advise that further testing of the RWFP using

LLJ observations be conducted to conclusively establish the impact of these events.
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Figure 2.3: Post-spin-up wind direction and wind speeds for the neutral (a - b), stable (c - d), and
mix-out (e - f) simulations.
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F2012 Redfern et al., 2019

Turbine Repower 5M Open-source GE SLE 1.5 MW
Temporal Averaging 6 hours 12 hours
Skin Surface Temperature 285 K 280 K
Surface Pressure 1000 hPa 1013 hPa
Inversion Location Unknown 200 m
Eta Levels Unknown Figure 2.1
WRF Version 3.3 3.8.1
WFP Version 2011 2015
Nesting Configuration Two-way One-way

Table 2.2: Comparison between F2012 and Redfern et al., 2019
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Figure 2.4: Horizontal cross-section of simulation domain taken at hub height showing the wake (a)
and TKE generation (b). The black dashed outline indicates the wind farm. Vertical cross-section
taken through the center of the wind farm, along the wind direction vector, showing the wake (c)
and TKE generation (d). The black dashed outline indicates the wind farm, the gray lines show
potential temperature, and the thick black dashed line is the top of the boundary layer.
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Figure 2.5: Fractional power output in each grid cell of the wind farm, defined as the temporal
average of power output in the grid cell divided by the maximum power output of any grid cell over
the simulation period (a). Percent difference in power output between the NF and NR simulations
(b).

Figure 2.6: Difference between the waking (a) and TKE generation (b) in the NR and NF simula-
tions. Negative values in (a) indicate a stronger wake, and positive values in (b) indicate greater
TKE.
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Figure 2.7: Waking and acceleration of winds in the MF 60 simulation (a). Differences between
the waking in MR 60 (b), MV 60 (c), MB 60 (d) and MF 60. Positive values in (b, c, d) indicate
a weakening of the wake. Negative values along the flanks indicate a weakening of the acceleration
on either side of the wake.
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Figure 2.8: Power output for the MF 60 simulation, in kW (a). Percent change in power output
between MR 60 (b), MV 60 (c), MB 60 (d) and MF 60.



Chapter 3

Upper Atmosphere Smoke Injection from Large Areal Fires

3.1 Preface

Understanding of large fire behavior has increased in importance as we face a drier world—one

in which the fire season is expanding in both length an intensity (Flannigan, Stocks, & Wotton,

2000). Additionally, the revived nuclear threat adds to the urgency of extreme fire characterization.

Whether a result of drought or nuclear war, large fires risk lofting great amounts of smoke into the

upper troposphere and stratosphere. Such an event could have climatologic effects near and far;

already, we have seen anomalies in stratospheric wind patterns after the 2019 Australian forest fires,

and wildfire-driven stratospheric aerosol injection comparable to that of a small volcanic eruption

(Peterson et al., 2018b; Kablick et al., 2020). If enough smoke rises above the tropopause, it could

remain there for months to years.

By characterizing how large fires behave and how their plumes respond to local atmospheric

conditions, we may be able to better predict pyroCu and pyroCb development, which could help

inform evacuation notices and fire spread. Additionally, quantifying upper atmosphere aerosol

injection is instrumental for policymakers needing to understand the full scope of possible outcomes

from conflict engagement.

This chapter presents a modeling analysis of the sensitivity of plume behavior to the sur-

rounding weather conditions. A series of simulations are run in an idealized WRF environment,

with one atmospheric variable changed in each iteration. Through comparative analysis of the re-

sults, we corroborate and expand upon the findings of earlier studies: winds, stability, and humidity

all influence smoke rise.
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3.2 Abstract

Large fires can inject smoke into the upper troposphere and lower stratosphere. Detailed

fire simulations allow for assessment of how local weather interacts with these fires and affects

smoke lofting. In this study, we employ the fire simulation package in the Weather Research and

Forecasting model (WRF-Fire), Version 4.0.1, to explore how smoke lofting from a fire burning

a homogeneous fuel bed changes with varying local winds, relative humidity, and atmospheric

boundary-layer stability for two different-sized areal fires. We find that the presence of moisture

has the greatest influence on the results by raising the altitude of lofting, while faster winds speeds

dampen lofting and lower the injection height. Stably stratified conditions further inhibit plume

propagation compared with neutrally stratified conditions.

3.3 Introduction

Large fires have the potential to loft considerable amounts of smoke high in the atmosphere. If

the fires burn intensely enough, their sensible heat flux can generate powerful convection (Luderer

et al., 2006; Trentmann et al., 2006). Convection can also be enhanced by cloud formation if

the atmosphere is humid. Aerosol byproducts of combustion can act as cloud condensation nuclei

(CCNs), which can seed pyrocumulus (fire-derived clouds, or pyroCu) and pyrocumulonimbus (fire-

derived storms, or pyroCb) development. PyroCb in particular can generate deep convection, which

has the potential to inject smoke into the upper atmosphere and stratosphere. When aerosols are

lofted, high-speed, upper-level winds can advect them to locations far from the fire source before

they are removed from the atmosphere, and therefore they can affect climate elsewhere on a months-

long timescale (M. Fromm et al., 2010a; Peterson, Hyer, & Wang, 2014; Peterson et al., 2018a; Yu

et al., 2019).

The impact of smoke transport on climate has been a research topic for decades. In the

late 20th century, Cold War tensions between the United States and the Soviet Union presented

the risk of nuclear war. The 70,000 nuclear weapons then in existence exceeded the numbers of
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military targets by orders of magnitude, so urban areas were almost certain to be targeted. In an

early research study, Crutzen and Birks (1982) suggested that urban attacks might cause fires in

surrounding forested regions, leading to very dense but short-lived smoke palls (Crutzen & Birks,

1982). Another early study—Turco, Toon, Ackerman, Pollack, and Sagan (1983a)—found that

whole cities—with much larger fuel loads than forests—could be ignited, with powerful enough

convection to loft combustion byproducts into the upper troposphere and stratosphere, where

residence times could be on the order of years (Turco et al., 1983a). In a few weeks’ time, these

aerosols would circle the planet and limit sunlight globally. As a result, following significant drops in

temperature and ensuing crop failure, people would either freeze or starve to death. This outcome

was given a name: nuclear winter (Turco et al., 1983a). Despite denuclearization efforts over the

last forty years, nine nations still possess a total of 14,000 nuclear weapons, of which about 5000

are deployed (with the rest being dismantled) (SIPRI, 2019). This stockpile is enough to attack

with more than 10 weapons each city with over 100,000 people in the U.S., Russia, and China

(Kristensen, 2019; Arms Control Association, 2019). Nuclear winter, therefore, remains a risk.

More recent research has employed both global climate models (GCMs) and high-resolution

models to assess these possible climate impacts, and they have by and large corroborated the

findings of early studies (Covey et al., 1984; Cotton, 1985; Penner et al., 1986; Ghan et al., 1988;

Robock, Oman, & Stenchikov, 2007; Robock, Oman, Stenchikov, Toon, et al., 2007; Toon et al.,

2007; Robock & Toon, 2012a; Reisner et al., 2018; Coupe et al., 2019b). Most GCM-based studies

are initialized with a certain amount of smoke loading at a specified injection height, based on

the size and number of weapons considered. These altitudes are often informed by observations

from mass fires, such as in Hamburg during the second world war, or by 1980’s simulations using

mesoscale models that were driven by energy release rates (Penner et al., 1986; Small & Heikes,

1988; Turco, Toon, Ackerman, Pollack, & Sagan, 1990). Using this method, Robock, Oman,

Stenchikov, Toon, et al. (2007), Toon et al. (2007), Toon, Robock, and Turco (2008), and Coupe

et al. (2019b) found that, given an exchange with the strategic weapons allowed under treaties

between the U.S. and Russia, a nuclear winter is a possible outcome. Further, the detonation of
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100 Hiroshima-sized bombs in Pakistani and Indian urban areas could produce climate effects that

endanger global agricultural productivity (L. Xia, Robock, Mills, Stenke, & Helfand, 2015; Toon

et al., 2019; Jägermeyr et al., 2020). Only 1.5 megaton’s worth of explosives used on urban areas

could cool global average temperatures by 1.25°C for several years and cause anomalously cold

temperatures of 0.5°C for over a decade (Toon et al., 2019). In contrast to these findings, Reisner

et al. (2018), using a low-fuel loading scenario of an estimated 0.14 g cm-2 within the target area

(Robock, Toon, & Bardeen, 2019) and 0.91 g cm-2 across the entire domain, suggests that the risk

of significant climate perturbations is small because the bulk of the smoke rising from urban targets

will never ascend above the lower troposphere. This particular study used a fine-resolution model to

simulate a detonation in the East Lake country club region of Atlanta (Robock, Toon, & Bardeen,

2019) to predict a smoke concentration profile, which was then applied in a global climate model to

more generally assess the impacts of high-altitude smoke transport following a broader-scale nuclear

exchange (Reisner et al., 2018). The fuel sources were based on satellite imagery of the region and

idealized atmospheric conditions of 6 m s-1 surface winds and a stable and dry atmosphere were

used in the microscale model.

Some studies focused on local smoke lofting, rather than on global climatic effects, have in-

dicated that weather plays a significant role in fire plume behavior, which affects how much smoke

is injected in the upper atmosphere. PyroCu and pyroCb development is sensitive to local environ-

mental moisture (M. Fromm et al., 2010a; Lareau & Clements, 2016; Peterson, Hyer, Campbell,

Solbrig, & Fromm, 2016), and as previously mentioned, these phenomena can generate deep convec-

tion. Additionally, wind speeds determine whether or not a mass fire develops into a conflagration

or a firestorm—the latter of which causes much deeper smoke lofting (Glasstone & Dolan, 1977;

Cotton, 1985; Penner et al., 1986). In the context of climatic forcing by upper atmosphere aerosols,

it is important, therefore, to have localized estimations of plume rise.

In this study, we use large-eddy simulations (LES) to simulate fire growth in a homogenous,

wildland fuel bed to evaluate smoke lofting due to mass fire development, on time scales relevant

to plume behavior. We quantify the sensitivity of this lofting to varying atmospheric conditions.
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Two fire sizes are examined, informed by the presumed affected areas following a small-sized (15

kiloton) nuclear weapon air burst, which is consistent with the Hiroshima nuclear explosion, and a

larger weapon (100 kiloton), which could be present in the Indian arsenal, since they exploded a

weapon with a yield near 50 kt in 1998 (Wellerstein, 2012). The makeup of the fuel bed is less dense

than what would be found in an urban setting, however. Fuel loading, at 1.3 g cm-2, is an order

of magnitude or more lower than what would be expected if the fire area consisted of buildings,

refineries, and other similar targets. Consequently, this smoke sensitivity study primarily focuses

on how local weather conditions affect plume rise. Longer-term radiatively-driven lofting, which

has been seen in observations Yu et al. (2019) and climate models, is not considered.

The simulations and model setup are described in Section 3.4. In Section 3.5, we address

the role of oxygen starvation, present our findings on how wind speeds, atmospheric moisture,

and boundary-layer stability affect vertical smoke distributions, and compare several metrics to

evaluate the comparative sensitivity of plume rise to winds and humidity. Finally, we provide a

brief discussion and conclusions in Section 3.6.

3.4 Model Environment

The simulations use the Advanced Research Weather Research and Forecasting Model (WRF-

ARW, henceforth referred to as WRF), Version 4.0.1 (W. C. Skamarock & Klemp, 2008; Powers

et al., 2017). WRF is a numerical weather prediction model capable of simulating nested domains

with outer boundaries specified either by coarser-scale models or reanalysis data, or by idealized

conditions—the latter of which is useful for parameter sensitivity studies like this one. As an

open-source model, WRF offers ease of accessibility and, therefore, simulation reproducibility. The

model setup, explained below, is also summarized in Table 3.1.

WRF-Fire, the fire modeling parameterization in WRF, simulates the fire spread and heat

release (latent and sensible) that results from a wildland fire. This heat release feeds back into

the atmospheric component of WRF, influencing local meteorology. A passive smoke tracer option

may be activated. WRF-Fire was first introduced in 2004 as an integration into WRF that coupled
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the CAWFE tracer model with a level-set fire spread algorithm (Clark, Coen, & Latham, 2004;

Patton & Coen, 2004a; Mandel, Beezley, & Kochanski, 2011a; Coen et al., 2013a). In this study,

we use a more recent version of WRF-Fire, in which a level-set method, which is a mathematical

algorithm used to track front propagation (Osher & Sethian, 1988), is used to determine the fire

spread. This technique improves the accuracy of its fire-front tracking by incorporating high-order

numerical schemes and solutions of an additional equation for level-set re-initializations (Muñoz

Esparza, Kosovic̀, Jiménez, & Coen, 2018; Jiménez, Muñoz Esparza, & Kosović, 2018).

3.4.1 Model Setup

As described in Table 3.1, the simulations include two domains: an outer mesoscale domain

with periodic boundary conditions, acting as the reference flow, and a nested LES. The outer

domain has a horizontal grid resolution of 1.1 km across a 200 x 200 km domain. The LES nest

is centered inside the parent, with a horizontal grid resolution of 100 m and spanning a 19.8 km

x 19.8 km domain. The vertical resolution for both domains is the same, with 80 levels stretched

between the ground and the model top at 18 km. Due to the low model top, we assume a mid-

latitude location with a tropopause at 12 km and a Coriolis parameter of 10-4 s-1 (Wilcox, Hoskins,

& Shine, 2012). The fire mesh, a subgrid of the nested domain used with the fire spread algorithm,

has a 25-m horizontal grid spacing. The fire is lit only in the nest, and feedback from the nest to

the parent domain does not occur. The simulations automatically terminate when the fire reaches

the edge of the LES domain, which could occur as quickly as 1.5 hours for the high wind speed

simulations used in this study.

WRF physics and dynamics are simplified. The outer domain uses the Mellor-Yamada-

Nakanishi-Niino (MYNN) PBL scheme (Nakanishi & Niino, 2009b). Since the nest is configured

with LES resolution, no planetary boundary layer (PBL) scheme is required or specified in this

domain. Both domains use Thompson graupel microphysics (Thompson, Rasmussen, & Manning,

2004a; Thompson, Field, Rasmussen, & Hall, 2008). The MYNN surface-layer scheme is used

to account for near-surface heating impacts, but no land-surface parameterization is used. For
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simulations incorporating radiative fluxes, the Rapid Radiation Transfer Model for the Korean

Integrated Model (RRTMK) short- and longwave schemes are enabled (Baek, 2017). The model is

initialized and run in a non-hydrostatic environment. A third-order Runge-Kutta time integration

scheme is used, with a time step of 0.5 s in the outer domain. Eddy diffusion is handled by horizontal

Smagorinsky first-order closure for the mesoscale domain, and by 1.5 order TKE closure for the

LES nest. Moisture and scalar advection variables are calculated via a positive-definite scheme.

Fifth-order horizontal and third-order vertical advection accuracy is used. To reduce the impact of

gravity wave reflection within the domain, upper-level Rayleigh damping with a coefficient of 0.2

s-1 is employed within a depth of 5 km from the model top (Klemp et al., 2008). This damping

layer is not expected to affect smoke lofting within the vertical range of interest in this study.

3.4.2 Simulations Overview

We vary geostrophic wind speed and wind shear, atmospheric moisture, boundary-layer sta-

bility, and ignition area in sixteen different simulations to evaluate how meteorological variables

influence the smoke distribution generated from two different-sized mass fires. In all cases, the

outer domain is initialized and run (spun up) for four hours to achieve equilibrium from the initial

condition, after which the interior domain is initialized and run for either 4 or 6 hours, depending

on turbulence generation in the nested domain, before the fire is lit. The cell perturbation method

(Muñoz Esparza & Kosović, 2018) is used to generate TKE in the nest, and Figure 3.1 shows the

thermal and wind profiles for that domain in each subset of simulations after they have spun up.

Once the domains have been spun up, a fire is ignited in the center of the inner domain and burns

for 90 minutes. Output from this final segment of the simulations is what we have evaluated in this

study.

Soundings for the four moist profiles, of which only MR 75 develops any convective available

potential energy (CAPE) after spinup, are presented in Figure 3.2. CAPE is a measurement of a

parcel’s potential energy for rise after it reaches the free troposphere, and it is generally used as

a metric for the development of deep convection (Moncrieff & Miller, 1976; Fritsch & Chappell,
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1980). Before ignition, MR 75 has an average CAPE value of 41.26 J kg-1.

The base case for each fire size is a low-wind scenario with constant 2.5 m s-1 geostrophic

winds throughout the domain, no radiation, a dry atmosphere, and a neutrally stratified, 2-km deep

boundary layer capped by a stable layer extending through the troposphere (Fig. 3.1b,d,f). The

other cases are divided into subsets based on variations in boundary-layer stability (Stable, with

dθ
dz = 6 Kkm−1 from the top of the boundary layer to the tropopause), winds (Calm, MidWi, HiWi,

Shear), or moisture and radiation (M50, MR25, MR50, MR75). Specifications for each simulation

can be found in Table 3.2. All background winds are applied as geostrophic forcings acting from

the ground to the top of the atmosphere. All cases have the same stable thermal profiles above the

boundary layer (dθdz = 6 K km−1 to the tropopause, and dθ
dz = 15 K km−1 above that). A small

amount of fuel moisture (defined as 8% of the fuel content) is released into the atmosphere upon

ignition in all cases.

Following spinup, either a 2-km radius or 4-km radius fire is ignited in the center of the

nest, both lit areally. For all cases, the fire burns for the same amount of time—1.5 hours. In the

high-wind case, the fire reaches the domain edge at this point, so the other cases are terminated at

the same time to facilitate comparison.

3.4.3 Fuel Source

A nuclear weapons strike would cause an areal ignition. Key military bases, population-

dense cities, or other strategic and anthropogenically-developed locations—all having dense fuel

loads—would be likely targets. Observations from World War II, during which over 60 fires were

started by incendiary bombing, suggest that firestorms, which generate strong enough convection

to loft a great amount of smoke into the upper atmosphere, can develop when the fuel loading

exceeds 4 g cm-2 (Glasstone & Dolan, 1977). For our simulations, we use heavy logging slash

as the fuel bed, which has a smaller loading of 1.3 g cm-2. WRF-Fire has been developed as a

wildland fire parameterization, so it offers 13 fuel sources as defined by the Anderson 13 Standard

fuel categories (Anderson, 1982a). Heavy logging slash is the densest option available. A previous
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Figure 3.1: Domain-averaged winds in the nest after spin-up for the winds subset (a), moisture
subset (c), and stability subset (e). Thermal profiles after spin-up for the winds subset (b), moisture
subset (d), and stability subset (f).

study simulating the Hamburg firestorm of WWII used a fuel loading of about 2.6 g cm-2 (Penner et

al., 1986)—about two times as large as ours. Therefore, our simulations may most directly represent

forest fire pyroconvection, which can occur in situations with wildland fuel loading (Luderer et al.,

2006; Trentmann et al., 2006; M. Fromm et al., 2010a; Peterson, Hyer, et al., 2016). The 1.3 g
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Figure 3.2: Post-spinup soundings for the four moist cases: M50 (a), MR25 (b), MR50 (c), and
MR75 (d). Green indicates the dew point temperature profiles, while red indicates the environ-
mental temperature profiles.

cm-2 of fuel is also similar to the fuel load assumed by Reisner et al. (2018) of 0.91 g cm-2 (Robock,

Toon, Bardeen, Xia, et al., 2019).

WRF-Fire considers the fuel source to be 100% combustible, with 2% of it forming PM2.5

smoke, which then is transported through the domain as a passive tracer. To calculate the smoke

profile, all smoke that has exited the domain must be accounted for. An estimate of total smoke

(in and out of the domain) at each height can be calculated by assuming that all smoke at the

edges of the domain will exit by the next output write time. This time interval has been selected

independently for each simulation to minimize error between the smoke generated (an aggregate

model variable that updates each time step) and the estimated smoke presence. For the final smoke

profile, the smoke is assumed to remain fixed in the vertical after it exits the domain. To calculate

the error at each vertical level, the percentage difference between the total smoke generated and

the total calculated smoke in (and exited from) the domain is multiplied through the values at each

height. This difference is less than 5% for all cases.
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3.4.4 Model Uncertainty

WRF-Fire is under ongoing development; therefore, it has some limitations that could lead

to either under-estimation or over-estimation of smoke profile concentrations. As the smoke is a

passive tracer, it does not seed cloud development, nor is smoke scavenged out of the atmosphere

via rainfall (both factors leading to overestimation of smoke). Oxygen starvation, which would

limit fuel burned or prolong the period of burning, is not considered but is discussed in Section

3.5.1 (overestimation). Lightning, which could spark new ignitions, is not simulated (leading to

an underestimation of burn area and, therefore, smoke). The wildland fuel density used here is

lower than that of urban fuels (underestimation), but the fuel bed is being modeled as continuous,

without breaks in the source (overestimation). The fuel burns quicker than urban fuels, leading

to an initial burst of heat release and initial lofting, followed by a tapering once the ignition area

has burned out, which does not mirror what has been modeled in past studies focused on nuclear

winter (underestimation). The fire parameterization has been developed for perimeter and point

fires, not areal ignitions as is prescribed in this study (unsure of the consequences). Long-range

fire spotting, otherwise known as branding and a method of fire propagation (Tarifa, Notario, &

Moreno, 1965; Koo, Pagni, Weise, & Woycheese, 2010), is not currently supported by the model

(underestimation). Finally, smoke does not interact with radiation to enable self-lofting behavior

(underestimation of lofting and residence time) (Robock, Oman, Stenchikov, Toon, et al., 2007;

Mills, Toon, Turco, Kinnison, & Garcia, 2008; Yu et al., 2019). All of these elements of uncertainty

must be taken into consideration when examining the results of these simulations.

3.5 Results

The amount of smoke injected into the upper troposphere and lower stratosphere determines

the amount of smoke that may ultimately rise above the tropopause, given enough time and ra-

diative heating. Although not considered here, this process can be simulated in climate models,

as shown in Toon et al. (2019), where smoke injected between 3.5 and 7 km below the tropopause
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ultimately ascended into the stratosphere. To assess the impacts of local meteorological conditions

on smoke transport into the upper atmosphere, we quantify the vertical smoke profile (integrated

over the x-y plane to yield Mg m-1 of altitude). First, however, we present an analysis of potential

oxygen starvation in the model. Following that is the smoke profile analysis, and finally we address

some metrics—vertical velocity, CAPE, and horizontal wind speeds—that may be used at the time

of combustion to ascertain how high the plume could rise.

3.5.1 Oxygen Starvation in the Model

One point of concern in modeling large fires is the overlooked potential for oxygen starvation.

For combustion to occur, a fuel source, a heat source, and oxygen must all be present. Once the

amount of oxygen in air drops below 16%, however, fires can no longer be sustained. Models that do

not incorporate chemistry interactions, including WRF-Fire, typically do not consider the potential

for oxygen depletion. Therefore, particularly intense, simulated fires may not be physically viable.

The initial amount of oxygen in a grid cell with an active fire, combined with the convergence of

surrounding air into the fire center, must be large enough to support the heat release and burn rate

being calculated.

To check for oxygen starvation, the mass of oxygen initially present in the lowest two grid

cells (ground to 200m) is first calculated according to Equation 1, with an assumed simplified air

composition of 79% nitrogen (FN2) and 21% oxygen (FO2) by volume. The molar mass of O2 is 32

g mol-1 (MO2) and the molar mass of N2 is 28 g mol-1 (MN2). Air pressure (P )) is given in units of

Pa. Each element of the equation is given at the grid cell on the fire mesh with the location (i, j)

at time t.

O2,present,ijt = (
dPijt
g

)(dxij)(dyij)
1

(MO2)(FO2) + (MN2)(FN2)
MO2FO2 (3.1)

The combustion of oxygen is a function of heat release rate. Both Thornton (1917) and Huggett

(1980) found an average heat release rate (HRRavg) of 13.1 MJ kgO2
-1 for the burning of organic
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solids. This constant is used to determine the amount of oxygen consumed in accordance with

the fire’s heat release rate. The oxygen depletion over time is calculated using linear interpolation

between heat release rates on 1-minute outputs, with a time step (∆t) of 0.1 s. The consumption

of oxygen per time step is calculated in Equation 2. HRRij , the heat release rate in each ignited

grid cell, is given in W m-2. The variables dxij and dyij refer to each cell’s extent in the x and y

directions.

O2,cons,ijt =

(∆t∗600s)−1∑
n=0

1

HRRavg
(dxij)(dyij)(∆t)

(
(HRRij,t+1 −HRRijt)(

n

∆t ∗ 600s
) +HRRijt

) (3.2)

The oxygen consumed by combustion is subtracted from the oxygen originally present in the

cell each time step, resulting in a cumulative depletion of oxygen. Replenishment of air via inflow

to the area is not considered in Equation 2; however, oxygen is assumed to be consumed during

this time within a 200-m deep layer.

The most intense heat release occurs during the areal ignition of the fires. The fire spreads

quickly inward from the outer perimeter, and once the ignition area has been completely burned,

what remains is a perimeter fire with a much lower HRR. This process of bulk, rapid fuel con-

sumption takes about four minutes for the 2-km radius fires, and about seven minutes for the 4-km

radius fires (Figure 3.3). The greatest oxygen consumption occurs during this time.

Assuming a well-mixed boundary layer during and following ignition, we can infer a 30-minute

turnover time in the vertical for the lowest 2 km of the model. Therefore, we have only plotted

oxygen depletion for this time period in Figure 3.3 and assume that turnover following the initial

ignition will suffice to maintain burning in what eventually becomes, for all cases, a perimeter

fire. O2 levels drop to just below 16%, the amount necessary for sustained burning, by minute 30.

However, by looking at a cross-sectional plot of winds during this time (Fig. 3.4), we see that O2

is in fact replenished by horizontal flow into the burn area, at velocities of up to 15 m s-1. With
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Figure 3.3: Top: Average oxygen depletion in the lowest 200 m of the model across burned area,
assuming no air replenishment (left axis, solid), and heat release rate (kW m-2), right axis, dotted)
for the 2-km ignition radius fires, grouped by simulation subset (a: Winds, b: Moisture, c: ABL
Stability). Bottom: Average oxygen depletion in the lowest 200 m of the model across burned
area, assuming no air replenishment (left axis, solid), and heat release rate (kW m-2), right axis,
dotted) for the 4-km ignition radius fires, grouped by simulation subset (d: Winds, e: Moisture, f:
ABL Stability). The heat release rates for each of Penner et al. (1986)’s three fire simulations are
marked in each plot by horizontal dotted lines (HRR = 2.2 kW m-2, 14 kW m-2, 89 kW m-2). The
16% depletion threshold is depicted via a thick horizontal line on each plot.

Figure 3.4: Left: Planar view of vertical velocities for Base 2 at Right: Average oxygen depletion
per grid cell across burned area (solid), assuming no air replenishment, and heat release rate (W
m-2, right axis, dotted) for the 4-km ignition radius fires, grouped by simulation subset (Top:
Winds, Middle: Moisture, Bottom: ABL Stability).



50

this inflow and considering a full vertical turnover of air in the boundary layer after 30 minutes,

oxygen starvation will not be a factor limiting fuel burn.

3.5.2 Smoke Lofting

Quantification of how meteorology affects the depth of smoke lofting can help better inform

assessments of pyrocumulus risk in fire forecasting models and the radiative impacts of large fires

in climate models. Therefore, the primary interest of this study is evaluating the sensitivity of

smoke lofting to local weather conditions. Here, we examine how varying wind speeds, boundary-

layer stability, and moisture affect the immediate rise, or injection height, of smoke into the upper

atmosphere. We find that in general, higher wind speeds dampen lofting by dispersing smoke

horizontally higher up where the convection column weakens, moisture enhances plume rise due

to latent heat release, and a neutral boundary layer provides better thermal conditions for deeper

ascension than a stable boundary layer. The quantity of smoke that reaches the upper atmosphere

in each simulation is presented in Table 3.3 for the 2-km radius fires and Table 3.4 for the 4-km

radius fires.

3.5.2.1 Wind Speeds

Previous studies suggest that wind speeds will affect whether a mass fire develops only as a

conflagration, which spreads quickly downwind, or a firestorm, which remains relatively stationary.

A firestorm exhibits inward flow of near-surface air from every radial point towards its center; it

will generate its own wind systems (Countryman, 1964; Morton, 1964). Firestorms are more likely

to consume all the fuel in the ignition area and loft it to higher altitudes than conflagrations. One

observational study from WWII suggests that an ambient wind speed of 8 mph, or roughly 3.6

m s-1, is the tipping point between conflagration and firestorm development (Rodden, John, &

Laurino, 1965). Slower winds favor the firestorm, while faster speeds favor a conflagration. Due to

our lower fuel loading, we do not see development of a firestorm in our Base and Calm cases. We

do not see winds flowing into the fires center from all radial directions, even during ignition.



51

In four simulations for each ignition radius, we vary the geostrophic wind speed, which is

kept constant throughout the domain, between 0.5 m s-1 and 7.25 m s-1. We also evaluate one

slight wind shear case for each ignition size, with speeds increasing from 0 m s-1 to 2.5 m s-1 in

the boundary layer, above which winds are held constant at 2.5 m s-1. There is no specified wind

directional shear, except for that which arises due to the Coriolis force (with a Coriolis parameter

assumed to be 10-4 s-1 for a mid-latitude location) and frictional forces.

Figure 3.5: Final profiles of vertical smoke distribution (in Mg km-1) for the wind simulations after
1.5 hours of burning. Linear plots (a,c) and logarithmic plots (b,d), for the 2km radius (a,b) and
4km radius (c,d) ignitions are shown.
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2-km Radius Fire

In this set of simulations, the vertical smoke profiles in the 2-km radius fire 1.5 hr after fire

initiation demonstrate the impact wind speeds have on lofting (Fig. 3.5a,b). The largest amount of

smoke generation occurs in HiWi 2, as the faster winds cause the fire to spread more rapidly over

the course of 1.5 hours, therefore burning a larger swath of land (5.65% of the domain, compared

with 3.2% in CalmWi 2). However, this case also results in a negligible amount of lofting into the

stratosphere and the smallest amount of smoke reaching the upper atmosphere, as strong horizontal

winds prevent deep vertical motion (Figure 3.6). Similarly, MidWi 2 features a nominal amount of

smoke reaching beyond tropopause and a small, although not negligible, amount extending above

9 km. Conversely, the weaker wind simulations result in a greater amount of upper atmospheric

smoke presence (Fig. 3.5a,b). In CalmWi 2, 15% of the total smoke generated rises above 9 km;

Base 2, with 2.5 m s-1 winds, allows 9.25% of total smoke to rise this high (Table 3.3). The addition

of a small amount of wind speed shear in the boundary layer, as compared with Base 2, has a slight

impact on lofting; smoke above 9 km is reduced, and smoke above the tropopause remains roughly

the same.

Figure 3.6: Cross-sectional winds taken from a W-E transect through the domain center, with
integrated smoke (colored contours), for HiWi 2 (a) and CalmWi 2 (b). Stronger horizonal winds
in HiWi 2 dampen the convective lofting of smoke.



53

4-km Radius Fire

All cases in the 4-km wind variability simulations result in a greater amount of smoke reaching

the upper atmosphere than in the 2-km radius fire, as the increased surface heat flux from the larger

ignition area results in stronger convection. As with the 2-km radius fire, the smallest amount of

smoke generation and the largest amount of upper atmosphere smoke injection for this subset

occurs in the quiescent case (CalmWi 4). However, compared with the 2-km radius fire, a smaller

percentage of total smoke production reaches the upper atmosphere—6.13%, as compared with

15.03%. Despite a 400% increase in the ignition area of the larger fire, the total amount of smoke

reaching the upper troposphere and stratosphere increases by 275.1 kg, or only 154%. Additionally,

the percent smoke reaching the stratosphere decreases by 0.2%, despite an overall increase in total

smoke above the tropopause of 86.3 kg, or nearly doubling (Table 3.4).

The higher wind speed cases—MidWi 4 and HiWi 4—both see an increase in percent smoke

rise into the upper troposphere and stratosphere with the larger ignition area. HiWi 4 in particular

returns in a greater amount of upper troposphere plume presence when compared with the 2-

km radius simulation. Presumably the stronger convection resulting from the larger ignition area

provides enough energy to inject more smoke above the inversion at the tropopause. Additionally,

the rapid increase in area burned by HiWi 4 compared with MidWi 4 contributes to a significantly

larger amount of smoke generation, as well as a rise in the fire’s heat release rate. As a result,

HiWi 4 has a bigger gain in smoke lofting (Fig. 3.5).

3.5.2.2 Moisture and Radiation

The inclusion of moisture and a radiation scheme in the model is important for a realistic

simulation. Evaluating the impact of water vapor can provide insight into how significant a role

it plays in smoke lofting. The ignition of vegetation releases moisture that can contribute to

cloud formation, but the addition of water vapor introduces the potential for pyrocumulonimbus

formation, which has been shown to inject smoke into the stratosphere (M. Fromm et al., 2010a).
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In three simulations for each ignition radius, moisture is varied among a constant 25%

(MR25), 50% (M50, MR50), and 75% (MR75) relative humidity uniformly throughout the do-

main, with the RRTMK radiation parameterization enabled. Of note is that the global average

humidity in the boundary layer is around 75%. In addition to these simulations, another case with

50% relative humidity is run without any radiation considered. These simulations are compared

alongside the base case, which is dry and does not include radiative effects (Fig. 3.7). All simula-

tions have constant 2.5 m s-1 winds throughout the domain and a thermal profile mirroring that of

the base scenario.

2-km Radius Fire

In general, adding moisture into the atmosphere enhances air parcel ascent, as that moisture

releases latent heat when it rises and condenses. If cloud droplets rise high enough, they freeze into

ice—a process that also releases heat. When radiation is considered, a slightly cooler troposphere,

as compared with the M50 cases, develops during spinup. Because of this, we see deeper convection

for MR50 2 once the fire is lit, leading to a greater amount of precipitation (here, precipitation is

the combination of rain and graupel). Since our passive smoke tracer follows the dynamics of the

atmosphere, smoke follows the precipitation out of the upper troposphere, leading to a reduced

amount of smoke above 9km and above 12km by the simulations’ end (Fig. 3.8a). Similarly, we see

a smaller smoke injection above 9km and 12km for MR25 2 compared with Base 2. This occurs,

again, due to the effects on smoke by precipitation. Base 2 sees no precipitation development,

whereas MR25 2 does, and as a result a greater amount of smoke exits the upper troposphere and

stratosphere in MR25 2, as compared with Base 2 (Fig. 3.8b).

M50 2 lofts over 20% of its smoke production into the upper troposphere, while MR50 2

injects only 14.8% that high. Similarly, Base 2 results in a 9.25% plume rise above 9 km, while

MR25 2 only convects 7.2% to that level. Still, when comparing all the cases using a radiation

scheme, an increase in background humidity results in an increase in the amount of smoke reaching
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Figure 3.7: Final profiles of vertical smoke distribution (in Mg km-1) for the moist simulations after
1.5 hours of burning. Linear plots (a,c) and logarithmic plots (b,d), for the 2km radius (a,b) and
4km radius (c,d) ignitions are shown.

the upper troposphere. MR75 2 sees the greatest amount of smoke lofting of all the 2-km radius

ignition simulations, with over 30% extending above 9 km and 6.9% rising into the stratosphere

(Table 3.3, Fig. 3.7a,b).

4-km Radius Fire

When the fire radius is increased to 4 km, the precipitation difference between MR50 4 and

M50 4 is smaller than that between MR50 2 and M50 2 (Fig. 3.8). As a result of this precipitation

difference and the deeper convection with radiation, MR50 4 injects a greater amount of smoke
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Figure 3.8: Time series of total smoke above 9 km (solid) and precipitation in the domain (dashed)
for M50 2 and MR50 2 (a), Base 2 and MR25 2 (b), M50 4 and MR50 4 (c), and Base 4 and
MR25 4 (d).

above 9km than MR50 4 (14.76%, compared with 14.37%). Likewise, even though Base 4 does

not develop precipitation while MR25 4 does, the stronger convection with the larger fire size,

deepened by the increased latent heat release in MR25 4, lofts enough smoke above 9 km that even

with rainout more smoke still remains in the upper troposphere in MR25 4 (5.93%) than in Base 4

(3.02%).

MR75 lofts the most smoke of all the simulations, at almost 20% above 9 km and 2.6%

above 12 km for MR75 4, followed by the less humid cases in accordance with their water vapor
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content (Table 3.4). Despite significant increases in the total smoke rise into and above the upper

troposphere, the overall percent smoke rise above 9km and 12km for all the moisture cases is lower

for the 4-km radius fire than for their counterparts with the 2-km radius fires (Tables 3.3 and 3.4).

Following these findings, we may also conclude that even though scavenging effects are not

considered in WRF, the effect of scavenging is somewhat represented due to the parcel-following

behavior of the passive smoke tracer.

3.5.2.3 Atmospheric Boundary Layer (ABL) Stability

ABL stability, hereafter also referred to as atmospheric stability, may enhance or reduce a

large fire’s intensity, which in turn affects the probability it will mature into a firestorm (Cotton,

1985; Penner et al., 1986). Past studies have indicated that a stable atmosphere will dampen

convection strength, while a more convective atmosphere will enhance lofting capacity. Two cases

—neutral (the base case) and stable —have been selected to evaluate this theory. Both have a

stable free troposphere, with varying stability in the 2-km deep boundary layer. In the case of both

fire sizes, we find that boundary-layer stability exerts a slight influence on the smoke distribution.

With the smaller ignition radius and, therefore, the lower heat release, the stable boundary

layer dampens plume rise. Compared with Base 2, which lofts over 9% of the smoke generated

into the upper troposphere and stratosphere, Stable 2 is only able to inject 3.16% that high (Table

3.3, Fig. 3.9a,b). However, when the fire radius is increased to 4 km, the difference between the

two cases’ lofting capabilities shrinks, and Base 4 lofts only 1.07% more smoke above 9 km than

Stable 4 (Table 3.4, Fig. 3.9c,d). We conclude that, as with the moisture variability, the heat

release associated with the larger fire size can overwhelm the influence of atmospheric stability.

3.5.3 Relative Importance of Moisture and Winds

Certain metrics can give us insight into which atmospheric factors more strongly affect the

depth of smoke lofting from a fire. Horizontal wind speeds, vertical velocity, and CAPE facilitate

comparative analysis among fires in varying atmospheric conditions to evaluate in which settings
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Figure 3.9: Final profiles of vertical smoke distribution (in Mg km-1) for the stability simulations
after 1.5 hours of burning. Linear plots (a,c) and logarithmic plots (b,d), for the 2km radius (a,b)
and 4km radius (c,d) ignitions are shown.

more smoke may rise high in the atmosphere.

3.5.3.1 Horizontal Wind Speeds and Vertical Velocity

The simulations for both the 2-km radius and 4-km radius fires have shown that despite fire

size, the horizontal wind speeds will influence vertical velocity and, therefore, the total amount of

smoke reaching the upper troposphere and stratosphere. With the smaller fire, which has a weaker

heat flux and lower vertical velocities (w), horizontal winds can more easily mix the plume out lower
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in the atmosphere. The stronger the horizontal winds, the less smoke will be lofted. A clear trend

emerges between vertical velocity and horizontal wind speeds (Fig. 3.10). They have a negative

linear relationship with an R-squared value of 0.95. Similarly, vertical velocity and smoke above

9 km also have a linear relationship, with an R-squared value of 0.94 (Fig. 3.10a). Smoke in the

stratosphere and horizontal wind speeds are related via an exponential decay function.

Figure 3.10: Percent of smoke reaching the upper troposphere (a,c) and stratosphere (b,d) compared
with wind speeds (red) and maximum vertical velocity in the domain compared with wind speeds
(blue), for the 2-km radius ignition (a,b) and the 4-km radius ignition (c,d).

With an increase in heat flux, the relationship between smoke rise and horizontal winds

becomes less clear. Vertical velocity and wind speeds maintain a negative linear relationship, with

an R-squared value of 0.84 (Fig. 3.10c). However, the link between vertical velocity and upper

tropospheric and stratospheric lofting, as found here, shifts. They both correlate with horizontal

wind speeds via a second-order polynomial, as percent lofting begins to increase with higher wind

speeds at this fire size (Fig. 3.10d). This relationship should be viewed cautiously, as the heat

release during ignition slightly differs between the two simulations, as can be seen in Fig. 3.3. The

heat flux for HiWi 4 continually rises, peaks, and then drops, whereas for MidWi 4, the heat release

rate is not a constantly increasing value when the fire is lit. This difference results in a greater
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amount of initial lofting for HiWi 4, which is made possible because the convection from this larger

fire is less affected by the background horizontal winds.

The updraft velocities seen in our simulations are extremely fast, as they result from such a

large area of fuel igniting at once. Additionally, we assess only four data points for each fire size.

Therefore, we recommend further simulations incorporating a larger sample size with slower vertical

velocities and more ambient horizontal wind speed variability to better quantify these relationships.

3.5.3.2 Vertical Velocity and CAPE

CAPE and vertical velocity (w) after ignition can indicate how much smoke is lofted; however,

we find that CAPE presents a much stronger signal. CAPE is a measurement of rising potential

present in a parcel, based on its buoyancy. Higher CAPE values imply that the parcel will rise.

Negative values are associated with stability. Vertical velocity specifies how quickly a parcel is

currently ascending or descending. By comparing the maximum values of each, for each simulation,

with the percent of smoke lofted into the upper troposphere, a relationship between the metrics

and smoke rise emerges.

For the smaller fires, as maximum CAPE of any parcel at the surface and maximum w during

the simulation increase, the total smoke injected in the upper troposphere generally increases as

well (Fig. 3.11). CAPE has a relatively strong correlation with the percent of smoke that reaches

the upper troposphere (r2 value of 0.8), while vertical velocity has a weaker relationship (r2 of 0.46).

With the increased fire size and higher HRR, the CAPE-smoke relationship weakens slightly (r2 of

0.7), and the w-smoke relationship deteriorates altogether.

As is seen in Figure 3.11a and b, the cases with relative humidities at 50% or greater stand out

against what could otherwise be a strong positive relationship between vertical velocity and smoke

lofting: higher w would be correlated with increased more smoke rise. The addition of moisture,

however, enhances smoke lofting above and beyond the effect of high vertical wind speeds, and the

three higher-moisture cases for each fire size have more lofting than what would be indicated by a

w-smoke correlation. If we consider maximum w as a metric linking smoke lofting with background
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Figure 3.11: Maximum vertical velocity (a,b) and maximum CAPE within the fire area (c,d)
compared with % smoke rise above 9 km (a,c) and total smoke rise above 9 km in Mg (b,d), for
all 20 simulations. The unfilled markers indicate values from the 2-km radius ignition, while the
solid markers correspond to the 4-km radius fire. Each plot has regressions plotted over their 2-km
(dotted) and 4-km (dashed) subsets of data points.

winds (as that relationship has already been demonstrated), and CAPE as a metric linking lofting

with atmospheric humidity, the insensitivity of the CAPE-smoke relationship to varied wind speeds,

when compared with the sensitivity of the w-smoke relationship to moisture, calls attention to how
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moisture exerts more influence over plume rise than horizontal winds.

Additionally, in general, the cases with specified background moisture develop higher CAPE

than the dry cases of the same ignition area. However, the dry, quiescent simulations have the

highest maximum w values. Although vertical velocities may reach larger values—particularly in

situations where horizontal wind speeds are weak—the role of latent heat release and the generation

of buoyancy throughout the vertical extent of the domain plays a more dominant role in plume rise

than horizontal winds.

These two findings, therefore, highlight the pivotal role moisture has in dictating plume

height. We can conclude that moisture effects are more influential on plume rise than winds.

3.6 Discussion

In this study we have evaluated how local meteorology impacts the depth of smoke injection

in the atmosphere as the result of a large, areal fire ignition. Specifically, the effects of varying

background wind speeds, relative humidity, and atmospheric stability are examined for two different

initial fire areas. Additionally, for the cases with moisture, the effects of a radiation parameteri-

zation are also evaluated. Although previous studies (Penner et al., 1986) found that plume rise

is very sensitive to the fuel burned (and, therefore, the amount of energy released), changes in

fuel loading are not considered here. Our simulations all employ a homogeneous wildland fuel bed

loading of about 1.3 g cm-2, which, although consistent with wildfires, is low compared with urban

fuel sources.

Overall, our results all support the conclusions of most previous studies focused on urban

fires following a nuclear conflict. Rodden et al. (1965), Crutzen and Birks (1982), and Penner

et al. (1986) determined that a moist atmosphere and denser fuels enhance lofting, while a stable

atmosphere and increased horizontal wind speeds dampen it. In this study, we find that the inclusion

of moisture has the most significant impact—more so than either of the other factors assessed—on

deep convection, for both fire sizes. A reduction in horizontal wind speeds also enhances plume

rise, while the addition of thermal stability in the ABL dampens it.
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We have also shown that an increase in fire size does not increase the overall area average

heat release rate; it does, however, escalate the overall energy release from the fuel bed upon

ignition, as a larger area is consumed by fire. This greater energy release generates overall stronger

convection, but it is spread over a wider swath of land. As a result, with the larger fire area, the

gains in smoke lofting compared with the increase in smoke generation are smaller, so many of the

4-km simulations actually exhibit a decrease in the percentage of smoke injected into the upper

atmosphere.

Additionally, as convection strengthens and vertical velocities increase (as with the larger

fires), factors affecting lofting that are directly impacted by stronger upward motion become less

crucial in influencing plume injection height. Horizontal wind speeds and boundary-layer stability

lose their significance in damping plume rise; stronger upward motion allows the smoke rise to

overcome these elements and more homogeneously reach deeper into the upper atmosphere. And,

because the convection column raises smoke so high and so quickly, the effects of radiation on latent

heating are also diminished. Plume injection heights for these particular larger fire simulations,

therefore, become more comparable with one another. With respect to variations in water vapor,

the increased convection has little impact on the influence atmospheric humidity has on plume rise,

which is derived from latent heat release into the convection column. Faster vertical velocities do

not especially affect the relevance of moisture, so the relative differences in smoke lofting among

MR25, MR50, and MR75 remain consistent between the two fire sizes. These differences (or lack

thereof) are depicted in Fig. 3.12, where a metric for lofting (the height above which 50% of smoke

is lifted) is plotted for each case and fire size.

We compare our final vertical smoke profiles with those of Penner et al. (1986) and Reisner et

al. (2018) in Fig. 3.13. Unlike the Penner et al. (1986) study, we do not have a specified, constant

heat release in our fire area, as shown in Fig. 3.3. Penner et al. (1986) applied heat release rates

of 89 kW m-2 (10 g cm-2 fuel loading), 14 kW m-2 (3 g cm-2 fuel loading), and 2.2 kW m-2 (0.5 g

cm-2 fuel loading) to simulate three separate fires, with the highest mass loading fire burning for

6 hours, and the other two burning for 12 hours. In contrast, our fires burn for a shorter period
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Figure 3.12: Height above which half of the smoke is lofted, based on the final vertical profiles, for
each simulation (circles). Smaller markers indicate the 2-km radius fire; larger markers indicate
the 4-km radius fire. Markers are colored according to the amount of smoke generated by that
simulation. Additionally, the heights above which 25% and 75% of the smoke is lofted are indicated
by triangles (upward facing for 25%, downward for 75%), with smaller, hollow markers signifying
the 2-km radius ignition, and larger, filled markers signifying the 4-km radius ignition.

of time (1.5 hr) and the surface heat release decreases with time as the fuel in the initial ignition

area (mass loading of 1.3 g cm-2) is consumed and the fires begin to spread as perimeter fires. The

FIRETEC simulation conducted by Reisner et al. (2018) is more comparable in that regard. That

simulation was run for 40 minutes, and the heat release replicated what would be expected as their

fuel depleted with time.

Interestingly, we find that the distribution of our vertical profiles more closely aligns with

those of Penner et al. (1986) than of Reisner et al. (2018). HiWi 2 injects the majority of its smoke

between 3 and 5km, which is akin to Penner et al. (1986)’s 14 kW m-2 case. MR75 2 injects the

majority of its smoke between 6 and 9 km, slightly below Penner et al. (1986)’s 89 kW m-2 injection
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Figure 3.13: Final vertical smoke distributions of fires simulated in Penner et al. (1986) (dotted),
Reisner et al. (2018) (dash-dotted), and this study (HiWi 2 and MR75 2 only, solid). 9 km height
is marked by the horizontal dashed line.

point that peaks just below 11 km. Reisner et al. (2018), on the contrary, saw diminishing smoke

injection higher up in the atmosphere, with the bulk of smoke injection occurring within the lowest

kilometer of the model. Therefore, compared with the most recent study (Reisner et al., 2018),

our results imply a much different risk factor associated with a nuclear conflict. While we did not

inform a GCM simulation with the output of our microscale modeling to evaluate the large-scale

climate forcing from our fires, we can qualitatively conclude that higher relative humidity and more
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quiescent conditions at the detonation site, as well as a denser fuel load (associated with a higher

heat release rate), could ultimately deliver a higher nuclear winter risk than what was shown by

Reisner et al. (2018).

As previously mentioned, the findings in this study are constrained by certain aspects of

the model used and the environment selected. Our fuel bed is representative of a wildland source,

which has lower fuel density and higher moisture content than urban fuels. The most likely scenario

resulting in the ignition of a large, areal fire, as is simulated here, would be the detonation of a

powerful weapon, likely in an urban center. WRF-Fire does not currently incorporate cloud seeding,

scavenging, or rainout of particulate matter; however, scavenging and rainout are both indirectly

captured by the nature of the passive tracer and its parcel-following character. Radiative self-lofting

of smoke is not considered. There are no breaks in the fuel bed, nor is there any heterogeneity,

as would be found in an urban (or even a mixed wildland) domain. Branding is not considered;

lightning is also not modeled. Finally, there is no oxygen starvation within the model, although we

demonstrate that oxygen starvation likely does not play a role in our simulations.

This study has examined the influence of several local atmospheric factors on plume rise

following the ignition of a large, areal, wildland fire, and has found that background winds, relative

humidity, and boundary-layer stability are all important. The motivating context for this ideal-

ized sensitivity study is to increase understanding of what local atmospheric factors may prime a

region for deep smoke and soot lofting following a nuclear conflict. Therefore, to develop a better

understanding of how denser fuel sources may influence smoke lofting, future work with an urban

fire model and a global climate model, preferably one considering aerosol effects, is recommended.
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WRF
Parameter

d01 d02

Horizontal
Resolution

1.1 km 100 m

Horizontal
Extent (Grid

Cells)
200 x 200 199 x 199

Number of
Vertical Levels

80

Model Top 18 km

Lowest Vertical
Level

60 m

Time Step 3 s 0.27 s

Time Integration
Scheme

Runge-Kutta 3rd Order

Advection
Scheme

5th-order Horizontal; 3rd order Vertical

Coriolis
Parameter

10-4 s-1

Planetary
Boundary Layer

Scheme
MYNN -

Eddy Coefficient
Option

2D horizontal diffusion 1.5-order SGS TKE

Surface Layer
Scheme

MYNN

Turbulence &
Mixing

-
Isotropic with 1.5-order TKE

closure scheme

Damping Upper-level Rayleigh layer of 0.33 s-1 with a depth of 5 km

Roughness
Length

0.3 m

Microphysics
Scheme

Thompson

Boundary
Conditions

Periodic
Interpolated, One-way

Nested

Fire Grid Mesh - 4:1

Ignition Radius - 2-km or 4-km

Fuel Source -
Heavy Logging Slash, 0.9 m

depth (1.3 g cm-1)

Smoke Handling - Passive Tracer

Table 3.1: WRF Configuration
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Simulation Label
Wind
Speed

Stability Moisture Radiation
Wind
Shear

Relative
Humidity

Base Base 2.5 m s-1 Neutral Dry No No 0%

Calm CalmWi 0.5 m s-1 Neutral Dry No No 0%

Mid Winds MidWi 5 m s-1 Neutral Dry No No 0%

High Winds HiWi 7.5 m s-1 Neutral Dry No No 0%

50% RH M50 2.5 m s-1 Neutral Moist No No 50%

25% RH
+

Radiation
MR25 2.5 m s-1 Neutral Moist Yes No 25%

50% RH +
Radiation

MR50 2.5 m s-1 Neutral Moist Yes No 50%

75% RH +
Radiation

MR75 2.5 m s-1 Neutral Moist Yes No 75%

Wind Shear Shear 2.5 m s-1 Neutral Dry No Yes 0%

Stable Stable 2.5 m s-1 Stable Dry No No 0%

Table 3.2: Simulation Overviews. When referenced elsewhere, each label is followed by an under-
score and the fire radius. For example, the base case for the 2-km radius fire will be referred to
as Base 2. Note: ”Moist,” as used in describing the simulations, refers specifically to the addition
of atmospheric humidity. Once the fire is lit, all simulations see some release of moisture from the
fuel source.

Simulation
Total
Smoke
(Mg)

Smoke
above

9 km (Mg)

Smoke
above

9 km (%)

Smoke
above

12 km (Mg)

Smoke
above

12 km (%)

Total Error
(%)

Base 2 3.2E3 296.1 9.25 6.6 0.21 2.45
CalmWi 2 3.4E3 504.1 15.03 43.3 1.29 -2.26
MidWi 2 4.1E3 67.2 1.64 0.5 0.01 -4.27
HiWi 2 4.8E3 0.6 0.01 0.0 0.00 -1.13
Shear 2 3.2E3 279.6 8.71 6.9 0.22 2.39
M50 2 3.3E3 699.4 21.17 37.3 1.13 1.20

MR25 2 4.0E3 287.7 7.23 4.3 0.11 -3.12
MR50 2 3.5E3 518.3 14.77 33.6 0.96 2.14
MR75 2 3.2E3 987.9 30.79 222.6 6.94 2.21
Stable 2 3.2E3 102.2 3.16 4.0 0.12 2.34

Table 3.3: Smoke generation, upper atmosphere and stratospheric smoke lofting, with the 2-km
radius ignition area. Negative error values indicate an overestimation of total smoke in the atmo-
sphere, compared with actual smoke generation at the surface, while positive values indicate an
underestimation.
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Simulation
Total
Smoke
(kg)

Smoke
above

9 km (kg)

Smoke
above

9 km (%)

Smoke
above

12 km (kg)

Smoke
above

12 km (%)

Total Error
(%)

Base 4 1.3E4 394.0 3.02 103.5 0.79 0.56
CalmWi 4 1.3E4 779.2 6.13 129.6 1.02 2.80
MidWi 4 1.4E4 388.9 2.43 18.6 0.13 -1.62
HiWi 4 1.5E4 576.6 3.92 56.7 0.39 -1.58
Shear 4 1.3E4 682.7 5.09 124.2 0.93 -1.71
M50 4 1.3E4 1921.6 14.37 134.16 1.00 -1.84

MR25 4 1.3E4 780.2 5.93 77.0 0.59 2.14
MR50 4 1.3E4 1972.6 14.76 235.2 1.76 0.54
MR75 4 1.3E4 2642.5 19.79 349.3 2.62 -1.75
Stable 4 1.3E4 251.7 1.95 99.1 0.77 1.49

Table 3.4: Smoke generation, upper atmosphere and stratospheric smoke lofting, with the 4-km
radius ignition area. Negative error values indicate an overestimation of total smoke in the atmo-
sphere, compared with actual smoke generation at the surface, while positive values indicate an
underestimation.



Chapter 4

The addition of aerosol-atmosphere interactions to address pyrocumulonimbus

formation in the Weather Research and Forecasting Model

4.1 Preface

As fires and the fire season have evolved with climate change, more attention is being paid

to pyrocumulus (pyroCu) and pyrocumulonimbus (pyroCb) events. Recent wildland fires have

drawn more awareness to the extreme weather that powerful fires can generate when the right

atmospheric conditions are present. Therefore, accurately simulating pyroCu and pyroCb has risen

in importance. There still remains much to be explored about pyroCb, but model simulations can

help us develop a better understand of how and why pyroCu and pyroCb form.

In this section, we simulate the Bald Fire—a 2014 summer wildland fire in Northern California

that generated pyroCu—three times, to explore the effects of interactions between smoke and cloud

microphysics. The first simulation is run with Thompson microphysics and no aerosol-awareness

(which prevents the smoke generated from the fire from interacting with cloud formation processes).

The second uses the aerosol-aware version of the Thompson scheme, which adds into the model

an explicit aerosol number concentration to nucleate new cloud droplets. The final simulation

builds on the second one by also including estimated water-soluble particle counts released from

fire combustion in the water-friendly aerosols already considered in the aerosol-aware Thompson

parameterization.

We find that the addition of the aerosol-coupled scheme (in both cases that use it) results

in more cloud water and less precipitation than occurs with the non-coupled scheme. Addition-
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ally, we find an overall greater amount of liquid and frozen atmospheric water with the coupled

parameterization than without it, despite overall lower heat fluxes in these simulations. Cold cloud

development is more prominent in the coupled simulations, and there is more precipitation in the

non-coupled case. Overall, there are some important differences that should be further studied,

which could provide an avenue for further development of operational fire forecasting models.

4.2 Abstract

Accurately representing pyrocumulus (pyroCu) and pyrocumulonumbus (pyroCb) develop-

ment is becoming increasingly important in fire forecasting models. PyroCb, in particular, can

deepen into powerful storms that can cause violent weather, spark new fires through lightning

strikes, and inject a substantial amount of fire smoke and other combustion byproducts into the

upper atmosphere and lower troposphere (UTLS). The long-term climatologic impacts of the last

item are currently unknown, but a broadened understanding of what conditions can result in such

dramatic lofting, and how much smoke can be convected into the UTLS, can inform climate models

examining such effects. In this study, we simulate a fire that burned in Northern California during

the 2014 wildfire season. This fire developed pyroCu and pyroCb during its second day, when

upper-level monsoonal moisture advected over the region. We run three separate simulations using

the Weather Research and Forecasting Model, Version 4.0.1 (WRF-ARW) and its fire parameter-

ization (WRF-Fire) to explore interactions between fire smoke and cloud microphysics. All three

simulations use a passive tracer to represent fire smoke. The first simulation does not consider any

aerosol-atmosphere interactions. The second simulation assumes a specified number of environmen-

tal aerosols that do interact with the microphysics. Finally, the third simulation employs a simple

coupling between combustion byproducts and the microphysics, allowing for a greater number of

water-friendly aerosols to seed cloud development. We find that the addition of aerosol coupling

does result in a slightly larger amount of cloud activity by the end of the simulations, as well as

less precipitation and more cold cloud development.
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4.3 Introduction

Intense wildfires can release a great amount of heat as they burn, generating powerful con-

vection—known as pyro-convection—as a result. If enough moisture is present, clouds and rain-

storms can form. These features, known as pyrocumulus (pyroCu) and pyrocumulonimbus (pyroCb)

(American Meteorological Society, 2013), have the potential to transport large amounts of combus-

tion byproducts like smoke and biomass aerosols into the upper troposphere and lower stratosphere

(UTLS), where they can remain for months and have widespread climatic consequences (M. Fromm

et al., 2000). This phenomenon has also been attributed to hypothetical scenarios wherein a nu-

clear exchange occurs and enough urban fires are ignited to create a ”nuclear winter” (Turco et al.,

1983b).

The evaluation of pyroCu and pyroCb is a relatively new area of research, as they were only

first recognized in early 2000. M. Fromm et al. (2000) noted a 1998 stratospheric aerosol increase at

high northern latitudes, and postulated that it was the result an active wildfire year in northwestern

Canada and Russia. Previously, the main source of such anomalies was considered to be volcanic

activity (Luderer et al., 2006; M. Fromm et al., 2010b). Primary observational analysis since then

has been conducted by way of case studies—the most notable early examples being Alberta’s 2001

Chisholm Fire and Australia’s 2003 Canberra fire (M. D. Fromm & Servranckx, 2003; Rosenfeld et

al., 2007; M. Fromm, Torres, et al., 2008; M. Fromm, Shettle, et al., 2008)—but investigations of

pryoCb activity over longer time spans (Kahn et al., 2008; Peterson, Fromm, et al., 2016; Peterson,

Hyer, et al., 2016; Kablick et al., 2020) as well as modeling work have been increasing in frequency.

Many aspects of pyroCu and pyroCb formation are still not well understood, but studies so far

have uncovered information about the roles various factors play in determining how and why they

develop. Typical fire forecasting measures such as the Haines index (Haines, 1989)—a measurement

derived from measurements of the moisture content and stability in the lower atmosphere—can

be useful in predicting deep fire cloud development (M. Fromm et al., 2010b; Peterson, Hyer,

Campbell, et al., 2014; Peterson, Hyer, et al., 2016), but other metrics such as convective available
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potential energy (CAPE) are not as helpful, as pyroCbs can form with both high and low values

present (M. Fromm et al., 2010b; Peterson, Hyer, Campbell, et al., 2014; Peterson, Hyer, et al.,

2016; Peterson, Fromm, et al., 2016; K. J. Tory, Thurston, & Kepert, 2018). The inverted-V

sounding profile characteristic of severe weather and dry thunderstorm formation (Beebe & Bates,

1955; Wakimoto, 1985) under typical convective criterion has been widely associated with pyroCb

presence (Rosenfeld et al., 2007; K. Tory & Thurston, 2015; Peterson, Hyer, et al., 2016; K. J. Tory

et al., 2018). That is, environments conducive to pyroCb development have been noted to have

a dry, unstable boundary layer, above which is a moist mid-tropospheric layer (Fig. 4.3). In

the Western North American mid-latitude region, the source of the upper-level moisture is often

monsoonal activity (Lareau & Clements, 2016; Peterson, Hyer, et al., 2016). This setup is typical

for dry thunderstorm formation, and it has been found to be favorable for North American pyroCb

development, as well (Nauslar, Kaplan, Wallmann, & Brown, 2013; Peterson, Hyer, Campbell, et

al., 2014; Peterson, Hyer, et al., 2016). These storms, therefore, commonly form during the mid-

afternoon to evening hours. Additionally, compared with other severe weather systems, pyroCb

are seeded with a higher number of cloud condensation nuclei (CCNs) that originate from the fire

smoke (Rosenfeld et al., 2007). Their anvils last longer as a result (D. T. Lindsey & Fromm, 2008).

There has also been debate over which factor is more important in determining pyroCb

activity: latent heating derived from moisture release when wildland fuels burn (Potter, 2005;

Cunningham & Reeder, 2009), or the sensible heat flux from the fire itself coupled with mid-

tropospheric moisture (Trentmann et al., 2006; Luderer, Trentmann, & Andreae, 2009; Lareau &

Clements, 2016). Models have indicated that entrainment of dry air into the plume in the free

troposphere can decrease the strength of convection, supporting the argument that atmospheric

humidity is an important factor in pyroCb formation, more so than that provided by the fuel source.

Observational studies have led to newfound understanding of not only pyroCb dynamics and

development, but also how powerful they can be. After only three hours of pyroCb development,

enough of the Chisholm Fire’s plume was injected into the UTLS that it encircled the entire

Northern Hemisphere and remained for three months before decaying (M. Fromm et al., 2000). A
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similar phenomenon occurred following the Canberra Fire, which was discovered to have released

more energy at its peak burn intensity than the WWII Hiroshima nuclear bomb (M. Fromm et

al., 2006). In 2017, a rampant wildfire season in the U.S. Pacific Northwest and British Columbia

injected into the UTLS a smoke load comparable to that from a volcanic eruption (Peterson et al.,

2018b; Yu et al., 2019). While volcanoes have been observed to loft large amounts of smoke—on the

order of teragrams—into the stratosphere, they only do so infrequently (M. Fromm et al., 2010b).

Therefore, the implications of a fire season injecting this level of smoke, especially in light of the

expectation of longer and more intense fires to comes as the result of climate change, has significant

seasonal and climatic implications (Peterson, Hyer, et al., 2016).

In this modeling study, we use the Weather Research and Forecasting model and its fire

parameterization (WRF-Fire) to simulate a fire based on one that burned in California during

summer, 2014 (Lareau & Clements, 2016). A day and half after ignition, an upper-level moist

layer blew over the area, coinciding with the afternoon formation of a pyroCb. We attempt to

simulate the deep cloud formation observed above the fire by running WRF-Fire with three different

microphysics options—one without aerosol-microphysics coupling, one with the coupling, and one

with the coupling and an added aerosol load from fire combustion—to address the hypothesis that

introducing a water-friendly aerosol scheme will lead to a greater number of CCNs and increased

cloud formation, which can lead to deeper convection as a result. We evaluate the differences among

these simulations’ abilities to represent pyroCu and pyroCb formation.

The paper is laid out as follows: The next section provides an overview of the case chosen for

this study, as well as the motivation behind its selection. Following that, we give a description of

the model setup and an explanation of the method used to add combustion aerosols to the water-

friendly aerosol count. We then present our findings, followed by a brief discussion and conclusions

from the study.
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4.4 Case Selection and Scope of Study

The fire selected for this study ignited in Northern California on July 31, 2014. Known as the

Bald Fire, it burned over 14,000 ha during its first two days and on the second afternoon, following

the advection of a mid-tropospheric moist layer into the region, pyroCu and pyroCb formed. The

cloud tops extended up to a height of 12 km. Lareau and Clements (2016) found that outside of

the pyroCu, the smoke layers rose to only around 6 km. Additionally, their findings back up the

argument that upper-level moisture—particularly in the form of monsoonal surges for the western

coast of North America—play a particularly pertinent role in pyroCu and pyroCb formation.

Due to the focus and findings of the Bald Fire observational study, we have selected it for

evaluation with WRF-Fire. This study examines the model’s capacity for simulating pyroCu and

pryoCb above the Bald Fire with two different Thompson microphysics options: one that does not

include aerosol-cloud effects, and one which does consider aerosol-microphysics coupling (a scheme

that henceforth will be referenced as TWFA) (Thompson et al., 2008; Thompson & Eidhammer,

2014). And, because TWFA only considers environmental aerosols, we run a third simulation that

includes an addition coupling combustion particle number with the Thompson parameterization.

An explanation of how particle count is estimated is provided in Section 4.5.2. Overall, three

different simulations are run (Table 4.2).

4.5 Methods

4.5.1 Model Setup

The model used in this study is the Advanced Research Weather Research and Forecasting

Model (WRF), Version 4.0.1 (Powers et al., 2017; C. Skamarock et al., 2019). WRF is a fully

compressible, non-hydrostatic atmospheric model that employs terrain-following coordinates, and

it is used for both research numerical weather forecasting. WRF-Fire couples with the model to

simulate both the fire spread at a sub-grid scale, using a level-set algorithm, and the fire’s heat

release (latent and sensible), which interacts with the surrounding meteorology (Mandel, Beezley,
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& Kochanski, 2011b; Coen et al., 2013b; Jiménez et al., 2018; Muñoz Esparza, Kosović, Jiménez, &

Coen, 2018). This parameterization has been developed to work with 13 pre-defined fuel categories,

known as the Anderson wildland fuel standards (Anderson, 1982b). Users may choose to enable a

passive smoke tracer to track plume advection.

The model is set up with three, one-way nested domains centered with one another, with

horizontal grid cell resolutions of 3 km, 1 km, and 100 m. The innermost domain has a fire grid

scaled down by 4:1, giving it a resolution of 25 m for fire-front tracking (Muñoz Esparza, Kosović,

et al., 2018). Each grid has the same vertical resolution, with 80 eta levels spaced on the order of

20 m close to the Earth’s surface and stretching out higher in the atmosphere. The domains are

positioned such that the fire ignition location is off-center to the southwest, allowing for growth

and spread towards the northeast. The domain layout is depicted in Figure 4.1.

The outer domain is forced with ERA5 reanalysis data at 3 hour intervals. Reanalysis

datasets are assimilations that combine historical atmospheric, land, and ocean data with output

from forecast models to provide a global, synthesized history of the earth’s climate, which can

then be used in research applications (Keeley, 2013). The ERA5 data has been released by the

European Centre for Medium-Range Weather Forecasts (ECMWF), which has generated a series of

reanaylsis datasets titled ERA-Interim (ERA-I) and ERA5. ERA5 is the most recent release, with

updates from ERA-I that include uncertainty estimates and new parameters. Satellite and in-situ

observations are assimilated to inform this dataset, which spans from 1950 through the present.

ERA5 has a horizontal resolution of 31km and 137 levels in the vertical expanse, running from the

earth’s surface to 80 km (Hersbach et al., 2020).

Three simulations are run with the model parameters outlined in Table 4.1. Both shortwave

and longwave radiative forcing are handled by the RRTMG scheme (Iacono et al., 2008). The two

outer domains at mesoscale resolutions use the Mellor-Yamada-Nakanishi-Niino (MYNN) planetary

boundary later (PBL) scheme (Nakanishi & Niino, 2009b) and the Smagorinsky first order closure

scheme to manage horizontal diffusion. The innermost domain is of large eddy simulation (LES)

resolution, and therefore requires no PBL parameterization as most turbulence is resolved within
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Figure 4.1: Domain extents. The Pacific Ocean is indicated by blue on the western side of the
outer domain, while parts of California, Nevada, Oregon and Idaho are all captured by the green
area. The fire is indicated by the black marker in d03.

each grid cell. Instead, this domain uses a 3-dimensional 1.5 order turbulent kinetic energy (TKE)

closure scheme (Lilly, 1966). Surface layer turbulent fluxes are addressed with the revised MM5

Monin-Obhukhov formulation (Jiménez et al., 2012). Land-surface interactions are handled via

the unified Noah land-surface model (S.-h. Chen & Dudhia, 2000; Ek et al., 2003; Tewari et al.,

2004). To prevent model instability, vertical velocity damping is employed, and a 6 km upper-level

Rayleigh relaxation layer is enabled (Klemp et al., 2008). Finally, moisture and scalar variables are

calculated with a positive-definite advection scheme.
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Each simulation uses the physics and dynamics options listed in Table 3.1, although the

microphysics in each differs (Table 4.2). The first case, labeled noWFA, uses the Thompson

microphysics scheme and no water-friendly aerosols. The second case, labeled WFA, runs with

aerosol-aware Thompson microphysics, which includes in the parameterization a preset distribu-

tion of water-friendly aerosols that interact with the traditional Thompson microphysics and seed

cloud formation. The aerosol number concentrations are included in a lookup table referenced

by the parameterization, and they represent sulfates, sea salts, and organic matter. The number

activated at any time step depend on the localized model state (temperature and vertical veloc-

ity). Finally, the third case, labeled SMK, employs the aerosol-aware Thompson microphysics and

also assumes an additional number of aerosols are generated by fire combustion, which supplement

the already-present environmental aerosol concentration (details presented in Section 4.5.2). In all

three simulations, smoke is released as a tracer, and it is considered passive in noWFA (only follows

the dynamics of the atmosphere), but does interact with the atmosphere in WFA and SMK. The

fuel map for the simulations is defined by data taken from the 2014 USGS LANDFIRE database

(Ryan & Opperman, 2013).

The fire is ignited on July 31, 2014, 23:00 PDT (August 1, 2014, 06:00 UTC) at 40.9◦N,

123◦W, in the innermost domain only. Nesting is one-way, so the fire does not affect atmospheric

dynamics in the 1-km and 3-km grids. The simulations begin on July 31 at 12:00, when the outer

domain is initialized (the two inner domains are initialized 6 hours later), and run through 3:20

PDT on August 2, when the fire front reaches the domain edge and the simulation terminates.

Data is output at 1 hour intervals until 11:00 PDT on August 2, when output time is refined to 5

min resolution. Satellite imagery indicates that pyroCu began to develop at 13:30 PDT on August

2, when moist air at 400 hPa advected over the region. Ground-based observational data for the

pyroCu and subsequent pyroCb is available through 15:32 PDT (Lareau & Clements, 2016). The

simulations terminate when the fires reach the LES nest’s eastern edge, which occurs at a different

time for each case, with noWFA reaching the domain boundary first, then WFA, followed by SMK.

All complete between 15:00 and 16:00 PDT.



80

4.5.2 Water-friendly aerosol and combustion coupling

Because combustion organics provide a large number of CCNs that can enhance cloud for-

mation above fires, it may be important to include this effect in fire forecasting models. To adjust

for the introduction of these aerosols and their cloud seeding impacts, we have included in one

simulation a simplified coupling of combustion smoke with the TWFA microphysics scheme. To

calculate an estimation of hydrophilic particle numbers released from a fire, we use an emission

factor (EFPN ) equation for water-soluble particle number released from forest fire combustion,

as found by Janháll, Andreae, and Póschl (2010) and presented in Eq. 4.1. This factor is then

multiplied by the amount of fuel burned by combustion (Eq. 4.2) to get total number of particles

emitted by the fire.

EFPN (kg−1) = (34.4E15− (34.6E15)(MCE))± 0.8E15 (4.1)

FB(kg) = AF,t ∗ fgi ∗∆t (4.2)

The numerical values in Eq. 4.1 were empirically derived by Janháll et al. (2010). Modified

combustion efficiency MCE, which is the ratio of CO2 released from combustion to CO2 plus CO

released from combustion, is assumed to be 0.95, an average value taken from those used in the

Janháll et al. (2010) study. In the second equation, FB is the fuel burned, in kg. The term fgi is

fuel loading, in kg m-2. Fire area per time step in m2 s-1 is AF,t. The model timestep is presented

as ∆t.

The number of combustion aerosols generated are summed with the environmental aerosols

already assumed by the TWFA scheme. This new aerosol concentration then informs heterogeneous

cloud droplet and ice particle initialization at each time step. As this is a simplified coupling,

the properties of the aerosols are not readjusted from the specifications of environmental aerosols

already present in the TWFA lookup table.
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4.6 Results

The results from this study overall support our hypothesis that the introduction of water-

friendly aerosols into the model will increase the number of cloud particles, which we find reduces

droplet growth and precipitation. Additionally, we find that with the aerosol-microphysics coupling

(WFA and SMK), deeper convection appears to develop, which results in higher cloud tops and

a greater amount of smoke lofted higher in the atmosphere. This enhanced lofting is due to a

greater amount of latent heat release, which results from a higher incidence rate of condensation

and freezing as opposed to collision, coalescence, and accretion, which accelerate particle growth

and lead to precipitation. Additionally, the fire spread rate of noWFA is generally higher than that

of WFA and SMK, causing the fire to hit the domain edge and terminate earlier than the other

two. One thing we do not see in any of the simulations is persistent pyroCu and pyroCb, which

were observed above the fire in 2014. Clouds form repeatedly and at their deepest, all tops reach

almost 12 km, but their depth rapidly dissipates (Fig. 4.2).

Figure 4.2: W-E cross sections of integrated cloud mass in the N-S direction. Ice, snow, and graupel
are considered ”cold,” while rain and cloud water are ”warm.” The time stamps of each plot are
for August 2 PDT. Plots a, d, and g show the rapid cold cloud progression for noWFA; b, e, and
h show the same for WFA; and c, f, and i show the same for SMK.
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4.6.1 Fire Spread and Heat Flux Differences

Observations of the Bald Fire showed pyroCu initiation at 13:30 PDT, as a layer of monsoonal

moisture around 400 hPa advected into the region (Lareau & Clements, 2016). The simulations’

thermodynamic conditions roughly parallel those observed in the region, with a sounding profile

showing a dry lower layer and moisture much farther aloft ahead of the fire area before pyroCu

formation (Fig. 4.3).

Figure 4.3: Model sounding at the leading (west) side of LES nest, centered in the N-S direction.
The green line indicates the dew point temperature profile. The red line shows the atmospheric
temperature profile. Moisture at around 350 mb is advected into the region.

The Bald Fire grew nearly 7000 ha on August 2, covering just over 14,000 ha by the end of

its second day of burning. Our model results present a burn area of over twice that size, as the

spread rapidly increases at two separate times during the simulations—once in the afternoon of the

first day, and again during the transition to daytime on the second day, after which the fire spread

rate continues to increase until shortly before the simulations complete (Fig. 4.4). This growth
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results in an increase of the fire-generated heat flux (Fig. 4.5). As can be seen by comparing the

two plots, a rise in fire spread rate will result in a stronger heat flux.

Figure 4.4: Total area burned and change in area burned over time, shown at 1 hr intervals starting
with ignitions (a, b) and at 5 min. intervals for the last four hours of the simulation (c, d). The
change in burn area is plotted as a rolling 15-minute average.

To better understand the surface wind, updraft, and downdraft behavior during the fire, we

have plotted Figures 4.6 and 4.7, which depict maximum 10-m horizontal wind speeds, updrafts,

and downdrafts, in the domain at each vertical level over time, for the entire simulation and for

the last four hours (at a temporally finer output resolution). Additionally, Fig. 4.8 shows the

differences in these maximum wind speeds during the last four hours of the simulations between

noWFA and WFA, and between WFA and SMK.

There are two periods during which wind speeds increase, the fires spread more rapidly, and
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Figure 4.5: Total heat flux from the fire over time, for each simulation, output at 5 min. intervals
and shown with a 15 min. moving average.

their surface heat fluxes strengthen. The first increase in 10 m winds is evident in Fig. 4.6a,b,c,

which occurs in the late afternoon and evening of August 1, between the hours of 15:00-16:00 and

20:00. This event coincides with an increase in fire spread rate for all three simulations, shown

in Fig. 4.4b. Winds pick up again during the final hours of the simulation, specifically beginning

around 14:00 (Fig. 4.7a,b,c), as the monsoonal moisture moves into the region. This event is

also evidenced by the increase in surface heat flux and fire spread rate beginning around the same

time. In all three simulations, the increased spread and subsequent rise in fire intensity leads to

stronger convection, as shown in Fig. 4.7d,e,f. Interestingly, WFA sees stronger vertical motion

than SMK. Higher-level horizontal winds also increase during this time, as upper-level updrafts
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Figure 4.6: Maximum winds at each height in the domain for each hour of the simulations, beginning
at 00:00 on August 1. Plots a, b, and c depict maximum horizontal wind speeds. Plots d, e, and
f show maximum updraft speeds. Plots g, h, and i present maximum downdraft speeds. The left
hand column (a, d, g) show results for noWFA. The center column (b, e, h) show results for WFA.
The right hand column (c, f, i) show results for SMK.

draw the surrounding air into the convection column.

Focusing on the last four hours for comparison among the simulations, it is apparent that

updrafts higher in the atmosphere are stronger with the aerosol-aware simulations. Because clouds

form at different times for all three simulations, individual time steps themselves cannot be com-

pared; instead, we compare time steps for each simulation where updrafts are the dominant vertical

motion. The plots on the left side of Fig. 4.8 show differences in horizontal wind speeds, updrafts,

and downdrafts between noWFA and WFA. Panel c shows overall stronger updraft speeds higher

in the atmosphere for WFA as compared with noWFA at the end of the simulation when cloud

development escalates. Additionally, horizontal wind speeds higher in the atmosphere are greater
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Figure 4.7: Maximum winds at each height in the domain for the last four hours of the simulations,
beginning at 12:00 on August 2 and plotted at 5 minute intervals. Plots a, b, and c depict maximum
horizontal wind speeds. Plots d, e, and f show maximum updraft speeds. Plots g, h, and i present
maximum downdraft speeds. The left hand column (a, d, g) shows results for noWFA. The center
column (b, e, h) shows results for WFA. The right hand column (c, f, i) shows results for SMK.

for WFA as compared with noWFA, clarifying and verifying what is seen in Fig. 4.7.

In comparing wind speeds in WFA with those of SMK (Fig. 4.8b,d,f), some unexpected

differences emerge. In general, horizontal and vertical wind speeds at higher altitudes in WFA are

greater than those in SMK, indicating deeper convection, despite running with a smaller number

of aerosols. One possible explanation for this phenomenon is that the fire spread for this case

towards the simulations’ end is notably higher than that of SMK; it therefore has a higher total

heat flux (Fig. 4.5). Aerosols, then, are lofted higher into the atmosphere from the fire’s sensible

heat release, and consequently continue to act as CCNs at a higher altitude, increasing the depth

of cloud development. The near-surface vertical velocities for WFA are indeed larger than those for
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SMK at this time, and horizontal wind speeds throughout the vertical column are all faster than

those for SMK, suggesting stronger inflow of surrounding air into the convection column up to 8

km and supporting this theory.

Figure 4.8: Differences in maximum winds at each height in the domain for the last four hours of
the simulations, beginning at 11:00 on August 2 and plotted at 5 minute intervals. Plots a and b
depict maximum horizontal wind speeds. Plots d and e show maximum updraft speeds. Plots g
and h present maximum downdraft speeds. The left hand column (a, c, e) shows results for noWFA
minus WFA. The right hand column (b, d, f) shows results for WFA minus SMK.

4.6.2 Differences in Cloud Condensation Nuclei

The stronger heat flux beginning around 11:00 PDT in each simulation deepens convection

above the fires. Cloud formation between 13:00 and simulation termination shows both liquid and

solid water content increasing over this time (Fig. 4.10f). Additionally, cloud top temperatures

(CTTs) begin to drop, indicating higher cloud tops and, accordingly, stronger convection (Fig.

4.9). As the fire spread rate for noWFA accelerates shortly before 14:00, it follows that CTTs in
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this simulation see a local minimum shortly after 14:00. Notably, despite having a greater overall

sensible heat flux (Fig. 4.5) and a sharper increase in the rate of fire area spread (Fig. 4.4d) than

WFA and, in particular, SMK, noWFA sees higher CTTs near the end of the simulations.

Figure 4.9: Time series of cloud top temperature for all three simulations, from ignition to ter-
mination (a), and for the last four hours of the simulation (b). CTTs are plotted with a rolling
15-minute average.

Initially, the cloud formation patterns follow the rate of fire spread (cold clouds have a slight

delay), with peaks for all three simulations occurring just after 13:30 (Fig. 4.4). However, despite

having a generally lower rate of spread in the last four hours than noWFA, both WFA and SMK

form a greater amount of ice, snow, and cloud water during the final hours as the heat flux rises,

lofting a greater concentration of aerosols higher in the atmosphere. And, because the heat flux is

correlated with the fire spread rate, which for these two cases is roughly the same, we can infer that

this addition of more CCNs promotes a greater amount of condensation, forming cloud drops, some

of which rise and coalesce into ice formed due to the presence of water-friendly aerosols. Looking

further and comparing SMK with WFA, we can see that despite a slower fire spread (Fig. 4.4d),

a lower heat flux (Fig. 4.5), and weaker updrafts (Fig. 4.8d), SMK still generates comparable

amounts of cloud water, ice, and snow. This trend may also be attributed to the relatively higher
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Figure 4.10: Time series of total liquid and solid water mass in the domain, for the last four hours
of the simulation, broken out into cloud water (a), ice (b), snow(c), graupel (d), rain (e), and all
summed together (f). The time series are plotted with a rolling 15-minute average.

number of CCNs for the SMK simulation.

The water-friendly aerosol simulations, having more CCNs than noWFA, develop an over-

all greater amount of warm and cold cloud water than noWFA as the surface sensible heat flux

strengthens (Fig. 4.10a,b). In particular, they have a notably larger amount of cold cloud mass

(Fig. 4.10h), due to stronger convection and/or less precipitation aloft. Snow concentrations are

higher in WFA, although graupel is more prevalent in noWFA, where accretion is more efficient



90

due to decreased convective activity and generally larger cloud droplets. NoWFA also sees more

droplets develop into rain than the other two simulations, as there are fewer CCNs present (Fig.

4.10d,e) and cloud drops can more easily grow to precipitable sizes. Similarly, between the two

water-friendly aerosol cases, WFA has more graupel development compared with SMK, again in-

dicating a higher rate of particle growth through accretion due to the presence of fewer CCNs and

INs (Fig. 4.10d). Looking at particle count instead of mass, the same trend is evident. NoWFA

has a greater number of rain droplets, while WFA and SMK have a higher number of ice particles

(Fig. 4.11b).

Figure 4.11: Time series of (a) rain and (b) ice particles in the domain, for the last four hours of
the simulation. The time series are plotted with a rolling 15-minute average.

Smoke lofting among the three simulations is comparable (Fig. 4.12). The amount of smoke

introduced into the domain is a direct result of burn area, so the total smoke and smoke in the

boundary layer (below 3 km) follows the fire area trend. However, smoke lofted higher in the

atmosphere is no longer an immediate function of the fire area, but instead is also determined by the

surface sensible heat flux and the dynamics and microphysics of the free troposphere. Accordingly,

WFA and SMK loft more smoke above 6km as their fire spread rates increase. Of the three

simulations, SMK has the greatest smoke rising above 6 km at any point in the simulation—which

happens just before 15:00. This is also the time when ice and snow are at a maximum for this case.
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Figure 4.12: Time series of (a) total smoke, (b) smoke lofted above 3km (estimated average bound-
ary layer height), and (c) smoke lofted about 6km, for the last four hours of the simulation. The
time series are plotted with a rolling 15-minute average.

4.7 Conclusions

In this study, we have used WRF-Fire to simulate a fire that occurred in Northern California

during the summer of 2014. PyroCu and pyroCb were observed to have formed above this fire

during its second day of burning, when mid-tropospheric moisture advected into the region. We

ran three simulations, each with different microphysics, and compared their results. Overall we

find that the inclusion of a water-friendly aerosol option (that is, a parameterization that considers

the effects of environmental aerosols on cloud development), by introducing more CCNs, results in

cloud formation above the fires that has more cold cloud mass and less rain and graupel. We also

find that this type of parameterization impacts the atmospheric dynamics—here, such that the fire

spread slows compared with the case that does not consider aerosol-atmosphere interactions due to

the strength of local circulations and convergence. This effect in turn directly influences the fire’s

heat flux and, therefore, the amount of convection that occurs, which impacts cloud development.

Although we do see some deep, cold cloud development in all three simulations, none of them

have a persistent pyroCb presence. This outcome may be due to the nature of what we have seen

so far with the model—that a faster fire spread generates higher heat flux and, therefore, more

convection. What the simulations show is contrary to what has been physically observed to fuel

pyroCb: firestorms (Rosenfeld et al., 2007; M. Fromm et al., 2010b). Firestorms are mostly station-
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ary blazes that are powerful enough to form their own wind systems by drawing in surrounding air

to fuel their combustion. The inflowing winds prevent rapid spread (Carrier, Fendell, & Feldman,

1983). It is unknown whether or not WRF-Fire can sustain stationary burn rates that could gen-

erate firestorm behavior, because the Rothermal rate-of-spread algorithm employed in WRF-Fire

is designed for wind-driven fires and is therefore uncoupled with the atmosphere.

Our findings further support those of Luderer et al. (2006) and Trentmann et al. (2006). As

the sensible heat flux of WFA and SMK increases towards the end of their run times, they both

see stronger convection at the surface. This increase in fire intensity coincides with the advection

of mid-tropospheric water vapor, at around the 350 mb level, into the region. These two events,

together, not only seed pyroCu, they also induce deeper cloud development than that of noWFA,

as has been shown. This contrast indicates that despite the elevated moisture flux from vegetation

combustion, upper level moisture is still necessary for deeper convection above a wildfire to occur.

Consequently, we can conclude that the moisture flux released from vegetation alone is not enough

to seed pyroCu and pyroCb development. Additionally, because more convective clouds did not

form immediately upon the introduction of moist mid-tropospheric air into the region, but rather

developed once the heat flux increased, we can also infer that the higher sensible heat release rate

is also necessary for pyroCu to develop.

There remain many open avenues for continued research in this WRF-based case study. First,

while all three simulations presented begin to see deeper, stronger convection around 3pm, more

robust cloud growth may require additional time to further develop and persist beyond 15:00-

16:00 PDT. Consequently, future work should incorporate a larger inner domain that would permit

the fires to burn and clouds to form through the rest of the day and into the evening. Further,

the introduction of subgrid-scale clouds may also assist with pyroCu development, as they would

account for any uncaptured moisture (e.g. relative humidity dropping from an expected 100% to

95-99%) resulting from coarser vertical resolution at higher levels. The rapid spread of the fire

on the second day—well beyond what was observed—is indicative of how much the local winds

and atmospheric dynamics can influence fire behavior in the model. To best improve the model’s
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ability to successfully reproduce firestorm behavior, therefore, it should be restructured to include

full fire-atmosphere coupling.
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WRF
Parameter

d01 d02 d03

Horizontal
Resolution

3 km 1 km 100 m

Horizontal Extent
(Grid Cells)

240 x 240 241 x 241 501 x 501

Number of Vertical
Levels

80

Model Top 100 mb

Lowest Vertical
Level

60 m

Time Step 5 s 1.67 s 0.167

Time Integration
Scheme

Runge-Kutta 3rd Order

Planetary Boundary
Layer Scheme

MYNN MYNN -

Surface Layer
Scheme

Revised MM5 Monin-Obukhov Similarity Theory

Eddy Coefficient
Option

Horizontal Smagorinsky
1st order closure

1.5-order SGS
TKE

Land Surface Model Unified Noah Land-Surface Model

SW & LW
Radiation Scheme

RRTMG

Microphysics
Scheme

Thompson or Thompson with Aerosol-awareness

Damping
Vertical velocity damping & upper-level Rayleigh layer

of 0.2 s-1 with a depth of 6 km

Advection Options Positive-definite moisture and scalar advection

Fire Grid Mesh - - 4:1

Height of Winds
Driving Fire Spread

- - 2.5 m

Ignition Area - - 50 m

Specified Ignition
Time

- - 300 s

Table 4.1: WRF Model Setup
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Simulation Name Microphysics Used

noWFA Thompson

WFA
Thompson with
Water-Friendly

Aerosols (TWFA)

SMK
TWFA with additional

aerosols from fire
combustion

Table 4.2: Simulation reference names and microphysics used in each.



Chapter 5

Conclusions

5.1 Summary of Findings

This dissertation has explored several modeling applications relevant to ways we can address

climate change. The studies presented here have examined one tool to assist with wind energy

forecasting (CO2 mitigation) and evaluated smoke plume and pyrocumulus behavior to better our

understanding of the threats presented by large fires (adaptation to climate change). A summary

of the findings is presented below.

5.1.1 Inclusion of the Rotor-Equivalent Wind Speed in the WRF WFP

In Chapter 2, we assessed the addition of a new physics option to the WRF Wind Farm

Parameterization. Currently, the parameterization uses the hub height wind speed in the wind

power equation to calculate the power output from each turbine being modeled. However, in high

wind shear situations, this assumption may not accurately represent the full wind field driving

turbine rotation. Instead of presuming the winds at a single height determine projected energy

output, the rotor-equivalent wind speed (REWS) option takes a weighted average of the winds

across the rotor-swept area, also considering wind direction, and uses that instead.

We ran a series of simulations in an idealized domain to develop an understanding of how this

change may affect forecasting results. We found that, for most conditions, the introduction of the

REWS does not present significant differences in waking or TKE generation when compared with

the WFP using hub height wind speed. Because the change in winds according to the wind profile
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law is more or less linear when considered over the vertical extent of current rotor swept areas, a

weighted average calculation of the wind speed introduces only minor differences compared with

the hub height wind speed. However, the overall impact of this revision on farm production, when

calculated in terms of total power output and financial loss or gain, is not negligible. Even a small

percentage difference in power output for one turbine, when scaled across an entire installation,

can equate to a difference in $226,000 of forecasted revenue over the course of a year, assuming a

levelized cost of energy (LCOE) of 43$ MWh-1 and a 10 x 10 farm with 2 MW turbines in operation,

each having a capacity factor of 30%.

Although the REWS introduces only slight atmospheric disparities in model forecasts for

the most common wind profiles in the boundary layer, there are a few situations that generate

non-linear wind shear low enough to intercept the turbine area. In this study, we tested our physics

edits using a wind profile based on a cold pool mix-out that occurred in the Columbia River Gorge

during the Wind Forecast Improvement Project 2 (WFIP2) observational campaign. As a layer of

gusty air begins to erode a calm cold pool below it, moving lower as it mixes in, a large amount of

wind speed and directional shear is introduced at heights intersecting the turbine swept area. We

found that wind shear of this order can introduce more serious differences into the model. Most

importantly, at lower wind speeds, using the REWS instead of the hub height wind speed during an

event like this mix-out can make the difference between whether or not the turbines are considered

operational in the model. This, in turn, affects both power and atmospheric forecasting.

5.1.2 Smoke Lofting Sensitivity to Local Weather Conditions

Chapter 3 pivoted away from wind farm modeling and began to explore the behavior and

consequences of large fires. In this study, we examined how the smoke plume of an areal-lit fire

responds to various atmospheric circumstances, using the fire parameterization in WRF (WRF-

Fire). Previous observational research has shown that powerful fires can inject smoke into the

upper troposphere and lower stratosphere (UTLS), and climate modeling studies have indicated

that if enough smoke lofts this high, it could have long residence times (months to years) and
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widespread climatic effects. Earlier modeling studies have also shown that UTLS plume injection

is sensitive to horizontal winds, thermal stability, fuel source density, and atmospheric humidity.

We have verified the majority of these findings with our own, and have also presented an indication

of which factor is the most important.

We simulated 20 large fires in an idealized domain. Each case had one variant adjusted —wind

speeds, relative humidity (RH), or boundary layer stability—and their resultant vertical smoke

profiles, following an areal ignition and a total burn time of 90 minutes each, were compared. We

found that moisture has the most substantial effect on lofting, with the amount of smoke reaching

the UTLS increasing with higher RH. Wind speeds, too, affect plume rise. Higher wind speeds

tend to dampen vertical motion higher in the atmosphere, as the plume is mixed out where the

convection column starts to weaken. These findings corroborate work that had been done during

the Cold War era.

When compared, the moisture influence on smoke injection height trumps that of winds. Ver-

tical velocities, which correlate with horizontal wind speeds, have a linear relationship with smoke

lofted into the UTLS. That relationship is disrupted, however, by moisture presence. Conversely,

the relationship between CAPE (a metric influenced by relative humidity) and smoke lofting is not

disturbed by strong winds. We can conclude, therefore, that moisture effects are more instrumental

to plume rise.

5.1.3 PyroCu and PyroCb Development in WRF with and without WFA

In Chapter 4, we continued to examine atmosphere-fire interactions in models by simulating a

fire that had burned in Northern California in the summer of 2014. Other studies have shown that

the deep convection that forms via pyrocumulonimbi is often a transport mechanism for wildfire

smoke into the UTLS. Being able to effectively model pyroCb, therefore, is a key tool in being able

to better understand these events that are still not well-understood.

We ran the simulation three different times, with three different microphysics setups. In

the first simulation, we used standard Thompson microphysics. In the second simulation, we ran
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with the aerosol-aware Thompson scheme, and in the third simulation, we also considered aerosols

generated by combustion alongside the aerosol-aware Thompson scheme. All cases treated smoke as

a passive tracer, which was advected by atmospheric dynamics but did not interact with anything.

We found that the addition of the aerosol coupling resulted in more cloud development but less

precipitation, as compared with the non-coupled case because of the increase in cloud condensation

nuclei (CCNs). Additionally, because of this, more water overall is activated, resulting in a greater

amount of latent heat release and more cold cloud content in the form of snow and ice. Because the

simulations terminated in the mid-afternoon due to the fire hitting the domain boundary, future

work will include extending the size of the domain and running a sensitivity analysis on input

parameters for fire spread, so that the fire can run through the end of its second day.
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Jiménez, P. A., Navarro, J., Palomares, A. M., & Dudhia, J. (2015, March). Mesoscale modeling
of offshore wind turbine wakes at the wind farm resolving scale: a composite-based analysis
with the Weather Research and Forecasting model over Horns Rev: Mesoscale modeling at
the wind farm resolving scale. Wind Energy, 18(3), 559–566. doi: 10.1002/we.1708

Jost, H.-J., Drdla, K., Stohl, A., Pfister, L., Loewenstein, M., Lopez, J. P., . . . Xueref, I. (2004).
In-situ observations of mid-latitude forest fire plumes deep in the stratosphere. Geophysical
Research Letters, 31(11). doi: 10.1029/2003GL019253

Kablick, G. P., Allen, D. R., Fromm, M. D., & Nedoluha, G. E. (2020). Aus-
tralian PyroCb Smoke Generates Synoptic-Scale Stratospheric Anticyclones.
Geophysical Research Letters, 47(13), e2020GL088101. Retrieved 2020-07-07,
from https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2020GL088101

( eprint: https://agupubs.onlinelibrary.wiley.com/doi/pdf/10.1029/2020GL088101) doi:
10.1029/2020GL088101

Kahn, R. A., Chen, Y., Nelson, D. L., Leung, F.-Y., Li, Q., Diner, D. J., & Logan, J. A. (2008,
February). Wildfire smoke injection heights: Two perspectives from space. Geophysical
Research Letters, 35(4). (Publisher: John Wiley & Sons, Ltd) doi: 10.1029/2007GL032165

Kasischke, E. S., & Turetsky, M. R. (2006). Correction to Recent changes in the fire regime across
the North American boreal region-Spatial and temporal patterns of burning across Canada
and Alaska. Geophysical Research Letters, 33(13). doi: 10.1029/2006GL026946

Keeley, S. (2013, December). Climate reanalysis [Text].

Klemp, J. B., Dudhia, J., & Hassiotis, A. D. (2008, October). An Upper Gravity-Wave Absorbing
Layer for NWP Applications. Monthly Weather Review, 136(10), 3987–4004. doi: 10.1175/
2008MWR2596.1

Knievel, J. C., Bryan, G. H., & Hacker, J. P. (2007, November). Explicit Numerical Diffusion
in the WRF Model. Monthly Weather Review, 135(11), 3808–3824. (Publisher: American
Meteorological Society) doi: 10.1175/2007MWR2100.1

Koo, E., Pagni, P. J., Weise, D. R., & Woycheese, J. P. (2010, November). Firebrands and
spotting ignition in large-scale fires. International Journal of Wildland Fire, 19(7), 818–843.
(Publisher: CSIRO PUBLISHING) doi: 10.1071/WF07119

Kristensen, H. M. (2019). Chapter 1 - Global Nuclear Arsenals, 1990–2018. In J. E. Doyle (Ed.),

https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2020GL088101


108

Nuclear Safeguards, Security, and Nonproliferation (Second Edition) (pp. 3–35). Boston:
Butterworth-Heinemann. doi: 10.1016/B978-0-12-803271-8.00001-1

Lareau, N. P., & Clements, C. B. (2016, March). Environmental controls on pyrocumulus and
pyrocumulonimbus initiation and development. Atmospheric Chemistry and Physics, 16(6),
4005–4022. doi: 10.5194/acp-16-4005-2016

Lee, J. C. Y., & Lundquist, J. K. (2017a). Evaluation of the wind farm parameterization in the
Weather Research and Forecasting model with meteorological and turbine power data. , 31.

Lee, J. C. Y., & Lundquist, J. K. (2017b, September). Observing and Simulating Wind-Turbine
Wakes During the Evening Transition. Boundary-Layer Meteorology, 164(3), 449–474. doi:
10.1007/s10546-017-0257-y

Lilly, D. K. (1966). On the application of the eddy viscosity concept in the inertial sub-range of
turbulence. NCAR manuscript, 123.

Lindsey, D. T., & Fromm, M. (2008). Evidence of the cloud lifetime effect from wildfire-induced
thunderstorms. Geophysical Research Letters, 35(22). doi: 10.1029/2008GL035680

Lindsey, R., & Dahlman, L. (n.d.). Climate Change: Global Temperature | NOAA
Climate.gov. Retrieved 2020-09-28, from https://www.climate.gov/news-features/

understanding-climate/climate-change-global-temperature

Livesey, N. J., Fromm, M. D., Waters, J. W., Manney, G. L., Santee, M. L., & Read, W. G.
(2004). Enhancements in lower stratospheric CH3CN observed by the Upper Atmosphere Re-
search Satellite Microwave Limb Sounder following boreal forest fires. Journal of Geophysical
Research: Atmospheres, 109(D6). doi: 10.1029/2003JD004055

Luderer, G., Trentmann, J., & Andreae, M. O. (2009, September). A new look at the role of fire-
released moisture on the dynamics of atmospheric pyro-convection. International Journal of
Wildland Fire, 18(5), 554–562. (Publisher: CSIRO PUBLISHING) doi: 10.1071/WF07035

Luderer, G., Trentmann, J., Winterrath, T., Textor, C., Herzog, M., Graf, H. F., & Andreae,
M. O. (2006, July). Modeling of biomass smoke injection into the lower stratosphere by a
large forest fire (Part II): Sensitivity studies. Atmospheric Chemistry and Physics Discussions,
6(4), 6081–6124. (Publisher: European Geosciences Union)

Mandel, J., Beezley, J. D., & Kochanski, A. K. (2011a). Coupled atmosphere-wildland fire modeling
with WRF-Fire. Geoscientific Model Development, 4(3), 591–610. (arXiv: 1102.1343) doi:
10.5194/gmd-4-591-2011

Mandel, J., Beezley, J. D., & Kochanski, A. K. (2011b, July). Coupled atmosphere-wildland
fire modeling with WRF-Fire. Geoscientific Model Development, 4(3), 591–610. (arXiv:
1102.1343) doi: 10.5194/gmd-4-591-2011

Mann, M. E., Rahmstorf, S., Kornhuber, K., Steinman, B. A., Miller, S. K., & Coumou, D. (2017,
March). Influence of Anthropogenic Climate Change on Planetary Wave Resonance and
Extreme Weather Events. Scientific Reports, 7(1), 45242. (Number: 1 Publisher: Nature
Publishing Group) doi: 10.1038/srep45242

https://www.climate.gov/news-features/understanding-climate/climate-change-global-temperature
https://www.climate.gov/news-features/understanding-climate/climate-change-global-temperature


109
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Appendix A

Supplementary Information for Chapter 2

A second set of simulations was run with TKE advection turned off, in order to evaluate the

new WFP physics in a modeling environment consistent with that used in the National Oceanic

and Atmospheric Administration (NOAA)’s operational Rapid Refresh forecast system (Benjamin

et al. 2016). The lack of TKE advection had some significant impacts on the results.

A.1 Neutral Case

The TKE generation in the neutral stability simulation was stronger than with TKE advection

turned off. The TKE increase within the wind farm reaches a maximum of 0.4 m2 s-2 — about 7

times greater than a simulation run without the WFP. It also remains constrained within the farm

area, instead of being advected downwind. The TKE spreads directly upwards from the farm to

the base of the inversion, slightly perturbing the boundary layer, as seen in the LES of Allaerts and

Meyers (2017), as well as in F2012. The most prominent difference between these results and those

of F2012 is the extension of TKE downwind peaking at around 200 m above ground and rapidly

decaying in the horizontal at higher altitudes. This phenomenon may be directly attributed to this

lack of TKE advection.

A.2 Stable, Linear Wind Shear Case

Although the magnitude of the impacts from the new WFP physics remains nominal for the

linearly stable simulations, without TKE advection enabled some clear spatial patterns emerge—
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primarily in the wake development and power production. As wind speeds increase across the rotor

plane, the RWFP moves from weakening the wake to strengthening it (Figure A.1). The greatest

instance of wake weakening occurs in the SR 60 and the SB 60 cases, with a maximum reduction as

compared with the WFP wake of 0.018 m s-1. With higher wind speeds, the RWFP wake begins to

intensify within the farm and spread around its flanks downstream. This widening and fortification

likely emerges due to the lateral entrainment of momentum via horizontal diffusion, which mixes

higher wind speeds into the farm along its north and south edges. The SR 10 case sees the greatest

wake strengthening with a maximum increase of 0.011 m s-1.

Power output varies only slightly between the RWFP and WFP schemes and these variations

correspond with the differences in waking (Figure A.2). Front-row turbines using the REWS see

an increase in their power output and downstream turbines experience a decrease for all SR and

SB cases. The largest difference in total wind farm average power output arises at smaller wind

speeds. SB 06 sees a 3.29%, or about 27.6 kW, reduction in average power compared with SF 06.

As wind speeds increase, this mean difference becomes positive. Compared with SB 06, SB 10

sees a 1.25% increase in total average power. The greatest increase in maximum power output

for a single turbine occurs in SR 10, with a 3.49% increase over SF 10. The largest reduction in

minimum power output for a single turbine is seen in SB 06, with a 16.27% decrease.

A.3 Stable, Nonlinear Wind Shear Case

Without TKE advection turned on, the cold pool mix-out simulations highlight two new

impacts from the RWFP physics. First, the REWS and veer-awareness appear to interact in a

non-linear fashion. When both options are enabled, their combined influence has a much greater

impact on the wakes and power generated by the turbines than either option alone. Second, unlike

with the TKE advection-enabled simulations, the REWS can be stronger than the hub height wind

speed. For wind speeds near the cut-in value, the REWS-only turbines can turn on when they

remain off for simulations using the other physics schemes (including REWS and veer-awareness

together), as in MR 80 (Figure A.3).
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Figure A.1: Hub height wind (80 m) speed differences between the RWFP (REWS only) and the
WFP in a stable environment. The plots on the left hand side depict the wakes seen with the WFP
in SR 06 (a) and SR 10 (c). The right hand side plots show the differences in waking between the
REWS RWFP and the WFP in SR 06 (b) and SR 10 (d).

Figure A.2: Percentage differences in average power output between the WFP and the RWFP
(REWS only) in a stable environment for SR 06 (a), SR 08 (b), and SR 10 (c).
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Figure A.3: The left plot (a) depicts the wakes that develop at hub height (80 m) when the WFP
is activated for the cold pool mix-out simulation with the inversion level at 80 m (M 80). The wind
speed at hub height is below the cut-in speed for the turbines, so they do not produce power. The
right plot (b) depicts the difference in waking between the REWS and WFP simulations with the
80 m inversion level. The REWS enables the turbines to see a wind speed above the cut-in velocity,
and the turbines produce power and generate wakes.
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