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Pedatella, Nicholas M. (Ph.D., Department of Aerospace Engineering Sciences)

Response of the Ionosphere-Plasmasphere System to Periodic Forcing

Thesis directed by Kristine M. Larson and Jeffrey M. Forbes

The role of different mechanisms for generating periodic variability in the ionosphere and

plasmasphere is studied in this dissertation. The impact of vertically propagating waves of lower

atmospheric origin on introducing periodic spatial and temporal variability in the ionosphere and

plasmasphere is first investigated. This is comprised of several different aspects. Initial focus is

on the seasonal, local time, and altitude dependence of longitude variations due to nonmigrating

tides in the F-region and topside ionosphere/plasmasphere using a combination of observations and

numerical models. This is facilitated by the development of a new method for mitigating the effect of

multipath on low-Earth orbit (LEO) satellite Global Positioning System (GPS) observations. The

impact of large-scale changes in tropospheric convection due to the El-Niño Southern Oscillation

on the ionosphere is also explored observationally. The influence of nonmigrating tides on the

global ionosphere is revealed through study of the longitude variations in the solar quiet current

system. Periodic temporal variability in the ionosphere due to planetary waves originating in the

lower atmosphere is also investigated. The response of the global ionosphere to the quasi-16 day

planetary wave is first presented. This is followed by observational evidence demonstrating that

the nonlinear interaction between planetary waves and tides is the primary mechanism responsible

for low-latitude ionospheric variability during sudden stratospheric warmings.

Periodic temporal variability in the ionosphere and plasmasphere of solar origin is also stud-

ied. During the declining phase of solar cycle 23, near-Earth geospace was routinely disturbed due

to high-speed solar wind streams emanating from solar coronal holes. The nature of the coronal

holes was such that the Earth’s upper atmosphere exhibited periodic behavior due to recurrent ge-

omagnetic activity. A study of the latitude and local time response of the ionosphere to recurrent

geomagnetic activity is performed herein. A method for estimating the location of the plasma-



iv

pause from LEO GPS observations is also developed and applied to study periodic oscillations in

the plasmapause.
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Chapter 1

Introduction

The existence of an electrically conducting layer in the Earth’s atmosphere was first proposed

in the 1800s to explain the regular daily variation observed by geomagnetic observatories [Gauss,

1841; Stewart, 1883]. The transmission of radio signals across the Atlantic Ocean in 1901 by Mar-

coni further confirmed the existence of a conducting layer. This additionally demonstrated the

importance and influence that this region has on radio wave propagation. Shortly thereafter, it was

hypothesized that the conducting layer surrounding the Earth was generated through ionization

of neutral particles by solar radiation [Lodge, 1902]. This region subsequently became known as

the ionosphere. In the decades following its initial discovery, the ionosphere attracted significant

attention in terms of both observations and theory. This resulted in drastic improvements in un-

derstanding of the ionosphere, and the theoretical understanding of the ionosphere is now relatively

mature as exemplified by the detailed works of Rishbeth and Garriott [1967], Schunk and Nagy

[2000], and Kelley [2009].

The above works provide the theoretical underpinnings of the electrical, physical, and chem-

ical processes occuring in the ionosphere. The understanding of the ionosphere from a theoretical

perspective is sufficient to capture the salient features, such as latitude, local time, and seasonal

variations, that have been observed. This is demonstrated by the number of first-principle physics-

based models that can generally reproduce large-scale ionospheric features that are revealed by

observations [e.g., STEP Handbook of Ionospheric Models, 1996]. While such models can ade-

quately describe the state of the ionosphere for many instances, observations reveal considerable
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variability that is often not fully captured by theoretical models. Developing a comprehensive

view of ionospheric variability from an observational perspective is therefore of fundamental im-

portance in order to develop an understanding of what variability may not be adequately described

by theoretical numerical models.

The origin of ionospheric variability is often thought of as either coming from above or from

below. Forcing from above is related to variability originating at the Sun. The Sun introduces

both long and short term variations in the upper atmosphere associated with the approximately

11 year solar cycle and geomagnetic storms, respectively. The ionosphere is also forced from below

due to vertically propagating waves that originate in the lower atmosphere. The lower atmosphere

introduces both temporal and spatial variability due to planetary waves and nonmigrating tides.

Forcing from above and from below are both capable of considerably perturbing the Earth’s upper

atmosphere, and it is thus vital to develop a comprehensive understanding of their respective influ-

ences. In particular, the study of periodic behavior presents the opportunity to investigate a single

source of variability, allowing for improved understanding of the system as a whole, and this is the

overarching objective of the present thesis. The following sections provide a historical perspective

of the understanding of periodic variability in the ionosphere due to geomagnetic activity, planetary

waves and tides. This is followed by section 1.4 where the specific questions to be addressed in this

dissertation are outlined.

1.1 Ionospheric Variability due to Geomagnetic Storms

The most pronounced form of ionospheric variability is due to interaction of the solar wind

with the Earth’s magnetosphere. Due to the related disturbances in the Earth’s magnetic field, these

variations are termed geomagnetic disturbances or, alternatively, geomagnetic storms. Geomagnetic

storms significantly impact the entirety of near-Earth geospace, and investigations of their effects

on the ionosphere began shortly after the initial discovery of the ionosphere [Appleton and Ingram,

1935; Berkner et al., 1939]. There is thus a long history of studying geomagnetic storms and their

influence on the ionosphere [see reviews by Prölss, 1995; Buonsanto, 1999; Mendillo, 2006; Burns
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et al., 2008]. Owing to the number of excellent reviews on the ionospheric response to geomagnetic

storms, only a brief summary of their effects is discussed herein.

The global ionosphere becomes disturbed during geomagnetic storms due to the large energy

deposition that occurs at high-latitudes. Storm time changes in thermospheric neutral composition,

temperature, and winds as well as electric fields act together to perturb the ionosphere globally.

Significant changes are observed in the ionospheric peak height, electron densities, and total electron

content (TEC) [e.g., Prölss, 1995; Buonsanto, 1999; Mendillo, 2006]. Depending on the local time,

latitude, and geomagnetic storm phase, both the maximum ionospheric density (NmF2) and the

TEC are seen to increase or decrease relative to their quiet time values. These effects are known as

positive and negative storm responses, respectively. In general, negative storm effects tend to occur

in the morning while positive storm effects occur in the afternoon and evening. Positive storm

effects are also most frequently observed in the winter hemisphere, while negative storm effects are

more common in the summer hemisphere. This simplified view of positive and negative storm time

effects can be explained largely on the basis of variations in the neutral winds alone [Buonsanto,

1999]. This is, of course, an overly simplified view of positive and negative storm effects, and

individual storms can exhibit drastically different behavior.

Historically, geomagnetic storms have been considered to be isolated events that occur in

response to a single episode of enhanced solar activity. In particular, geomagnetic storms are

typically considered the result of coronal mass ejections (CMEs) or corotating interaction regions

(CIRs) associated with solar coronal holes [Tsurutani and Gonzalez, 1997; Zhang et al., 2007].

Geomagnetic activity has, however, been observed to occur on a periodic basis. Periodic geomag-

netic activity was first attributed to solar wind sector boundary crossings. This can introduce

variations in geomagnetic activity at periods less than the ∼27 day solar rotation period [Wilcox,

1968; Low et al., 1975]. Mendillo and Schatten [1983] demonstrated that, although the response is

smaller, similar changes are observed in the ionosphere during solar wind sector boundary crossings

as observed during large geomagnetic storms. More recently, during the declining phase of solar

cycle 23, periodic oscillations in thermospheric neutral density, composition, and global ionospheric
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TEC were observed [Crowley et al., 2008; Lei et al., 2008a,b; Thayer et al., 2008]. The periodic

behavior of the upper atmosphere was connected to recurrent geomagnetic activity associated with

rotating solar coronal holes and the corresponding high-speed solar wind streams. The extension of

geomagnetic storms from isolated events to recurrent features is highly advantageous as it permits

isolation of the ionospheric response to a single forcing mechanism. Study of the impact of recurrent

geomagnetic activity on the ionosphere therefore represents an opportunity to considerably improve

understanding of the ionospheric response to geomagnetic storms. Further, the recurrent nature of

this phenomena indicates a sense of predictability to variability in the ionosphere, representing a

step forward in the ability to predict space weather.

1.2 Ionospheric Variability due to Planetary Waves

Traveling planetary waves are global scale oscillations with periodicities ranging from about

two to 20 days. The dominant planetary wave periodicities correspond to normal modes in the

atmosphere and are centered around 2, 5, 10, and 16 days [Forbes, 1995]. It should be noted that

planetary waves can also be stationary; however, throughout the following, planetary wave refers to

traveling planetary waves. The presence of periodicities in the atmosphere due to planetary wave

activity was first noted in the troposphere and stratosphere. Detailed discussion of observations

and theory of planetary waves in the troposphere and stratosphere can be found in the reviews by

Madden [1979] and Salby [1984]. Subsequent observations of winds in the mesosphere and lower

thermosphere (MLT) (80-150 km) revealed the presence of planetary wave oscillations at these

altitudes as well [e.g., Manson et al., 1981; Vincent, 1990; Forbes et al., 1995a]. These studies

illustrated the large amplitude that planetary waves can achieve in the MLT. The similarity of

the oscillations in the MLT to those in the troposphere and stratosphere indicate that planetary

waves propagate vertically. That is, the planetary waves in the MLT are originally of tropospheric

origin (as opposed to being generated in-situ). The vertical propagation of planetary waves and the

connection between planetary waves in the troposphere and MLT is supported by several numerical

modeling studies [e.g., Salby, 1981a,b; Pogoreltsev et al., 2007].
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In addition to modulating winds and temperatures in the MLT, planetary wave oscillations

have been observed in the ionosphere. Perhaps the first indication of the effect of planetary waves

on the ionosphere was in the day-to-day changes of the geomagnetic daily variation [Chapman

and Bartels, 1940; Hasegawa, 1960]. At the time, these authors did not connect the day-to-day

variations directly to planetary wave activity, but did acknowledge that they were likely to be

connected to day-to-day variations in the neutral winds. It was not until the aforementioned

observational and modeling studies revealed the large amplitude of planetary waves in the MLT that

the importance of the lower atmosphere on intoducing ionospheric variability was fully recogonized.

A number of observational studies have since revealed the existence of periodic behavior due to

planetary waves in various ionospheric measurements such as the equatorial electrojet, F-layer peak

height (HmF2) and density (NmF2) [Chen, 1992; Forbes and Leveroni, 1992; Yi and Chen, 1993;

Altadill and Apostolov, 2003; Altadill et al., 2003; Pancheva et al., 2006; Vineeth et al., 2007].

These studies have, however, been fairly limited in scope owing to the absence of sufficient global

observations. The present understanding of the influence of planetary waves on the ionosphere is

therefore somewhat limited due to the lack of a global context.

Although a number of observational and modeling studies have demonstrated that planetary

waves can introduce considerable temporal variability in the ionosphere, the mechanism by which

planetary waves influence the ionosphere remains partly unknown. Pogoreltsev et al. [2007] studied

the vertical propagation of planetary waves and found that they do not propagate above ∼100-

110 km. Thus, planetary waves are not able to directly influence the F-region ionosphere and an

indirect mechanism is needed. The present understanding is that planetary waves can influence

E-region winds and in-turn modulate the low-latitude electric fields that are generated by the

dynamo mechanism [e.g., Forbes, 1996; Pogoreltsev et al., 2007]. This generates oscillations at

F-region altitudes, since the low-latitude electric fields control the strength and formation of the

equatorial ionization anomaly (EIA). It is also important to note that even though planetary waves

may be restricted in altitude or latitude, they are capable of modulating MLT winds, dynamo-

generated electric fields, and the ionospheric F-region globally. The global influence of planetary
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waves was established in the modeling study by Liu et al. [2010]. Liu et al. [2010] demonstrated

that both migrating and nonmigrating tides (atmospheric tides are discussed in detail in section

1.3) are perturbed globally even in the case of a planetary wave restricted to high-latitudes. The

changes in the low-latitude tides result in perturbations to the low-latitude ionosphere. It should

be noted that there is also significant observational evidence for tidal perturbations during periods

of planetary wave activity [e.g., Forbes et al., 1995b; Angelats i Coll and Forbes, 2002; Pancheva

et al., 2009].

1.3 Ionospheric Variability due to Nonmigrating Tides

1.3.1 Overview of atmospheric tides

Prior to discussion of ionospheric variability due to nonmigrating tides, it is useful to provide a

brief overview of atmospheric tides and their sources. Atmospheric tides are global scale oscillations

in the atmosphere that are driven primarily by the periodic absorption of solar radiation. Solar

thermal tides are dominated by diurnal and semidiurnal oscillations, having periods of 24 and 12

hours, respectively. Tidal oscillations can further be classified as either migrating or nonmigrating.

A migrating tide travels westward with the apparent motion of the Sun and, in a fixed local time

frame, is longitudinally invariant. Conversely, nonmigrating tides exhibit longitudinal variability

when viewed from a fixed local time perspective. Nonmigrating tides are characterized by their

longitudinal wavenumber and propagation direction (eastward or westward).

Zonal symmetry of the periodic solar radiation leads to the generation of migrating tides,

and this explains their longitude invariance. However, since nonmigrating tides exhibit longitudinal

differences, they must be generated by a longitudinal dependent source. The tropical troposphere

plays a key role in generation of nonmigrating tides through large-scale latent heat release in

convective regions. Owing to land-sea differences in the tropics, latent heating is not zonally

symmetric, and this leads to the generation of nonmigrating tides [Hagan and Forbes, 2002, 2003].

Although nonmigrating tides originate in the troposphere, they propagate vertically and achieve
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large amplitudes in the MLT, where they eventually dissipate. Nonmigrating tides can also be

generated through the nonlinear interaction between planetary waves and tides [Teitelbaum and

Vial, 1991; Angelats i Coll and Forbes, 2002]. Due to the fact that nonmigrating tides produced

by the nonlinear interaction of planetary waves and tides can further interact with the original

planetary wave this mechanism can lead to generation of a large spectrum of nonmigrating tides

[Palo et al., 1999].

Throughout the remainder of the text different nonmigrating tides will be discussed along

with the longitudinal wavenumber they may impose on the ionosphere when viewed from a fixed

local time perspective. It is therefore useful to provide an overview of the tidal nomenclature

used herein. A solar thermal tide can be characterized by its frequency, nΩ, where Ω = 2π
24

h−1

and n = 1, 2, 3 (i.e., diurnal, semidiurnal, terdiurnal) and zonal wavenumber s [s < 0(s > 0)

corresponding to eastward (westward) propagation]. Throughout the following, the convention

of DWs or DEs to denote a westward- or eastward-propagating diurnal tide, respectively, with

zonal wavenumber s will be used. For semidiurnal and terdiurnal oscillations let S and T replace D.

The corresponding zonally-symmetric oscillations are denoted D0, S0, T0, and stationary planetary

waves (SPW ) with zonal wavenumber s are expressed as SPWs. Last, note that from a fixed local

time perspective, a tide appears as a longitude variation with zonal wavenumber ks = |s− n|. So,

for example, it is simple to see that DE3 (n = 1, s = −3) and its various manifestations (e.g.,

electric fields, composition variations) produce wave-4 (ks = 4) structures in a local time frame.

However, it is also apparent that SE2 (n = 2, s = −2), DW5 (n = 1, s = 5), SW6 (n = 2, s = 6),

SPW4 (n = 0, s = 4), and so on, also appear as ks = 4. By the same token, a number of other

combinations of n and s can produce ks = 1, 2 and 3 signatures.

1.3.2 Connection between nonmigrating tides and the ionosphere

A direct connection between nonmigrating tides and spatial variability in the ionosphere

was first proposed by Sagawa et al. [2005] to explain longitudinal variability observed at a fixed

local time in nighttime 135.6-nm emissions. Sagawa et al. [2005] proposed that nonmigrating tides
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in the MLT introduce longitudinal perturbations to the E-region dynamo, which in-turn drives

longitudinal variability in the EIA. It is worth noting that this mechanism is similar to that outlined

in section 1.2 for planetary waves; however, nonmigrating tides introduce a spatial variability. As a

historical note, the existence of longitudinal variability in the ionosphere was originally observed by

Thuillier et al. [1976]. However, it was several decades until observations and models revealed the

large amplitude of nonmigrating tides in the MLT [e.g., Lieberman, 1991; Talaat and Lieberman,

1999; Forbes et al., 1995b; Hagan and Forbes, 2002, 2003] allowing for the connection between the

lower and upper atmosphere as proposed by Sagawa et al. [2005].

Following the work of Sagawa et al. [2005], a large body of observational and modeling work

arose on the topic of longitudinal variability in the upper atmosphere. Longitudinal variability has

been observed in ionospheric TEC and electron densities [Lin et al., 2007; Liu and Watanabe, 2008;

Scherliess et al., 2008; Wan et al., 2008], the equatorial electrojet [Alken and Maus, 2007; England

et al., 2006; Lühr et al., 2008], E x B drift velocities [Kil et al., 2008; Fejer et al., 2008; Hartman

and Heelis, 2007], and thermospheric winds, O/N2 ratio, nitric oxide density, and exospheric tem-

perature [Forbes et al., 2009; Häusler et al., 2010; He et al., 2010; Oberheide and Forbes, 2008a].

While these studies clearly demonstrate the presence of longitudinal variability in the Earth’s upper

atmosphere, they do not fully reveal the source mechanism. A number of modeling studies have,

however, confirmed the hypothesis of ? that nonmigrating tides originating in the troposphere are

largely responsible for the generation of longitude variability in the ionosphere and thermosphere

[England et al., 2010; Hagan et al., 2007; Jin et al., 2008; Ren et al., 2010]. When observed at a

fixed local time, throughout most of the year, the ionosphere and thermosphere exhibit a wave-4

variation in longitude, and these modeling studies have supported the suggestion of Immel et al.

[2006] that this variation is due to the eastward propagating nonmigrating diurnal tide with zonal

wavenumber-3 (DE3). This connection is further supported by observational studies demonstrat-

ing the similar seasonal variation observed in the DE3 and ionospheric wavenumber-4 (or wave-4)

longitude structure [Kil et al., 2008; Pancheva and Mukhtarov, 2010; Wan et al., 2008].

Based on the aforementioned studies, it is now well accepted that nonmigrating tides of
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tropospheric origin significantly influence the ionosphere and thermosphere. These studies have

largely focused on the DE3 and its generation of a wave-4 longitudinal structure in the upper

atmosphere. However, it is important to note that there are other nonmigrating tides in the

MLT that can also significantly influence the low-latitude ionosphere and thermosphere. This is

particularly relevant during November-February when the amplitude of the DE3 is small and other

nonmigrating tides may be of greater importance [e.g., Forbes et al., 2008]. Additionally, the wave-

4 structure that is observed in the ionosphere can be generated by other vertically propagating

waves, such as the stationary planetary wave-4 (SPW4), or the semidiurnal eastward propagating

tide with zonal wavenumber-2 (SE2) [Hagan et al., 2009; Oberheide et al., 2011].

1.4 Research Objectives

While the sources of ionospheric variability discussed in the preceding sections may, at first,

appear unconnected, they may be combined under the general designation of periodic behavior in

the ionosphere. Periodic behavior can be viewed as either temporal, as in the case of recurrent

geomagnetic activity and planetary waves, or spatial, as in the case of nonmigrating tides. It is the

overarching objective of this dissertation to further understand the influence of the aforementioned

mechanisms on introducing periodicities in the ionosphere. This is first pursued with regard to the

coupling between the lower atmosphere and ionosphere. As previously mentioned, the connection

between the lower atmosphere and ionospheric variations is a relatively recent discovery, and it is

therefore a rapidly developing field with many unanswered questions. This fact combined with the

recent deep solar minimum and advances in observational methods have made the past years ripe

for detailed investigation of the coupling between the lower and upper atmosphere. A combination

of observations and numerical models are used to develop an understanding of how vertically prop-

agating waves of lower atmospheric origin introduce both periodic spatial and temporal variability

in the ionosphere. This dissertation specifically aims to address the following scientific questions:

(1) How does the seasonal variation of nonmigrating tides influence longitude variations at
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different altitudes in the ionosphere?

(2) Does interannual variability in the lower atmosphere introduce similar variations in the

longitude structures in the ionosphere?

(3) How is the global Sq current system influenced by nonmigrating tides?

(4) What is the global response of ionospheric densities to planetary wave activity?

(5) Is there observational evidence for the nonlinear interaction between planetary waves and

tides in the ionosphere?

All of the above questions address periodic variations in the ionosphere related to forcing from

the lower atmosphere. During the declining phase of solar cycle 23, the Earth’s upper atmosphere

also exhibited periodic variations of solar origin [e.g., Gibson et al., 2009]. The final portion of this

dissertation addresses this fascinating solar-terrestrial connection. While the existence of periodic

behavior in the upper atmosphere related to periodic solar activity is not itself a new discovery,

there remain some unexplored aspects of this connection, and these are investigated herein. The

following scientific questions are addressed:

(6) What is the local time and latitude dependence of the ionospheric response to periodic

geomagnetic activity and what drives these differences?

(7) Can Global Positioning System (GPS) receivers onboard low-Earth orbit satellites be used

to study plasmapause variability? Furthermore, can such a technique be applied for study-

ing periodic behavior of the plasmapause?

The subsequent four chapters are dedicated to answering the scientific questions that are

posed above and are organized as follows. Chapter two provides details concerning the development

of a new data set of TEC observations from the Constellation Observing System for Meteorology,

Ionosphere, and Climate (COSMIC) satellites. This data set will be used to help answer some of

the aforementioned scientific questions. Chapter three is devoted to the influence of nonmigrating
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tides on the ionosphere, and addresses the above items (1)-(3). The influence of planetary waves

on ionospheric densities is addressed in chapter four. The ionospheric response to periodic geomag-

netic activity is studied in chapter five. The final chapter summarizes the work presented herein,

and outlines some of the remaining questions concerning periodic behavior in the Earth’s upper

atmosphere.



Chapter 2

Calculation of topside ionosphere/plasmasphere TEC from the COSMIC

The GPS transmits signals on two different frequencies. Owing to the dispersive nature of

the ionosphere, it introduces a signal delay that is frequency dependent. Because of this frequency

dependence, it is possible for precise positioning users with observations on both frequencies to

correct for the ionospheric effect. Alternatively, observations on both frequencies can be used as a

measurement tool for ionospheric science. The advent and proliferation of the GPS in the past few

decades has provided a new tool for observational studies of the ionosphere. The high-temporal

and spatial (over certain regions) resolution makes GPS a unique observational method. Because of

this, the GPS has contributed significantly to ionospheric science [Coster and Komjathy, 2008, and

references therein]. For example, the connection between storm enhanced density to plasmaspheric

erosion by Foster et al. [2002] was made possible by the extensive network of GPS receivers in

North America, and would have been difficult to make with other methods of observation.

While the GPS has contributed significantly to ionospheric science, it is not without its

limitations. The primary limitation of GPS is that it is a path integrated measurement of electron

density, and thus only measures the line-of-sight TEC. For ground-based receivers, this means

that the GPS provides the TEC integrated from the surface of the Earth to ∼20200 km. The

lack of information on the vertical structure of the ionosphere in GPS TEC observations can be

overcome using tomographic inversion [e.g., Yin et al., 2004; Yizengaw et al., 2007]; however, the

vertical resolution is relatively coarse. Occulting signals between GPS satellites and a GPS receiver

onboard a low-Earth orbit (LEO) satellite can be used to obtain high resolution electron density



13

observations. This technique is known as GPS radio occultation, and has been employed by a

number of satellite missions such as GPS/MET, CHAMP, GRACE, SAC-C, and, most recently

the Constellation Observing System for Meteorology, Ionosphere and Climate (COSMIC). These

missions have demonstrated the utility of GPS radio occultation for studying both the neutral

atmosphere and the ionosphere [Anthes et al., 2008; Anthes, 2011]

GPS radio occultation and ground-based GPS TEC measurements are also limited in that

they primarily provide information about the E- and F-regions of the ionosphere. GPS radio occul-

tation provides vertical profiles of electron densities in the altitude range of ∼60-800 km. Electron

densities in the F-region contribute approximately two-thirds to ground-based TEC observations

[Klobuchar, 1996; Mendillo, 2006]. Variations in the ground-based TEC are thus reflective of

changes that are occuring at predominately F-region altitudes. More recently, precise orbit deter-

mination (POD) GPS receivers onboard LEO satellites have been used to study processes taking

place above the F-region peak [Mannucci et al., 2005, 2008; Yizengaw et al., 2006; Pedatella et al.,

2009]. The use of GPS TEC observations from LEO satellites has two primary advantages. First,

it permits separation of the TEC into distinct altitude regions which allows separate study of the

structure and dynamics of the F-region ionosphere and the topside ionosphere and plasmasphere.

Additionally, LEO satellites provide more complete global coverage compared to ground-based

observations.

Although there have been a number of studies utilizing GPS TEC observations from LEO

satellites, these have been relatively limited in scope in that they have focused on single events.

However, the large number of LEO satellites with GPS POD receivers that are now in orbit (largely

due to the launch of the COSMIC satellites in 2006, see Section 2.2.1), provides a wealth of data that

can be employed for a variety of scientific purposes. Rather than studying single events, portions

of this dissertation seek to use GPS TEC observations from LEO satellites to gain insight into the

topside ionosphere/plasmasphere in a more general sense. Observations from the COSMIC satellites

are utilized in portions of subsequent chapters, and the present chapter provides details on the data

processing necessary to obtain the topside ionosphere/plasmasphere TEC from the COSMIC. The
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remainder of the chapter is organized as follows. Section 2.1 gives a general overview of using the

GPS to determine the TEC. Specific details on the methodology that is applied to the COSMIC

GPS observations is provided in Section 2.2. A brief discussion of the errors present and precision

of the COSMIC TEC observations is given in Section 2.3.

2.1 Determination of TEC from GPS observations

Methods for determining the TEC from dual frequency GPS observations are well established,

and have proven to be a useful tool for studying the ionosphere [Klobuchar, 1996; Mannucci et al.,

1998, 1999]. The TEC can be derived from dual frequency observations of the pseudorange or

carrier phase. On the two frequencies, f1 = 1575.42MHz and f2 = 1227.6MHz, the observables

are given by

P1 = ρnondispersive +
40.3TECrel

f2
1

+ ǫρ1 (2.1)

P2 = ρnondispersive +
40.3TECrel

f2
2

+ ǫρ2 (2.2)

L1 = ρnondispersive −
40.3TECrel

f2
1

+ λ1n1 + ǫφ1 (2.3)

L2 = ρnondispersive −
40.3TECrel

f2
2

+ λ2n2 + ǫφ2 (2.4)

where, P1 and P2 are the pseudorange observations on f1 and f2, respectively, and L1 and L2

are the corresponding carrier phase measurements converted to units of distance. λ1 and λ2 are

the wavelengths of f1 and f2, respectively. n1 and n2 are the corresponding carrier phase cycle

ambiguities. ρnondispersive represents terms that are frequency independent such as geometric range

(i.e., distance between the satellite transmitter and receiver), satellite and receiver clock biases,

troposphere delay (for ground-based receivers), and relativity effects. Several important differences

exist between the pseudorange (Eqs. (2.1) and (2.2)) and carrier phase (Eqs. (2.3) and (2.4))

observations. First, the carrier phase observations are biased by an unknown cycle ambiguity, λn.

Second, the pseudorange error term, ǫρ, is roughly two orders of magnitude larger than ǫφ, the
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carrier phase error. Errors result from both measurement noise, and any unmodeled effects, such

as multipath. Owing to the dispersive nature of the ionosphere, the ionospheric term is frequency

dependent. The line-of-sight TEC can thus be determined from dual-frequency GPS observations.

A relative value of the line-of-sight TEC can be found by combining Eqs. (2.1) and (2.2):

P2− P1 =
40.3TECrel

f2
2

−
40.3TECrel

f2
1

+ ǫρ12 = TECrel
40.3

(

f2
1 − f2

2

)

f2
1 f

2
2

+ ǫρ12 (2.5)

TECrel =
f2
1 f

2
2

40.3
(

f2
1 − f2

2

) (P2− P1) + ǫρ12 (2.6)

The carrier phase observations in Eqs. (2.3) and (2.4) can similarly be combined yielding

TECrel =
f2
1 f

2
2

40.3
(

f2
1 − f2

2

) (L1− L2) + b+ ǫφ12 (2.7)

where, b is an unknown bias that arises from the carrier phase cycle ambiguities. Eqs (2.6) and

(2.7) provide two different approaches for determining the relative line-of-sight TEC, each offering

advantages and disadvantages. The primary advantage of determining the line-of-sight TEC from

Eq. (2.6) is that an absolute value of TEC can be determined based on pseudorange observations.

However, pseudorange observations are more susceptible to multipath effects and measurement

noise which can degrade the precision of pseudorange-based TEC observations. Note also that

by subtracting P1 from P2 the error is increased. That is, ǫρ12 is greater than ǫρ1 and ǫρ2.

Because of their shorter wavelength, carrier phase observations are considerably less impacted by

multipath and measurement noise and, thus, Eq. (2.7), provides a more precise measurement of

TEC compared to Eq. (2.6). The drawback of carrier phase observations is that the resulting TEC

is ambiguous. It is, however, possible to combine the absolute nature of pseudorange observations

with the low-noise carrier phase observations to determine the TEC with both high accuracy and

precision. As described by Mannucci et al. [1998], for each phase-connected arc, j, the carrier phase

bias, bj , can be estimated as follows
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bj =

nj
∑

i=1

wi [(P2− P1)i − (L1− L2)i]

nj
∑

i=1

wi

(2.8)

Eq. (2.8) represents a weighted mean between the pseudorange and carrier phase TEC observations

with the data weights given by wi. The bias for each phase-connected arc, bj , is typically referred to

as the leveling bias since Eq. (2.8) ”levels” the ambiguous carrier phase observations to the absolute

pseudorange observations. The data weights are typically chosen to reduce the effect of measure-

ment noise on the calculation of the carrier phase bias. For ground-based receivers, a weighting

function is typically selected that down weights lower-elevation angle data where pseudorange mul-

tipath tends to be the largest [e.g., Mannucci et al., 1998]. The selection of an appropriate weighting

function for GPS receivers onboard LEO satellites, such as the COSMIC, is more complicated, and

will be discussed in greater detail in Section 2.2.2.

It is important to note that the line-of-sight TEC value calculated using either Eq. (2.6) or

(2.7) is a relative value, and two additional parameters must also be estimated. The absolute TEC

is found after accounting for receiver and transmitter differential code biases (DCB). The absolute

total electron content is then given by

TECabsolute = TECrel +DCBreceiver +DCBsatellite (2.9)

where DCBreceiver is the DCB of the receiver and DCBsatellite is the DCB of the transmitting GPS

satellite. The DCBs result from instrumental (i.e. hardware) biases that are frequency dependent

and are therefore different for each receiver and transmitter. The DCBs can also change over time

and it is necessary to estimate them on a regular basis [Coco et al., 1991].
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2.2 TEC from COSMIC Precise Orbit Determination Receivers

2.2.1 COSMIC Satellite Description

COSMIC consists of six micro-satellites and was launched in April 2006 to study the Earth’s

neutral atmosphere and ionosphere through the technique of GPS radio occultation. The satellites

were initially launched into an orbit near 500 km altitude and over the following 17 months gradually

moved into the final orbit configuration. In the final orbit, the six satellites are evenly distributed

in longitude at an altitude of ∼800km and an orbital inclination of 72◦ [Anthes et al., 2008].

The constellation nature of the COSMIC makes it well-suited for studying the ionosphere and

plasmasphere due to the good local time and longitude coverage that it affords. To study both the

neutral atmosphere and ionosphere, each satellite is equipped with multiple payloads, including two

GPS antennae for GPS radio occultation (GOX), two GPS antennae for POD, a tiny ionospheric

photometer, and a triband beacon [Rocken et al., 2000; Cheng et al., 2006]. Two GOX and POD

antennas are necessary so that one pair can track GPS satellites rising above the limb of the

Earth while the other pair tracks setting GPS satellites. Data from the GOX antennae are used

to generate atmospheric and ionospheric profiles in support of the primary mission objective. The

POD data are primarily used to meet the stringent orbit determination requirements of ∼10 cm in

position and less than 1 mm/s in velocity that are necessary to achieve the desired accuracy of the

atmospheric profiles [Kursinski et al., 1997].

2.2.2 Calculating the Relative TEC: Data Preprocessing and Multipath Mitigation

The methods outlined in Section 2.1 have been applied to the raw GPS POD observations

from the COSMIC to determine the line-of-sight TEC. As a first step in the process, the raw GPS

observations are preprocessed using the Jet Propulsion Laboratory GPS Inferred Positioning System

(GIPSY) software to determine the phase-connected arcs, and identify and attempt to correct any

cycle slips [Lichten and Border, 1987]. Phase connected arcs for the same satellite-receiver pair

that are separated by less than one minute are then connected to form data arcs that are as long as
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possible. This is accomplished by adjusting the L1 values in the second arc of data by an integer

number of wavelengths so that the beginning of the second phase connected arc is in agreement

with the end of the first phase connected arc. Connecting adjacent data arcs is advantageous due

to the relatively short nature of data arcs encountered on LEO satellites. By extending the data

arc it is possible to obtain a more accurate estimate of the leveling bias.

Errors that may be present in ground-based GPS TEC observations are magnified in LEO

GPS TEC observations due to the considerably smaller absolute levels of TEC above the altitude

of LEO satellites. For example, a 1 TECu (1 TECu = 1016 el/m2) error in ground-based TEC

observations may represent a few percent error, while a similar error may be greater than 10% for

LEO observations. It is therefore of utmost importance to identify and mitigate potentially large

sources of error when computing the TEC from LEO observations. Among the potentially large

sources of error is the effect of multipath. This is of particular concern for the COSMIC observations

which are susceptible to significant pseudorange multipath. Multipath effects in the COSMIC

observations are thought to arise due to the GPS signal reflecting off of the solar panels, and also the

use of patch GPS antennae that do not suppress multipath as well as other antennae. Additionally,

the COSMIC solar panels are highly dynamic, and this may serve to increase the severity of the

multipath effects. To illustrate both the intrinsic data noise as well as the effect of multipath,

pseudorange and carrier phase relative TEC are shown for two data arcs in Figures 2.1 and 2.2.

The different noise and error characteristics of pseudorange and carrier phase measurements of

TEC are clearly evident in both figures. The high-frequency small-scale variations that are seen in

Figures 2.1 and 2.2 in the pseudorange observations are due to intrinsic data noise and are related

to the ability of the receiver to cross-correlate the incoming GPS signal with the receiver-generated

copy. These variations are dominated by a random component that will likely average out over

time when the leveling bias is computed. However, the large systematic oscillations present at high

elevation angles in Figure 2.2 are cause for concern. The periodic nature of these oscillations is

indicative of specular multipath which is thought to arise from reflections of the GPS signal off

of the solar panels. These oscillations are ∼40 TECu peak-to-peak which is significant given the
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absolute levels of TEC at high-elevation angles is on the order of 10 TECu. Note that the carrier

phase observations are also effected by multipath; however, the effect of multipath on the GPS

carrier phase observations is orders of magnitude less than the effect on the pseudorange and is

thus not apparent in Figures 2.1 and 2.2.

Given the magnitude of the multipath effect, as demonstrated by Figure 2.2, and the relatively

small values of absolute TEC, it is necessary to mitigate the effects of multipath to accurately

estimate the leveling bias. An accurate estimate of the leveling bias is necessary so that the

COSMIC GPS TEC observations are suitable for scientific studies. There are several methods

which can be employed in order to minimize the effect of the pseudorange multipath. The first

possible approach is to remove the multipath effects through appropriately modeling the multipath

effect on the GPS signal. For example, ray-tracing algorithms can be used to model the GPS

signal and any signal reflections to determine the multipath error. This approach has been used

in the past for the GEOSAT Follow-On Satellite and TOPEX/Poseidon [e.g., Irish et al., 1998;

Byun et al., 2002]. Unfortunately, the highly dynamic nature of the COSMIC satellite solar panels

complicate using this approach for minimizing multipath present in the COSMIC observations.

An alternative approach is to use the POD antenna signal-to-noise ratio (SNR) values to remove

the pseudorange multipath. Oscillations that are present in pseudorange measurements due to

multipath occur in phase with oscillations in the SNR [Ray and Cannon, 2001]. If the SNR data

are scaled appropriately it can therefore be used to remove the pseudorange oscillations that occur

due to multipath. While using the SNR data for multipath mitigation is theoretically possible, this

method is found to be unsuitable for application to the COSMIC data. This can be observed in

Figure 2.3 which shows the SNR data corresponding to Figure 2.2. The values of MP1 and MP2

are also overlaid and these are reflective of the pseudorange multipath. It is clear that changes

in the SNR are not fully reflective of the multipath in the pseudorange data. In particular, while

there are clearly oscillations in each, the phasing does not match. It is therefore clear that it is

not feasible to use the SNR for multipath mitigation. The reasons for that lack of similarity in

oscillations in the SNR and pseudorange are unknown but may be due to poor quality of the SNR
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Figure 2.1: (a) One phase connected arc of data for COSMIC-6 on December 21, 2006. The carrier
phase TEC was leveled to the pseudorange TEC using equal data weights. (b) Same as (a) except
for high-elevation angle data only.
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Figure 2.2: One phase connected arc of data for COSMIC-6 on December 21, 2006. The carrier
phase TEC was leveled to the pseudorange TEC using equal data weights. For this arc, multipath
causes the large oscillations in the pseudorange TEC at high-elevation angles.
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data.

An alternative approach for mitigating the impact of pseudorange multipath on the leveling

bias is through an appropriate selection of the data weights, wi, in Eq. (2.8). As previously

mentioned, for ground-based GPS observations this is typically done by downweighting low elevation

angle data which is more susceptible to multipath. Due to the configuration of the COSMIC

satellites as well as the dynamic nature of the solar panels, such a simplistic scheme would not

be very effective. For the present study, a data weighting scheme is implemented where the data

weight is based on the multipath observed for each individual data arc. The data weight for the

ith epoch is calculated based on Eq. (2.10).

w−1
i =

∣

∣

∣

∣

∣

[(P2− P1)i − (L1− L2)i]−
1

nj

nj
∑

k=1

[(P2− P1)k − (L1− L2)k]

∣

∣

∣

∣

∣

+ 1 (2.10)

As an example, the data weights calculated from Eq. (2.10) for the data arc shown in Figures

2.2 and 2.3 are shown in Figure 2.4. Figure 2.4 demonstrates that using the multipath weighting

scheme results in significantly less weight given to the high-elevation data where multipath is

present. This should, in principle, minimize the influence of pseudorange multipath when the

leveling bias is calculated. A brief comparison of the influence of this data weighting scheme on

the leveling bias is given in Table 2.1. Table 2.1 gives the leveling bias estimates for the case of no

weighting or assigning the weight based on Eq. (2.10) for the data arcs shown in Figures 2.1 and 2.2.

When no significant multipath is present, the difference between the two methods is minimal and

is ∼0.02 TECu. However, when significant multipath is present, the leveling bias estimates differ

by almost 2 TECu. This represents roughly 20% of the absolute level of TEC at high-elevation

angles. Given these differences, it is clear that data weighting significantly influences the leveling

bias and, in-turn, the carrier phase observation of TEC. Further detail on how implementation of

this data weighting scheme improves the results will be presented in Section 2.3.
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Figure 2.4: The data weights, wi, based on Eq. (2.10) for the data arc shown in Figures 2.2 and
2.3.

Table 2.1: Comparison of leveling biases calculated with and without data weighting.

Case Bias - Equal Weight (TECu) Bias - Multipath Weight (TECu)

No Multipath (Figure 2.1) 197.389 197.368
Multipath (Figure 2.2) 26.051 24.648
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2.2.3 Calculating absolute TEC: COSMIC differential code biases

The methods outlined in the preceding section provide the relative TEC and it is necessary

to account for the COSMIC and GPS-transmitter DCBs to obtain the absolute TEC. GPS satellite

biases are routinely estimated by the Center for Orbit Determination in Europe (CODE) [Hugento-

bler et al., 2004] and are used in the present study. The COSMIC DCBs also need to be estimated.

This is done using a model-assisted method using only high-latitude, nighttime observations [Heise

et al., 2002]. In this method, the Global Core Plasma Model [Gallagher et al., 2000] is used to

determine a minimum value of vertical TEC (VTEC), and the DCB is estimated so that the high-

latitude, nighttime observations exceed this minimum value. Note that the VTEC is calculated

from the line-of-sight TEC using a geometric mapping function [e.g., Klobuchar, 1996]. To account

for temporal changes, the COSMIC DCBs are first estimated daily and then smoothed using a

10-day running window. Following estimation of the COSMIC DCBs, the absolute line-of-sight

TEC is calculated based on Eq. (2.9). Note that for the scientific studies that utilize the COSMIC

TEC observations, only observations above 65◦ elevation angle are used. This is done in order to

minimize the impact of potential errors due to mapping function and/or spatial gradients.

2.3 Errors introduced by multipath

Owing to the significant level of multipath present in the COSMIC POD observations, it is

important to assess the errors that this introduces into the topside ionosphere/plasmasphere TEC

determined from the COSMIC data. In doing so it is also possible to develop an understanding of

how effectively the multipath mitigation technique is able to reduce these effects. Although it is not

possible to determine the absolute accuracy of the individual VTEC observations, an estimate of the

precision can be obtained by comparing simultaneous observations using different GPS satellites. If

no errors are present and there are no spatial gradients, simultaneous observations of VTEC should

be identical. On the basis of one month of observations, the average absolute difference between

simultaneous observations is found to be 1.89 TECu when the observations are weighted as detailed
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earlier. This compares to a difference of 2.42 TECu without implementing a weighting scheme to

reduce the multipath effect. Note that any error introduced by spatial gradients is common to both

of these, and the reduction can therefore be attributed to reducing the influence of multipath on

estimating the leveling bias. The remaining error can be attributed to spatial gradients, mapping

function error, and residual multipath effects. Clearly the weighting method is an effective means

for mitigating the effect of multipath on estimating the absolute TEC. Minimizing this effect is

desired to obtain a high-quality set of observations suitable for application to scientific studies.



Chapter 3

Spatial variations in the ionosphere due to nonmigrating tides

As discussed in section 1.3 a number of prior studies have clearly demonstrated the influence

of nonmigrating tides of tropospheric origin on the low-latitude ionosphere. Nonetheless, many

facets of this connection remain unexplored, and it is the aim of the present chapter to further

investigate this fascinating connection. This begins by first developing an understanding of the

seasonal changes to the observed longitude structures in the F-region ionosphere and how these are

connected to different nonmigrating tides in section 3.1. This is further developed in section 3.2,

where the seasonal and altitudinal dependence of the longitude variations are investigated using

a combination of COSMIC observations and a numerical model. The influence of inter-annual

variations in the nonmigrating tides that may result from the El-Niño Southern Oscillation on

introducing ionospheric variability is presented in section 3.3. Lastly, the impact of nonmigrating

tides on the solar quiet (Sq) current system is demonstrated which indicates that the influence of

nonmigrating tides are not restricted to low-latitudes but, rather, perturb the global ionosphere.

Each of the following sections are organized as follows. First, a brief introduction is provided to

provide both historical context as well as outline the objectives of each section. This is followed

by an overview of the data analysis procedures. Results are then presented along with discussion.

Each section is concluded with a summary of the results along with discussion of any potentially

unanswered questions.
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3.1 Intra-annual variability of the low-latitude ionosphere due to nonmi-

grating tides

3.1.1 Introduction

Recent studies have shown that similar variability is observed in the wave-4 structure of the

low-latitude ionosphere and the DE3 tide [Immel et al., 2009; Liu and Watanabe, 2008; Scherliess

et al., 2008; Wan et al., 2008]. Using SABER temperature data, Forbes et al. [2008] demonstrated

that while DE3 dominates the nonmigrating tidal spectrum during most months, other waves (e.g.,

DE2, DW2, SW4, TW5) also make important contributions and moreover some waves dominate

over DE3 during certain months. Similar conclusions are expected for dynamo-region winds, and

Oberheide and Forbes [2008b] recently validated a method that uses tidal temperature and wind

measurements to derive a full specification of tidal winds in the dynamo region. These studies raise

the question of whether similar month-to-month variability exists in the longitude structure of the

dynamo region and the low-latitude F-region ionosphere. The time periods when DE3 is no longer

the dominant tidal component are of particular interest as it is presently unclear how this impacts

the longitudinal structure of the EIA. The primary aim of this section is to further explore the

month-to-month variability of the longitudinal structure of the EIA with particular emphasis on

time periods when DE3 is not the dominant tidal component. F-region electron densities from the

Planar Langmuir Probe (PLP) onboard the Challenging Minisatellite Payload (CHAMP) satellite

and equatorial zonal winds derived from the SABER and TIDI instruments onboard the TIMED

satellite are used to further explore the connection between E-region winds and the longitudinal

structure of the EIA.

3.1.2 Data and Analysis

3.1.2.1 CHAMP In-situ Electron Densities

The CHAMP satellite is in a nearly Sun-synchronous orbit and it precesses in local time at

the rate of ∼5.44 minutes per day. In-situ electron densities can be derived from the PLP onboard
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Table 3.1: Local time, height and mean F10.7 for the time periods considered in the present study.
The height range corresponds to the change that occurs between -30◦ and +30◦ latitude.

Time Period Local Time Height (km) Mean F10.7(W/m2/Hz)

17-27 January 2003 15.2-14.2 409-419 127.8
11-21 July 2004 13.5-12.6 379-389 140.2

1-11 December 2004 12.4-11.5 369-380 92.8
13-23 December 2005 13.7-12.8 348-359 84.9

the CHAMP satellite [Rother et al., 2004] and are available from the Information Systems and

Data Center operated by Geo Forschungs Zentrum (GFZ) Potsdam (http://isdc.gfz-potsdam.de).

We use CHAMP electron density data during the four time periods given in Table 3.1. Also

given in Table 3.1 is the altitude of the CHAMP satellite between -30◦ and +30◦ latitude, the ob-

served local time, and the mean F10.7 flux. These time periods were selected because geomagnetic

activity was low and CHAMP sampled mid-day local times when longitudinal structures are ex-

pected to be present. DE3 is weakest during December-January and we have thus mainly focused

on this time period. One time period in July is included in order to demonstrate that a wave-4 lon-

gitudinal structure is observed when DE3 is the dominant nonmigrating tide. Due to the changing

local time of the CHAMP satellite, only one time period in January was suitable. Two time periods

in December were suitable and both have been included to provide additional confirmation of the

results obtained during this time period. Representative global ionospheric maps are created for

each time period by binning the data in 10 degrees longitude and 1 degree latitude. As shown in

Table 3.1 the sampling altitude differs for each of the time intervals analyzed which will impact the

observed electron densities. It is also uncertain where any given measurement falls with respect

to the F-region peak density. However, all of the measurements fall within the 300-450 km height

range that Lin et al. [2007] found to have a significant wave-4 structure indicating that the in-situ

measurements are a suitable means for observing longitudinal structures in the F-region.

At each longitude, we characterize the strength of the EIA with the crest-to-trough ratio

(CTR) (Eq. 3.1) [Lühr et al., 2007; Mendillo et al., 2000].
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CTR =
ne,n + ne,s

2ne,t
(3.1)

where ne,n and ne,s are the electron densities of the north and south peaks and ne,t is the elec-

tron density of the equatorial trough. The electron density profile at each longitude can then be

characterized by a single number. Note that the CTR is set to 1 when the EIA has not been well es-

tablished at satellite altitudes. Alternatively, the latitude separation of the EIA peaks may be used

to characterize the strength of the EIA. We have obtained similar results using both approaches,

and have choosen to use the CTR for the present analysis.

3.1.2.2 Zonal Wind Amplitudes from TIMED

The nonmigrating tidal amplitudes of the equatorial zonal wind at 100 km are determined

using a Hough Mode Extension (HME) analysis of temperature and zonal and meridional wind

measurements from the SABER and TIDI instruments onboard the TIMED satellite [Oberheide

and Forbes, 2008b]. An altitude of 100 km is used due to superior data quality at this altitude.

Since the nonmigrating tides are vertically propagating, observations at 100 km can be viewed as

representative of the nonmigrating tides entering the dynamo region. A five-year mean (2002-2006)

is used in order to determine the month-to-month variability in the leading nonmigrating tidal

components. The equatorial zonal wind results are representative of the broader latitude region

between ±30◦ latitude.

3.1.3 Results and Discussion

The month-to-month variation of the equatorial zonal winds at 100 km for the leading non-

migrating tidal components is shown in Figure 3.1. The leading tidal components are DE2, DE3,

and SW4 which when viewed at a fixed local time appear as wave-3, wave-4, and wave-2, respec-

tively. The amplitude of each nonmigrating tide exhibits significant month-to-month variability.

In particular, it should be noted that during January the leading tidal component is SW4 followed

by DE2 and DE3. During March-November DE3 is greatest followed by DE2 and SW4. In
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December DE2 is the primary component followed by SW4 and DE3. Given the premise that the

E-region tides are expected to induce a longitudinal dependence in the dynamo electric fields, one

may expect to observe a similar variability in the longitudinal structure of the EIA. Therefore, the

dominant longitudinal structure of the EIA is expected to be wave-2 in January, wave-4 in July,

and wave-3 in December. Other tidal components, many of which appear as wave-2, -3, and -4, are

also present and we have focused here on the three leading tidal components. A detailed discussion

of the various nonmigrating tides that appear as wave-2, -3, and -4 and the relative strengths of

each is given in Forbes et al. [2008].

Representative global electron density maps for the four time periods considered are displayed

in the left panel of Figure 3.2. A Fourier fit is performed using the CTR values at each longitude

and the resulting wavenumber spectra are shown in the right panel. Similar to the variations seen

in the zonal wind amplitudes, the primary component of the CTR amplitude exhibits intra-annual

variability. In January 2003, the dominant component is wave-2 followed by wave-3 and wave-4

is the weakest component. The primary component changes to wave-4 in July 2004 and a similar

amplitude is seen for waves 1-3 during this time period. In December 2004 and 2005 the dominant

wavenumber is 3 followed by wave-2, -1 and -4. There are also significant changes in the amplitudes

from December 2004 to December 2005 which is thought to be due to changes in the orbital altitude

of the CHAMP satellite and/or changes in the level of solar activity (see Table 3.1).

Although the primary focus is on SW4, DE2, and DE3 and their corresponding signatures

in the ionosphere, a significant wave-1 component is also present. The offset of the geomagnetic

field with respect to the geographic equator and longitudinal variation in the neutral winds create

hemispheric asymmetries in the longitudinal structure of the ionosphere [McDonald et al., 2008].

The resulting hemispheric asymmetries will impact the CTR value and may be partly responsible

for the observed wave-1 component. A wave-1 component can also result from the nonmigrating

tides D0, DW2, SW1, and SW3. These tides arise from nonlinear interaction of SPW1 with DW1

and SPW1 with SW2 [Angelats i Coll and Forbes, 2002; Hagan and Roble, 2001]. The months

in question overlap with SPW1 activity in the respective winter hemispheres indicating that the
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Figure 3.1: Month-to-month variability in the equatorial zonal wind nonmigrating tidal amplitudes
at 100 km derived from TIMED. Data represents a five-year mean from 2002-2006. The bracketed
value indicates the longitudinal structure that is observed when the nonmigrating tide is viewed at
a fixed local time.
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Figure 3.2: 10-day mean CHAMP in-situ electron densities. Left panel is data that has been binned
in latitude and longitude and averaged. The right panel is the CTR wavenumber spectrum. Note
that a different color scale is used for each figure.
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observed wave-1 may partly be due to these nonmigrating tides.

We now turn our attention to discuss the results shown in Figure 3.2 in the context of Figure

3.1. Assuming that SW4, DE2, and DE3 are comparable in terms of their efficiency in generating

electric fields, we may expect similar seasonal variations in the CTR wavenumber spectrum and

the zonal wind wavenumber spectrum at 100 km. This is a reasonable assumption considering

the vertical structure of these tides presented by Forbes et al. [2008] indicates similar efficiency

of electric field generation for these nonmigrating tides. In January the leading component in the

zonal wind amplitude is SW4 (wave-2) which is also the dominant wavenumber of the CTR. This

demonstrates that SW4 may be cabable of modulating the dynamo electric fields in order to create

a wave-2 longitudinal structure in the EIA during January. During this same time period, the

second leading component is observed to be wave-3 in both the zonal wind amplitude as well as

the CTR. A wave-4 (DE3) structure dominates the zonal wind amplitude in July and this is also

the dominant wavenumber of the CTR. In July 2004 the CTR amplitude for wave-2 and wave-3

are equivalent whereas from Figure 3.1 it is expected that wave-3 be greater than wave-2. The

results shown in Figure 3.1 represent a five year mean and this discrepancy may be the result of

year-to-year variability in the zonal wind. Lastly, a wave-3 structure is observed to be the primary

component of both the zonal wind amplitude and the CTR during December. In both December

2004 and December 2005, wave-2 is the second major component of the CTR which is in agreement

with the zonal wind amplitudes. Similar to SW4 in January, this demonstrates that DE2 is likely

able to influence the dynamo electric fields in order to create a wave-3 structure in the EIA during

December.

3.1.4 Conclusions

Recent studies that have explored coupling between the dynamo region and the F-region

ionosphere have emphasized the similar variability that is observed in the wave-4 structure and

DE3 [Immel et al., 2009; Liu and Watanabe, 2008; Wan et al., 2008]. Through the inclusion of

additional longitudinal structures and tidal components, the present section provides additional
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insight into this coupling process. During January and December, DE3 is no longer the dominant

tidal component in the equatorial zonal winds and the dominant longitudinal structure of the EIA

becomes wave-2 and wave-3, respectively. The change in the primary longitudinal structure of the

EIA from wave-4 to wave-2 and wave-3 is thought to be due to the dominant nonmigrating tide no

longer being DE3, but, being SW4 in January and DE2 in December. This demonstrates that, in

addition to DE3, other nonmigrating tides are likely able to modulate the dynamo electric fields

and subsequently influence the longitudinal structures in the F-region ionosphere. The four time

periods used in the present analysis have provided observational evidence of longitudinal structures

of the EIA other than wave-4 that develop when DE3 is no longer the primary nonmigrating tide

in the dynamo region. It is believed that this is a recurrent feature in January and December due

the dominant nonmigrating tides being SW4 and DE2, respectively.

3.2 Longitudinal variations in the F-region ionosphere and the topside iono-

sphere/plasmasphere: observations and model simulations

3.2.1 Introduction

Since nonmigrating tides considerably influence the strength and formation of the EIA, the

ionospheric signature of nonmigrating tides is most pronounced in the low-latitude F-region [e.g.,

Lin et al., 2007]. However, observations and modeling results have demonstrated the presence of

longitude variations in the topside ionosphere [Hartman and Heelis, 2007; Kil et al., 2008; Fang et

al., 2009; Huang et al., 2010]. These studies have revealed the occurrence of longitude variations up

to 840 km altitude. Furthermore, the longitudinal variations appear to evolve with altitude which

may be related to the relative importance and differences in neutral winds, composition, and E x

B drift in different altitude regimes. While the modulation of the EIA strength by nonmigrating

tides adequately explains the presence of longitudinal variations in the F-region, this mechanism

alone may not fully explain the occurrence and structure of longitudinal variations in the topside

ionosphere. In regions of large magnetic field declination, significant seasonal differences in the ion
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density and E x B drift velocity near 840 km based on measurements from the Defense Meteo-

rological Satellites Program (DMSP) satellites are observed [Hartman and Heelis, 2007; Huang et

al., 2010]. Both Hartman and Heelis [2007] and Huang et al. [2010] consider the geomagnetic field

declination to play a fundamental role in generating longitude variations in the topside ionosphere.

Huang et al. [2010] proposed that the neutral winds in combination with the magnetic field declina-

tion will enhance (reduce) the field-aligned wind resulting in regions of larger (smaller) ion density

in the topside ionosphere. The seasonal variation in the winds will introduce a seasonal variation

to the longitude variation in the topside ionosphere. In addition to the geomagnetic field orienta-

tion, longitudinal variations in the topside ionosphere may be connected to vertically propagating

nonmigrating tides of tropospheric origin. This is supported by recent observations demonstrating

the direct penetration of nonmigrating tides into the thermosphere [Forbes et al., 2009; Talaat and

Lieberman, 2010]. Forbes et al. [2009] demonstrated tidal variations in exospheric temperature

and this has the potential to introduce longitudinal variations in the topside ionosphere through

influencing the topside ionosphere scale height.

While past studies have demonstrated the presence of longitude variations in the topside iono-

sphere, the mechanisms responsible for their formation and how they compare to similar features

in the F-region remains unclear. The present study aims to further understand the longitude varia-

tions in the topside ionosphere and plasmasphere electron densities through both observations and

numerical simulations. We utilize observations from the COSMIC satellites to obtain simultaneous

observations of the TEC above and below 800 km altitude. This allows us to study the similarities

and differences between longitude structures in the F-region and topside ionosphere/plasmasphere

along with their local time and seasonal dependencies. We further present numerical model results

which demonstrate the relative importance of nonmigrating tides and the geomagnetic field on

generating longitude variations in the topside ionosphere.



36

3.2.2 COSMIC TEC Observations

In the present study we use COSMIC ionospheric observations of TEC from both the POD

antennae and also from vertical electron density profiles obtained through the method of radio

occultation. The TEC from the POD antennae provide information on electron densities above 800

km while the TEC from radio occultation provides details on the electron density up to 800 km.

This method thus permits separation of the ionospheric densities into two distinct altitude regions.

Further details on each of these observations are provided in the subsequent sections.

3.2.2.1 Observations of TEC between 800 and 20200 km

The quasi-zenith directed POD antennae onboard the COSMIC satellites provides informa-

tion on the TEC between the COSMIC orbital altitude (∼800 km) and the GPS orbital altitude

(∼20200 km). The TEC in this region is representative of the electron densities in the topside iono-

sphere and plasmasphere. Based on these observations alone it is not possible to distinguish between

these two regions and we thus refer to these observations as the topside ionosphere/plasmasphere

TEC throughout the remainder of the text. The TEC is obtained based on the methods outlined

in Chapter 2. For the present study, all of the quiet time (Kp <3) vertical TEC observations from

the POD antennae during 2008 are binned in magnetic latitude, geographic longitude, local time

and day of year. The bin sizes are 2.5◦ in magnetic latitude, 24◦ in geographic longitude and two

hours in local time. Note that in the analysis we mix magnetic and geographic coordinates since the

longitude variations in the ionosphere are typically considered in a geographic coordinate frame.

Magnetic latitude is used since the TEC is generally symmetric about the magnetic equator. The

binning is performed using a running 45-day window of observations centered on each day of the

year. The observations are fairly evenly distributed throughout the data bins and each bin has

∼400-500 data points. Although the COSMIC provides adequate sampling on shorter time scales,

a 45-day window of observations is used to reduce the effect of data noise, which may arise due to

multipath, while still providing an adequate characterization of the seasonal variations.
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3.2.2.2 Observations of TEC below 800 km

In order to study the longitude variations at predominately F-region altitudes, COSMIC

observations of vertical electron density profiles obtained through the technique of GPS radio

occultation are used. The COSMIC electron density profiles extend up to ∼800 km altitude and

are in general agreement with incoherent scatter radar and ionosonde observations [Lei et al.,

2007; Kelley et al., 2009]. For the present study, we use electron density profiles during quiet

time periods (Kp <3) of 2008 obtained through the COSMIC Data Analysis and Archive Center

(CDAAC) (http://cosmic-io.cosmic.ucar.edu/cdaac/). For all profiles that extend upwards of 750

km, the measured electron densities are used to calculate the integrated TEC between the bottom

and top of the profile. Only profiles with a maximum altitude of greater than 750 km are used so

that all of the computed TEC values encompass roughly the same altitude domain. Although we

integrate up to ∼800 km, the TEC in this altitude region will largely be dominated by electron

densities in the F-region and thus these observations are suitable for studying variations primarily

occurring at F-region altitudes. The COSMIC electron density profiles are not strictly vertical

profiles and the computed TEC for each electron density profile is geographically located at the

latitude and longitude of the tangent point corresponding to the maximum electron density. To

facilitate comparison with the results for altitudes above the COSMIC satellite altitude, the TEC

from the COSMIC electron density profiles are binned using the same method as discussed in

section 3.2.2.1 for binning of the topside ionosphere/plasmasphere TEC. We do note, however, that

there are considerably fewer data points for the COSMIC TEC below 800 km and each bin contains

∼15-25 points. This difference is primarily driven by the different temporal sampling of GPS radio

occultation compared the TEC observations from the POD antenna. While the POD data are

nearly continuous, GPS radio occultation data are only available when the geometry between the

COSMIC and a GPS satellite is suitable and thus there are significantly fewer GPS radio occultation

observations.
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3.2.3 Model Description

To investigate the source of the longitude variations in the F-region ionosphere and the topside

ionosphere and plasmasphere we have coupled the Global Ionosphere Plasmasphere (GIP) model

[Millward et al., 2007] to the National Center for Atmospheric Research (NCAR) Thermosphere

Ionosphere Electrodynamics General Circulation Model (TIE-GCM) [Richmond et al., 1992]. A

brief description of the individual models is provided below along with details regarding the coupling

of the two models.

The GIP model is based on the ionosphere-plasmasphere part of the Coupled Thermosphere

Ionosphere Plasmasphere (CTIP) model [Millward et al., 2001] and solves the coupled equations

of continuity, momentum and energy balance in a magnetic coordinate system. Densities, temper-

atures and velocities are calculated for O+ and H+ ions and the additional ions (N+, N+
2 , O+

2 ,

NO+) are calculated based on chemical equilibrium. In the GIP model, the equations are solved

along realistic geomagnetic field lines based on the magnetic apex coordinate system [Richmond,

1995b] and the International Geomagnetic Reference Field (IGRF). This represents a significant

improvement upon the dipole geomagnetic field utilized in the CTIP model since the GIP includes

distortions of the geomagnetic field which can have a significant influence on the ionosphere. The

GIP model is separated into a low-mid latitude region where interhemispheric transport along flux

tubes is taken into account and a high-latitude portion where there is no plasma flux across an up-

per boundary of 10000 km. For the present study we are only concerned with the low-mid latitude

region which extends to L=4, where L is the L-shell [McIlwain, 1961]. The flux tubes in the low-mid

latitude region are spaced 4.5◦ in magnetic longitude and each magnetic meridian includes 67 flux

tubes in latitude (or altitude). The base of each magnetic flux tube is 90 km and they extend to

∼19000 km. Lastly, we note that the GIP only solves for the ions and electrons in the ionosphere

and plasmasphere and does not include calculation of the thermosphere or electrodynamics. It thus

requires input of the neutral thermosphere and E x B drift velocities from an external source, such

as an empirical model.
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The TIE-GCM globally solves the dynamical equations for the thermosphere and ionosphere

with self-consistent electrodynamics. The electrodynamics are calculated using a realistic geomag-

netic field (IGRF) and magnetic apex coordinate system [Richmond, 1995b]. At each time step the

model calculates the neutral temperature, winds, and densities of various atmospheric constituents

as well as the ionospheric structure on fixed pressure levels. The resultant neutral winds, ion den-

sities, and calculated conductivities are then used to solve for the electric potential at each time

step. For the present study, the TIE-GCM is run with a horizontal resolution of 2.5◦ in geographic

latitude and longitude and a vertical resolution of four points per scale height. The lower boundary

of the model is at approximately 97 km and the upper boundary ranges from 400-700 km depending

on solar flux conditions.

In an effort to improve upon the shortcomings in each model, we have coupled the GIP model

to the TIE-GCM. Hereafter we will refer to the coupled model as GIP-TIEGCM. There are two

significant advantages resulting from this coupling. First, the neutral thermosphere and electro-

dynamics that need to be specified for the GIP can be solved directly in a self-consistent manner

and thus do not need to be based on empirical thermosphere or electrodynamic models. The cou-

pling of these two models also eliminates the artificial upper boundary of the TIE-GCM. It is thus

no longer necessary to specify ion number and electron heat fluxes between the ionosphere and

plasmasphere across the model upper boundary. This should, in principal, improve the description

of the low-latitude ionosphere and electrodynamics. Rather than including an interface between

the two models at the upper boundary of the TIE-GCM, the models are completely coupled and

the ionosphere in the TIE-GCM is entirely replaced by the GIP ionosphere. The TIE-GCM elec-

trodynamics solver is used and the necessary field line integrals of conductivity and wind-driven

current density are calculated along the GIP flux tubes. The electric fields calculated within the

TIE-GCM are then used to calculate the vertical and zonal E x B drift velocities used for the

ionospheric calculations. In the GIP model we have included zonal E x B drifts which represents

an improvement upon the original CTIP model which only includes drift in the magnetic merid-

ional plane. The inclusion of zonal drifts in the model is important for the present study since
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they may contribute to longitudinal variations in the topside ionosphere [e.g., Huang et al., 2010].

The TIE-GCM also provides the neutral thermosphere densities, temperature, and winds that are

required for the GIP calculations. Because it is not included in the TIE-GCM, the neutral hydro-

gen in the coupled model is still specified empirically based on the Mass Spectrometer Incoherent

Scatter (MSIS) model [Picone et al., 2002]. Since the height domains of the GIP and TIE-GCM

models are different, it is necessary to make some assumptions regarding the neutral thermosphere

so that it encompasses the entire GIP grid. Above and below the TIE-GCM domain we assume

constant winds and neutral temperatures. The individual constituents of the neutral atmosphere

are extrapolated assuming a constant scale height where the scale height is determined at each

latitude and longitude gridpoint from either the highest or lowest two gridpoints in the vertical

direction. Note that the coupled GIP-TIEGCM is still in a developmental stage; however, for the

purposes of the present study, it has been adequately tested to confirm that the model provides

reasonable results.

The GIP-TIEGCM has been used to perform several simulations in an effort to reproduce

and understand the causes of observed longitude variations in both the F-region as well as the

topside ionosphere and plasmasphere. Simulations have been performed for September equinox

and December solstice under solar quiet (F10.7=60) conditions. Note that this solar flux is slightly

below the actual conditions during 2008. However, it was necessary to run the model at a slightly

lower solar flux so that the F-region electron densities from the model match observations during

2008. Each simulation is initialized from a 20 day run of TIE-GCM (version 1.92). The coupled

model is then run for 10 days so that the model reaches a steady state. Two simulations are

performed for each season: one where the lower boundary of the model is forced with diurnal

and semidiurnal migrating and nonmigrating tides and another with no tidal forcing at the lower

boundary. This allows us to separate the effects of longitude variations due to nonmigrating tides

and those that may be related to the orientation of the geomagnetic field. For the September

simulation, the lower boundary forcing is based on the Global Scale Wave Model (GSWM) [Hagan

and Forbes, 2002, 2003]. In September, as previously discussed and shown in the following section,
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the daytime ionosphere exhibits a distinct wave-4 pattern and prior studies have connected this

longitude variation to the DE3 tide [e.g., Immel et al., 2006; Wan et al., 2008]. We have adjusted

the DE3 amplitude and phase at the lower boundary during September in order to achieve good

agreement between the observations and model results for the TEC up to 800 km. It was necessary

to increase the DE3 amplitude by a factor of 1.5 and adjust the phase by 2.75 hours. As the present

study is primarily concerned with the difference in longitude variations of TEC above and below

800 km we have chosen to adjust the model forcing so that the model results above 800 km should

be representative of the actual conditions. Adjusting the model forcing in this manner permits

a more accurate comparison with observations of the topside ionosphere/plasmasphere TEC. For

December solstice, the GSWM tends to overestimate the DE3 and this results in a significant

wave-4 longitude structure in the ionosphere which is inconsistent with observations of wave-2 or

wave-3 structures during this time period [e.g., Scherliess et al., 2008; Pedatella et al., 2008]. For the

December solstice simulation, we have therefore choosen to use lower boundary conditions based on

Hough Mode Extensions (HMEs) obtained from Thermosphere Ionosphere Mesosphere Energetics

and Dynamics (TIMED) TIMED Doppler Interferometer (TIDI) and Sounding of the Atmosphere

using Broadband Emission Radiometry (SABER) observations [Forbes et al., 2009; Oberheide et al.,

2009, 2011]. The HMEs used are based on observations from 2002-2008 and thus are considered to

be representative of the tidal climatology at ∼97 km. Using the HMEs for the December simulation

is thought to provide more realistic lower boundary forcing compared to using the GSWM for this

time period. A mixture of nonmigrating tides is likely to create the longitude variations that are

observed in December and this complicates any adjustment of the lower boundary forcing to match

the observations as was done for the September simulations. We therefore do not make any effort to

adjust the lower boundary forcing for the December simulation. Note that we could have also used

the HMEs to force the lower boundary for the September simulation. However the DE3 forcing,

which primarily generates the longitude variability during September, would remain the same since

we adjust the September DE3 to achieve agreement between TEC below 800 km in the model and

observations. We would, therefore, expect to obtain similar results in September if we used the



42

HMEs to force the lower boundary.

For comparison with the observations, the model results are used to calculate the TEC in the

topside ionosphere/plasmasphere up to 20200 km. Since the model domain extends only to ∼19000

km at the magnetic equator, and less at higher latitudes, we extrapolate the electron densities

up to 20200 km. The extrapolation is done by first transforming the electron densities along the

flux tubes to a latitude, longitude, and altitude grid. The grid spacing is 3◦ in magnetic latitude,

4◦ in geographic longitude, and in the vertical ranges from 5 km at low altitudes to 500 km at

high altitudes. The electron density at each gridpoint is calculated based on a distance weighted

average of the electron densities at flux tubes points that are within the gridpoint domain (i.e.,

within ±1.5◦ latitude, ±2◦ longitude and variable height depending on the altitude). For each

latitude and longitude the electron density is then extrapolated in the vertical direction up to

20200 km based on a constant scale height which is determined from the two highest grid points

that are within the L=4 outer boundary of the flux tubes. At higher latitudes, this can result in

extrapolating over large altitude regions. The present study is, however, primarily focused on low

latitudes where any errors associated with the height extrapolation of electron densities should be

minimal.

3.2.4 Results

The longitudinal variations at 17 local time (LT) of the TEC at altitudes above and below 800

km that are observed by the COSMIC satellites and simulated by the GIP-TIEGCM are presented

in Figures 3.3 and 3.4 for September equinox and December solstice, respectively. The results for

17 LT can be considered as generally representative of the longitude variations during the daytime

and this fact will be shown in subsequent figures. As expected, around September equinox, the

longitude variations in the F-region ionosphere (Figures 3.3a and 3.3c) exhibit a primarily wave-4

structure which is attributed to forcing by the DE3 tide. A similar wave-4 feature in longitude is

also apparent in both the observations and model results of the topside ionosphere/plasmasphere

as shown in Figures 3.3b and 3.3d. In both of these altitude regions, the GIP-TIEGCM is generally
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able to reproduce the COSMIC observations. In the F-region, the modeled longitude variations

of the maxima in the EIA crest region match the regions of enhanced density observed by the

COSMIC. This correspondence is to be expected since we have adjusted the amplitude and phase

of the DE3 forcing at the model lower boundary to obtain an agreement with the observations.

Although the longitude variations are in good agreement, the GIP-TIEGCM results show a more

distinct EIA compared to the observations. Depending on the geometry of the COSMIC-GPS

raypath, there can be a difference of several degrees in latitude and longitude between the top and

bottom of the COSMIC electron density profiles and this has the potential to smooth the EIA in the

observations. The lack of distinct EIA in the observations may also be related to the assumption

of spherical symmetry when determining the electron densities using GPS radio occultation. This

assumption can introduce significant errors in the equatorial anomaly region [Yue et al., 2010].

In the topside ionosphere/plasmasphere TEC, although both the model and observations reveal a

wave-4 structure in longitude, there is some discrepancy in the location of the maxima. Both the

model and observations have maxima near 100◦ and 200◦ geographic longitude but the locations of

the other two maxima are slightly different. It is also clear that while the model and observations

reveal similar longitude variations in the topside ionosphere/plasmasphere, they differ considerably

in absolute terms and the observations tend to be 2-3 TECu (1 TECu = 1016 el/m2) (∼20% at

the maxima in longitude) larger. This difference may stem from the electron temperature used

in the model which will influence the topside ionospheric scale height. At present, the electron

temperature in the GIP-TIEGCM is calculated based on the neutral temperature. We assume

that Te = kTn, where Te is the electron temperature, Tn is the neutral temperature, and k is

an empirical factor based on altitude and solar zenith angle. Changing the value of k will thus

change the topside ionospheric scale height and in-turn the absolute levels of TEC in the topside

ionosphere/plasmasphere. The 2-3 TECu disagreement between the modeled and observed topside

ionosphere/plasmasphere TEC is therefore thought to be partly related to the k values presently

used in the model which may not be appropriate for the extreme solar minimum conditions present

during 2008.
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Figure 3.3: Geographic longitude and magnetic latitude variations of the TEC at 17 LT around
September equinox for (a) COSMIC observations below 800 km, (b) COSMIC observations above
800 km, (c) GIP-TIEGCM simulation below 800 km without tidal forcing, (d) GIP-TIEGCM
simulation above 800 km with tidal forcing, (e) GIP-TIEGCM simulation below 800 km without
tidal forcing, and (f) GIP-TIEGCM simulation above 800 km without tidal forcing.
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Figure 3.4: Same as Figure 3.3 except for December solstice conditions.
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The model results without tidal forcing are shown in Figures 3.3e and 3.3f and longitude

variations are apparent. Similar to Hagan et al. [2007], in the absence of nonmigrating tides, only

small longitudinal variations occur in the F-region ionosphere. The situation in the topside iono-

sphere/plasmasphere TEC is different and even without tidal forcing significant longitude variations

are present (Figure 3.3f). However, comparison of Figure 3.3c with 3.3e and 3.3d with 3.3f reveal

that the longitude variations without tidal forcing are significantly different than those that occur

in the presence of tidal forcing. This clearly demonstrates that including nonmigrating tidal forc-

ing in the model is important for reproducing the observed longitude variations. The generation of

longitude variations in the absence of tidal forcing will be discussed in detail later.

The observations and model results for December solstice (Figure 3.4) again reveal consider-

able longitude variations in the F-region ionosphere as well as the topside ionosphere/plasmasphere.

These variations are, however, considerably different than those that occur around September

equinox due to the dominance of different nonmigrating tides during this time period [Forbes et

al., 2008]. The observations exhibit notable maxima in the F-region between roughly 70-120◦ and

300-360◦. This longitude variation may be related to the tidal forcing being dominated by DE2

and SW4 during Northern Hemisphere winter [Forbes et al., 2008; Pedatella et al., 2008]. The

model results in the F-region also exhibit enhancements around 60-120◦ and 300-360◦; however, a

maximum is also observed around 200-260◦ geographic longitude. The difference in the observed

and modeled longitude variation may be related to the climatological forcing that is used at the

model lower boundary which may not be fully representative of the conditions during December

2008. The difference could also be related to inaccurate vertical propagation of the tides in the

model during December solstice. In the topside ionosphere/plasmasphere, both the model and

observations reveal a significant maximum in the TEC beginning around 260◦ longitude and this

feature extends beyond 0◦ longitude. There are also smaller secondary maxima near 120◦ and 200◦

longitude in the observation results. While there is some indication of an enhancement around 120◦

geographic longitude in the model simulation with tidal forcing, the observed secondary maxima

are largely absent from the model results. We again note that significant longitude variations exist
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in the absence of tidal forcing as can be seen in Figures 3.4e and 3.4f. Contrary to the September

simulation results, the GIP-TIEGCM simulations for December solstice reveal notable longitude

variations in both the F-region and the topside ionosphere/plasmasphere and we will discuss these

features later.

The evolution of the longitude variations with local time for September equinox and December

solstice are presented in Figures 3.5 and 3.6, respectively. The results presented in Figures 3.5 and

3.6 correspond to the average TEC between 10-20◦N latitude for the region below 800 km and

between ±10◦ latitude for the topside ionosphere/plasmasphere. These latitudes correspond to

the regions where the longitude variations are most pronounced. During the daytime, Figures 3.5

and 3.6 reveal similar longitude variations as shown in Figures 3.3 and 3.4. In December, it is

worth noting that both the observations (Figure 3.6a) and model results (Figure 3.6c) of the F-

region show fairly similar longitude variations during the daytime. However, there is a slight shift

in the local time of the longitude variations and this may account for some of the disagreement

between the longitude variations shown in Figures 3.3a and 3.3c. There is a clear difference in

the local time behavior of the longitude variations in the two altitude regions. In the F-region, a

similar longitude structure tends to dominate at all local times. For example, around September

equinox both the observations (Figure 3.5a) and GIP-TIEGCM simulation (Figure 3.5c) reveal a

primarily wave-4 feature at all local times. Presuming that the DE3 is the only tide responsible

for generating the wave-4 feature in the F-region, a phase shift of 90◦/24 hr LT should occur. The

dashed lines in Figures 3.5a and 3.5c indicate this phase shift. Although there is a phase shift

in the observed and modeled wave-4 feature in the F-region, it is not exactly 90◦/24 hr LT. This

indicates that other nonmigrating tides may be contributing to the wave-4 variation as suggested

by Oberheide et al. [2011]. Alternatively, the slightly different phase shift may be related to zonal

E x B drifts which may increase the phase shift during the day and decrease the phase shift at

night [Wan et al., 2008]. Unlike the F-region, in the topside ionosphere/plasmasphere significant

differences are observed in the daytime and nighttime longitude variations. This is particularly

apparent around September equinox where the wave-4 structure that is present during the daytime
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is no longer apparent at night. At night, there tends to be two regions of enhanced TEC in the

topside ionosphere/plasmasphere TEC. Although to a lesser extent, different longitude variations

can also be observed in the daytime and nighttime topside ionosphere/plasmasphere TEC during

December solstice.

The seasonal change of the longitude variations observed by the COSMIC satellites in the

F-region and topside ionosphere/plasmasphere TEC are presented in Figures 3.7a and 3.7b, respec-

tively. The results shown in Figure 3.7 are the average TEC between 12-18 local time for the same

latitude ranges used in Figures 3.5 and 3.6. Figure 3.7a reveals the emergence of a wave-4 variation

in longitude during Northern Hemisphere summer that extends into September-October. In North-

ern Hemisphere winter three maxima (or minima) are apparent. During this time period, minima

can be observed near 60◦, 170◦, and 340◦ geographic longitude. The presence to three maxima (or

minima) in longitude during Northern Hemisphere winter is consistent with prior observations in

the F-region [Scherliess et al., 2008; Pedatella et al., 2008]. In the topside ionosphere/plasmasphere

TEC (Figure 3.7b), perhaps the most striking feature is the large seasonal variation that occurs

between 300-360◦ geographic longitude. The topside ionosphere/plasmasphere TEC is significantly

enhanced in this region during Northern Hemisphere winter and exhibits a large depletion during

Northern Hemisphere summer. A similar feature and seasonal variation has been observed at dusk

in the ion density at 840 km [Huang et al., 2010]. Other longitude variations are also present

and, similar to the F-region, a wave-4 variation is observed around both March and September

equinoxes.

3.2.5 Discussion

Figures 3.3-3.7 clearly demonstrate the presence of longitude variations in both the F-region

ionosphere and topside ionosphere/plasmasphere TEC. There are also considerable seasonal and

local time variations as previously mentioned. We now turn our attention to understanding the

causes of the observed and modeled longitude variations in the topside ionosphere/plasmasphere

as well as their similarities and differences with those in the F-region. By far the most dominant
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Figure 3.5: The local time and longitude variation of the TEC around September equinox for (a)
COSMIC observations below 800 km, (b) COSMIC observations above 800 km, (c) GIP-TIEGCM
simulation below 800 km, and (d) GIP-TIEGCM simulation above 800 km. The results for the
TEC below 800 km are averages between 10-20◦N magnetic latitude and the TEC above 800 km
are averaged between ±10◦ magnetic latitude. The dashed lines in (a) and (c) indicate a phase
shift of 90◦/24 hr LT which is the expected phase speed of the DE3 in a fixed local time frame.
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Figure 3.6: Same as Figure 3.5 except for December solstice conditions.
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feature in the topside ionosphere/plasmasphere is the significant seasonal variation observed in the

TEC between 300 and 360◦ geographic longitude. Furthermore, this feature is not apparent in the

F-region indicating that the mechanism by which this feature is generated is altitude dependent.

As previously mentioned, Huang et al. [2010] observed a similar feature and seasonal variation

in the topside ionosphere ion densities at dusk near 840 km and they attributed this feature to

the large declination of the geomagnetic field in this longitude sector. The combination of the

geomagnetic field declination along with the seasonal variation in the neutral winds is thought to

either enhance or reduce the field-aligned component of the neutral wind. This results in the large

topside ionosphere ion densities (or TEC) during Northern Hemisphere winter and a depletion

during Northern Hemisphere summer [Huang et al., 2010]. The field-aligned wind component can

significantly influence densities in the topside ionosphere [e.g., Kil et al., 2006] and this effect is

therefore most pronounced in the topside ionosphere/plasmasphere which explains its absence in

the F-region. Hartman and Heelis [2007] observed a similar longitude and seasonal variation in

the topside ionosphere vertical E x B drifts at dawn. They attributed the longitudinal variations

observed near the solstices to be due to the relative orientation of the terminator and magnetic

meridian in regions of large declination. While this may explain the longitude variations at dawn,

in regions of large declination, Figure 3.6 demonstrates that the enhancement in the topside iono-

sphere/plasmasphere TEC is observed at all local times. The fact that this feature is present at

all local times tends to support the hypothesis that it is generated by enhanced field-aligned winds

associated with the orientation of the geomagnetic field. The GIP-TIEGCM simulations without

tidal forcing during December solstice (Figure 3.4f) support the fact that the enhanced topside iono-

sphere/plasmasphere TEC near 300-360◦ geographic longitude is driven by enhanced field-aligned

winds. As this feature appears in the model simulations without tidal forcing it is not a signature of

nonmigrating tides originating in the lower atmosphere. While we do not present model simulations

for June solstice, we presume that the seasonal variations in the neutral winds would act in com-

bination with the geomagnetic field and result in depleted topside ionosphere/plasmasphere TEC

in this region as observed by the COSMIC satellites. Although most pronounced near solstice, the
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effect of the geomagnetic field on the longitude variations in the topside ionosphere/plasmasphere

is also significant during September equinox (Figure 3.3f).

The effect of the geomagnetic field alone appears to generally have a greater influence on

producing longitude variations in the topside ionosphere/plasmasphere compared to the F-region.

Nonetheless, the geomagnetic field does introduce some longitude variability in the F-region as

can be observed in Figures 3.3e and 3.4e. The GIP-TIEGCM simulations reveal a considerable

seasonal variation of the relative importance of nonmigrating tides and the geomagnetic field for

producing the longitude variations. Comparison of Figures 3.3c and 3.3e demonstrate that, for

September equinox, the inclusion of nonmigrating tides drastically changes the longitude variations

at 17 LT in the F-region ionosphere. The situation in December is rather different, and there is

some degree of similarity between the GIP-TIEGCM simulations with and without tidal forcing.

These results indicate that during time periods around September equinox, when the amplitude of

DE3 is large, the ionospheric longitude variations are dominated by the nonmigrating tides while

during Northern Hemisphere winter the role of nonmigrating tides may be of lesser (although not

insignificant) importance. That is, during Northern Hemisphere winter, nonmigrating tides and

the geomagnetic field orientation may be of roughly equal importance whereas around September

equinox the role of nonmigrating tides appears to be of significantly more importance than the

geomagnetic field.

While the geomagnetic field clearly plays a significant role in producing longitude variations

in the topside ionosphere/plasmasphere, both the COSMIC observations and GIP-TIEGCM simu-

lations reveal the presence of additional features which are not explained by the geomagnetic field

alone. This fact is especially apparent around September equinox when a notable wave-4 feature is

observed in the topside ionosphere/plasmasphere TEC (Figures 3.3 and 3.5). As seen in Figure 3.3f,

the geomagnetic field alone may introduce a wave-2 structure in longitude but both the observations

(Figure 3.3b) and GIP-TIEGCM simulations with complete tidal forcing (Figure 3.3d) indicate a

wave-4 structure in longitude. Similar to the numerous prior studies on longitude variations in the

F-region [e.g., Immel et al., 2006; Lin et al., 2007; Wan et al., 2008] we consider this longitude
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structure in the topside ionosphere/plasmasphere TEC to be a signature of nonmigrating tidal

influences. However, although modulation of vertical E x B drifts and the EIA may explain the

presence of these variations in the F-region this mechanism may not entirely explain the observed

longitude variations in the topside ionosphere/plasmasphere TEC. If the longitude variations were

purely driven by the E x B drifts then similar variations should be present in the F-region and

topside/ionosphere plasmasphere and this is not the case. We therefore expect other processes may

be contributing. We consider two alternative means by which nonmigrating tides may introduce

longitude variability into the topside ionosphere/plasmasphere. First, evidence now exists that

nonmigrating tides can penetrate into the thermosphere and influence thermospheric neutral den-

sities and winds, as well as exospheric temperatures [Forbes et al., 2009; Talaat and Lieberman,

2010]. The direct penetration of nonmigrating tides to these altitudes may play a critical role for in-

troducing longitude variations into the topside ionosphere/plasmasphere TEC. The resultant tidal

variations in temperatures will introduce longitude variations in the topside ionospheric scale height

and thus influence the vertical distribution of plasma in the topside ionosphere/plasmasphere. In

the equatorial region, longitude variations have been observed in the topside ionospheric scale height

[Liu et al., 2008] indicating that variations in the scale height are a plausible mechanism for the

introduction of longitude variations into the topside ionosphere/plasmasphere TEC. Although Liu

et al. [2008] did not discuss the cause of the longitude variations in the scale height, they noted that

they peak at the equator which is consistent with the tidal perturbations in exospheric temperature

observed by Forbes et al. [2009] and the topside ionosphere/plasmasphere TEC observations pre-

sented herein. Thus, we believe that the nonmigrating tides may introduce longitude variations into

the topside ionosphere/plasmasphere TEC by tidal perturbations in temperature which influence

the topside ionospheric scale height.

Nonmigrating tides may also influence the topside ionosphere/plasmasphere due to mod-

ulation of F-region densities in combination with the diurnal exchange of plasma between the

ionosphere and plasmasphere. In general, the flow between the ionosphere and plasmasphere is

upward (flowing from the ionosphere to the plasmasphere) during the daytime and downward
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(flowing from the plasmasphere to the ionosphere) at night. During the daytime, the vertical flow

of plasma in longitude sectors of enhanced density in the F-region may result in larger topside

ionosphere/plasmasphere densities at these longitudes as well. The significant difference in the

longitude variations in the topside ionosphere/plasmasphere during the daytime and nighttime

supports the fact that these variations may, in part, originate in the F-region. If the longitude

variations in the topside ionosphere/plasmasphere partly result from the vertical flow of plasma

from the F-region then it is logical that they would disappear at night when plasma flows downward

from the plasmasphere into the ionosphere. In fact, this downward flow could potentially serve to

maintain the longitude variations in the nighttime F-region.

We consider both of the aforementioned mechanisms for nonmigrating tides generating lon-

gitude variations in the topside ionosphere/plasmasphere TEC to be plausible. The most likely

scenario is that both of these mechanisms contribute to some degree although it is difficult to spec-

ify the relative importance of direct tidal penetration compared to vertical flow from the F-region.

The role of the geomagnetic field orientation is also important and the actual longitude variations

that are present will be some combination of the effect of nonmigrating tides superimposed upon

the variation due to the geomagnetic field.

3.2.6 Conclusions

In the present study we have presented observations and model results of the seasonal and

local time variability of longitude structures in the ionospheric TEC above and below 800 km alti-

tude. This has revealed some of the similarities and differences of the longitude variations present

in these two altitude regions. The COSMIC observations and GIP-TIEGCM simulations reveal

the expected seasonal, local time, and latitude behavior of the longitude structures in the F-region

ionosphere. The results presented do, however, provide new insight into the longitude variations

present in the topside ionosphere/plasmasphere. The most dominant feature in the topside iono-

sphere/plasmasphere TEC is a pronounced longitude and seasonal variation observed near 300-360◦

geographic longitude. At all local times, this longitude region exhibits a distinct minimum during
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Northern Hemisphere summer while a maximum is present during Northern Hemisphere winter.

Results from a new coupled model indicate that this feature is not related to nonmigrating tides

and it is thought to be due to the seasonal variation of the neutral winds in combination with the

geomagnetic field orientation.

Both the COSMIC observations and GIP-TIEGCM results also reveal longitude variability

in the topside ionosphere/plasmasphere TEC related to nonmigrating tides. This is most apparent

in the distinct wave-4 variation in longitude that is present around equinoxes in the daytime topside

ionosphere/plasmasphere TEC. The GIP-TIEGCM simulations are able to reproduce this feature

when nonmigrating tides are included at the lower boundary and thus indicate that the source of the

longitude variations in the topside ionosphere/plasmasphere is nonmigrating tides. We attribute

the existence of nonmigrating tidal variations at altitudes in excess of 800 km to two potential

mechanisms. First, these may be connected to variations in the scale height related to temperature

perturbations. The nonmigrating tidal perturbations in the topside ionosphere/plasmasphere may

further be related to the upward flow of plasma from regions of enhanced density in the F-region

during the daytime. This second mechanism may explain the similarity between the F-region and

topside ionosphere/plasmasphere longitude structures during the daytime and the notable difference

in the longitude variations at night when the direction of plasma flow is reversed. Ultimately the

longitude variations present in the topside ionosphere/plasmasphere TEC are likely a mixture of

effects due to nonmigrating tides as well as those due to the neutral winds in combination with the

geomagnetic field orientation.

Lastly, it is important to recognize the fact that the results in the present study are for a sin-

gle year during solar minimum conditions when the vertical coupling between the lower atmosphere

and the ionosphere and thermosphere is enhanced. COSMIC observations during 2009 reveal simi-

lar variations in the topside ionosphere/plasmasphere TEC indicating that these structures exhibit

stability and are likely to always be present during solar minimum conditions. However, whether

similar longitude variations are present during solar maximum remains largely unknown. Additional

observations and modeling studies are required to fully understand how the enhanced tidal dissipa-
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tion during solar maximum influences longitude variations in the topside ionosphere/plasmasphere.

3.3 Inter-annual variability in the longitudinal structure of the low-latitude

ionosphere due to the El-Niño Southern Oscillation

3.3.1 Introduction

DE3 exhibits significant intra-annual variability and it achieves maximum amplitude in

August-September and is minimum during December-January [Oberheide et al., 2006; Forbes et al.,

2008]. Similar intra-annual variability has been observed in the wave-4 longitudinal structure of the

low-latitude ionosphere [England et al., 2009; Liu and Watanabe, 2008; Wan et al., 2008]. These

prior studies demonstrate that changes in the amplitude of DE3 impact the formation and strength

of the wave-4 longitudinal structure observed in the low-latitude ionosphere. However, they have

only addressed the question of how the intra-annual variability in the wave-4 longitudinal structure

is related to the intra-annual variability of the DE3 amplitude in a climatological sense. Although

DE3 exhibits significant intra-annual variability, DE3 and other nonmigrating tides can also ex-

perience day-to-day and inter-annual variability. Inter-annual variability in the strength of DE3

was observed by Forbes et al. [2008]; however, the cause of this variability is unknown. Day-to-day

variability in the amplitude of DE3 is closely related with temporal variations in tropical rainfall

[Miyoshi, 2006]. Due to the large-scale changes in precipitation and surface temperatures associ-

ated with the El Niño Southern Oscillation (ENSO) [Ropelewski and Halpert, 1987; Trenberth et

al., 2002] it is not surprising that inter-annual variability in DE3, and other nonmigrating tides,

is associated with the ENSO. [Gurubaran et al., 2005] observed a decrease in the amplitude of the

diurnal tide at mesopause altitudes and attributed this to an increase in the strength of nonmi-

grating tides associated with the ENSO. During the 1997-1998 El-Niño event, Lieberman et al.

[2007] observed large changes in tidal amplitudes due to latent heating in the equatorial region.

They reported equatorial increases in DE1 and DW3 and a decrease in the equatorial amplitude

of DE3. Given the connection between the amplitude of DE3 and the ionospheric wave-4 longi-
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tudinal structure along with the possible inter-annual variability in the amplitude of nonmigrating

tides due to the ENSO, inter-annual variability might therefore be expected in the amplitude of

the wave-4 longitudinal structure.

The primary aim of the present study is to explore inter-annual variability in the wave-4

longitudinal structure of the low-latitude ionosphere and its connection to changes in atmospheric

and oceanic circulation resulting from the ENSO. Prior studies on longitudinal structures in the

low-latitude ionosphere have relied upon either satellite based measurements [Immel et al., 2006;

Lin et al., 2007; Liu and Watanabe, 2008; Pedatella et al., 2008; Scherliess et al., 2008] or GPS TEC

observations [Wan et al., 2008]. The combination of limited local time sampling and the relatively

short time series available from these observation methods make them ill-suited for studying the

inter-annual variability of the wave-4 longitudinal structure. We thus use the ratio of monthly

median foF2 values between two ionosonde stations from January 1960 to June 1993 as a proxy

for the strength of the wave-4 longitudinal structure. Analysis of GPS TEC reveals that the ratio

of ionospheric parameters between two locations is a suitable means for assessing the strength of

the wave-4 longitudinal structure in the Northern Hemisphere. This is the first time that inter-

annual variability of the wave-4 longitudinal structure has been addressed. Furthermore, we present

evidence that the ENSO represents a source of ionospheric variability which has previously not been

considered.

3.3.2 Data and Methods

3.3.2.1 Ionosonde Observations

For the present study we use monthly median foF2 observations during local times of 15-16

hours at the ionosonde stations located at Maui (20.8◦ N, -156◦ E geographic; 21.2◦ N, -90.4◦

E geomagnetic) and Yamagawa (31.2◦ N, 130.6◦ E geographic; 20.6◦ N, -160.9◦ E geomagnetic).

Local times of 15-16 hours are used in the present analysis since the EIA and wave-4 structure are

well established during this time. Data from January 1960 to June 1993 for these two ionosonde
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Figure 3.8: Median GPS TEC between 15-16 local time in August 2008 and the location of the
ionosonde stations in Maui and Yamagawa (white x’s).

stations are available through the National Geophysical Data Center Space Physics Interactive Data

Resource (http://spidr.ngdc.noaa.gov). The location of these two ionosonde stations along with

the monthly median GPS TEC between 15-16 hours local time during August 2008 is presented

in Figure 3.8. The monthly median GPS TEC data presented in Figure 3.8 are based on the

daily Global Ionosphere Maps (GIMs) during August 2008 produced by the IGS [Dow et al., 2005]

(additional details on the GPS TEC processing are provided in Section 3.3.2.2). The global wave-

4 longitudinal structure in the August 2008 monthly median GPS TEC can clearly be observed.

Figure 3.8 also shows that the Maui ionosonde is located in a longitude sector of enhanced EIA

strength while the Yamagawa ionosonde is located near a minimum in the strength of the EIA

associated with the wave-4 structure. Due to the location of the ionosonde stations with respect

to the longitude sectors of maximum and minimum EIA and wave-4 strength, the monthly median

foF2 at Maui is divided by the corresponding value at Yamagawa to obtain a time series of foF2

ratio that is representative of the strength of the wave-4 longitudinal structure. The use of the

foF2 ratio as a proxy for the wave-4 structure is validated using GPS TEC observations and further

details on this relationship are presented in section 3.3.3.

As the present study is focused on inter-annual variability in the ionospheric wave-4 longitu-

dinal structure we first remove the known variability from the foF2 ratio time series. The wave-4

longitudinal structure around a local time of noon exhibits a solar cycle dependence that is in-
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versely related to solar activity [Liu and Watanabe, 2008]. To remove the solar cycle variability, a

least squares regression analysis was performed on the the foF2 ratio time series. The regression

included a constant term and periodic terms with periods of 10.28 years and 7.86 years. These

periodicities correspond to the two dominant periodicities in both the foF2 ratio and the F10.7

cm solar radio flux during the time period of January 1960 to June 1993. It should be noted that

the 10.28 year period is significantly stronger than the 7.86 year period; however, the inclusion of

the two most dominant periods was necessary to adequately fit the data. The residuals from the

regression analysis were then used for the subsequent analysis. Significant intra-annual variabil-

ity also exists in the strength of the wave-4 longitudinal structure [England et al., 2009; Liu and

Watanabe, 2008; Scherliess et al., 2008; Wan et al., 2008]. Using the residuals from the solar cycle

fit the intra-annual foF2 ratio climatology is obtained by computing a mean value for each month.

The climatological monthly mean values are then subtracted from the solar cycle fit residuals in

order to obtain a time series of foF2 ratio monthly anomalies (hereafter referred to as foF2 RMAs).

The greater than 40 years of foF2 RMAs provide the extended time series that is desired for the

exploration of inter-annual variability in the wave-4 longitude structure.

3.3.2.2 Global Positioning System Total Electron Content

GPS TEC is a column-integral measurement of the electron density from the surface of the

Earth to ∼20200 km; however, it is primarily dominated by F-region electron densities [Klobuchar,

1996]. Therefore, GPS TEC observations can be considered to be proportional to foF2 and we

analyze GPS TEC observations in order to validate the use of the foF2 ratio between the two

ionosonde stations as a proxy for the wave-4 longitudinal structure. The GPS TEC measurements

come from the IGS GIMs [Dow et al., 2005] and are based on slant TEC measurements from a

global network of around 200 GPS receivers [Mannucci et al., 1998]. The GIMs have a spatial

resolution of 2.5◦ in latitude and 5◦ in longitude and a temporal resolution of two hours. The daily

GIMs are used to create monthly median GIMs from January 1999 to December 2008. The monthly

median TEC observations between 10◦ N and 20◦ N magnetic latitude are first normalized by the
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zonal mean TEC and then a least squares fit to wavenumbers 0 - 6 is performed to determine the

amplitude and phase of each component. The amplitude of the wavenumber-4 component is then

used in the subsequent analysis. Since the ionosondes are located in the Northern Hemisphere we

have focused only on the longitudinal structure in the northern EIA region due to the possibility of

hemispheric asymmetries [McDonald et al., 2008]. The ratio of the monthly median TEC between

20◦ N, -155◦ E and 30◦ N, 130◦ E geographic is also computed. The solar cycle and intra-annual

variability is removed from the time series of GPS TEC wave-4 amplitude and GPS TEC ratio

to obtain a time series of monthly anomalies in the same manner as was done for the ionosonde

observations. To illustrate the use of the foF2 ratio as a suitable proxy for the wave-4 amplitude,

a comparison of the GPS TEC wave-4 amplitude and GPS TEC ratio monthly anomalies has been

performed, the results of which are presented in section 3.3.3.

3.3.2.3 Oceanic Niño Index

In the present analysis the ENSO variability is represented by the Oceanic Niño Index (ONI).

The ONI is a three-month running mean of the Version 3b extended reconstructed sea surface

temperature (SST) anomalies [Xue et al., 2003; Smith et al., 2008] in the Niño 3.4 region (-5-

5◦ N, 120-170◦ W). Values of ONI are available through the National Oceanic and Atmospheric

Administration (NOAA) climate prediction center (http://www.cpc.noaa.gov). The ONI is used by

NOAA for the identification of El-Niño and La-Niña events. El-Niño time periods are associated

with an increase in SSTs in the tropical Pacific and thus positive values of the ONI. Likewise,

negative values of the ONI occur during La-Niña time periods. El-Niño and La-Niña events influence

the large scale atmospheric circulation in different ways and the ONI provides a useful index for

tracking these changes.

3.3.3 Results and Discussion

Monthly anomalies from January 1999 to December 2008 for GPS TEC ratio and the GPS

TEC based wave-4 amplitude are shown in Figure 3.9. The correlation coefficient between the two
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Figure 3.9: Monthly GPS TEC ratio anomalies (black) and the GPS TEC wave-4 amplitude between
10-20◦ N magnetic latitude (red).

time series is 0.63 indicating reasonably good agreement. Although there are some discrepancies,

the general trends in the GPS TEC ratio and the wave-4 amplitude in the Northern Hemisphere are

similar. For example, both show anomalously high values during December to February during the

initial portion of the time interval and then during July to September in 2006 to 2008. The slight

discrepancy between the GPS TEC ratio monthly anomlies and the wave-4 amplitude monthly

anomalies may be due to any changes in the location of the longitudinal sectors where the wave-

like structure attains maximum amplitude. Removing the climatological monthly mean values

eliminates the error due to the ionosphere changing from a wave-4 structure during March to

October/November to a wave-3 structure in November/December. However, if the longitudinal

structure shifts eastward or westward for a short time period then the TEC ratio may not be in

agreement with the wave-4 amplitude.

Given the general agreement between the GPS TEC ratio and the wave-4 amplitude monthly

anomalies the ratio between the Maui and Yamagawa monthly median foF2 ratios are judged to

represent a suitable proxy for the amplitude of the wave-4 longitudinal structure. Unfortunately,

due to a lack of overlap between the two time series, it is not possible to directly compare the
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foF2 RMAs with the wave-4 amplitude as derived from GPS TEC observations. The ratio of the

monthly median foF2 values from January 1960 to June 1993 is shown in Figure 3.10 along with the

solar cycle fit and the 81-day smoothed F10.7 cm solar radio flux. The solar cycle and intra-annual

variability is clearly observed in the foF2 ratio values. It is interesting that the amplitude of the

wave-4 structure is anti-correlated with solar activity which is consistent with previous observations

[Liu and Watanabe, 2008]. This dependence on solar activity is due, at least in part, to the way that

molecular dissipation affects the vertical propagation of DE3, through the temperature dependence

of molecular viscosity and conductivity, and the dependence of wave vertical structure on the ratio

between wave vertical wavelength and the density scale height [Forbes and Garrett, 1979; Lindzen,

1970; Oberheide et al., 2009; Yanowitch, 1967].

The foF2 RMAs resulting from the removal of the solar cycle and intra-annual variability

are presented in Figure 3.11a. The significant amount of remaining variability indicates that these

terms do not fully account for the changing amplitude of the wave-4 longitudinal structure. The

ONI values also shown in Figure 3.11a appear to correspond loosely with the values of the foF2

RMAs. Although the agreement between the two is far from perfect, similar trends are observed in

both. As the ONI values are representative of the ENSO, this indicates that changing atmospheric

and oceanic circulations associated with the ENSO may be responsible for part of the variability

in the wave-4 amplitude that is not associated with either solar cycle or intra-annual variability.

To further explore the connection between the foF2 RMAs and the ONI we have consid-

ered the yearly extreme values. The yearly extreme value (maximum or minimum with the sign

maintained) of the ONI and the extreme value of the foF2 RMA in the subsequent five months

are shown in Figure 3.11b. Changes in global surface temperature, precipitation and outgoing long

wave radiation can all lag behind changes in SSTs [Trenberth et al., 2002] and it is necessary to

consider any delay between SSTs and the ionospheric effect. We use the extreme value of the foF2

RMA in the five months after the yearly extreme ONI value to account for any time delay and also

any variation in the time delay. The results in Figure 3.11b demonstrate that significant increases

or decreases in the ONI are related to similar increases or decreases in the foF2 RMAs. The corre-
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lation coefficient between the yearly extreme values in ONI and foF2 RMAs in the subsequent five

months is 0.70 indicating good agreement between the two time series. This is a fascinating result

and strongly suggests that changing SSTs associated with the ENSO are capable of influencing

electron densities in the F-region ionosphere. This surprising connection between the ENSO and

the F-region ionosphere reveals a new source of inter-annual ionospheric variability. As the foF2

RMAs are thought to be representative of the wave-4 longitudinal structure, it is thought that

the inter-annual variability in SSTs associated with the ENSO represents a source of inter-annual

variability in the amplitude of the wave-4 longitudinal structure.

The ENSO and associated atmospheric phenomenon occur quasi-periodically [Trenberth,

1976; Gu and Philander, 1994] and a wavelet analysis was performed to reveal if similar periodicities

and occurrence times are present in the ONI values and the foF2 RMAs. The wavelet power spectra

computed using the Mortlet waveform of the ONI and the foF2 RMAs are shown in Figures 3.12a

and 3.12b, respectively. To more clearly illustrate the relationship between the two wavelet power

spectra the ONI wavelet power spectra contours are overlaid onto the foF2 RMA power spectra in

Figure 3.12b. As can be seen in Figure 3.12, the ONI and foF2 RMAs have similar periodicities

and occurrence times. This provides further evidence for the possible connection between changing

SSTs and the ionosphere wave-4 longitudinal structure.

The results presented in Figures 3.11 and 3.12 demonstrate that the amplitude of the wave-4

longitudinal structure exhibits significant inter-annual variability and that this variability may be

attributed in part to changing atmospheric and oceanic circulations associated with the ENSO. We

now turn our attention to understanding how changing SSTs associated with the ENSO may intro-

duce variability in the amplitude of the wave-4 longitudinal structure. Several prior studies have

revealed changes in tidal amplitudes in the lower atmosphere due to the ENSO. Gurubaran et al.

[2005] hypothesized that an observed decrease in the amplitude of the diurnal tide in the mesosphere

was due to an increase in the excitation of nonmigrating tides. Furthermore, a significant change

in the latent heat forcing of nonmigrating tides over the equatorial region was observed during the

1997-1998 El-Niño event [Lieberman et al., 2007]. The complete spectrum of tidal amplitudes was
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Figure 3.12: (A) Wavelet power spectra of the time series of ONI from January 1960 to June
1993. (B) Wavelet power spectra of the time series of monthly foF2 ratio anomalies. The overlaid
contours correspond to the ONI wavelet power spectra.
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observed to change with the largest changes being a decrease in the amplitude of DE3 and an

increase in the amplitudes of DE1, DE2, DW3, and DW4. As DE3 is primarily responsible for

generating the wave-4 longitudinal structure [Hagan et al., 2007] a decrease in the amplitude ofDE3

should reduce the strength of the wave-4 longitudinal structure. However, in the present analysis we

observe an increase in the foF2 RMAs (and presumably the wave-4 amplitude) in connection with

periods of increased SSTs due to the ENSO. This discrepancy is most likely attributable to the fact

that the latent heating wave decompositions and inter-annual variabilities presented by Lieberman

et al. [2007] were for a single latitude, namely 2.5◦S. As the first symmetric mode (Kelvin wave)

of DE3 is of primary importance for modulating the E-region dynamo fields [Forbes et al., 2008],

variations in DE3 heating at a single latitude do not unambiguously reveal how the amplitude of

longitudinal structures in the ionosphere may change due to the ENSO. For instance, a decrease

in DE3 heating amplitude at a single latitude could just as plausibly be produced by a latitudinal

shift in structure as a uniform decrease in the amplitude of that structure. Thus, the most that we

can conclude is that the forcing of nonmigrating tides is likely to be significantly affected by the

ENSO, and that this is consistent with our hypothesis concerning the origins of wave-4 variability.

Although the results in Figures 3.11 and 3.12 indicate a connection between the wave-4

longitudinal structure and changing SSTs there are some time periods where the relationship is

not so apparent. There are several potential reasons for these discrepancies and future studies are

necessitated to further explore how the ENSO influences longitudinal structures in the ionosphere.

First, it remains unclear how the ENSO affects the generation of nonmigrating tides. In particular,

the extent to which the ENSO influences the amplitude of symmetric mode of DE3 is not known.

Future studies are required in order to understand both the significance of the changes inDE3 due to

the ENSO and also the duration of these effects. Developing a comprehensive understanding of how

the symmetric (Kelvin) mode of DE3 is influenced by the ENSO is fundamental to understanding

the observed inter-annual variability in the wave-4 longitudinal structure. Another possible cause

of the occasional disagreement between the wave-4 longitudinal structure and the ONI is the use

of the foF2 ratio as a proxy for the wave-4 amplitude. The foF2 ratio may not perfectly reflect the
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wave-4 amplitude due to either shifting locations of the maxima and minima of the wave-4 structure

or changes in the dominant longitudinal structure to wave-2 or wave-3. In the future, as the time

series of global ionospheric measurements (such as GPS TEC and satellite measurements) lengthen,

it will be possible to explore the inter-annual variability in the wave-4 longitudinal structure directly

based on global observations.

3.3.4 Conclusions

While previous studies have demonstrated the intra-annual variability in the longitudinal

structure of the ionosphere [e.g., Liu and Watanabe, 2008; Pedatella et al., 2008; Scherliess et al.,

2008; Wan et al., 2008], the present study has demonstrated that significant inter-annual variability

is also present. Using the ratio of foF2 between the ionosondes at Maui and Yamagawa as a proxy

for the amplitude of the wave-4 longitudinal structure we have demonstrated that the inter-annual

variability is connected with changing SSTs associated with the ENSO. It is thought that the ENSO

induces an inter-annual variability in the amplitude of nonmigrating tides which produces a similar

inter-annual variability in the wave-4 longitudinal structure.

The fact that changes in SSTs affect the ionosphere several hundred kilometers above the

Earth’s surface is a surprising new discovery and demonstrates the complex nature of the ocean-

atmosphere-ionosphere system. Additional studies are necessary in order develop a complete un-

derstanding of how changing SSTs influence longitudinal structures in the ionosphere. Of primary

importance is how the generation of nonmigrating tides is influenced by the ENSO. Given the hy-

pothesis that the inter-annual variability in the wave-4 longitudinal structure is due to inter-annual

variability in the amplitude of DE3, one may further expect to observe significant day-to-day vari-

ability in the strength of the wave-4 longitudinal structure. Immel et al. [2009] demonstrated that

significant day-to-day variability is present in the wave-4 longitudinal structure that is associated

with day-to-day variability in DE3. Although the connection between changing tidal amplitudes in

the lower atmosphere and longitudinal structures in the ionosphere is now well established, future

studies are necessitated in order to reveal both the causes of variability in the tidal amplitude and
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how these changes may influence longitudinal structures in the ionosphere.

3.4 Seasonal and longitudinal variations of the solar quiet (Sq) current

system during solar minimum determined by CHAMP satellite magnetic

field observations

3.4.1 Introduction

A common feature of geomagnetic field measurements is the regular daily variation that is

clearly observed during geomagnetic quiet time periods. The observed regular daily variations

are often referred to as the geomagnetic daily variation or the solar quiet (Sq) variation. Given its

prominence, the geomagnetic daily variation has attracted significant attention and been extensively

studied. Schuster [1889] performed the first detailed study of the geomagnetic daily variation and

determined that the current system responsible for producing the geomagnetic daily variation was

primarily of external origin, that is, the currents flow above the Earth in the atmosphere. The

current system associated with the geomagnetic daily variation is typically termed the solar quiet

(Sq) current system. There are a number of current systems during geomagnetically quiet time

periods and these are all part of the Sq current system. Such currents include the equatorial

electrojet, field-aligned currents and low- and mid-latitude currents that flow in the ionospheric E-

region. The present study is concerned with the low- and mid-latitude current system that primarily

flows in the E-region and throughout the following when we refer to Sq current system this is the

current system to which we are referring. Following Schuster’s [1889] initial determination of the

Sq current system numerous theoretical, observational, and modeling studies have elucidated the

primary source mechanisms for formation of the Sq current system as well as its salient features.

The Sq current system arises due to the ionospheric wind dynamo. This process has been

described in detail in many previous works [e.g., Chapman and Bartels, 1940; Matsushita, 1967;

Tarpley, 1970; Richmond, 1989] and therefore is only briefly summarized herein. The ionospheric

wind dynamo results from the motion of particles, driven by atmospheric winds, across the Earth’s

magnetic field, producing an electromotive force and establishing currents and electric fields. The



70

dynamo generated currents peak at heights between 100 and 170 km owing to the large Pedersen

and Hall conductivities at these altitudes. This altitude range is often termed the dynamo region.

The dominant factors controlling the structure and strength of the Sq current system are therefore

the neutral tidal winds and the conductivities in the dynamo region.

The importance of tidal winds for the generation of the Sq current system has been estab-

lished through various numerical modeling studies. In an effort to determine the tidal winds which

primarily generate the Sq current system, Tarpley [1970] studied the relative importance of differ-

ent diurnal and semidiurnal tides. It was found that the diurnal tidal winds can largely reproduce

the observed current system and that the semidiurnal tide was of significantly less importance.

Similar results concerning the relative importance of diurnal and semidiurnal tides were obtained

by Stening [1969]. Using more realistic winds in the dynamo region, Forbes and Lindzen [1976] and

Richmond et al. [1976] subsequently confirmed the importance of the diurnal winds; however, the

semidiurnal tides were found to contribute up to 20% and thus can not be considered insignificant.

The importance of semidiurnal winds was further confirmed by Richmond and Roble [1987] who

found that the inclusion of realistic semidiurnal tides influenced both the shape and strength of the

Sq current system.

The influence of ionospheric conductivities on the wind dynamo has also been well studied

using numerical models. Through modeling the Sq current system at solar maximum and minimum,

Takeda et al. [1986] found that the associated changes in ionospheric conductivity result in variations

in the total Sq current intensity that are greater than a factor of three. The ionospheric conductivity

variation between solar maximum and minimum is related to changing solar flux. Related to variable

insolation, the ionospheric conductivity also exhibits a seasonal variation with larger conductivities

generally occurring in the summer hemisphere. (It is worth noting that greater F-region electron

densities associated with the ionospheric winter anomaly can result in larger F-region conductivities

in the winter hemisphere [Stening, 1977], but the F-region contributes relatively little to the total Sq

current, which is dominated by E-region currents). This seasonal variation in conductivity leads

to a hemispheric asymmetry in the Sq current system with greater current intensities observed
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in the summer hemisphere. For a more detailed discussion on ionospheric conductivity and its

variabilities, the interested reader is referred to the work of Richmond [1995a].

In addition to the aforementioned numerical modeling studies which have elucidated the

mechanisms primarily responsible for generating the Sq current system, many observational studies

have revealed its primary characteristics as well as variabilities. A comprehensive review of early

studies of the Sq current system is provided by Chapman and Bartels [1940]. The dominant

characteristics of the Sq current system are its seasonal and solar cycle variations. Owing to

differences in conductivity and winds, the Sq current system is not hemispherically symmetric

and this feature exhibits a marked seasonal variation with the current intensity in the summer

hemisphere being greater than the current intensity in the winter hemisphere. The maximum total

currents do, however, typically occur around equinox [Matsushita, 1967; Matushita and Maeda,

1965; Takeda, 2002]. The overall strength of the Sq current system also exhibits significant solar

cycle variability due to the proportional relationship between ionospheric conductance and solar

flux. Observations have revealed that the current strength can be as much as three times greater for

solar maximum compared to solar minimum [e.g., Campbell and Matsushita, 1982; Takeda, 2002].

In addition to long-term seasonal and solar cycle variability, significant day-to-day variability in the

Sq current system exists [Hasegawa, 1960]. Such day-to-day variations may be related to changes in

the tidal winds due to planetary wave activity [Pancheva et al., 2006]. Lastly, significant longitudinal

variability in the Sq current system has been observed [Matushita and Maeda, 1965; Matsushita,

1967] and modeled [Stening, 1971; Le Sager and Huang, 2002]. The longitudinal variation of the

geomagnetic field was found to largely account for the observed longitudinal variability in the Sq

current system [Stening, 1971].

Although there have been prior studies on the longitude variation of the Sq current system,

limitations to these studies mean that the exact nature and cause of the longitudinal variability

remain open questions. While modeling studies have clearly illustrated that the geomagnetic field is

an important contributor to generating longitudinal variations in the Sq currents [Stening, 1971; Le

Sager and Huang, 2002], a full spectrum of migrating and nonmigrating tidal winds was not included
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in these simulations. It is therefore unclear to what extent the longitudinal variations in tidal

winds that are introduced by nonmigrating tides influence the Sq current system. Furthermore,

our present understanding of the longitudinal variation of the Sq current system is considered

incomplete due to the inability to observe the Sq current system at all longitudes using ground

based geomagnetic observations. In recent years, the use of global satellite observations has led

to vast improvements in the understanding of spatial variability in the equatorial electrojet and

low-latitude ionosphere [e.g., Jadhav et al., 2002; Lühr et al., 2004; Doumouya and Cohen, 2004;

England et al., 2006; Immel et al., 2006; Alken and Maus, 2007; Lühr et al., 2008]. Similarly, the

use of satellite observations to study the spatial variability of the Sq current system is desirable in

that it offers the opportunity to examine longitudinal variations without the inherent restrictions

imposed by ground based observations. In the present study we use observations from the CHAMP

satellite magnetometer in order to develop a comprehensive understanding of the longitudinal and

seasonal variability of the Sq current system during the recent solar minimum.

3.4.2 Data and Methods

3.4.2.1 CHAMP Satellite Magnetometer Observations

Data Selection and Binning

For the present study, we make use of the vector magnetometer observations from CHAMP

during 2006-2008 which are made available through the Information Systems and Data Center

operated by Geo Forschungs Zentrum (GFZ) Potsdam (http://isdc.gfz-potsdam.de). As a result of

atmospheric drag, the orbital altitude of the CHAMP satellite has decayed over the lifetime of the

satellite and during 2006-2008 the orbital altitude ranged from roughly 320 to 360 km. The chosen

time period can be considered as representative of solar minimum conditions and was selected due

to the low levels of geomagnetic and solar activity. During this time period, the F10.7cm solar flux

was low and relatively constant which is advantageous in that it allows us to neglect variations in

the Sq current system associated with changing conductivities due to solar flux variations. Solar
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minimum conditions are also preferable for the study of vertical coupling between the ionosphere

and the underlying atmosphere due to the enhanced vertical propagation of tides [e.g., Forbes and

Garrett, 1979]. The enhanced vertical coupling afforded by solar minimum conditions enables a

more distinct view of how nonmigrating tidal structures may contribute to longitude variations in

the Sq current system.

The CHAMP vector magnetometer observations contain contributions from a number of

sources, such as the main geomagnetic field, ring current, Sq currents and the equatorial electrojet.

To remove the contributions that are not of interest for the present study (i.e., those not associ-

ated with the Sq current system), we first calculate residuals from the POMME6.1 geomagnetic

field model [Maus et al., 2011, http://geomag.org/models/pomme6.html]. The POMME6.1 model

accounts for the main geomagnetic field and its secular variation and acceleration. Fields of mag-

netospheric origin, and their solar cycle and geomagnetic activity variation, are also removed by

the POMME6.1 model. The CHAMP vector magnetometer observations are in a geographic north,

east, and vertical coordinate frame and all of the analysis is performed using the magnetic perturba-

tions oriented with respect to the geographic coordinate frame. The residuals for geomagnetically

quiet time periods (Kp < 3) are binned in magnetic latitude, geographic longitude and universal

time. The magnetic latitude is based on the quasi-dipole coordinates [Richmond, 1995b] and, to

prevent contamination from auroral currents, only observations within ±60◦ magnetic latitude are

considered. The bin sizes are 1◦ in magnetic latitude and 1 hr in universal time. We use overlapping

longitude bins that are spaced 15◦ in geographic longitude and are 20◦ wide. In determining the Sq

current system, it is necessary to account for the satellite altitude and we assume a fixed height of

340 km for all of the observations. The binning is done every ten days (i.e. days 0, 10, 20, ... 350,

360) using a window of ±40 days. In the binning procedure the residuals from the years 2006-2008

are combined and any residuals outside of ±3σ are removed to eliminate outliers. The ±40-day

window is necessitated by the satellite sampling and allows for complete local time coverage when

observations from the three years are combined.

Determination of Field-Aligned Currents
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Field-aligned and radial currents can contribute significantly to magnetic field observations

at satellite altitudes and the perturbations associated with these currents are on the same order of

magnitude as those associated with the Sq current system [Olsen, 1997]. At mid- and high-latitudes,

field-aligned currents are approximately in the radial direction and under this assumption Olsen

[1997] demonstrated that field-aligned currents introduce perturbations on the order of ±10-20nT

to the horizontal magnetic field at satellite altitudes. Lühr and Maus [2006] studied the low-

latitude radial currents using CHAMP vector magnetometer observations. They found that, near

solar maximum, a meridional current system associated with the equatorial electrojet introduces

perturbations to the magnetic field of roughly ±5 nT. The present analysis is for solar minimum

conditions and the magnetic perturbations associated with radial currents will be less than observed

in the aforementioned studies. Nonetheless, given the significant influence that radial currents

have been shown to have on satellite magnetic field observations, it is necessary to remove this

contribution to the CHAMP vector magnetometer observations. Under the simplification that the

field-aligned currents are in the radial direction, the method of Olsen [1997] is used to estimate

the field-aligned currents and is briefly described herein. The horizontal residual field can be

decomposed into a toroidal (δBtor) and poloidal (δBpol,horz) part, such that
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(3.2)

where r is the distance of the satellite to the Earth’s center, R is the radius of the Earth, δBθ

and δBλ are the magnetic field residuals in the north-south and east-west directions, respectively,

Pm
n (ν)=Pm

n (cosθ) is the Schmidt normalized Legendre function, θ is magnetic colatitude, λ is

longitude and φm
n and ψm

n are the spherical harmonic coefficients to be estimated. The first term

on the right hand side of Eq. (3.2) represents the toroidal magnetic field perturbation, δBtor, and is

related to radial currents. Similarly, the second term on the right hand side of Eq. (3.2) represents
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the horizontal component of the poloidal magnetic field, δBpol,horz which is caused by toroidal

currents. Note that we make the distinction that Eq. (3.2) includes the horizontal component

of the poloidal magnetic field because the poloidal magnetic field also has a radial component;

however, a similar distinction is not made for the toroidal magnetic field because it does not have

a radial component.

For each day and universal time bin, least-squares analysis is performed to estimate the φm
n

and ψm
n coefficients in Eq. (3.2). We estimate the φm

n and ψm
n coefficients for m=0, 1,...6 and

a maximum degree of n=60. In estimating the coefficients, a regularization scheme is employed

in order to dampen the higher degree harmonics [Olsen, 1997; Marquardt, 1970]. Again following

Olsen [1997], we add α2(n) = α2
0n

6 to the diagonal elements of the normal equations and choose

α2
0 = 10−5. In estimating the φm

n and ψm
n coefficients, the various parameters in Eq. (3.2) are with

respect to two separate coordinate systems. We use magnetic latitude and geographic longitude

and the magnetic perturbations are aligned with respect to the geographic frame. This lack of

consistency is likely to have some influence on the results, although it is thought that any impact

will be relatively minor.

Following the estimation of the φm
n and ψm

n coefficients for each day and universal time bin, in

each magnetic latitude and geographic longitude bin, the north-south and east-west magnetic field

perturbations associated with radial currents are removed. That is, we remove the contribution to

the residual magnetic field observations that are due to δBtor. The resulting residuals only contain

the poloidal field contributions which are due to toroidal currents and it is then possible to proceed

with the estimation of the toroidal Sq current system as detailed in the following section. Note that,

alternatively, the subsequent analysis of the toroidal Sq current system could be performed using

the ψm
n coefficients. Since the least-squares procedure is linear, the results obtained by estimating

and removing δBtor and then estimating the toroidal Sq current system will be nearly identical (a

slight difference may result due to the regularization scheme) to those obtained by estimating these

simultaneously.

Determination of Sq Current System
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The residuals after removal of the main field model and the contribution from the radial

currents should primarily contain contributions from the toroidal Sq current system. The resultant

residuals are thus suitable for determination of the toroidal Sq currents and we employ the method

of spherical harmonic analysis in order to obtain the toroidal Sq current system. Details concerning

the calculation of the toroidal Sq current system using spherical harmonic analysis can be found in

many previous studies [e.g., Chapman and Bartels, 1940; Matsushita, 1967; Winch, 1981] and are

not repeated herein. However, the analysis using satellite magnetometer observations is slightly

different than that used for ground based observations as outlined in the aforementioned studies.

In addition to accounting for the influence of radial currents on the magnetometer observations as

previously discussed, it is necessary to take into consideration the altitude of the observations when

estimating the equivalent current system. This is important to take into consideration since the

CHAMP observations are above the dynamo region where the toroidal Sq currents primarily flow.

Assuming the toroidal Sq currents flow on a spherical shell at an altitude h, here taken to be 110

km, the potential function at altitudes r > R+ h can be written as

V = Vint,ind + Vint,Sq + Vext

= R
∑
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where Vint,ind is the potential due to induced currents internal to the Earth, Vint,Sq is the potential

due to the Sq current system and Vext is the external potential and is related to currents flowing in

the magnetosphere. The corresponding spherical harmonic coefficients are amn and bmn for Vint,ind,
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cmn and dmn for Vint,Sq and qmn and smn for Vext. Because both Vint,ind and Vint,Sq are related to

currents flowing below the satellite altitude it is not possible to separately estimate these terms

from satellite data alone. In going from Eq. (3.3) to Eq. (3.4) we have thus introduced the

assumption that Earth induced currents are directly proportional to the Sq currents. That is, we

take that amn = Qnc
m
n and bmn = Qnd

m
n . We further assume a simple conductivity model that

consists of an infinite conductor internal to the Earth such that Qn = −
(

n
n+1

)

(

c
R

)2n+1
, where c is

the radius of the conducting shell and we take c = R − 600km [e.g., Olsen et al., 2005; Chapman

and Bartels, 1940]. Such a simple conductivity model is limited in that it does not account for

any phase lag between the Sq and induced currents. Spatial variations in the conductance can also

have a considerable influence on the induced currents [Kuvshinov et al., 2007]. In Eq. (3.3) and

Eq. (3.4), cmn and dmn are defined as the external coefficients at the Earth’s surface associated with

the toroidal Sq current. The
(

n
n+1

) (

R+h
R

)2n+1

term arises from how we define cmn and dmn and the

condition that the gradient of the potential in the radial direction is continuous at an altitude of

r = R+ h [Langel et al., 1996].

Utilizing the fact that B=−∇V , the residual magnetic perturbations can be used to estimate

the spherical harmonic coefficients in Eq. (3.4). This is done in a manner similar to ground based

observations where the perturbation in the vertical direction is used to separate the contribution

from internal and external currents. For the present study, a least-squares fitting procedure is used

to estimate the spherical harmonic coefficients and the magnetic residuals in the north-south and

east-west directions are fit simultaneously to estimate the spherical harmonic coefficients in Eq

(3.4). Separately fitting either the north-south or east-west perturbations generally yields similar

results. However, these are not identical and can occasionally be rather different, indicating that

our assumption that the magnetic perturbations can be wholly represented by a potential function

is invalid. In the present study, the spherical harmonic analysis is performed for order m=0, 1,...6

and for a maximum degree of nmax=m+9. Performing the analysis using higher degree harmonics

did not significantly influence the resultant Sq current systems and the results presented using the

chosen nmax represent all of the salient features. As the present study is concerned with longitudinal
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variations, the spherical harmonic coefficients are estimated separately for each longitude bin under

the assumption that longitude and local time are equivalent in the spherical harmonic analysis. That

is, in Eq. (3.4) we replace λ with tLT , where tLT is the local time. Longitude and local time are

not necessarily equivalent in Eq. (3.4); however, separate estimation of the Sq currents at fixed

universal times yields similar results indicating that our assumption of longitude and local time

equivalence in the analysis is valid. Following the estimation of the spherical harmonic coefficients,

the cmn and dmn terms can be used to determine the equivalent current function using standard

techniques [e.g., Chapman and Bartels, 1940; Matsushita, 1967]. In calculating the equivalent

current function we again assume that the currents flow at an altitude of 110 km.

3.4.2.2 Ground Magnetometer Observations

Ground based magnetometers are utilized to provide a means for validating the Sq currents

that are calculated from the CHAMP vector magnetometer observations. The Sq current system

is determined based on a chain of magnetometers in the African/European longitude sector. The

magnetometer data is provided by the National Geophysical Data Center (NGDC) Space Physics

Interactive Data Resource (http://spidr.ngdc.noaa.gov/) and a listing of the observatories used is

provided in Table 3.2. It is worth noting that the geomagnetic observatory Addis Ababa (AAE) is

located under the equatorial electrojet. Since the electrojet is a relatively strong and latitudinally

narrow feature, inclusion of AAE in the analysis has the potential to introduce considerable error

due to the inability of the ground magnetometer chain to fully resolve the equatorial electrojet.

Analysis was also performed without AAE and yielded similar results indicating that the inclusion of

a single station under the equatorial electrojet does not significantly influence the results presented

herein.

For consistency, we obtain the Sq current function from the ground based magnetometer

observations in the same manner as used for the CHAMP satellite vector magnetometer observa-

tions. We thus similarly combine the data from 2006-2008 and estimate the current function every

ten days using ±40 days of observations. Contribution from fields of magnetospheric origin are
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Table 3.2: Geographic locations of the ground based magnetic observatories used in the calculation of the equivalent external Sq current
system from 2006-2008.

Station Location Station Name Geographic Latitude (◦) Geographic Longitude (◦)

Nurmijarvi, Finland NUR 60.50 24.65
Borok, Russia BOX 58.03 38.07
Hel, Poland HLP 54.61 18.82
Kiev, Ukraine KIV 50.72 30.30
Grocka, Serbia GCK 44.63 20.77
San Fernando, Spain SFS 36.46 353.79
Guimar, Spain GUI 28.48 343.74
Tamanrasset, Algeria TAM 22.79 5.53
M’Bou, Senegal MBO 14.39 343.04
Addis Ababa, Ethiopia AAE 9.03 38.77
Ascension Island ASC -7.90 345.60
Tsumeb, Namibia TSU 22.79 17.70
Hartebeesthoek, South Africa HBK -25.88 27.71
Hermanus, South Africa HER -34.43 19.22
Port Alfred, Crozet Islands CZT -46.43 51.87
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also removed from the ground-based observations using the POMME6.1 model. The effect of field

aligned currents on the equivalent external current function is relatively small [e.g., Richmond and

Roble, 1987] and we thus neglect their contribution to the ground based magnetic perturbations.

We again perform the spherical harmonic analysis for order m=0, 1, ...6 and for a maximum degree

of nmax=m+9. The typical methods for spherical harmonic analysis of ground based observations

as well as the separation into internal and external parts are applied and details on these computa-

tions can be found in previous works [e.g., Chapman and Bartels, 1940; Matsushita, 1967; Winch,

1981]. For ground based observations, the toroidal Sq current system contributes to the external

potential. In the subsequent section we thus present equivalent external current functions for the

ground based observations and again assume that the currents flow at a height of 110 km. Similar

to the analysis of the CHAMP observations, the ground based analysis is carried out using magnetic

perturbations oriented in a geographic frame and the north-south and east-west perturbations are

simultaneously fit in the spherical harmonic analysis.

3.4.3 Results and Discussion

3.4.3.1 Comparison between CHAMP and ground magnetometer observations:

seasonal variation

To confirm the viability of using the CHAMP vector magnetometer observations for deter-

mining the Sq current system, we first present the seasonal variation of the Sq current function

based on CHAMP observations along with the current function derived from ground based mag-

netometers. Figure 3.13 presents Sq current functions based on zonal mean CHAMP observations

and those based on ground magnetometers during June (Figures 3.13a and 3.13b) and December

(Figures 3.13c and 3.13d) solstices. Note that throughout the following discussions, it is important

to remember that the results are based on ±40 days of observations and therefore the results for

any time period (e.g., solstice or equinox) are reflective of conditions in the surrounding ±40 days.

In general, the agreement between the current functions obtained using the different observations
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is good. The peak in the current functions during daytime are fairly similar and the latitude of

the foci are also in agreement. There are, however, some differences that are worthy of discussion.

First, we note that there are some slight differences in the absolute values of the current functions.

This discrepancy is thought to be related to the fact that the CHAMP Sq currents presented in

Figure 3.13 are zonal means and, as will be discussed later, there are significant longitudinal vari-

ations. It is not too surprising then that the zonal mean currents do not match those that are

restricted to a specific longitude sector. This difference may also stem from the simple conductivity

model used to account for the induced currents in the CHAMP observations. We also note that

there is a slight phase difference between the two observations with the maximum in the daytime

current function occurring earlier in ground based data. This difference may again be related to

the comparison of zonal mean observations with those from a restricted longitude zone. Although,

in the present discussion we have elected to show the zonal mean CHAMP Sq current functions,

results for the longitude sector that is similar to the longitude of the ground magnetic observatories

will be presented in section 3.4.3.2, affording a more accurate comparison.

The seasonal variation of the daytime Sq current system is presented in Figure 3.14, where

values of the current function at 12 local time (LT) are shown as a function of latitude and day of

year. We note that in the Southern Hemisphere the daytime current function is typically negative

and an enhancement in the current will correspond to a decrease in the current function (i.e. it

becomes more negative). Because minima in the Southern Hemisphere current function are related

to enhanced currents, we will refer to Southern Hemisphere minima as maxima throughout the

remainder of the text. In Figure 3.14, we note that generally similar variations are observed in

both the CHAMP and ground magnetometer current functions at 12 LT. The slight differences

may again be related to the fact that the CHAMP results are representative of the zonal mean

while the ground based magnetometers are restricted to the African/European longitude sector. A

seasonal variation can clearly be observed in the values of the current function at 12 LT presented

in Figure 3.14. A predominantly annual variation is observed in the Northern Hemisphere with the

peak value occurring near the June solstice. The seasonal variation in the Southern Hemisphere
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Figure 3.13: Sq current functions during June solstice for (a) CHAMP zonal mean and (b) ground
based magnetometers. (c) and (d) are the same as (a) and (b) except for December solstice.
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is different and exhibits a primarily semiannual oscillation with maxima near the equinoxes. The

seasonal variations observed in Figure 3.14 are generally consistent with prior studies. Campbell and

Matsushita [1982] presented results for the seasonal variation in the Northern Hemisphere for solar

maximum and solar minimum. They observed a primarily annual variation during solar minimum

conditions and a semiannual variation during solar maximum. Takeda [2002] similarly observed a

dominant semiannual variation during solar maximum. However, during solar minimum, Takeda

[2002] observed an annual variation in the Northern Hemisphere and a semiannual variation in the

Southern Hemisphere. This is consistent with our results which are representative of solar minimum

conditions and provides further validation that the CHAMP vector magnetometer observations can

reliably determine the global Sq current system.

The results presented in Figure 3.14 also reveal the expected hemispheric asymmetry in

the current function at 12 LT. The hemispheric asymmetry is most apparent during Northern

Hemisphere summer when considerably stronger currents are observed in the Northern Hemisphere.

The latitude of the Northern Hemisphere focus also moves poleward during this time period. The

observed hemispheric asymmetry during Northern Hemisphere summer is as expected based on

theoretical considerations. Owing to increased insolation, the conductivities in the dynamo region

are greater in the summer hemisphere and this results in the observed greater equivalent current

functions in the summer hemisphere. Tidal winds can also contribute to the asymmetry in the Sq

current function around solstice, specifically with regards to shifting of the focal latitude [Stening,

1969]. Around December solstice, the hemispheric asymmetry is small and is significantly less

pronounced relative to the asymmetry that is observed around June solstice. This difference may

be related to the semiannual variation in the Southern Hemisphere that was previously discussed.

The semiannual variation in the Southern Hemisphere results in a hemispheric asymmetry near

the equinoxes with greater peak daytime current function values in the Southern Hemisphere at

these times. Lastly, we note that the observed hemispheric asymmetry is considerably less than the

asymmetry observed in previous studies [e.g., Chapman and Bartels, 1940; Matushita and Maeda,

1965; Takeda, 2002]. This discrepancy is thought to stem from the use of a ±40 day data window.
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Figure 3.14: Seasonal variation of the current function at 12 local time as a function of magnetic
latitude for (a) CHAMP zonal mean and (b) ground based magnetometer observations.
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Such a large data window is necessary due to the local time sampling of the CHAMP satellite;

however, it has the potential to result in smoothing of the seasonal variations making them less

pronounced.

3.4.3.2 Longitudinal Variations

We now turn our attention to the variations in longitude of the Sq current system based

on the CHAMP vector magnetometer observations. Figure 3.15 presents the Sq current function

for each season (March equinox, June solstice, September equinox, and December solstice) and

for the longitude bins centered at 37.5◦ and 232.5◦ geographic longitude. Prior to discussing the

longitudinal differences it is worth noting that the Sq current functions at 37.5◦ longitude during

the solstices (Figures 3.15c and 3.15g) agree well with the ground based magnetometer observations

that are shown in Figures 3.13b and 3.13d. We note that the agreement between the two is slightly

better when only considering the CHAMP observations at roughly the same longitude as the ground

magnetometer observations. Thus, as discussed previously, some of the disagreement between the

CHAMP and ground based observations in Figures 3.13 and 3.14 is likely the result of using the

zonal mean CHAMP observations. In Figure 3.15, it is readily apparent that there are significant

differences between the Sq current functions at the two longitudes that are shown. Around March

equinox and June solstice, the peak in the current function at 37.5◦ longitude is notably greater

than the current function maximum at 232.5◦ longitude. Interestingly, the opposite is true during

December solstice and the maxima in the current functions are fairly similar during September

equinox. Matushita and Maeda [1965] previously studied the longitudinal inequalities in the Sq

current system. However, a comprehensive comparison between our results and those of Matushita

and Maeda [1965] is complicated by the fact that their results are based on ground magnetometer

observations in three different longitude zones and are for solar maximum conditions. Nonetheless,

it is possible to make a rough comparison, and there are several similarities between the present

results and those presented by Matushita and Maeda [1965]. During June solstice, Matushita and

Maeda [1965] similarly observed greater peak values in the current function in the region around
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37.5◦ geographic longitude compared to those around 232.5◦ longitude. Likewise, during December

solstice they observed larger current function values in the Southern Hemisphere around 232.5◦

geographic longitude compared to 37.5◦ longitude; however, in the Northern Hemisphere, the peak

in the current function was slightly greater near 37.5◦ longitude. Longitudinal variations resem-

bling the observational results of Matushita and Maeda [1965] have also been successfully modeled

by Stening [1971] and the source of the longitudinal inequalities was attributed to longitudinal

variations in the Earth’s geomagnetic main field.

To gain a more comprehensive understanding of the longitudinal variations, Figure 3.16

presents values of the current function at 12 LT as a function of latitude and longitude for each

season. As previously mentioned, since a minimum in the Southern Hemisphere in Figure 3.16

is related to enhanced Sq currents we will refer to these as maximum. Significant longitudinal

variations can clearly be observed in Figure 3.16 and they vary with season. With the exception of

December solstice, a pronounced minimum in the current function at 12 LT occurs between ∼180-

250◦ geographic longitude. In December, the minimum in the current function at 12 LT is shifted

and is located around 320-360◦ geographic longitude. It should be noted that the observed minima

and maxima in longitude are not related to movement of the maximum in the current function

away from 12 LT. Similar longitude variations are observed at other local times indicating that the

longitude variations at 12 LT are due to regions of enhanced or decreased current intensity. The

observed seasonal variation of the longitude variations are roughly consistent with prior observations

and modeling [e.g., Matushita and Maeda, 1965; Stening, 1971]. The present observations do,

however, reveal the longitudinal variations with an unprecedented clarity and are able to provide

a more complete understanding of the longitudinal variations and their seasonal dependence. In

particular, we note that although there tends to be a pronounced region of minimum in the current

function, there are also several maxima in longitude. For example, around September equinox

three maxima can clearly be identified near 0◦, 120◦ and 300◦ in both the Northern and Southern

Hemispheres.

Several prior studies have investigated the longitudinal dependence of various ionospheric
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Figure 3.15: Sq current functions derived from CHAMP magnetometer observations for geographic
longitudes of 37.5◦ (a, c, e, and g) and 232.5◦ (b, d, f, and h) for the seasons indicated on each
panel.
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parameters such as the equatorial electrojet, vertical drifts and low-latitude ionospheric densities

[e.g., Jadhav et al., 2002; Lühr et al., 2004; Alken and Maus, 2007; Kil et al., 2007; Doumouya and

Cohen, 2004; Fejer et al., 2008; Lühr et al., 2008]. It is thus useful to briefly discuss our results

of longitude variations in the Sq current function in the context of previous studies. Both Kil

et al. [2008] and Fejer et al. [2008] presented the seasonal, longitudinal, and local time variation

of ROCSAT-1 low-latitude vertical E x B drifts. A number of studies have also focused on the

seasonal and longitude variation of the equatorial electrojet [Jadhav et al., 2002; Alken and Maus,

2007; Doumouya and Cohen, 2004; Lühr et al., 2008]. Although there are some minor differences in

the location of the maxima in longitude, all of these studies have demonstrated that the equatorial

electrojet exhibits generally similar seasonal and longitude variations as the low-latitude vertical

E x B drifts. This correspondence is expected since the eastward electric field that drives the

F-region vertical drift and E-region electrojet current is similar at both heights. Both the daytime

vertical E x B drifts and equatorial electrojet exhibit a somewhat similar longitude and seasonal

variability as the Sq current function at 12 LT. In particular, at equinox the daytime vertical E

x B drifts, equatorial electrojet, and Sq current function all exhibit maxima around ∼0◦, ∼120◦,

and ∼280◦ geographic longitude. However, the vertical drifts and equatorial electrojet also have

a maximum near 180◦ geographic longitude that is not apparent in our results. The reason for

this difference is not presently known. This difference may be related to the relative importance of

different nonmigrating tides on introducing longitude variations in the low-latitude electric fields

(which drive the vertical E x B drift and equatorial electrojet) and the Sq current function. That

is, a nonmigrating tide that introduces longitude variability in the low-latitude electric fields may

have less influence on the Sq currents. Additionally, the influence of the geomagnetic main field

for producing longitude variations in the Sq current function and low-latitude electric field may be

different. Controlled numerical modeling experiments are necessary in order to fully understand

the causes of these observed differences.

In order to further understanding of the seasonal and longitudinal variations, the amplitudes

and phases of different longitudinal wavenumbers are presented as a function of day of year in
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Figure 3.17. The phase is defined as the longitude of maximum (or one of multiple maxima when

s >1) in the range of -60◦ to 300◦/s, where s is the longitudinal wavenumber. The longitudinal

wavenumbers are calculated based on the average of the current function at 12 LT between 15-45◦

magnetic latitude in each hemisphere. Results for the Northern and Southern Hemisphere am-

plitudes are shown in Figures 3.17a and 3.17b, respectively, and Southern Hemisphere phases are

presented in Figure 3.17c (Northern Hemisphere phases are similar and not shown). Note that

due to our definition of maximum in the Southern Hemisphere, and how the phase is defined, the

Southern Hemisphere phases presented in Figure 3.17c are actually the longitude of the minimum

in the current function. Similar features are observed in both hemispheres and the predominant

feature is the wave-1 longitude variation that is observed in both hemispheres throughout Northern

Hemisphere summer. This feature is associated with the reduction in the current function between

∼180-250◦ geographic longitude that was previously discussed. The phase of the wave-1 structure

also exhibits a pronounced seasonal variation and the phase shifts by ∼240◦ throughout the year.

During the remainder of the year, there is not a clearly dominant longitudinal structure and a

mixture of longitudinal wavenumbers is observed. However, we note that there is a slight prefer-

ence towards a wavenumber-3 structure in longitude and this is most apparent during Northern

Hemisphere winter. There is also a relatively large amplitude wavenumber-2 that occurs around

the equinoxes in the Southern Hemisphere. A significant seasonal variation is also observed in

the wavenumber-4 amplitude, particularly in the Northern Hemisphere. We further note that the

phases of these features exhibit similar seasonal variations and are smoothly varying, indicating

that these are not random features but are associated with a physical process. Aside from the

wave-1 feature, the lack of a clearly dominant longitudinal wavenumber is thought to be related

to the spacing between maxima. As noted previously, three distinct maxima are clearly observed

in both hemispheres during September equinox (Figure 3.16c). However, the maxima are not sep-

arated by 120◦ in longitude and are thus not a purely wavenumber-3 structure in longitude. The

lack of clearly dominant wave structures is thought to be related to the effect of nonmigrating

tides generating various longitude structures combined with longitudinal structures that may be
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introduced by the geomagnetic field and will be discussed in more detail later.

As demonstrated in Figures 3.15-3.17, there is considerable longitudinal variability in the

Sq current function and we now turn our attention to discussion of the possible mechanisms for

producing the observed variations. The structure and strength of the the Sq current system is

primarily controlled by the ionospheric conductivity and tidal winds. We may therefore surmise

that the longitudinal differences are, in some manner, related to variations in conductivity or tidal

winds or some combination of the two. Matsushita [1967] proposed that since the conductivity

is dependent upon the geomagnetic main field strength longitudinal variations in the geomagnetic

main field strength may introduce longitudinal differences in the Sq current function. Modeling

results have further confirmed that variable conductivities associated with geomagnetic field vari-

ations can induce longitudinal variations in field aligned currents that are related to longitudinal

differences in the hemispheric asymmetry of the Sq current system [Stening, 1977]. We note that

the observed minima around ∼180◦ geographic longitude in the Sq current function at 12 LT cor-

responds roughly with the region of enhanced geomagnetic field strength. The reduction of the

peak in the daytime current function in this region may be related to the reduced conductivities

associated with the enhanced geomagnetic field. However, the influence of reduced conductivities

related to enhanced geomagnetic field strength should be minimal due to the fact that the dynamo

generated currents are proportional to u x B, where u is the neutral wind and B is the geomagnetic

field [e.g., Richmond, 1989]. Thus, we may expect the reduction in conductivities due to enhanced

geomagnetic field strength to be largely offset by the u x B term in the equation for dynamo gener-

ation of currents. The geomagnetic field strength is therefore not thought to introduce significant

longitudinal variability in the Sq current function. A second source of longitudinal variability asso-

ciated with the geomagnetic field is the fact that the tidal wind system that drives the ionospheric

wind dynamo is arranged in geographic coordinates while the ionospheric electric fields and currents

are organized with respect to magnetic coordinates. As a result of this difference, the offset between

the geographic and geomagnetic equators can introduce longitudinal variation in the Sq currents.

Since the geomagnetic main field exhibits a primarily wave-1 variation in longitude, we consider
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the observed wave-1 longitudinal structure in the Sq current function to be partly driven by the

geomagnetic main field. The seasonal variation of the wave-1 longitude structure may be related

the seasonal variation of the tidal winds and the offset between the geomagnetic and geographic

equators. However, this seasonal variation could also be related to the influence of nonmigrating

tides as discussed below.

In addition to the influence of the geomagnetic field, tidal winds in the dynamo region will

impact the generation Sq currents. In particular, the effect of nonmigrating tides, which at a fixed

local time exhibit variations in longitude, should be considered as a mechanism for producing the

observed longitudinal variations in the Sq current function. Observational and modeling studies

have clearly demonstrated the influence that nonmigrating tides have on producing longitudinal

variations in equatorial electric fields, ionospheric densities and thermospheric winds [e.g., England

et al., 2006; Lin et al., 2007; Hagan et al., 2007; Häusler et al., 2010]. It is, therefore, reasonable to

presume that nonmigrating tides may play a significant role in producing longitudinal differences

in the Sq current function. The wave-1 longitudinal structure in the Sq current function at 12 LT

that maximizes during Northern Hemisphere summer may be related to the diurnal tide with zonal

wavenumber-0 (D0). We consider D0 as a potential source of the wave-1 feature owing to the fact

that it achieves large amplitudes in Northern Hemisphere summer [Forbes et al., 2003; Oberheide

et al., 2006] and also since it appears as a wave-1 structure in longitude when viewed at a fixed

local time. However, D0 is not symmetric about the equator [e.g., Forbes et al., 2008] and modeling

studies have demonstrated that symmetric tidal modes primarily establish the Sq current systems

[Stening, 1969; Richmond et al., 1976]. Despite the dominance of symmetric modes, antisymmetric

tidal winds still may play a role in modulating the global Sq current system [Stening, 1989]. This is

particularly true during solstice conditions when, as a result of the seasonal variation of insolation,

the conductivities are hemispherically asymmetric. Given that the seasonal variations of D0 match

those of the wave-1 longitude variation in the Sq current function, we believe this to be a plausible

mechanism for producing the observed wave-1 feature and its seasonal variation.

In addition to the predominant wave-1 longitudinal structure, other longitudinal structures
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are observed in Figures 3.16 and 3.17 and may be related to the influence of nonmigrating tidal

winds and/or the geomagnetic main field. Based only on our limited observations, it is difficult to

clearly specify which nonmigrating tides may be responsible for introducing much of the longitudinal

variability in the Sq current function. This is largely due to the fact that there is not a clearly

dominant longitudinal structure aside from the wave-1 feature. It is likely that nonmigrating tides

that produce different longitudinal variations along with the variations due to the geomagnetic

main field combine in a manner such that a single longitude structure is not discernible. It is,

however, clearly apparent from Figure 3.16 that significant longitudinal variability is present in

the Sq current function and additional studies are necessitated to elucidate the role of various

nonmigrating tides as well as the geomagnetic main field on producing these variations.

3.4.4 Conclusions

A detailed description of the longitudinal and seasonal variation of the global Sq current sys-

tem during solar minimum conditions is laid forth in the present section. This has only been made

possible by the use of satellite magnetic field observations to determine the Sq current function

which affords unprecedented spatial coverage. A primarily wave-1 feature in longitude in the Sq

current function at 12 LT is observed and exhibits large amplitudes during Northern Hemisphere

summer. This longitudinal variation is attributed to the D0 nonmigrating tide and also the ge-

omagnetic main field. The main geomagnetic field can introduce longitudinal variability due to

conductivity differences and also due to the offset between the geographic and geomagnetic equa-

tors. Other longitudinal variations are also apparent; however, they do not exhibit a discernible

longitudinal wavenumber. The lack of a dominant longitudinal structure may be related to the

combined effect of longitudinal variations associated with various nonmigrating tides and those

related to the geomagnetic main field.

The exact cause of the longitudinal variations in the Sq current system remains an open

question. Our results and prior modeling studies clearly demonstrate that the geomagnetic field

plays a key role in generating longitudinal inequalities in the Sq current system. However, our
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results suggest additional longitudinal variability that may not be related to the geomagnetic field

and these variations are thought to be related to the influence of nonmigrating tides. Controlled

numerical modeling experiments are necessary in order to understand the role that various non-

migrating tides and the geomagnetic main field play in generating these longitudinal variations.

Lastly, it is important to recognize the fact that the results presented herein are representative

of solar minimum conditions and different longitudinal and seasonal variations may be present at

solar maximum.



Chapter 4

Influence of planetary waves on the low-latitude ionosphere

The present chapter is concerned with the influence of planetary wave activity on the iono-

sphere. In particular, the focus is on temporal variations in the low-latitude ionosphere during

periods of enhanced middle-atmosphere planetary wave activity. A discussion of planetary waves

and their influence on the ionosphere was presented in Section 1.2, and is not repeated herein.

Despite the previously discussed works concerning planetary waves and their ionospheric impact,

this remains a relatively unexplored area of research, and thus has many open questions. Due to a

historical sparseness of observations, past studies of the ionospheric impact of planetary waves have

been limited in scope to either a single location, or only a handful of observing sites [e.g., Chen,

1992; Forbes and Leveroni, 1992; Yi and Chen, 1993; Pancheva et al., 2006; Vineeth et al., 2007].

Although these past studies have elucidated features of the ionospheric response to planetary

wave activity, they lack a global context. The recent increases in satellite observations combined

with the recent development of an extensive network of ground based GPS observations present

the opportunity to now study temporal variations in the ionosphere due to planetary wave ac-

tivity in a global sense. Developing an understanding of the impact of planetary waves on the

global ionosphere is the objective of the present chapter. This is done through two observational

studies. First, in section 4.1 the global response of the ionosphere to the quasi-16 day planetary

wave is investigated. Recent observations [e.g., Goncharenko and Zhang, 2008; Chau et al., 2009]

have also demonstrated a connection between sudden stratospheric warmings and the low-latitude

ionosphere. This connection is further explored in section 4.2, where the perturbations to the low-



97

latitude ionosphere during sudden stratospheric warmings are presented in the context of nonlinear

interaction between tides and planetary waves. Each of the following sections first provides a brief

introduction and discussion of the present problem. An overview of the data analysis is then pro-

vided followed by presentation of the results and a discussion. Lastly, each section concludes by

summarizing the results.

4.1 Modulation of the Equatorial F-Region by the Quasi-16-day Planetary

Wave

4.1.1 Introduction

Oscillations at planetary wave periods in the EIA have been linked to changes in E-region

winds which, through the dynamo mechanism, create oscillations in the strength of the equatorial

electric field [Chen, 1992; Forbes and Leveroni, 1992]. The effect of planetary waves on the low-

latitude F-region ionosphere has typically been studied using either a single ground-based location

or a chain of stations at a fixed longitude [Chen, 1992; Forbes and Leveroni, 1992; Yi and Chen,

1993]. The latitudinal and longitudinal extent to which planetary waves influence the low-latitude

ionosphere is therefore less well studied. At mid-latitudes, the quasi-16-day oscillation is typically

a global scale phenomena, while shorter period planetary waves are more limited in longitude

[Altadill and Apostolov, 2003; Lastovicka et al., 2006]. Using TEC observations at mid-latitudes,

Borries et al. [2007] found planetary wave periodicities to be most dominant in the zonal mean.

However, these periodicities were attributed to periodic geomagnetic disturbances as opposed to

vertically-propagating waves. Vineeth et al. [2007] recently demonstrated that the occurrence of

quasi-16-day oscillations in mesospheric winds during December 2005 - March 2006 were linked

to similar periodicities in the equatorial electrojet (EEJ). Due to the close relationship between

EEJ electric fields and those driving the EIA, one might expect that quasi-16-day variations also

occurred in the F-region ionosphere during this period. The question is, what are the magnitude

and global extent of these F-region effects?
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The objective of the present study is thus to examine the extent to which the quasi-16-day

planetary wave influences the low-latitude F-region. We use in situ electron density measurements

from the CHAMP satellite and ground based GPS TEC to demonstrate that the quasi-16-day

oscillation during the time period of December 2005 to March 2006 influenced the zonal mean

F-region ionosphere. (It was presumed by Vineeth et al. [2007] that the quasi-16-day oscillation

penetrated into the 100-170 km dynamo region in order to modulate the EEJ electric field). We also

utilize TIMED/SABER temperature data to verify that a quasi-16-day periodicity existed within

the dynamo region during this period. Additionally, the local time dependence of the planetary

wave effect is explored.

4.1.2 Data and Methods

In order to observe the effect of planetary wave activity in the dynamo region we analyze

SABER temperature data. The SABER temperature data consists of residuals from the tidal fits

that are presented in Forbes et al. [2008]. These residuals are spectrally analyzed with respect to

time and longitude, and average amplitudes calculated within the 12-18 day period range are used

to provide a measure of the strength for the quasi-16-day wave for longitudinal wavenumbers s =

0, 1, 2 and 3.

The Planar Langmuir Probe onboard CHAMP provides in situ electron density measurements

at 15-second intervals (∼120 km. in-track distance). The electron density measurements are at

a near constant height and thus are sensitive to changes in the F-layer peak height. During late

2005 and early 2006 the equatorial height of CHAMP was around 345 km.. There is also an

approximately 10 km. change in altitude between -30◦ and +30◦ latitude which may introduce a

slight hemispheric asymmetry. Despite these challenges, CHAMP measurements of electron density

are advantageous due to its near-polar, Sun-synchronous orbit that precesses in local time at the

rate of ∼5.44 minutes per day. This means that CHAMP samples 15-16 different longitudes per

day giving a global view of the ionosphere. The changing local time of the measurements introduces

a trend in the data when an extended time period is considered. To eliminate this trend a cubic
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polynomial is fit to daily zonal mean electron densities and we analyze the residuals to determine

the effect of planetary wave activity.

To complement the CHAMP in situ electron density observations, TEC measurements at a

fixed local time are also analyzed. The TEC measurements come from the International GNSS

Service (IGS) global ionosphere maps (GIMs) [Dow et al., 2005]. The GIMs are obtained from a

global network of GPS receivers and have a temporal resolution of 2 hours and spatial resolution

of 5◦ in longitude and 2.5◦ in latitude. The TEC observations at a fixed local time are analyzed in

an identical manner to the CHAMP electron densities.

4.1.3 Results and Discussion

Average SABER temperature amplitudes at 110 km for 12-18 day periods and zonal wavenum-

bers s = 0 and s = 1, from 1 December 2005 to 31 March 2006, are shown in Figure 4.1. The SABER

temperature amplitudes exhibit a general intensification of activity during January and February

2006, similar to the interval of time identified by Vineeth et al. [2007]. The enhancements are much

more prominent in the s = 0 component as opposed to s = 1, and are not seen in s = 2 and s =

3 (not shown). This demonstrates that in the dynamo region all longitudes appear to be equally

influenced by the planetary wave oscillation.

Connections between temperature perturbations in the E-region and electron densities in

the F-region have previously been hypothesized through changes in the strength of the dynamo-

generated electric fields thought to be generated by the accompanying wind fields [England et al.,

2006; Immel et al., 2006]. Given the quasi-16-day oscillations in SABER zonal mean temperatures

at 110 km, we expect similar periodicities to be present in the low-latitude F-region ionosphere.

Lomb-Scargle periodogram [Lomb, 1976; Scargle, 1982] analyses presented in Figure 4.2 indeed

reveals quasi-16-day periodicities in CHAMP electron densities and TEC. Significant differences

are apparent in the strength of the quasi-16-day periodicity between the magnetic equator and

15◦ magnetic latitude and between daytime and nighttime which will be discussed later. Figures

4.2a and 4.2b also reveal elevated power within the 12-18 day period band in Kp and SOHO 0.1-
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A.

B.

Figure 4.1: (a) s = 0 and (b) s = 1 SABER temperature average amplitudes with 12-18 day periods
at 110 km.
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50 nm EUV flux, respectively. A larger peak in Kp is observed at 9-days which is attributed to

periodic forcing due to solar wind high-speed streams during late 2005 and early 2006 [Thayer et

al., 2008]. The 9-day period in Kp is stronger than the peak near 16-days, while the opposite is true

in electron densities and TEC. Energy near quasi-16-day periods is also observed in SOHO EUV

measurements. We have compared the 27-day oscillations in SOHO EUV and daytime CHAMP

electron densities and established a linear relationship between the two. Applying this relationship

to the quasi-16-day oscillation, the EUV flux variability is not able to account for the corresponding

variability in electron density. We therefore conclude that the quasi-16-day oscillations observed

in the ionosphere are due to coupling with the lower atmosphere and not recurrent geomagnetic

activity or solar flux variability.

We now turn our attention to the temporal and local time response of the low-latitude

ionosphere. Raw and residual CHAMP electron densities for the descending portion of the orbit are

given in Figures 4.3a and 4.3b, respectively. To emphasize the quasi-16-day periodicity, a bandpass

filter centered at 15 days with half-power points at 12 and 18 days is applied. The bandpass-

filtered residuals are shown in Figures 4.3c and 4.3d for the descending (daytime) and ascending

(nighttime) portions of the orbit. Enhancements in the EIA crests that are greater than 45% of

the cubic polynomial removed from the data are observed in the daytime around days 31-33, 46-48,

and 60-62. These enhancements are associated with 15-20% decreases in the equatorial electron

density. During these same time periods, 15-20% decreases are also observed in the nighttime

electron densities between -15◦ and +15◦ magnetic latitude. The timing of these enhancements is

similar to the enhancements observed in the SABER planetary-wave-period temperature amplitudes

with the exception of the peak in electron density at days 31-33 which may be due to differences

in local time between the measurements. This does, however, demonstrate that the enhancements

in temperature observed in the dynamo region are likely connected with changes in the strength

of the electric field which creates the changes in the strength of the EIA observed by the CHAMP

satellite.

The CHAMP observations are at a near constant height and the oscillations in the EIA could
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polynomial that was removed. (f) Same as (e) except for at 22 LT.
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be the result of only changes in the F-layer peak height. We have analyzed GPS TEC measurements

in order to demonstrate how the planetary wave activity influences the ionosphere in an integrated

sense and to examine the response at fixed local times. Bandpass-filtered TEC at 10 LT and 22

LT are shown in Figures 4.3e and 4.3f, respectively. We have also overlaid the bandpass-filtered

crest-to-trough ratio (CTR) which provides a means of assessing the strength of the EIA [Mendillo

et al., 2000]. The bandpass filtered CTR shows that changes in the strength of the EIA at quasi-

16-day periods occurs during the time period when similar periodicities were observed in SABER

zonal mean temperatures and CHAMP electron densities. The enhancements observed in TEC

during this time period are only 15% of the background level, which is significantly smaller than

in electron density at a near-constant height. In the anomaly crest regions at ±10-20◦ magnetic

latitude, a significant local time effect is observed. At these latitudes, daytime TEC increases are

nearly inphase with nighttime decreases in TEC. We have looked at other local time pairs and

observed similar anti-correlation between daytime and nighttime TEC oscillations.

Given the similarity between the quasi-16-day period and the ∼14-day period of the lunar

semidiurnal tide, it is possible that the lunar tide influences our results. This is true especially

since the lunar tide in the ionosphere maximizes during Northern Hemisphere winter [e.g., Rastogi

et al., 1985; Stening and Fejer, 2001]. However, we do not believe that significant aliasing is present

for several reasons. First, the observation reveal only a short term enhancement at a period near

16-days which is consistent with the short-lived nature of the quasi-16-day planetary wave. Further,

the expected enhancement in the GPS TEC due to the lunar semidiurnal tide is ∼5% [Pedatella

and Forbes, 2010], which is significantly less than the enhancements that we have observed in

connection with the quasi-16-day planetary wave.

One feature that is particularly interesting is the larger oscillations in nighttime TEC com-

pared to daytime TEC. This is opposite to what is observed in CHAMP electron densities, where

the daytime enhancements were significantly greater than those at night. Vineeth et al. [2007]

observed quasi-16-day enhancements in the strength of the counter electrojet (CEJ) during this

time period and this may be related to the difference between TEC and CHAMP observations.
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The days with enhanced CEJ will produce greater downward E x B drift during the evening hours.

Downward drifts will increase the loss rate, generating the periodic decreases that are observed

in TEC. The difference between the strength of the daytime and nighttime TEC oscillations may

be due to the relative strength of the EEJ/CEJ as well as the smaller background TEC levels at

night. The increased downward drifts associated with the CEJ will also suppress the height of the

F-layer. This will alter the height of the electron density observations with respect to the F-region

peak and is thought to be responsible for producing the smaller nighttime modulations in CHAMP

electron densities compared to the daytime.

4.1.4 Conclusions

The results presented provide insight into the extent to which planetary waves may influ-

ence the low-latitude ionosphere. Whereas previous analyses have focused on a single longitude

[e.g., Chen, 1992; Forbes and Leveroni, 1992; Vineeth et al., 2007], we have demonstrated that at

low-latitudes the quasi-16-day planetary wave appears to be a global phenomena that influences

the ionosphere at all longitudes in a similar manner. This is consistent with the longitudinal ex-

tent of the quasi-16-day planetary wave influence on F-region electron densities at mid-latitudes

[Altadill and Apostolov, 2003; Lastovicka et al., 2006]. Quasi-16-day enhancements in zonal mean

temperature in the dynamo region are connected with similar oscillations in the strength of the

EIA, further demonstrating the strong coupling between the lower-atmosphere and the ionosphere.

At a constant height, these oscillations are significant and reach 45% of the background electron

density. There is also a significant local time effect with the planetary wave activity producing

daytime enhancements and nighttime decreases in the EIA crest region.

In the present analysis we have explored the effect of quasi-16-day oscillations during the

time period of 1 December 2005 to 1 March 2006. As we have only studyed a single event, it is

unclear whether the features we have observed are a consistent feature of how planetary waves

influence the low-latitude ionosphere. Moreover, we have only examined the effect of the quasi-16-

day wave and whether or not planetary waves of other periodicities exhibit similar characteristics is
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unclear. Shorter period planetary waves may influence the low-latitude ionosphere on a less global

scale [Altadill and Apostolov, 2003; Lastovicka et al., 2006]. A detailed analysis of the longitudinal

extent that planetary waves of different periods influence the low-latitude F-region ionosphere is

necessary in order to improve our understanding of how vertically propagating waves influence the

low-latitude ionosphere.

4.2 Evidence for Stratosphere Sudden Warming-Ionosphere Coupling due

to Vertically Propagating Tides

4.2.1 Introduction

Sudden stratospheric warmings (SSWs) are associated with rapid alterations of temperature,

wind, and circulation in the polar winter middle atmosphere. The atmospheric effects of SSWs

have been extensively studied [see reviews by Schoeberl, 1978; Holton, 1980, and references therein]

and the mechanism for their generation is understood to be the interaction between the zonal

mean flow and the growth of vertically propagating planetary waves [Matsuno, 1971]. Although

the most dramatic effects are observed in the stratosphere, SSWs also influence higher altitudes.

Observations and theoretical modeling demonstrate mesosphere cooling as well as warming in the

lower thermosphere during SSWs [e.g., Cho et al., 2004; Liu and Roble, 2002].

It is well known that vertically propagating waves from the lower-atmosphere can induce sig-

nificant day-to-day and week-to-week variability in the ionosphere [Forbes et al., 2000; Lastovicka,

2006]. Recent observations also demonstrate a strong connection between SSWs and pronounced

changes in the mid and low-latitude ionosphere [Goncharenko and Zhang, 2008; Chau et al., 2009;

Sridharan et al., 2009]. While the mechanisms by which atmospheric tides and planetary waves

influence the ionosphere are generally well understood, the processes responsible for generating

ionospheric variability in connection with SSWs remain unclear. Both Goncharenko and Zhang

[2008] and Chau et al. [2009] observed a primarily semidiurnal modulation of the ionosphere during

the 2008 SSW and suggested that enhanced planetary wave activity associated with SSWs have
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a significant role in generating the ionospheric perturbations. Conversely, Fejer et al. [2010] sug-

gested that semidiurnal perturbations in the equatorial electrojet (EEJ) during SSWs are related

to enhanced lunar tides. It was recently proposed that the observed semidiurnal perturbations in

the ionosphere are due to the nonlinear interaction between migrating tides and planetary waves

[Sridharan et al., 2009; Liu et al., 2010]. Modeling results by Liu et al. [2010] demonstrate that

although the planetary wave activity associated with SSWs is concentrated at high-latitudes, the

nonlinear interaction between tides and the quasi-stationary planetary wave enhances migrating

and nonmigrating tides globally. Furthermore, significant changes in the tidal winds were found to

occur in the low-latitude E-region where electric fields are generated by the dynamo mechanism,

resulting in modulation of the vertical drift velocity and electron densities in the ionosphere. Dur-

ing the 2002 Southern Hemisphere SSW this nonlinear interaction mechanism produced a large

nonmigrating westward propagating semidiurnal tide with zonal wavenumber-1 in the MLT region

as revealed in both numerical modeling and observations [Chang et al., 2009]. Enhanced nonmi-

grating tides associated with the nonlinear interaction between planetary waves and migrating tides

were also observed in stratosphere and lower mesosphere temperatures during the 2003/2004 SSW

[Pancheva et al., 2009].

Although it has been suggested that the nonlinear interaction between tides and planetary

waves couples SSWs to ionospheric variability, there is a lack of observational evidence that clearly

demonstrates the modulation of migrating and nonmigrating tides in the ionosphere during SSWs.

In the present study we use ground based GPS TEC observations to present the first observational

evidence of changes in ionospheric migrating and nonmigrating semidiurnal tides in the low-latitude

ionosphere during the 2009 SSW. The 2009 SSW presents unique conditions in that it was particu-

larly strong and long-lasting. It also occurred during a prolonged solar minimum period, providing

ideal conditions for studying vertical coupling between different atmospheric regions and we have

thus focused on this event.
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4.2.2 Data and Methods

The GPS TEC observations are from the IGS GIMs (http://igscb.jpl.nasa.gov). The GIMs

analyzed have a temporal resolution of 2 h and a spatial resolution of 2.5◦ in latitude and 5◦

in longitude. In certain regions, the distribution of GPS receivers used to produce the GIMs

is sparse and a certain amount of smoothing is entailed in order to obtain a global map. The

procedure used to generate the GIMs aims to minimize the effect of limited GPS observations and

they are in reasonably good agreement with independent measurements over the ocean where GPS

observations are scarce [e.g., Mannucci et al., 1998]. Although the GIMs are not a raw observation

and are influenced by the receiver distribution, we believe that the GIMs generally represent the

spatial and temporal variations in the ionosphere during periods of quiet geomagnetic activity and

the global distribution that they afford makes them well-suited for the present study.

To elucidate the effect of the 2009 SSW on the ionosphere the GPS TEC are analyzed in

terms of their various migrating and nonmigrating tidal components. Analogous to the study of

solar atmospheric tides, [e.g., Zhang et al., 2006] the observations are least-squares fit to an equation

of the form

An,scos(nΩtLT + (s− n)λ− φn,s) (4.1)

where n denotes a subharmonic of a solar day, Ω the rotation rate of the Earth (2π day−1), tLT the

local time, s the zonal wavenumber (positive for westward propagation), λ the longitude, and An,s

and φn,s are the amplitude and phase, respectively, of the different tidal components. The n=1,

2, 3 components are referred to as diurnal, semidiurnal, and terdiurnal tides, respectively. The fit

is performed for n = 0, 1,...4 and s = -5, -4,...4, 5 within 2.5◦ magnetic latitude bins and we thus

obtain a full spectrum of migrating (n = s) and nonmigrating (n 6= s) tidal components for a range

of latitudes.



109

4.2.3 Results and Discussion

The GPS TEC observations for the n=0 s=0, n=2 s=1 (westward propagating semidiurnal

tide with zonal wavenumber 1, SW1), and n=2 s=2 (migrating semidiurnal tide, SW2) tidal

components are presented in Figure 4.4 along with the geomagnetic activity index, Kp, and the

NCEP reanalysis (http://www.esrl.noaa.gov/psd/) temperature at 90◦N and 10hPa and the zonal

mean zonal wind at 60◦N and 10hPa. The NCEP temperature peaks around day 24 and at this

same time the zonal mean zonal wind reverses direction indicating that the 2009 SSW was a major

warming event. During this same time period, there is also significant variability in the GPS

TEC semidiurnal tides. As can be seen in Figure 4.4a, early 2009 was generally quiet in terms

of geomagnetic activity. However, there is still moderate variability in Kp which will perturb the

GPS TEC. It is important to consider the possibility that some of the observed perturbations in

the ionosphere are the result of geomagnetic variations and not solely related to the SSW. From

Figure 4.4 it is apparent that the perturbations in n=0 s=0 (Figure 4.4a) are closely related to

the variations in Kp while the semidiurnal tidal components (Figures 4.4b and 4.4c) do not exhibit

any clear correlation with geomagnetic activity. We thus conclude that the large semidiurnal

variations are related to the SSW which is consistent with semidiurnal ionospheric perturbations

observed during the 2008 SSW [Chau et al., 2009; Goncharenko and Zhang, 2008]. Additionally, the

variations in GPS TEC are concentrated in the EIA crest region, indicating that these perturbations

are associated with changes in dynamo-generated electric fields and the EEJ strength during the

SSW [Chau et al., 2009; Fejer et al., 2010]. A decrease in the n=0 s=0 component also occurs

around the peak of the SSW. In addition to the effect of decreased geomagnetic activity during this

time period, this decrease may, in part, be related to planetary wave activity preceding the SSW,

as described below.

Having demonstrated that the semidiurnal tides in the low-latitude ionosphere are signifi-

cantly perturbed during the 2009 SSW, we now turn our attention to the coupling between the SSW

and the ionospheric variations. It has previously been suggested [e.g., Sridharan et al., 2009; Liu et
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al., 2010] that this connection results from the nonlinear interaction between atmospheric tides and

planetary waves. Modeling results by Liu et al. [2010] strongly support this mechanism and they

demonstrate that planetary wave-1 (PW1) activity at Northern Hemisphere high-latitudes perturbs

atmospheric tides globally. In particular, Liu et al. [2010] present an intensification of SW1 and

SW2 in the low-latitude E-region neutral winds where they may modulate the EEJ strength. En-

hancements in SW1 and SW2 are also observed in GPS TEC during the 2009 SSW (Figures 4.4b

and 4.4c). To further demonstrate the connection between the SSW and changes in SW1 in the

ionosphere, Figure 4.5a shows the PW1 amplitude of geopotential height at 60◦N and 10hPa and

SW1 at 15◦N geomagnetic latitude from the GPS TEC. The GPS TEC observations are shifted

by 5 days to account for time delay and aid in the comparison. Between days 25 and 55, both the

PW1 amplitude and SW1 amplitude display similar variations and oscillate with a period of 12-16

days, further suggesting a physical connection. The ∼5 day delay between the PW1 activity at

10hPa and the ionospheric signature is attributed to a combination of propagation time and also

the time required for the global tide to adjust to changes in the forcing [Vial et al., 1991]. Although

the physical connection between PW1 and SW1 may not be immediately apparent, Angelats i Coll

and Forbes [2002] demonstrate that the nonlinear interaction between PW1 and SW2 generates

SW1 and SW3 (westward propagating semidiurnal tide with zonal wavenumber 3). The similarity

in the oscillations in PW1 and SW1 provides strong observational evidence that the nonlinear

interaction between tides and planetary waves occurs during SSWs, and furthermore, that global

tidal modulation due to planetary waves is the driving mechanism for ionospheric perturbations

during SSWs. Although this nonlinear interaction may also enhance SW3, this is not observed

during the 2009 SSW. Similar oscillations to those in SW1 are also observed in SW2 (Figure 4.4c)

and are thought to be related to changes in the mean flow conditions associated with the planetary

wave forcing. The enhancement in SW2 does, however, remain large up to and beyond day 85 and

this will be discussed in more detail later.

The PW1 activity that occurred during the 2009 SSW was relatively weak at stratospheric

altitudes and was preceded by large planetary wave-2 (PW2) amplitudes in the high-latitude North-
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ern Hemisphere stratosphere. Similar to PW1, PW2 may interact nonlinearly with the migrating

semidiurnal tide, generating the nonmigrating semidiurnal tides with zonal wavenumber 0 (S0)

and westward propagating with zonal wavenumber 4 (SW4). Supposing the above mechanism

of planetary wave-tide interaction is responsible for perturbing the ionosphere during SSWs, we

may therefore expect to observe similar enhancements in PW2 and S0 and/or SW4. Figure 4.5b

presents PW2 activity in geopotential height at 60◦N and 10hPa and S0 from the GPS TEC at 15◦

geomagnetic latitude (no significant perturbation is observed in SW4). The PW2 activity peaks

around day 20 and then slowly decays. S0 begins to slowly grow beginning around day 20, peaks

near day 35 and, similar to SW2 and SW1, remains elevated for an extended time period.

If the nonlinear interaction between planetary waves and tides is the primary mechanism

which couples SSWs to variability in the ionosphere, the question remains as to why such strong

stratospheric PW2 activity prior to the SSW does not produce a clear ionospheric signature while a

weaker PW1 appears to perturb the tides globally and in-turn impact the low-latitude ionosphere.

In terms of introducing semidiurnal perturbations to the ionosphere, we consider the mean wind

conditions and planetary wave amplitude in the MLT region (ca 70-100 km, where the semidiurnal

tide achieves large amplitude) to be of greater importance than those in the stratosphere. SABER

temperature observations (not shown) reveal that although PW1 was relatively weak in the strato-

sphere, it was still of significant amplitude above ∼50 km during the 2009 SSW. It is, therefore,

not surprising that it is able to globally modulate the semidiurnal tides. Additionally, the mean

wind conditions in the MLT can significantly impact tidal propagation and thus impact viability of

the planetary wave-tide interaction mechanism to influence the ionosphere. The zonal mean zonal

wind reversal from eastward to westward in the stratosphere that occurred on day 24 (Figure 4.4)

was preceded by strong westward winds in the MLT region for several days [Manney et al., 2009].

The MLT winds subsequently became eastward. The strong westward winds in the MLT occurred

during the peak of PW2 activity and will inhibit the growth of westward propagating tides (since

semidiurnal westward phase speeds are very slow at high latitudes) and may explain why significant

perturbations are not observed prior to the SSW despite strong PW2 forcing. The strong westward
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winds during this time period may also be responsible for the decrease in strength of SW2 (Figure

4.4c) that occurs immediately prior to the SSW. If Doppler-shifting effects are playing a significant

role, this may also account for the absence of any significant SW3 and SW4. Conversely, following

the onset of the SSW, the strong eastward winds in the MLT are favorable for the propagation of

westward waves. The winds in the MLT following the SSW onset will, therefore, facilitate the global

perturbation of westward propagating tides, such as those that result from the nonlinear interaction

between PW1 and PW2 and the migrating semidiurnal tide. During this time period the 12-16

day oscillations in the strength of PW1 globally modulate the tides at a similar periodicity and the

eastward winds in the MLT serve to enhance the tidal perturbation and better enable its ability

to reach the dynamo region. The changing wind conditions may also explain why the perturbation

in S0 due to the nonlinear interaction between the migrating tide and PW2 is not observed until

the SSW onset. The strong eastward winds in the MLT persisted following the SSW [Manney et

al., 2009] and we believe that this may be responsible for the persistence of the semidiurnal tidal

perturbations for an extended time period following the SSW. However, it is also possible that this

is associated to some degree with a seasonal change in mean winds and tides. Based on the above,

we surmise that changes in the mean winds associated with SSWs may have an important role in

the global perturbation of the migrating and nonmigrating semidiurnal tides, which modulate the

dynamo electric fields and in-turn perturb the low-latitude ionosphere. The occurrence of SSWs is

therefore considered to be of importance to the coupling between planetary waves at high-latitudes

and the low-latitude ionosphere. However, the it degree to which changes in the background circu-

lation associated with SSWs influences this coupling is presently unknown and additional studies

are necessary to fully understand this relationship. For instance, Doppler-shifting effects are not

the sole influence on tidal propagation; the significant latitudinal and vertical zonal mean wind

gradients that occur during SSW also exert strong influences on the propagation efficiency of tides.
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4.2.4 Conclusions

In the present study we analyze the ionospheric response to the 2009 SSW to gain insight into

the mechanisms which couple SSWs to ionospheric variability. The observations reveal significantly

perturbed migrating and nonmigrating semidiurnal tides in the GPS TEC in the EIA crest region

during the SSW. We further demonstrate close correspondence between the PW1 activity in the

high-latitude Northern Hemisphere and the SW1 nonmigrating tide in the low-latitude ionosphere.

These results present the first observational evidence that the coupling between SSWs and the

ionosphere is related to the nonmigrating tides generated by the nonlinear interaction between

planetary waves and the migrating semidiurnal tide. Furthermore, the changes in the mean wind

conditions in the MLT region during SSWs appear to play an important role in facilitating the

coupling between planetary waves concentrated at high-latitudes and variability in the low-latitude

ionosphere.



Chapter 5

Periodic variations in the ionosphere and plasmasphere due to recurrent

geomagnetic activity

Discussion of periodic temporal variations in the ionosphere is continued in the present chap-

ter. However, while the preceding chapter dealt with periodic temporal variations in the ionosphere

of lower atmospheric origin, the present discussion focuses on variability of solar origin. Specifically,

the influence of recurrent geomagnetic activity on the ionosphere and plasmasphere is studied. An

overview of the influence of recurrent geomagnetic activity on near-Earth geospace was previously

provided in section 1.1.

This chapter investigates two aspects of the near-Earth geospace response to recurrent geo-

magnetic activity. First, in Section 5.1, the latitude and local time dependence of the ionospheric

response is presented and discussed in the context of previously studied periodic perturbations

in thermospheric neutral density [Lei et al., 2008a] and composition [Crowley et al., 2008]. Sec-

ond, a method is developed to determine the position of the plasmapause from COSMIC topside

ionosphere/plasmasphere TEC observations, and is applied to illustrate the occurrence of periodic

oscillations in the plasmapause during 2008. Similar to the preceding chapters, each section begins

with a brief introduction followed by discussion of the data analysis procedures. This is followed by

presentation and discussion of the pertinent results. Each section concludes by briefly summarizing

the results and identifying any unanswered questions.



117

5.1 Ionosphere response to recurrent geomagnetic activity: local time de-

pendency

5.1.1 Introduction

Recently, oscillations at periods of 7- and 9-days during 2005 and 2006 in global mean GPS

TEC were correlated with recurrent solar wind high-speed streams, related to coronal hole distribu-

tions on the sun [Lei et al., 2008b]. Similar oscillations were also observed in thermosphere neutral

density and composition during this time period [Crowley et al., 2008; Lei et al., 2008a; Thayer et

al., 2008]. Although the ionospheric response to recurrent geomagnetic activity has previously been

demonstrated [Lei et al., 2008b] the degree to which periodic oscillations in thermospheric neutral

composition, density, and winds influence the ionosphere at different latitudes and local times has

yet to be demonstrated.

Thermosphere neutral composition, density, temperature, and winds may be changed globally

resulting from the periodic energy injection at high-latitudes associated with recurrent geomagnetic

activity due to solar wind high-speed streams. These global changes in the thermosphere modify the

plasma-neutral interactions resulting in changes in ionospheric electron densities and TEC. Owing

to the different mechanisms present during the daytime (production and loss) versus the nighttime

(loss only) the ionosphere will respond differently to these thermospheric changes depending on

the local time. During the daytime, at F-region altitudes electron production is primarily due to

photoionization of O and loss is primarily due to charge exchange of O+ with N2 and O2 and

subsequent dissociative recombination of NO+ and O+
2 [Prölss, 1995]. Daytime F-region electron

densities and TEC are thus expected to respond to the changes in O/N2 ratio that occur due

to recurrent geomagnetic activity [Crowley et al., 2008]. However, enhanced equatorward neutral

winds associated with the recurrent geomagnetic activity are also present and will elevate the F-

region ionosphere, resulting in enhanced electron densities [Fuller-Rowell et al., 1994]. The daytime

ionospheric response to recurrent geomagnetic activity is thus expected to be influenced by the

combination of changes in thermospheric neutral composition and enhanced equatorward winds.
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The absence of photoionization at night means that the nighttime ionospheric response to

recurrent geomagnetic activity will be different than the daytime response. The dominant process

driving changes in the nighttime ionosphere is loss through recombination. Changing concentrations

of N2 and O2 due to atmospheric upwelling will modify chemical loss rates and in-turn electron

densities and TEC. The effect of enhanced equatorward winds is less at night since an increase in

the F-layer peak height will not significantly influence the F-layer peak density or TEC. However,

the thermospheric neutral wind circulation pattern controls the horizontal transport of N2 and O2

so changes in thermospheric neutral winds still influence the response of the nighttime ionosphere.

From the above discussion, it is clear that many factors potentially influence the ionospheric

response to recurrent geomagnetic activity associated with solar wind high-speed streams and it is

the aim of this section to investigate the latitude and local time dependency of the response. The

ionospheric response is illustrated using observations of GPS TEC and in-situ electron densities

from the CHAMP satellite during the time period of days 25 - 100 (25 January - 10 April) 2005.

This combination of observations provides different perspectives on the daytime and nighttime

ionospheric response to changes in thermospheric neutral composition, density, and winds associated

with recurrent geomagnetic activity.

5.1.2 Data and Methods

5.1.2.1 Total Electron Content

Observations of vertical TEC are obtained using Jet Propulsion Laboratory GIMs made

available through the Crustal Dynamics Data Information System (http://cddis.gsfc.nasa.gov).

The GIMs are generated by fitting observations of slant TEC from around 200 GPS receivers to a

set of basis functions [Mannucci et al., 1998]. The distribution of the receivers is not uniform and

thus a significant amount of smoothing results from the fitting procedure. For example, between 40-

50◦N latitude 43 GPS receivers are present, whereas, between 40-50◦S latitude only 4 receivers are

used in the fitting procedure. As we are concerned with multi-day oscillations on a global scale, the
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sparseness of the receiver distribution and the significant smoothing that this entails, particularly

in parts of the Southern Hemisphere, will not influence the present analysis. The GIMs have a

temporal resolution of 2 hours and a spatial resolution of 5◦ in longitude and 2.5◦ in latitude. The

GIMs are used to generate a time series of vertical TEC in 2.5◦ magnetic latitude bins at a constant

local time. At a fixed local time, wave-like longitudinal structures are observed in low-latitude TEC

due to the influence of nonmigrating tides on E-region dynamo electric fields [Scherliess et al., 2008;

Wan et al., 2008]. Since a fixed local time is used, the longitude of the vertical TEC observation

changes every 2 hours which introduces short-period (sub-daily) oscillations in the TEC time series.

The present study is focused on longer-period oscillations and the short-period oscillations are not

thought to impact the results.

5.1.2.2 CHAMP In Situ Electron Density

CHAMP in-situ electron density measurements at 15 second intervals (∼120 km in-track

distance) available through the Information Systems and Data Center operated by Geo Forschungs

Zentrum (GFZ) Potsdam (http://isdc.gfz-potsdam.de) are used. It is important to recognize that

the electron densities are at a near-constant height and are sensitive to changes in the F-layer

peak height. Furthermore, the height of the CHAMP satellite changes over the course of an orbit.

During early 2005, the altitude of the CHAMP satellite was approximately 370 km, 365 km, 350

km, at latitudes of -75◦, 0◦, and +75◦, respectively, and the altitude of the satellite decreased by a

few kilometers during the study period due to orbital decay. Despite the variability introduced by

the changing measurement location with respect to the F-region peak height, the electron densities

from the CHAMP satellite are advantageous due to their global coverage. CHAMP also observes

electron densities at two local times that are separated by 12 hours, offering the opportunity to

explore local time dependencies. Owing to the near-constant sampling in local time, longitudinal

structures are also observed in CHAMP electron densities [Lühr et al., 2007; Pedatella et al., 2008],

generating short-period oscillations in the time series. These are eliminated from the CHAMP data

by calculating daily zonal mean electron densities in 1◦ magnetic latitude bins.
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5.1.3 Results

TEC from days 25 - 100, 2005 is given as a function of latitude and universal time at local

times of 12 and 4 in Figures 5.1b and 5.1d, respectively. This pair of local times is considered to be

representative of the daytime and nighttime ionosphere. The time period is the same time period

that significant 9-day oscillations were observed in thermospheric neutral density [Lei et al., 2008a]

and composition [Crowley et al., 2008]. The sub-daily oscillations present in the time series are due

to the changing longitude of the TEC observations and the enhanced TEC over certain longitude

sectors. At mid-latitudes in the Northern Hemisphere, a ∼27-day variation due to solar rotation

can be observed at 12 local time (LT). As can be seen in Figure 5.1d, the high-latitude nighttime

ionosphere also exhibits multi-day oscillations at periods less than the solar rotation period. To

illustrate the periodicities of the oscillations that are present in the TEC time series, Lomb-Scargle

(LS) periodograms [Lomb, 1976; Scargle, 1982] were calculated using TEC observations at 45◦

magnetic latitude. The LS periodograms are shown in Figures 5.1a and 5.1c for local times of

12 and 4, respectively. Although some latitudinal variation exists, the LS periodograms at 45◦

magnetic latitude are representative of the dominant periodicities seen at all latitudes. The LS

periodogram of Kp during this time period is also shown. Consistent with prior studies [Lei et al.,

2008b] there is a peak in both TEC and Kp at a period of 9-days, illustrating the presence of 9-day

oscillations in the ionosphere during early 2005. An 11-day peak in Kp is also present and is above

the 95% significance level. A peak in the daytime TEC is also seen at a period of 11-days, however,

in both cases the amplitude at a period of 9-days is significantly greater than that at 11-days and

we thus focus our attention on the 9-day periodicity.

Observations of in-situ electron densities from the CHAMP satellite from days 32 - 100, 2005

are shown in Figures 5.2b and 5.2e for the descending (daytime) and ascending (nighttime) portions

of the orbit. The local time of the equatorial crossing is overlaid and precesses due to the satellite

orbit. At high-latitudes the local time sampling deviates from the equatorial crossing local time and

we have only presented CHAMP data between ±65◦ magnetic latitude where the local time remains
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Figure 5.1: (A) Lomb-Scargle periodograms of GPS TEC at 45◦ magnetic latitude and 12 LT
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nearly constant. The several-hour change in local time that occurs over the time series produces

the long term trend that can be seen in Figures 5.2b and 5.2e. Similar to the TEC observations,

the nighttime CHAMP in-situ electron density observations reveal multi-day oscillations at high-

latitudes in the Northern Hemisphere. LS periodograms of CHAMP electron densities at 45◦N

magnetic latitude in Figures 5.2a and 5.2d reveal dominant periodicities of 9-days. Periodicities

of ∼5.5-days and ∼11.5-days days during the daytime and near 17-days at night are also present.

The origin of these periodicities is unknown, however, the ∼5.5- and ∼17-day periodicities may be

due to planetary wave activity [Lastovicka, 2006] and the peak near 11.5-days may be the result of

the 11-day peak observed in Kp.

Having established that 9-day periodicities are present in both daytime and nighttime obser-

vations in both data sets, we now turn our attention to illustrating the latitudinal and local time

dependencies. In order to elucidate the 9-day oscillations that are present, we compute residuals

from an 11-day running mean and subsequently apply a bandpass filter to the residuals. This is

the same approach that Lei et al. [2008a] applied to thermosphere density and we similarly use a

bandpass filter centered at 9-days with half power points at six and 12 days. Bandpass filtered

CHAMP residuals, expressed as a percentage of the running mean, are presented in Figures 5.2c

and 5.2f along with the bandpass filtered Kp. Bandpass filtered TEC residuals at different local

times are shown in Figure 5.3. Our initial focus is on the GPS TEC results in Figure 5.3 and will

discuss the bandpass filtered CHAMP observations subsequently. As can be observed in Figure

5.3, there are clear differences in the magnitude and latitude structure between the nighttime and

daytime responses. At night, the largest enhancements are ±35 percent of background levels and

are observed at high-latitudes. Northern latitudes and low-mid southern latitudes experience TEC

depletions a few days following the peak of the bandpass filtered Kp. Additionally, the nighttime

TEC enhancements poleward of around -50◦ N magnetic latitude generally occur 1-2 days prior to

the enhancements that are observed at other latitudes. The daytime TEC response (Figure 5.3, left

panels) is significantly different, with the magnitude of the response being ∼10-15 percent smaller

and concentrated at mid-latitudes in the Northern Hemisphere. The low-mid latitude ionosphere is
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in-phase with Kp during the daytime while high-latitudes are nearly anti-correlated with the band-

pass filtered Kp. Potential causes for the different latitudinal structures observed in the response

of the daytime and nighttime ionosphere to recurrent geomagnetic activity will be discussed later.

The bandpass filtered CHAMP in-situ electron density residuals presented in Figures 5.2c

and 5.2f generally reveal similar latitude and local time dependencies as the GPS TEC results.

However, due to the near-constant height of the CHAMP observations, some differences exist and

the oscillations in CHAMP in-situ electron densities are 10-15 percent larger than those in the GPS

TEC. The larger magnitude of the oscillations in CHAMP in-situ electron density observations

is primarily attributed to the near-constant height of the CHAMP satellite and the influence of

changes in the F-layer peak height on the observations. The periodic geomagnetic activity will

introduce variations in the F-region peak height due to a combination of thermospheric heating as

well as increased meridional winds. Since the CHAMP satellite is above the F-region peak, the

increase in F-layer height means that the in-situ electron density observations occur at a different

point with respect to the F-layer peak which can explain why larger oscillations are observed in

the CHAMP electron densities compared to TEC.

5.1.4 Discussion

The primary drivers of the ionospheric response to recurrent geomagnetic activity are thought

to be changes in thermospheric neutral composition, temperature, and winds as well as auroral en-

ergetic particle precipitation and we will first briefly discuss how each may influence the daytime

and nighttime observations of TEC and CHAMP in-situ electron densities. At night, enhanced

equatorward winds increase the F-layer height at low-mid latitudes without significantly affecting

the F-layer peak density or TEC due to the lack of photoionization. However, since the CHAMP

satellite is above the F-layer peak height, it senses an electron density increase on the order of

e∆z/Hp , where ∆z is the upward displacement and Hp is the plasma scale height. Thermospheric

heating associated with geomagnetic activity results in a more barometrically-inflated atmosphere

at night; however, since the ionosphere follows a constant pressure surface this does not change the
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F-layer peak density [Rishbeth and Edwards, 1989, 1990]. On the other hand, this may introduce

small increases in TEC due to a larger scale height in the topside ionosphere. At a near-constant

height, electron densities as measured by the CHAMP satellite will increase as a result of atmo-

spheric expansion associated with thermospheric heating. Changes in vertical winds can increase

concentrations of N2 and O2 at F-region altitudes and nighttime TEC and CHAMP in-situ electron

densities will decrease in connection with enhanced chemical loss rates. Lastly, at high-latitudes, en-

hancements in F-region electron density and TEC occur due to an increase in particle precipitation

associated with a rise in geomagnetic activity [Prölss, 1995].

During the daytime, electron densities and TEC tend to follow the O/N2 ratio since increased

O implies increased production and decreases in N2 (and O2) reduce the loss rate, increasing the

electron density. In contrast to nighttime, an elevated F-layer due to enhanced equatorward winds

does increase the F-region maximum electron density [Rishbeth, 1998] and this is reflected in an

increase in TEC. Similar to the nighttime, this will also result in an increase in electron densities

at a near-constant height, although the effect should be more pronounced due to the combination

of both an increase in F-layer peak height and density.

Based upon the above, we should be able to explain the salient features and local-time

dependencies of the bandpass filtered data presented in Figures 5.2 and 5.3. We begin with the

nighttime data in Figures 5.2f and 5.3 (right panels). During the first half of this period, a mean

summer to winter (northward) circulation is expected to exist, that transitions to a weak poleward

flow in each hemisphere as equinox (day 81) is approached [Roble et al., 1997]. Superimposed on the

mean circulation are equatorward flows throughout this interval connected with the diurnal solar

tide and with high-latitude heating. The nighttime perturbations in the GPS TEC and CHAMP

in-situ electron densities arise primarily from changing circulation associated with geomagnetic

activity, the effects of which can be assisted or impeded by the underlying solar-driven flows.

At high-latitudes in the Southern (summer) Hemisphere, a series of alternating ”cells” of

negative and positive TEC perturbations are observed at night as seen in Figure 5.3 (right panels).

These regions are anti-correlated with the bandpass filtered Kp residuals. We interpret the negative
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TEC regions as locations of enhanced N2 due to upwelling which increases the loss rate due to

recombination. It is worth noting that the regions of enhanced TEC present at these latitudes

should be considered as relative enhancements that occur due to the application of a bandpass

filter. In other words, physical processes associated with the recurrent geomagnetic activity create

a depletion in the TEC and after bandpass filtering enhancements are observed ∼4.5 days before

and after the depletion. The fact that many of the increases or decreases observed in the bandpass

filtered results are relative is important to consider throughout the following discussion. The regions

of depleted TEC are consistent with the dayside O/N2 variations measured by the TIMED/GUVI

instrument during this same period [Crowley et al., 2008] (we expect similar variations to occur at

night). A few days later, as Kp is declining, negative TEC perturbations occur at low-mid latitudes

in the Southern Hemisphere as a result of the equatorward transport of N2 (and enhanced chemical

loss) from the polar-auroral regions towards the equator [Rishbeth et al., 2000]. Assuming a transit

of 75◦ latitude in 2.5 days, a mean transport speed of 40 m/sec is inferred. Some time delay may

also be associated with the atmosphere transitioning from its ”mixed state” with enhanced N2, to

a diffusive equilibrium state, which would increase our estimated transport speed.

We expect that similar processes are responsible for the nighttime ionospheric response in the

Northern (winter) Hemisphere, which are nearly symmetric about the geomagnetic equator. How-

ever, it is seen that the ”cellular” TEC perturbations at high-latitudes in the Northern Hemisphere

are opposite in-phase with those in the Southern Hemisphere (i.e. Northern Hemisphere enhance-

ments and Southern Hemisphere depletions occur nearly simultaneously). These TEC oscillations

are consistent in amplitude and phase with those known to occur in connection with enhanced

auroral particle precipitation and latitudinal migration of the wintertime sub-auroral trough under

conditions of varying geomagnetic activity [Field and Rishbeth, 1997], and we presume this to be

the explanation for this effect. Note also that the intensity of the nighttime TEC perturbations at

all latitudes diminishes during the reduced Kp perturbations between days 70 and 90. The transi-

tion from a solstice-like to equinox-like solar-driven mean circulation may also be playing a role in

this behavior. This change towards a more hemispherically-symmetric circulation may also result
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in enhancements in N2 at low-latitudes and may be responsible for generating the TEC minima

observed over the equatorial region near days 62, 70, and 98.

The nighttime CHAMP observations presented in Figure 5.2f reveal all of the salient features

present in the nighttime TEC observations, except that the oscillations are 15-20 percent larger in

the CHAMP data. As discussed above, this is likely due to the fact that CHAMP is at a near-

constant height and reflects both changes in electron densities due to the mechanisms previously

discussed and changes in the F-layer peak height associated with variations in equatorward neutral

winds and thermospheric heating.

As can be seen in Figure 5.3 (left panels), the response of the daytime ionosphere to recurrent

geomagnetic activity is significantly different than the nighttime response, indicating that processes

conspire differently to determine the daytime response. Near noon local time, the meridional flow

associated with the solar diurnal tide is poleward in each hemisphere, thus providing resistance

to the equatorward-directed flow originating from polar-auroral heating. On the other hand, the

prevailing summer to winter circulation is still expected to be operative, at least until days 60-70.

This combination of circulations may at least be partially responsible for the more asymmetric

response in TEC between low- and high-latitudes during the daytime and the longer delay be-

tween the maximum in Kp and the maximum depletion in TEC (now 3-4 days). Furthermore, the

maximum depletions, at least prior to day 60, occur at mid-latitudes in the Northern Hemisphere,

implying that N2 may be piling up in this region as a result of transport from both auroral regions.

In addition, and perhaps alternatively, before day 60 there are enhancements of TEC near the

maxima of Kp that are likely due to uplifting of the F-layer and the accompanying increase in the

F-layer maximum electron density and TEC. The abatement in meridional wind that occurs near

the minimum in the bandpass filtered Kp residual would be accompanied by a relative decrease in

TEC, and this may be why the time delay between the maximum in Kp and the minimum in TEC

perturbations is so long on the dayside. It should be noted that a decrease in the bandpass filtered

TEC does not necessarily imply that a physical process is coincidentally causing a reduction in

electron densities. Rather, due to the nature of bandpass filtering, a negative TEC perturbation
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can be due to an increase in TEC ∼4.5 days prior to the decrease.

We again observe similar features in the daytime CHAMP in-situ electron density perturba-

tions (Figure 5.2c), although the oscillations are slightly higher in amplitude and the hemispheric

symmetry is more clearly observed, especially beginning on day 50. One feature that is present in

the CHAMP observations that is not seen in the GPS TEC data is a separation between equatorial-

region and mid-latitude depletions around ±15◦ magnetic latitude beginning on day 60. Since this

occurs near the equatorial ionization anomaly, some connection with changes in the strength of

electric fields is suggested. This effect may be due to westward daytime disturbance dynamo elec-

tric fields [Blanc and Richmond, 1980] produced by the periodic oscillations in the wind field driven

by the recurrent geomagnetic activity. This may also provide an explanation for the relative plasma

depletions observed in the daytime GPS TEC observations in the equatorial region.

Our ability to definitively deduce the mechanisms driving the observations reported here is

limited. In fact, it is likely that some combination of changes in chemical loss rates and vertical

motion of the F-layer are responsible for the observed features (whether wind-driven or electric field-

driven). Due to the lack of ability to simultaneously observe all of the necessary parameters (e.g.

thermosphere composition and winds, electric fields, ionospheric densities), numerical modeling is

required in order to elucidate the dominant effects and it is our hope that these observations will

provide the impetus for such modeling investigations.

5.1.5 Conclusions

The results in the present section are the first to reveal the daytime and nighttime dependence

of the influence of recurrent geomagnetic activity due to solar wind high-speed streams on the

ionosphere. Similar features are observed in both GPS TEC and CHAMP in-situ electron density

measurements; however, the oscillations in CHAMP electron densities are 10-15 percent larger.

The greater amplitude of the CHAMP oscillations is the result of the sensitivity of the in-situ

observations to changes in the F-layer peak height and may also be due to the significant smoothing

involved in generation of the GIMs. The ionospheric response to recurrent geomagnetic activity
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is due to the same physical mechanisms that perturb the ionosphere during classical ionospheric

storms that are typically considered as isolated events. However, the magnitude of the disturbance

is moderate and the recurrent nature of the geomagnetic activity permits isolation of the ionospheric

response to a single forcing mechanism. The nighttime response appears to be driven by changes in

the electron density loss rate due to upwelling of N2 at high-latitudes in the Southern Hemisphere

and subsequent transport of N2 towards equatorial regions by equatorward neutral winds. The

high-latitude Northern Hemisphere response, however, appears to be dominated by the latitudinal

migration of the wintertime sub-auroral trough and enhanced particle precipitation. During the

daytime, the latitudinal structure of the ionospheric response is different owing to the presence of

photoionization. The observed changes in GPS TEC and CHAMP in-situ electron densities during

the daytime are thought to be primarily due to a combination of changes in neutral composition

and uplifting of the F-layer due to enhanced equatorward winds.

5.2 Routine determination of the plasmapause based on COSMIC GPS TEC

observations of the mid-latitude trough

5.2.1 Introduction

The plasmasphere consists of relatively cold, high-density plasma that approximately coro-

tates with the Earth. The outer boundary of the plasmasphere, known as the plasmapause, is

highly dynamic and represents the boundary between plasma controlled by the Earth’s corotation

electric field and plasma influenced by magnetospheric electric fields [Lemaire and Gringauz, 1998].

Due to its dynamic nature and importance for understanding mass and energy flow in the inner

magnetosphere, determining the location of the plasmapause has attracted significant attention

and a variety of techniques have been implemented for this purpose. Early studies of plasmapause

location utilized whistler observations along with limited satellite observations [Carpenter, 1966;

Carpenter et al., 1968; Gringauz and Bezrukikh, 1976]. In-situ satellite observations of the sharp

plasma density gradient found at the plasmapause have also been used, resulting in the development
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of several empirical relationships between geomagnetic activity level and plasmapause radius [Car-

penter and Anderson, 1992; Moldwin et al., 2002; O’Brien and Moldwin, 2003]. General features of

the plasmapause, such as its inward movement with increasing geomagnetic activity were revealed

by these observations. More recently, the global views of the plasmasphere and plasmapause af-

forded by the Extreme Ultraviolet (EUV) instrument on the Imager for Magnetopause-to-Aurora

Global Exploration (IMAGE) satellite provided new insight into the nature of the plasmasphere.

Such global observations were able to reveal that the structure of the plasmapause is significantly

more complex than previously thought and also demonstrated the connection between the plasma-

pause and other regions, such as the outer radiation belts [Baker et al., 2004; Darrouzet et al., 2009;

Goldstein et al., 2003, 2004; Spasojevic et al., 2003].

In addition to direct observation of the plasmapause location, various ionospheric observa-

tions are correlated with the plasmapause and have thus been employed to determine its location.

Observations have revealed the close relationship between the location of the mid-latitude elec-

tron density trough and the plasmapause [Grebowsky et al., 1976; Yizengaw and Moldwin, 2005;

Yizengaw et al., 2005]. Additionally, Anderson et al. [2008] demonstrated that the plasmapause

location corresponds closely to the light ion trough in the topside ionosphere. Although unable to

reveal some of the finer scale structures as effectively as methods such as direct EUV imaging, the

use of ionospheric observations to determine the plasmapause is advantageous because relatively

continuous observations can be made in different local time sectors. Furthermore, this approach

can help maintain continuity of observations during periods when other satellite observations of

the plasmapause are unavailable.

The high-sample rate along with the global distribution of receivers make observations of

the global GPS TEC ideal for study of the ionosphere and plasmasphere. Ground-based observa-

tions of GPS TEC are primarily influenced by electron densities in the F-region [Klobuchar, 1996],

consequently GPS TEC observations used to study the disturbed and quiet time ionosphere pre-

dominantly reveal characteristics of the F-region ionosphere [Afraimovich et al., 2008; Coster and

Komjathy, 2008; Mendillo, 2006]. Ground-based GPS TEC measurements can, however, also reveal
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information concerning the structure of the plasmasphere [e.g., Foster et al., 2002]. Observations

of TEC from GPS receivers onboard low-Earth orbit (LEO) satellites allow for the separation of

the TEC into different altitude regions, enabling a unique perspective on the structure and dynam-

ics of electron densities in both the F-region ionosphere and the topside ionosphere/plasmasphere.

Furthermore, compared to ground-based observations, satellite observations of GPS TEC are advan-

tageous due to the more complete global coverage that they offer. As a result of these advantages,

GPS TEC observations from LEO satellites have been applied to study several geomagnetic dis-

turbances in order to gain new insight into the dynamics of the storm-time ionosphere as well as

the underlying physical mechanisms [Mannucci et al., 2005, 2008; Pedatella et al., 2009; Yizengaw

et al., 2006].

The use of GPS TEC observations from LEO satellites has focused primarily on the study

of ionospheric storms; however, LEO satellite observations of GPS TEC are well-suited for study

of climatological features of the electron densities in the topside ionosphere/plasmasphere and

the structure and dynamics of the plasmapause. Additionally, the regular sampling in different

local time sectors afforded by LEO satellites makes them advantageous for use in the study of

the plasmapause. In the present study, we make use of GPS TEC observations from the six

satellite COSMIC to determine the location of the plasmapause throughout 2008. Based on these

observations, the variation with geomagnetic activity and local time is illustrated. The COSMIC

observations of the plasmapause are also used to demonstrate the occurrence of periodic oscillations

in the plasmapause location. This represents a new approach for routine determination of the

plasmapause location and is an innovative use of GPS receivers that are flown on LEO satellite for

the primary purpose of precise orbit determination.
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5.2.2 Data Processing

5.2.2.1 COSMIC Vertical TEC Observations

The present study utilizes the observations of topside ionosphere/plasmasphere TEC from the

COSMIC processed using the methods outlined in Chapter 2. Sufficiently minimizing the multipath

effect allows for combining multiple data arcs which improves the continuity of observations while

the COSMIC satellites pass through the trough region. The ability to combine data arcs is useful

in the event of carrier phase cycle slips and, in the present study, we combine VTEC observations

to multiple GPS satellites if they are separated by less than 30 minutes in local time. Combining

observations to multiple satellites may introduce some error due to structures in local time, however,

this is done to increase the number of available plasmapause observations. Note also that only

observations above 65◦ elevation angle are used in the present analysis.

5.2.2.2 Determination of Plasmapause

Based on the methods detailed in Chapter 2, we have obtained a high-quality set of VTEC

observations from the COSMIC satellites during 2008 that can be used to determine the location

of the plasmapause. As previously demonstrated by Yizengaw et al. [2005], GPS TEC observations

of the ionospheric mid-latitude trough are correlated with the position of the plasmapause. In the

present study, the COSMIC VTEC observations are used to determine the equatorward edge of the

mid-latitude trough and we define the plasmapause to be located at this point. The equatorward

edge is defined as the location equatorward of the trough minimum where the gradient exceeds 0.10

TECu/degree. Each COSMIC satellite passes through the trough region four times per orbit. The

trough is known to exhibit hemispheric asymmetry due to the larger offset between the geomagnetic

and geographic poles in the Southern Hemisphere [e.g., Sojka et al., 1985]. Therefore, in the

present study, we have only used Northern Hemisphere observations to ensure that any hemispheric

differences do not influence the results. As an illustration of our method, the VTEC for a single

pass is shown in Figure 5.4 along with where the plasmapause is estimated to be. As can be seen
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in Figure 5.4, the COSMIC VTEC observations are capable of identifying the trough region and

subsequently determining the location of the plasmapause.

Although the observations shown in Figure 5.4 reveal a distinct mid-latitude trough and

allow for estimation of the plasmapause location, it should be noted that this is not always the

case for a number of reasons. First, due to only using data above a 65◦ elevation angle, data

gaps are prevalent. The presence of data gaps makes it impossible to unambiguously determine

the plasmapause for many passes and any data with gaps greater than 1 minute are not analyzed.

Furthermore, there are occasional ”jumps” in the data that may result from changes in the GPS

satellites used to compute the VTEC or cycle slips in the carrier phase observations. Such ”jumps”

in the data may lead to inaccurate determination of the plasmapause location, and we thus do not

use arcs that contain a greater than 0.3 TECu change in the VTEC from one epoch to the next.

The aforementioned restrictions result in elimination of a large number of passes and based on

one year of COSMIC observations the location of the plasmapause has been determined for about

1800 passes, which represents ∼19% of the possible crossings. Clearly, there are some drawbacks to

the present method; however, the good spatial resolution and local time coverage of the COSMIC

observations represent significant advantages and thus these observations provide a valuable new

technique for studying the plasmapause.

5.2.3 Results and Discussion

5.2.3.1 Variation with Kp

The location of the plasmapause is well known to vary with geomagnetic activity and gener-

ally moves inward (outward) with increasing (decreasing) activity levels [Carpenter and Anderson,

1992; Moldwin et al., 2002; O’Brien and Moldwin, 2003]. Therefore, we illustrate the variation

with geomagnetic activity to demonstrate the effectiveness of applying the COSMIC observations

for determination of the plasmapause during 2008. The plasmapause position for all local times as

a function of the maximum Kp in the previous 24 hours is shown in Figure 5.5. It should be noted
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Figure 5.4: Vertical TEC observations for a single COSMIC pass. The estimate of the plasmapause
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that the plasmapause observations during 2008 are biased towards low geomagnetic activity level

due to the relative absence of significant geomagnetic activity during this time period. Nonethe-

less, the reduction in plasmaspheric radius with increasing levels of geomagnetic activity is evident.

The best-fit line to the COSMIC observations is also shown in Figure 5.5, along with the best-fit

line to CRRES observations previously obtained by Moldwin et al. [2002]. The linear best fit is

found to be Lpp = 5.322 ± 0.040 − (0.346 ± 0.019)Kpmax
, compared to the Moldwin et al. [2002]

result of Lpp = 5.390± 0.072− (0.382± 0.019)Kpmax
. The good agreement between the COSMIC

results and previous observations indicates that VTEC observations from GPS receivers onboard

LEO satellites, such as the COSMIC, represent a useful means for routine determination of the

plasmapause.

5.2.3.2 Local Time Variation

The local time variation of the plasmapause location for different levels of geomagnetic ac-

tivity during 2008 is shown in Figure 5.6. Both the raw observations and the mean plasmapause

location within two hour magnetic local time bins are presented. As expected, the COSMIC obser-

vations reveal a general decrease in plasmapause radius as the geomagnetic activity level increases.

It is also clearly evident that there is significant variability in the plasmapause location about the

mean value, with standard deviations on the order of 0.5-1.0 L. The variability is most pronounced

at low-levels of geomagnetic activity. Unfortunately, as noted previously, there are considerably

fewer observations during periods of high geomagnetic activity compared to low levels of activity

due to only using COSMIC observations during 2008. Therefore, the results forKp greater than four

may not be an accurate representation of the average plasmapause for high levels of geomagnetic

activity.

Previous studies of the plasmapause location as a function of local time have revealed both

noon-midnight and dawn-dusk asymmetries [Gringauz and Bezrukikh, 1976; Moldwin et al., 2002;

O’Brien and Moldwin, 2003]. Although there is slight asymmetry of ∼0.25L, the COSMIC obser-

vations in Figure 5.6 reveal a plasmapause that is generally invariant in local time and exhibits
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significant variability. There are several reasons why the COSMIC observations of the plasmapause

may be more symmetric in comparison to previous observations. First, the local time variation pre-

sented in Figure 5.6 is representative of average conditions and does not reveal the instantaneous

shape of the plasmapause. During periods of quiet geomagnetic activity, the plasmapause is known

to exhibit significant structure in local time; however, the location of the bulge region is highly vari-

able even over relatively short time scales [Moldwin et al., 1994]. Such variations in the local time

structure of the plasmapause may result in the observed plasmapause being circular in an average

sense even though the instantaneous plasmapause exhibits significant structure. Additionally, the

location of the trough minimum exhibits a local time dependency that is different then that of the

plasmapause [e.g., Werner and Prölss, 1997] and, furthermore Yizengaw et al. [2005] observed that

the separation between the equatorward edge of the trough and the plasmapause tends to be larger

during the daytime. As the present study assumes that that the plasmapause is collocated with

the equatorward edge of the trough, the local time structure of the trough combined with any local

time difference in the relationship between the plasmapause and equatorward edge of the trough

may potentially result in the observed symmetry in local time. In addition to these shortcomings

in the present method, the discrepancy with prior observations may be related in part to biases

in other methods which may produce a more asymmetrical plasmapause. For example, CRRES

observations used by Moldwin et al. [2002] and O’Brien and Moldwin [2003] suffer from insufficient

sampling at high L during the daytime which may result in greater local time asymmetry.

5.2.3.3 Periodicities during 2008

During the declining phase of solar cycle 23, oscillations at periods of 7-, 9-, and 13.5-days

have been observed in thermosphere neutral composition and density as well as in the ionosphere

[Crowley et al., 2008; Lei et al., 2008a,b]. Similar periodicities were also observed during 2008 in

auroral electron power, electron fluxes in the outer radiation belt, and solar wind velocity [Gibson

et al., 2009]. These periodic oscillations in Earth’s upper atmosphere are the result of recurrent

geomagnetic activity due to periodic high-speed solar wind streams associated with coronal hole
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distributions on the Sun. As the plasmapause location is correlated with the level of geomagnetic

activity, one may surmise that the plasmapause should exhibit periodic oscillations during 2008

as well. Lomb-Scargle [Lomb, 1976; Scargle, 1982] periodogram analysis of the daytime (7-18 LT)

and nighttime (20-5 LT) plasmapause locations during 2008 along with Kp are presented in Figure

5.7. Not surprisingly, 9-day periodicities are observed in Kp as well as the daytime and nighttime

plasmapause. Weaker 13.5-day oscillations are also observed, although the 13.5-day period is not

above the 95% significance level for the nighttime plasmapause. It is unknown why the 13.5-day

oscillation is not significant in the nighttime plasmapause but this may be related to a weaker

dependence on geomagnetic activity and larger variability in the plasmapause during these local

times [e.g., Moldwin et al., 2002].

Combined with the numerous previous studies on periodic oscillations in Earth’s upper atmo-

sphere, the identification of periodic oscillations in the plasmapause demonstrates that the entirety

of near-Earth geospace is likely to be influenced by periodic high-speed solar wind streams. Given

the importance of the plasmapause for controlling the flow of mass and energy in the inner mag-

netosphere, the presence of periodic oscillations in the plasmapause has significant implications for

this region. Furthermore, observations have demonstrated that the inner edge of the outer radiation

belt is closely tied to the plasmapause location [Baker et al., 2004] and our results indicate that

the location of the inner edge of outer radiation belt region may also exhibit oscillations during the

current solar minimum.

5.2.4 Conclusions

In the present study, the COSMIC VTEC observations are used in order to determine the

plasmapause position throughout 2008. The variation of the COSMIC plasmapause observations

with the level of geomagnetic activity is similar to the variation obtained by previous studies using

different observation methods, indicating the effectiveness of using the COSMIC VTEC observa-

tions to routinely observe the location of the plasmapause. It is also observed that, in an average

sense, the plasmapause is roughly symmetric in local time. However, there is significant variability
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and the plasmapause at any given time will exhibit significant structure in local time. Lastly,

the plasmapause is found to oscillate at periods of 9- and 13.5-days during 2008 due to recur-

rent geomagnetic activity associated with solar wind high-speed streams. Such oscillations further

demonstrate the significant influence that solar wind high-speed streams have on the Earth’s upper

atmosphere and inner magnetosphere during the current solar minimum.

The present study is the first to demonstrate the use of GPS TEC observations from LEO

satellites for routinely determining the plasmapause. Although we have focused solely on the

COSMIC satellites for this purpose, the methods are applicable to any high-inclination satellite

with a dual-frequency (non-occulting) GPS receiver that records both carrier phase and pseudorange

observations. A number of current satellites (e.g., CHAMP, GRACE, JASON-2) satisfy this criteria

and it is anticipated that many future satellites will as well. The results of the present study

demonstrate that the GPS TEC observations from these satellites provide a valuable resource for

future study of the plasmapause during both quiet and disturbed time periods.



Chapter 6

Summary and Conclusions

In recent years there have been significant developments in the understanding of how pro-

cesses occurring in the lower atmosphere induce significant variability in the ionosphere. These

advances combined with recent advances in global observational methods have enabled a detailed

study of periodic variability in the ionosphere and plasmasphere in response to lower atmospheric

forcing. The studies presented in Chapters 3 and 4 serve to enhance the current understanding of

coupling between the lower and upper atmosphere, and have provided answers to the questions laid

forth in section 1.4. The chief scientific findings may be summarized as follows:

• During Northern Hemisphere winter months, the F-region ionosphere exhibits wave-2 and

wave-3 variations which are attributed to the nonmigrating tides SW2 and DE2. This

demonstrates the importance of nonmigrating tides other than the DE3 that is the subject

of the vast majority of past studies concerning the presence of longitudinal variations in

the ionosphere. Further, it demonstrates that during Northern Hemisphere winter the

longitude variations of concern are wave-2 and wave-3 and not the wave-4 variation that,

like DE3, has been the subject of numerous prior studies.

• A significant altitude dependence to the longitude variations was both observed and mod-

eled using the newly developed GIP-TIEGCM. This was also observed to exhibit significant

seasonal and local time dependencies. It also is worth noting that understanding of this

altitude dependence was made possible by development of a method to reduce multipath
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present in the COSMIC GPS POD observations. It was found that around equinox, dur-

ing the daytime, similar longitude variations are observed in the F-region and topside

ionosphere/plasmasphere. However, at night different longitude variations are observed at

these two altitudes. A notable difference in the longitude variation at these altitudes at all

local times was also observed and modeled during solstice time period. The results have

demonstrated that the nonmigrating tides considerably perturb the ionosphere at altitudes

in excess of 800 km. The effect of nonmigrating tides at these altitudes is thought to be

driven by temperature variations influencing the topside ionosphere scale height. Last, it

was found that, especially during solstice, the geomagnetic field plays a key role in generat-

ing longitude variations in the topside ionosphere/plasmasphere but does not significantly

influence the F-region.

• Large-scale changes in tropospheric convection associated with the ENSO were found to

influence the longitude variations in the ionospheric F-region. The connection between sea

surface temperature variations and variability hundreds of kilometers aloft represents a new

discovery, and is worthy of future investigations as discussed below.

• Satellite magnetometer observations were used to investigate longitudinal variations in the

global Sq current system. This represents the first study of the complete longitude vari-

ations that are present in the Sq currents. Significant longitude variations were observed

in the Sq current function. These are attributed to the combined influence of nonmi-

grating tides and the geomagnetic field orientation. Where past studies have focused on

tidal influences on the low-latitude ionosphere, these results demonstrate the importance

of nonmigrating tides on perturbing the global ionosphere.

• The quasi-16-day planetary wave was found to significantly influence the low-latitude iono-

sphere on a global-scale. That is, all longitudes are influenced in a similar manner. The

oscillations are significant, and can reach ∼45% of the background electron density at a

constant height. It was also found that the low-latitude ionospheric variations that are ob-
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served during SSWs are connected to the nonlinear interaction between tides and planetary

waves. In particular, the low-latitude SW1 was found to be connected to the planetary

wave-1 activity in the high-latitude stratosphere. This reveals observationally what has pre-

viously been shown in numerical models as a mechanism for connecting SSWs to variability

in the low-latitude ionosphere.

While the above have enhanced the present understanding of the lower atmosphere on intro-

ducing spatial and temporal variability in the ionosphere, there remain some open questions. First,

while the role of different nonmigrating tides and the geomagnetic field have been elucidated for the

low-latitude ionosphere, this has yet to be done for the global Sq currents. Given the longitudinal

variations observed in section 3.4, controlled numerical modeling experiments should be performed

to investigate the primary sources of these variations. The connection between the ENSO and upper

atmosphere is also worthy of additional study. Typical changes that occur in the MLT and upper

atmosphere during both the warm and cold portions of the ENSO cycle should be investigated in

detail. The connection between day-to-day variations in tropospheric convection and ionospheric

variability also presents an opportunity to further investigate the connection between lower and

upper atmospheric variability.

In addition to the above, periodic oscillations in the ionosphere and plasmasphere due to

recurrent geomagnetic activity was studied in Chapter 5. Two facets of this connection were

explored. First, the latitude and local time dependency of the ionospheric response to recurrent

geomagnetic activity was investigated. This is the first time that the complete global response of the

ionosphere to recurrent geomagnetic activity was studied, and significant local time variations were

discovered. Although the magnitude of the variations is smaller, the ionospheric variations due to

periodic geomagnetic activity were found to be driven by the same mechanisms which drive larger

geomagnetic storms. A method for using LEO satellite TEC observations to study the location of

the plasmapause was also developed, and subsequently used to illustrate the presence of periodic

variability in the plasmapause during 2008. This demonstrates that the entirety of near-Earth
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geospace was perturbed by the recurrent geomagnetic activity during the declining phase of solar

cycle 23. Further, the methods developed may be used to study the response to larger geomagnetic

storms. The COSMIC, combined with the increasing number of satellites equipped with GPS POD

antenna (i.e., Swarm, COSMIC-II) present the opportunity to perform such studies in the future

as we head towards the upcoming solar maximum.
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