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 Quantum dots (QDs) are the foundation of many optoelectronic devices because their 

optical and electronic properties are synthetically tunable. The inherent connection between 

synthetically controllable physical parameters, such as size, shape, and surface chemistry, and QD 

electronic properties provides flexibility in manipulating excited states. The properties of the ligands 

that passivate the QD surface and provide such synthetic control, however, are quite different from 

those that are beneficial for use in optoelectronic devices. In these applications, ligands that promote 

charge transfer are desired. To this end, significant research efforts have focused on post-synthetic 

ligand exchange to shorter, more conductive ligand species. Surface ligand identity, however, is a 

physical parameter intimately tied to QD excited state behavior in addition to charge transfer. A 

particularly interesting group of ligands, due to the extraordinarily thin ligand shell they create 

around the QD, are the chalcogenides S2-, Se2-, and Te2-. While promising, little is known about how 

these chalcogenide ligands affect QD photoexcited states. This dissertation focuses on the impact of 

chalcogenide ligands on the excited state dynamics of cadmium chalcogenide QDs and associated 

implications for charge transfer. This is accomplished through a combination of theoretical 

(Chapters 2, 3, and 6) and experimental (Chapters 2, 4, 5 and 6) methods. We establish a theoretical 

foundation for describing chalcogenide capped QD photoexcited states and measure the dynamics 

of these excited states using transient absorption spectroscopy. The presented results highlight the 

drastic effects surface modification can have on QD photoexcited state dynamics and provide 

insights for more informed design of optoelectronic systems.  
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operations are what engage most scientists throughout their careers.” 

- Thomas Kuhn 



 1 

Chapter 1.  Introduction 

 

“I do not know what I may appear to the world; but to myself I seem 
to have been only like a boy playing on the seashore, and diverting 
myself in now and then finding of a smoother pebble or a prettier 
shell than ordinary, whilst the great ocean of truth lay all 
undiscovered before me.” 

- Sir Isaac Newton 

1.1 Motivation 

1.1.1 Solar energy harvesting 

 The entirety of the research discussed in this dissertation is motivated by the emergence of 

solar energy as a potential means of providing the world with renewable energy. Anthropogenic 

climate change is largely driven by greenhouse gas emissions, and renewable energy sources provide 

the promise of energy free of greenhouse gas emission.1 The sun’s capacity to provide renewable, 

clean energy completely dwarfs that of all other options, including nuclear, wind, hydroelectric, and 

biofuel. More energy strikes the Earth in the form of sunlight in an hour than the entire world 

consumes in a year.2 The potential for abundant, renewable energy is quite literally raining down on 

us every day. Efforts to harness this immense amount of energy are both wide-ranging and 

incredibly interdisciplinary. This dissertation represents my contributions towards developing a more 

efficient means of harvesting solar energy.  

1.1.2 Photochemistry vs. photophysics 

 Major research efforts focus on the development of photovoltaic and photocatalytic 
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systems.3-8 While photovoltaics convert solar energy directly into electricity, photocatalytic systems 

convert solar energy into stored, potential energy by driving otherwise energetically unfavorable 

reactions. The products of these reactions, like the elemental hydrogen and oxygen obtained from a 

water splitting reaction, can then be utilized for their stored chemical energy. The gamut of 

photovoltaic and photocatalytic systems is immensely varied and incredibly complex. Each 

individual system contains a multitude of components that must work in concert together, but each 

system relies upon the same initial steps. Any successful photovoltaic or photocatalytic process 

begins with (i) the absorption of a photon by a material to generate a photoexcited state and (ii) the 

subsequent transfer of a photogenerated charge carrier out of that material.  

The efficiencies of these two processes, being the initial steps of the overall process, play a 

critical role in determining the efficiency of the system as a whole. Thus the overall device quantum 

efficiency, QE, will be dictated in part by the fraction of incident light absorbed (Iabs/I0) and the 

efficiency of the initial charge transfer event (QEet). Because QE is essentially the product of the 

efficiencies of each step, the efficiency of these two steps provides a maximum ceiling for what 

successive steps can hope to achieve. For any system to be used in photovoltaic or photochemical 

applications, strong light absorption and efficient charge transfer characteristics are necessary. As 

will be discussed in the next section, the cadmium chalcogenide materials this dissertation focuses 

on are incredibly efficient light absorbers. One of the central goals of systems utilizing these 

materials then is to increase the quantum efficiency of charge transfer. 

In these systems, the charge transfer event provides the carrier that ultimately contributes to 

an electrical circuit or photochemical redox reaction. For this reason we refer to charge transfer as a 

photochemical process. Eqn. 1.1 frames the quantum efficiency of electron transfer, QEet, in terms 

of the rate constant of electron transfer, ket. QEet depends on the comparison of the rate of electron 

transfer with the total decay rate of the excited state. The photoexcited state can decay either 
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through the desired photochemical pathway, ket, or through any number of alternative pathways. 

These intrinsic decay channels, whose rate we denote kQD, exist even in the absence of charge 

transfer, and we therefore refer to them as photophysical processes.  

 

 
Eqn. 1.1 

One obvious method for promoting efficient charge transfer is increasing the rate of electron 

transfer, ket. Equally important to QEet, however, is the rate at which the system’s photoexcited state 

decays, kQD. Figure 1.1 plots QEet as a function of the ratio ket/kQD along a logarithmic axis. When 

the electron transfer rate is equal to the intrinsic decay rate (ket/kQD =1), QEet=0.5. A ten-fold 

increase in either rate over the other leads to a QEet of either 10% or 90%, a notably drastic effect. 

Because QEet is dictated by the interplay between ket and kQD, it is desirable to ultimately characterize 

both the photochemistry and photophysics of a system.  

 

Figure 1.1: Interplay between ket and kQD. Quantum efficiency of electron transfer (QEet) as a function of the ratio 
between the rate of electron transfer, ket, and the intrinsic excited state decay rate, kQD. Note that the x-axis is plotted on 
a logarithmic scale. Just as increasing ket leads to a higher QEet, so too does decreasing kQD. The range of 0.1 < ket/kQD 
< 10 accounts for QEet spanning 10% to 90%, demonstrating how relatively minor adjustments to either ket or kQD can 
have a significant impact on efficiency. 
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1.2 Background 

1.2.1 Nanocrystalline materials 

 Colloidal semiconductor nanocrystals are extremely small pieces of crystalline material. 

Typically composed of 1,000 – 10,000 atoms, measuring 1 – 10 nanometers in size, and having well-

defined absorption energies, nanocrystals can be considered giant, artificial atoms. The absorption of 

light by nanocrystals is governed by a unique combination of material properties and size-induced 

confinement effects. When bulk materials absorb a photon of the correct energy, a pair of charge 

carriers is formed, a photoexcited electron and the resulting positively charged vacancy, referred to 

as a hole.9 These oppositely charged carriers are electrostatically bound to each other and, similarly 

to the proton and electron in a hydrogen atom, can be characterized by the exciton Bohr radius (a0), 

the most probable distance separating the two. When the size of the material is decreased to a0, the 

photoexcited carriers begin to exhibit quantum mechanical behavior.10-11 

The class of materials this dissertation focuses on, cadmium chalcogenide nanocrystals (i.e. 

CdSe and CdTe), have several characteristics that make them particularly attractive for use in solar 

energy harvesting applications.6 They absorb in the visible region, enabling them to utilize a 

significantly larger portion of the solar spectrum than UV-absorbing materials. As mentioned above, 

chalcogenide nanocrystals are also very strong light absorbers, with molar absorptivities on the order 

of 105 – 107 M-1 cm-1. These values are 10 – 100 times larger than the strongest absorbing molecular 

dyes. The band edges, redox potentials, and absorption spectra of cadmium chalcogenides are 

readily tunable using easily controlled synthetic parameters, such as size, shape, and composition. 

On the nanometer scale, where the size of the nanocrystal largely dictates its light absorption 

characteristics, photoexcited carriers have facile access to surfaces where they can be utilized.  
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1.2.2 Quantum dots 

The most common example of this unique combination of nanocrystalline properties is the 

quantum dot (QD), a spherical nanocrystal (Figure 1.2a). Quantum dots exhibit tunable absorption 

spectra based on their size due to the quantum-confined nature of the photoexcited charge carriers 

that are generated upon absorption of a photon.10-11 The size-tunability of these absorption energies 

allows for tuning one material’s absorption spectra simply by changing the size of the nanocrystal, 

which is a readily controllable synthetic parameter. The size-induced quantum confinement effect 

that occurs in all spatial dimensions for a quantum dot leads to the photoexcited carriers in band 

edge states being delocalized over the entire QD rather than being localized on a single atom or 

cluster of atoms. This is beneficial for many applications as it enables easier extraction of the charge 

carriers. Unlike bulk semiconductors, carriers in QDs need not diffuse to reach surface states to 

become available for charge transfer or catalysis.  

 The optical properties of quantum dots are thus directly related to their physical properties. 

For quantum dots, whose size is smaller than a0, the quantum dot size defines the spatial distribution 

of the exciton. The carriers in a quantum dot can be described as particles in a sphere, a variation on 

the quantum mechanical particle in a box. Similar to the particle in a box, where a smaller box leads 

to a larger spacing between energy levels, smaller quantum dots exhibit larger spacing between 

energy levels. Through this quantum confinement effect, simply changing the size of the QD leads 

to changes in band gap energy. The ability to tune the optical and electronic properties of quantum 

dots simply by adjusting their size provides flexibility in manipulating their excited states.12-13 

 For this reason, nanocrystals hold immense potential for use in solar energy harvesting 

applications. Colloidal nanocrystals, and quantum dots in particular, have been employed in a wide 

variety of photovoltaic and photocatalytic systems.3-8, 14-16 Quantum dot based solar cells have been 

the focus of extensive research with great success to date and the potential to overcome the 
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theoretical efficiency limit of 31% for single-junction photovoltaics. Quantum dots and other 

nanocrystals, coupled with a variety of cocatalysts, have also been used to drive photochemical fuel 

generation such as water splitting and CO2 reduction. 

1.2.3 Nanocrystalline heterostructures 

 While nanocrystals have been actively researched since the 1980s, there have been 

remarkable advances in synthetic methods in the last decade.
 
These advances have allowed for the 

ability to combine multiple materials in one nanostructure.12, 17-19 These systems, due to the presence 

of more than one crystalline material while still exhibiting the effects of quantum confinement, are 

referred to as nanocrystal heterostructures.
 
While a wide variety of heterostructure materials and 

geometries exist, the most relevant for this dissertation is the core/shell heterostructure, which 

consists of a QD core surrounded by a spherically symmetric shell of another semiconductor 

material.  

The most promising aspect of heterostructures is the ability to funnel charge carriers into 

particular regions of the structure. Depending on the desired application, both the electron and hole 

can be funneled into the same (Type I) or separate (Type II) regions of the heterostructure.12, 18-19 

This is accomplished through the band edge potentials of the materials incorporated in the 

heterostructure. When the band edges of one material straddle those of the other, the 

heterostructure demonstrates a Type I band alignment. In this configuration, the minimum energy 

of both the electron and hole are located in the same region of the heterostructure (Figure 1.2b). 

When the band edges of the two materials are staggered in a Type II band alignment, the electron 

and hole localize into separate regions of the heterostructure (Figure 1.2c). The range of geometries 

and material combinations made possible through the synthesis of nanocrystalline heterostructures 

further enhances the ability to manipulate photoexcited state behavior. 
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Figure 1.2: Nanocrystalline materials. (a) Illustration of a CdSe quantum dot, a spherical nanocrystal. The purple spheres 
represent Cd2+ ions, and the blue spheres represent Se2- ions. Image courtesy of Daniel D. Hickstein. (b) Schematic of a 
Type I band alignment, wherein both the electron and hole wave functions (red) are localized in the same region of the 
nanostructure. (c) Schematic of a Type II band alignment, wherein the electron and hole wave functions (blue) are 
localized in separate regions of the nanostructure. 

1.2.4 Surface capping ligands 

 Crystalline materials, such as CdSe and CdTe, do not find thermodynamic minima at the 

nanoscale. Larger, extended structures are more thermodynamically favorable. To prevent crystals 

from growing into the bulk form, these nanocrystal surfaces are passivated with ligand molecules.20-21 

Ligands bind to exposed cations on the nanocrystal surface in a manner akin to coordination 

complexes. These ligand molecules play an integral role in quantum dot syntheses by kinetically 

governing the nanocrystal growth. Both nanocrystal shape and crystal structure can be controlled 

through the use of different ligand molecules during synthesis.20-23 

Most relevant for the work discussed in this dissertation, ligands, which comprise the layer 

between the nanocrystal and its surroundings, dictate a nanocrystal’s interactions with its 

environment.24-25 These interactions include solubility, and of particular relevance for photovoltaic 

and photochemical applications, photochemical charge transfer rates between a nanocrystal and its 

surroundings. Shorter, more electronically conductive ligands have been proven to lead to faster 

charge transfer rates.24, 26-33 Other work has demonstrated that nanocrystal surface chemistry, dictated 

largely by the nanocrystal-ligand interaction, plays a critical role in photophysics as well.24-25, 34 
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Ligands, even though they represent a single layer on the outer edge of a nanocrystal, therefore play 

a significant and integral role in both charge transfer and photophysics. 

1.2.5 Post-synthetic ligand exchange 

 The role ligands play in colloidal nanocrystal syntheses requires certain molecular 

characteristics. Ligands typically chosen for synthetic purposes are large, aliphatic molecules with 

head groups that can act as Lewis bases. The high boiling points that arise from strong dispersion 

forces allow them to remain in solution at the high temperatures required for crystal growth, the 

large size of the molecules allows for kinetically mediated crystal growth, and the Lewis basicity 

promotes ligand-cation interaction. The downside of these ligands is that the very qualities that make 

them beneficial for synthetic purposes hinder charge transfer. The aliphatic nature of these ligands 

provide an insulating barrier between the nanocrystal and its environment, and the large size can 

prevent charge acceptors from getting close to the nanocrystal surface. The native, aliphatic ligands 

used in this dissertation are n-octadecylphosphonic acid (ODPA) and n-octadecylamine (ODA), 

whose structures are provided in Figure 1.3. 

 The characteristics of these aliphatic ligands are drastically different than those desired from 

a charge transfer standpoint. Here, we desire a decreased barrier between the nanocrystal and its 

environment, both physically and energetically. To this end, significant research efforts have focused 

on exchanging large, aliphatic ligands with shorter, more conductive species.4, 35-48 Many of these 

ligands have been shown to improve carrier transport in devices.4, 36-37, 40, 43-44, 47-49 One particularly 

promising class of ligands are the chalcogenides S2-, Se2-, and Te2-.40, 50 They are appealing for the 

extraordinarily thin single atomic layer ligand shell they create around the QD. They are also 

significantly more conductive than aliphatic carbon chains. Both of these factors lead to increased 

electronic coupling. Because the large, aliphatic ligands play such a critical role in QD synthesis, it is 

beneficial to exchange the ligands after crystal growth is completed. These post-synthetic ligand 
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exchanges are simple solution-phase, room temperature reactions driven by the new ligand’s higher 

affinity for exposed cations on the QD surface than the native ligand.  

This dissertation focuses on the impact of chalcogenide ligands on the photophysics and 

photochemistry of QDs, an important yet largely unknown aspect of this promising family of 

ligands. In order to isolate the effect of altering the ligand identity, the photophysical behavior they 

induce must be compared to that of native, aliphatic ligand passivated QDs. Because of the 

difference in solubility between QD passivated by chalcogenide ligands and the native alkyl-

phosphonate and alkyl-amine ligands, comparison with an aliphatic ligand that provides solubility in 

polar solvents is desired. For this purpose, we also explore the impact of post-synthetic ligand 

exchange to 3-mercaptopropionic acid (MPA). This ligand is an excellent choice for this comparison 

due to its ability to solubilize QDs in polar solvents and smaller molecular size while retaining an 

aliphatic ligand shell around the QD. It thereby serves as an intermediate between the long chain 

aliphatic ODA and ODPA ligands and the single-atom chalcogenide ligands. The use of MPA-

capped nanocrystals in both photovoltaic and photochemical QD systems makes understanding the 

impact of MPA on charge transfer and photophysics desirable as well. 

Figure 1.3 provides a schematic illustration of the different QD-ligand systems investigated 

throughout this dissertation. To isolate the effect of exchanging n-octadecylphosphonic acid 

(ODPA) capped CdTe QDs and n-octylamine (ODA) capped CdSe QDs to 3-mercaptopropionic 

acid (MPA), S2-, Se2-, and Te2- capped QDs, we compare QDs of the same size with the various 

ligand shells. This point is highlighted in Figure 1.3, where all QDs are the same size, yet the varying 

ligand identities provide different ligand shell widths. This prevents the convolution of both ligand 

and QD-size effects. The color scheme used in Figure 1.3 is used throughout this dissertation to 

differentiate among native, aliphatic (grey), mercapto-carboxylate MPA (black), S2- (red), Se2- (blue), 

and Te2- (green) ligand identities. Throughout the text, these will be referred to as QD-ODPA, -
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ODA, -MPA, -S, -Se, and -Te, respectively. 

 

 

Figure 1.3: Schematic of QD-ligand systems. Native, aliphatic ligands (grey) are exchanged for the mercapto-carboxylic 
acid ligand MPA (black) and the chalcogenide ligands S2- (red), Se2- (blue), and Te2- (green). The resulting QD-ligand 
systems are referred to throughout this dissertation as QD-ODPA, -ODA, -MPA, -S, -Se, and -Te. Comparisons among 
QDs that differ only in ligand identity employ this color-coding. 

1.2.6 Ultrafast broadband transient absorption spectroscopy 

 Transient absorption (TA) spectroscopy is a powerful technique for measuring the dynamics 

of photophysical and photochemical processes.6, 24, 34, 51 In this pump-probe technique, a pump pulse 

of light is used to photoexcite a sample. This pulse is followed some time later by a probe pulse of 

light that measures pump-induced changes in absorption. Altering the time delay between the pump 

and probe pulses allows one to monitor the dynamics of the photoexcited state. Since photoexcited 

states can evolve quickly, ultrafast time resolution is desired. To achieve this, the pump and probe 

pulses are typically on the order of 100 femtoseconds (10-13 s) in duration. This time resolution 

allows for the monitoring of electron dynamics on a subpicosecond time scale, such as the state-to-

state relaxation discussed in Chapter 4 and Chapter 5 and the QD to molecular acceptor electron 

transfer discussed in Chapter 6. 

QD 

Ligand 
Shell 

MPA: S(CH2)2COO S2- 

Te2- Se2- 

Ligand 
Exchange 

Ligands  
ODA: NH2(CH2)17CH3 

ODPA: PO3(CH2)17CH3 
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Rather than probing a sample with a single wavelength of light, a broadband probe can be 

used and a TA spectrum measured for each value of pump-probe delay. This allows for spectral 

resolution in addition to kinetic information. To focus on the spectral features due to the excited 

state, transient absorption is reported as a change in absorption, ∆A, as opposed to the absorption, 

A, associated with steady state absorption. The measured ∆A effectively subtracts out any 

contributions to the signal due to the ground state and is therefore indicative of the sample’s 

photoexcited state.  

 

1.3 Summary and Goals 

 To fully understand the benefits and drawbacks of a particular ligand or family of ligands, 

their impact on both photochemistry and photophysics must be examined. This dissertation 

broadens our understanding of the impact of chalcogenide ligands on the photophysics of cadmium 

chalcogenide quantum dots and implications for charge transfer. This is accomplished primarily 

through two means: (i) establishing a theoretical foundation that applies to chalcogenide ligand 

passivated QDs and (ii) measuring photophysical rates associated with chalcogenide ligand 

passivated QDs. 

Chapter 2 describes the methods, both theoretical and experimental, used throughout this 

dissertation to accomplish these objectives. Chapter 3 details the application of the effective mass 

approximation model to chalcogenide capped CdTe QDs. Through comparison of experimental and 

calculated results, it is shown that these systems can be treated as core/shell nanoheterostructures. 

Comparisons between aliphatic and chalcogenide ligand impacts on charge transfer are explored 

using this model. Chapter 4 focuses on the measurement of chalcogenide ligand capped CdSe QD 

photophysics using transient absorption spectroscopy. Substantial differences in the photophysical 
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behavior of aliphatic and chalcogenide capped QDs are observed and discussed. Chapter 5 provides 

a detailed comparison among the photophysics of CdTe QD, CdTe/CdSe core/shell 

nanoheterostructures, and Se2- capped CdTe QD. This chapter explores the effect of CdTe QD 

surface modification, both through the growth of a thin CdSe shell and Se2- ligand exchange. 

Chapter 6 focuses on two projects from collaborative work with the Kapteyn & Murnane research 

group. The first highlights the use of the theoretical construct described in Chapter 2 and Chapter 3 

to explain experimental observations of CdSe QDs in the gas phase. The second highlights the 

comparison of charge transfer from CdSe QD in the gas and solution phases, using the 

spectroscopic techniques outlined in Chapter 2, thereby isolating the role of solvent molecules on 

the electron transfer process. Chapter 7 provides an overview of the work presented here and 

suggests avenues of future research. 
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Chapter 2.  Methods 

 

“Fundamentals. You’ve got to get the fundamentals down, because 
otherwise the fancy stuff isn’t going to work.” 

- Randy Pausch 

2.1 Summary of Techniques 

 The work in this dissertation focuses on exploring the impact of ligand identity on the 

photophysics of cadmium chalcogenide QDs and their implications for charge transfer. Much of this 

dissertation therefore focuses on particular QD materials, ligand identities, and experimental 

techniques that are common to multiple chapters. This chapter begins by describing the methods 

used to synthesize CdTe and CdSe QDs and perform post-synthetic ligand exchange reactions. The 

techniques, both experimental and theoretical, used to explore the impacts of ligand exchange are 

also presented in this chapter. Broadly speaking, these techniques can be considered the primary 

means through which the photochemical and photophysical characteristics of the materials are 

investigated in the remaining chapters of this dissertation. The measurement of rates, ranging from 

rates of photoexcited state decay to rates of electron transfer, is performed using broadband probe 

transient absorption (TA) spectroscopy. This chapter describes our TA setup as well as the 

experimental conditions employed. The single-band effective mass approximation model used to 

describe chalcogenide capped QDs is also presented in this chapter. 
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2.2 Experimental 

2.2.1 Quantum dot syntheses 

 Synthesis of CdTe QDs. Colloidal octadecylphosphonic acid (ODPA) capped CdTe quantum 

dots with zinc blende crystal structure were synthesized under air-free conditions with minor 

modifications to previously published procedures.23, 52 0.2 mmol of Cadmium Oxide (CdO) and 0.4 

mmol ODPA in 5 mL octadecene (ODE) were heated to 100 °C and dried under vacuum. 

Separately, 0.1 mol of Te was dissolved in 1.0 mL tri-n-octylphosphine (TOP). The CdO/ODE 

mixture was heated to 280 °C and 1mL of TOP:Te solution was injected. Growth temperatures were 

maintained at 265 °C. Varying growth times between 2 and 90 min allowed for growth of CdTe 

QDs with radii ranging from 1.37 to 2.24 nm. Growth was arrested by rapidly cooling the reaction 

mixture using a mineral oil bath. High quality colloidal dispersions of phosphonic-acid capped CdTe 

QDs were isolated from the cooled reaction mixture by precipitation with isopropanol. Alternating 

washes of octylamine and nonanoic acid, with precipitation by methanol and redissolving with 

toluene, were used until optically clear solutions were obtained. 

 Synthesis of CdTe/CdSe core/shell QDs. Colloidal CdTe/CdSe core/shell QDs were synthesized 

using a procedure based on previously published methods.23, 53-54 A mixture of 0.05 mol CdO, 0.1 

mmol ODPA, and 5 mL ODE were heated to 90 °C and degassed under vacuum for 30 min. 

Following heating at 280 °C for 1 hour to generate the Cd-ODPA precursor, the solution was once 

again degassed. A solution of 0.05 mmol Te dissolved in 1.0 mL TOP was quickly injected into the 

Cd-ODPA solution at 280 °C. The CdTe growth was allowed to proceed for 20 minutes at 255 °C. 

The CdTe reaction mixture was then rapidly cooled to 150 °C using a mineral oil bath, arresting 

CdTe growth. After removing an aliquot of the CdTe QD cores, a mixture of 0.25 mmol cadmium 

acetate and 0.25 mmol Se dissolved in 1.0 mmol ODE was injected dropwise to initiate growth of 

the CdSe shell. The reaction temperature was maintained at 150 °C to prevent homogeneous 
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nucleation of CdSe. After allowing the reaction to proceed for 6 min, the reaction mixture was 

cooled, precipitated, and purified in a similar manner to that outlined above for CdTe QDs. 

CdSe Quantum Dots. Octadecylamine capped CdSe QDs with radii of 2.8nm were obtained 

commercially from NN Laboratories. A dilution of this stock solution with toluene was performed 

to obtain solutions of the appropriate concentrations for further study and ligand exchange 

reactions. 

2.2.2 Post-synthetic ligand exchange 

Mercapto-carboxylic acid ligand exchanges were performed based upon literature 

procedures.40, 55-57 In order to avoid the complication of oxidative effects, all ligand exchanges were 

performed in an oxygen- and water-free Ar atmosphere (<20 ppm O2 and H2O). 3-

Mercaptopropionic acid (MPA) ligand exchanges were performed following a previously described 

procedure.55-57 The MPA ligand exchange solution was prepared by dissolving 8.5 mmol MPA in 

~18 mL methanol. The pH of the resulting solution was adjusted to 11-12 using 

tetramethylammonim hydroxide (TMAH) to ensure deprotonation of MPA. Approximately 1mL of 

this solution was added to a small volume of ODA-capped CdSe QDs in toluene or CdTe-ODPA 

QDs in hexane or toluene and agitated until the solution was optically clear. The MPA capped QDs, 

precipitated by addition of toluene and centrifugation, were redissolved in formamide (FA). 

Sulfide, selenide, and telluride ligand exchanges were performed following a previously 

reported procedure.40 ODA-capped CdSe QDs or CdTe-ODPA QDs in toluene were added to a 

solution of 0.045 M Na2X (X = S, Se, Te) in FA.  This biphasic mixture was agitated until the 

toluene layer appeared colorless (~5-10 min), indicating migration of QDs to the polar phase. The 

CdSe-X or CdTe-X QDs, precipitated by addition of acetonitrile and centrifugation, were 

redissolved in FA. 
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2.2.3 Transient absorption spectrometer 

 The ultrafast transient absorption spectrometer (Figure 2.1) used all TA experiments 

presented in this dissertation is a combination of commercially available systems: a regenerative 

amplified Ti:sapphire laser (Solstice, Spectra Physics), an optical parametric amplifier (TOPAS-C, 

Light Conversion), and the Helios spectrometer (Ultrafast Systems). The entire system is driven by 

the Solstice, which produces 800 nm, ~100 fs pulses at a 1 kHz repetition rate. A fraction of this 

output is directed to the TOPAS-C, which is capable of generating wavelengths ranging from 190 to 

3000 nm. This TOPAS-C output is directed to the Helios, passed through a depolarizer, and focused 

into the sample for use as the pump pulse.  

Another fraction of the Solstice output is directed into the Helios for use as the probe pulse. 

The probe pulse is delayed relative to the pump (∆t) using a motorized delay stage (3.3 ns maximum 

delay) and focused into a sapphire plate (WLG in Figure 2.1) to generate a broadband spectrum 

approximately ranging from 430 to 750 nm. Alternatively, an electronically delayed pulse of white 

light can be used for pump-probe delays of up to 400 microseconds, although this longer time 

window is not utilized in this dissertation. After white light generation, the probe pulse is split into 

two lines. One is focused into the sample, where it overlaps with the pump beam. The other 

bypasses the sample and is used as a reference (Iref) to correct for any shot-to-shot variations in the 

probe white light generation. A chopper operating at 500 Hz blocks every other pump pulse. The 

transient absorption signal ∆A is calculated from the probe intensity (Iprobe) transmitted through the 

sample on sequential pulses in the presence and absence of the pump according to 

 
∆ A(λ,Δt) = log

I(λ)probe( pump_off )
I(λ,Δt)probe( pump_on)

⎛

⎝⎜
⎞

⎠⎟
− log

I(λ)ref ( pump_off )
I(λ)ref ( pump_on)

⎛

⎝⎜
⎞

⎠⎟
 Eqn. 2.1 

 



 17 

 

Figure 2.1: Transient absorption spectrometer schematic. A small fraction of the Solstice output is used to generate a 
white light probe pulse while the remainder is used to drive the generation of various pump pulse wavelengths in the 
TOPAS-C. The probe pulse traverses a motorized delay stage to generate pump-probe delays of up to 3.3 nanoseconds. 

2.2.4 Transient absorption experimental conditions 

The TA experiments described in the following chapters were all performed under similar 

experimental conditions. All samples are measured in 2mm quartz cuvettes sealed under an Argon 

atmosphere to prevent oxidative effects. Vigorous stirring using a magnetic stir bar, rotating 

approximately 320 rpm in the plane perpendicular to beam propagation, was employed to refresh 

the sample whenever illuminated. 

The use of a broadband probe allows for the measurement of TA spectra at each pump-

probe time delay. Figure 2.2 shows an example set of TA data for CdTe-ODPA QDs. The color 

image is constructed of the series of TA spectra ordered as a function of pump-probe time delay. 

The ∆A values associated with each color are given by the color scale. The upper panel represents a 

single TA spectrum, in this case taken at a 150 fs delay, as indicated by the horizontal grey dashed 

line on the color image. In this manner, an individual TA spectrum for any time delay can be viewed. 

The panel on the right corresponds to the ∆A values at a particular wavelength, in this case 570 nm 

as indicated by the vertical red dashed line on the color image. Extracting the TA kinetics at a single 

wavelength in this manner provides information about the evolution of a particular TA feature over 

time. 
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Figure 2.2: Example of spectrally resolved transient absorption data. Example TA data of CdTe-ODPA QDs collected 
using the experimental setup described above. The color map shows the value of ∆A (color scale) at each value of 
pump-probe time delay and wavelength. The upper panel shows ∆A as a function of wavelength for a particular time 
delay. This single spectrum, here at a time delay of 150 fs corresponding to the dashed grey line on the color map, 
highlights the TA spectral features in a given sample. The panel on the right shows ∆A as a function of pump-probe 
time delay for a particular wavelength. This kinetic trace, here at 570 nm corresponding to the dashed red line, 
demonstrates the evolution of a particular spectral feature in a given sample. Black dotted lines denote ∆A of zero. 

While there are numerous reports of interesting multi-excitonic behavior in QDs,3, 58-61 this 

dissertation focuses on singly excited QDs. This eliminates complications arising from multi-

excitonic processes in photophysical measurements. To avoid multiple excitations per QD, the 

power of the pump pulse at the sample position was carefully monitored. TA kinetics were 

measured at a series of increasing pump powers. When kinetics show no indication of Auger 

recombination, typically an additional decay on the 1 – 100 ps timescale depending on QD 

material,62-63 it indicates that the majority of QDs probed are singly excited. In the absence of power-

dependent kinetics, we therefore conclude that ∆A signals are predominantly single-exciton. We 

rationalized this experimentally determined power-independent regime using an estimation of the 

exciton distribution for a given set of experimental conditions assuming a Poisson distribution of 

excitons per QD. Based on the pump beam spot size at the sample position and the absorptivity of 

the sample at the chosen pump wavelength, the average number of excitons generated per QD was 
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estimated for a certain pump power.64-65 This estimation was also used to ensure similar distributions 

of excitons in a sample when exciting different excitonic transitions.  

One of the significant benefits of this TA setup is the ability to tune the wavelength of the 

pump pulses using the TOPAS-C. This ability allows for the use of a state selective experimental 

approach.66-68 In this approach, the pump pulses are tuned to be resonant with a particular transition 

in the absorption spectrum of the sample. This approach has a couple of notable benefits. With the 

ability to generate particular excitonic states in a sample, it is possible to evaluate carrier relaxation to 

the band edge. Similarly, it is possible to eliminate unwanted processes, such as carrier relaxation, 

simply by tuning the pump wavelength to excite the lowest energy transition in a sample. Both of 

these approaches will be applied to CdSe and CdTe QDs and explored in more detail in Chapter 4 

and Chapter 5, respectively. 

Another notable benefit of using the TOPAS-C to generate the pump pulses for TA 

experiments using the Helios spectrometer is the time resolution that can be achieved. Due to the 

utilization of up to 5 nonlinear processes in the TOPAS-C to generate the desired pump wavelength 

from 800 nm input pulses, significant compression of the pulse can occur. This can decrease pulse 

durations from 100 fs down to 65 – 85 fs. This shortening by only 15 – 35 fs means that pump 

pulses are shorter than half the vibrational period of the phonon modes in the crystalline QD 

materials studied in this dissertation. The pump pulses can therefore trigger these phonon modes, 

which then modulate subsequent absorption. This phenomenon is explored in significantly more 

detail in Section 5.3.6. By coupling it with the TOPAS-C, we are able to demonstrate the first 

observation of coherent exciton-phonon coupling in QDs using the commercially available Helios 

spectrometer. 

 When comparing spectra or kinetics on the subpicosecond to picosecond timescale, as done 

in this dissertation, chirp and time zero corrections are a necessary component of accurate TA data 
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analysis. Temporal chirp of the probe pulse arises from the group velocity mismatch among the 

redder and bluer wavelengths of the white light probe pulse. As the various wavelengths pass 

through optics and the sample, they travel at different speeds and are delayed relative to each other. 

Time zero (t0), where there is maximal overlap between the pump and probe pulses, is therefore 

different for each probe wavelength.  

 Information to perform the chirp and t0 correction is obtained by collecting TA data on neat 

solvent under the conditions used for collecting TA data on the QD sample.51, 69-70 To minimize any 

experimental variations between the solvent scan and data collection on the sample, the solvent scan 

is run immediately preceding the QD data collection (Figure 2.3a). 

 

Figure 2.3: Example of chirp and t0 correction. (a) As-measured transient absorption data for neat toluene in a 2 mm 
quartz cuvette. (b) Kinetic traces of two probe wavelengths, 575 and 625 nm, highlighted by the vertical grey and red 
lines. As can be seen from the offset of the kinetic trace peaks, t0 for the two wavelengths are separated by 120 fs. (c) 
The transient absorption data in (a) following the chirp and t0 correction. Both 575 and 625 nm probe wavelengths now 
share the same t0. 

 Probing solvent molecules exhibiting a nonlinear optical response to the high intensity pump 

pulse generates the signals observed in pure solvent.69-71 This solvent response is due to the 

combination of stimulated Raman emission and impulsive stimulated Raman scattering. Figure 2.3a 

demonstrates these signals for neat toluene in a 2 mm quartz cuvette. The solvent response kinetics 

(Figure 2.3b) at a particular probe wavelength λ is fit to the sum of a Gaussian and its first and 

second derivatives.70-71 This Gaussian is then taken to be the pump-probe cross-correlation function. 

Its peak corresponds to t0, and its width describes the instrumental response function (IRF) of the 

experiment at probe wavelength λ. This method of measuring the IRF is preferred over other 
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alternatives because it provides an IRF most reflective of our experimental conditions with minimal 

modification to the experimental setup. IRF timescales for the experiments reported here fall in the 

range of 65 – 200 fs, depending on the pulse characteristics and the extent of pump-probe detuning 

for each measurement.51, 70-71 

 To use a solvent scan to correct for the chirp of the probe continuum and associated 

difference in t0, kinetic slices are fit for several probe wavelengths. The t0 values extracted from these 

fits are used to characterize the chirp of the probe pulse. The TA data is then chirp-corrected to 

remove this artifact (Figure 2.3c), such that all probe wavelengths exhibit the same t0 (Figure 2.3d). 

Solvent scans of this nature were used to characterize the experimental IRF and perform t0 and chirp 

correction for all TA experiments discussed in this dissertation. 

 

2.3 Theoretical – Single Band Effective Mass Model* 

Single band effective mass calculations54, 72-74 were used to model the QD-ligand systems 

discussed in Chapter 3 as well as interpret photoemission data of QDs in the gas-phase in Chapter 6. 

These calculations are based on a particle in a spherically symmetric potential well.  By incorporating 

multiple layers of material, the spherically symmetric potentials become more complicated than the 

simple particle in an infinite well. To model electrons and holes in semiconductor materials, the 

effective mass approximation (EMA) is used. Ultimately, these calculations are evaluated numerically 

for an electron in a “conduction band well” and a hole in a “valence band well.”  Upon defining the 

potentials and effective masses in each spherically symmetric region, the electron and hole wave 

                                                

* This section is adapted with permission from a published work: 
• Schnitzenbaumer, Kyle J.; Dukovic, Gordana. “Chalcogenide-Ligand Passivated CdTe 

Quantum Dots Can Be Treated As Core/Shell Semiconductor Nanostructures” J. Phys. 
Chem. C. 2014, 118, 28170 – 28178. © 2014 American Chemical Society. 
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functions and probability densities, electron and hole confinement energies (Ee and Eh), probabilities 

of finding carriers in each region, electron/hole coulomb interaction energy (Ec), electron/hole 

overlap integral (θeh), and band gap energy (Eg
(QD+L) = Eg

(bulk) + Ee + Eh + Ec) are calculated. The 

following sections describe the stepwise implementation of this calculation: initial parameter input, 

determining the mathematical form of the wave functions, finding carrier confinement energies, 

solving for wave function coefficients, calculation of probabilities, calculation of e-/h+ overlap 

integral, calculation of coulomb interaction energy, and calculation of band gap energy. 

2.3.1 Initial parameter input 

 It is feasible to use a similar model for any number of spherically symmetric regions, though 

we focus on the 3-region case here. Region 1 is the QD core, region 2 is a shell around the QD core, 

and region 3 is the environment surrounding the QD/shell. Each region has a certain radial size, 

potential value, carrier effective masses, and dielectric constant. The input parameters used in the 

calculations are described in the appropriate chapters. 

 For a majority of the calculation, the electron and hole are treated as independent particles. 

The problem is defined as two separate potentials with two separate particles: an electron in a 

potential well defined by the conduction bands of the materials and a hole in a potential well defined 

by the valence bands. Only after finding the wave functions for the electron and hole separately do 

we consider their interaction with one another. Figure 2.4 provides a schematic of the physical and 

energetic input parameters. For each carrier, V1 (potential in region 1), V2, V3, m1 (effective mass in 

region 1), m2, and m3 are defined based upon the materials for regions 1, 2, and 3. ∆VB (and likewise 

∆CB) is defined as the difference between the potential of region 1, V1, and region 2, V2. Similarly, 

∆solvent,VB (∆solvent,CB) is defined as the difference between the potential of region 1, V1, and region 3, 

V3. The values of r1 and r2 define the size of the QD core and the width of the ligand shell, 
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respectively, which are the same for both carriers. Note that r1 and r2 are referred to as rQD and rQD+L, 

respectively, in Figure 2.4 and throughout Chapter 3. 

 

Figure 2.4: Schematic depiction of physical and energetic parameters for the EMA model calculations. (a) The physical 
parameters are rQD, the radius of the QD core, and rQD+L, the radius of the QD core plus the width of the ligand shell 
layer. (b) The energetic parameters are the bulk band gap energy of the QD core material (Egbulk), the bulk band offsets 
between the QD core and ligand shell materials (∆CB/VB), and the bulk band offsets between the QD core and solvent 
materials (∆solvent,CB/VB). The confinement energies of the electron and hole (Ee and Eh), as well as the Coulomb 
interaction energy between them, are used to calculate the band gap energy of the composite core/shell structure 
(EgQD+L). Adapted with permission from Schnitzenbaumer, Kyle J.; Dukovic, Gordana. J. Phys. Chem. C. 2014, 118, 
28170 – 28178. © 2014 American Chemical Society. 

2.3.2 Determining the mathematical form of the wave functions 

 As we describe the methods used to perform the calculations in Sections 2.3.2 through 2.3.5, 

the focus will be on only one carrier, the electron; the same process is then repeated for the hole. 

The methodology for these calculations has been previously described72 and is outlined here for 

clarity. For the Schrodinger equation 

 
 Eqn. 2.2 

we treat mass as a radially dependent parameter. 

The separation of radial and angular coordinates due to the spherically symmetric potential 

 leads to 

 Ψnlm (r,θ,φ) = Rnlm (r)Ylm (θ,φ)  Eqn. 2.3 

Here the focus is only on 1S states. The spherical harmonic Y0,0(θ, φ) therefore gives a constant 

factor of 1/(4π)1/2 and we drop the subscripts on R(r). The assumption to deal with only 1S states 
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provides physical insight into the states in which the carriers spend the overwhelming majority of 

their excited state lifetimes and serves to simplify the calculation. While the single-band approach 

used here works well for band-edge states, a multi-band approach would be preferred for describing 

states above the band edge.75 

 With stepwise potentials 

 

 Eqn. 2.4 

The radial eigenfunctions consist of 3 parts, one for each region. 

 

 Eqn. 2.5 

The solutions to the Schrodinger equation with a stepwise, spherically symmetric potential are linear 

combinations of Bessel functions.72, 76-77 These radial eigenfunctions take on different functional 

forms in each region depending on how the particle’s energy compares with the potential within that 

region. This is the deciding factor in determining the behavior of the carrier wave functions in each 

region.  

 If E > V in region q, Rq(r) is a combination of a spherical Bessel and Neumann function. 

 

  
Eqn. 2.6 

 

 
 Eqn. 2.7 
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 If E < V in region q, then Rq(r) is a linear combination of two Hankel functions with 

imaginary arguments. 

  Eqn. 2.8 

 

 
 Eqn. 2.9 

 With three regions, many different combinations, and therefore many different forms for the 

wave functions are possible. Due to the parameters of the systems studied here, there are only three 

relevant cases encountered, Case I (Ee > V1, Ee < V2, Ee < V3), Case II (Ee > V1, Ee > V2, Ee < V3), 

and Case III (Ee < V1, Ee > V2, Ee < V3). 

 Regardless of which case describes a system, there are two requirements that allow for 

simplification of the basic forms of the wave functions. (1) The wave function must be finite and 

well behaved (cannot be divergent) at r = 0, and (2) the wave function must tend towards zero as r 

approaches infinity. These two requirements always leave four unknown weighting coefficients: A1 

in R1, A2 and B2 in R2, and A3 in R3. After simplification of the Rq(r) equations above, the following 

is a summary of the forms of the wave function for the three cases of interest. 

Table 2.1: Mathematical forms of carrier wave functions for various cases of input parameters. 
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2.3.3 Finding confinement energy  

 Confinement energy (Ee) is then found for the set of input parameters. At this stage, for the 

Cases I, II, or III above, the form of the wave function in each region is known (Table 2.1). The 

boundary conditions requiring continuity and current conservation78-79 are  

  
Eqn. 2.10 

and  

 
 Eqn. 2.11 

 Application of these boundary conditions yields 4 equations and 4 unknown coefficients (for 

N regions, this still holds true; 2N-2 equations for 2N-2 unknown coefficients due to the additional 

requirements on q=1 and q=N). The only unknown aside from the unknown coefficients is the 

confinement energy Ee (which is buried inside the kq expressions in Rq(r)).  

 Solving for Ee is done by building a system of linear equations using the above boundary 

conditions applied to the forms of the wave functions in each region for the specific case being 

used.   

 

 Eqn. 2.12 

where γ11, γ12, γ13, and γ14 are determined from the application of Eqn. 2.10 to the boundary of 

regions 1 and 2; γ21, γ22, γ23, and γ24 are determined from the application of Eqn. 2.11 to the 

boundary of regions 2 and 3; γ31, γ32, γ33, and γ34 are determined from the application of 

(Condition 2) to the boundary of regions 1 and 2; and γ41, γ42, γ43, and γ44 are determined from 

the application of (Condition 2) to the boundary of regions 2 and 3. 
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 The solution to this matrix is nontrivial only if the determinant of this matrix is zero. By 

setting the determinant to zero, an equation of only one variable, Ee, exists. This is solved 

numerically, with the value of Ee approximated to within 10-5 eV. 

2.3.4 Solving for wave function coefficients 

 Regardless of which case used and, therefore, what each individual matrix element γxx is, 

expressing all the coefficients in terms of A1 goes as follows.  

 
 Eqn. 2.13 

 

 
 Eqn. 2.14 

 

 
 Eqn. 2.15 

Normalization of the overall wave function then allows us to determine the wave function 

coefficients. Starting with the usual normalization condition, 

  Eqn. 2.16 

the function  is inserted and expressed in polar coordinates to give 

 
 Eqn. 2.17 

Simplifying by using the fact that the spherical harmonic Y0,0(θ,φ) is already normalized, the 

expression becomes 

 
 Eqn. 2.18 
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Using the piecewise function for Re(r) determined by the appropriate case for Ee gives 

 
 Eqn. 2.19 

where the coefficients in R1(r), R2(r), and R3(r) have all been expressed in terms of A1. The 

normalization condition is solved for A1, which is then subsequently used to find A2, B2, and A3. 

There are now no longer any unknowns in our expression for the wave function Re(r), which can 

then be plotted. 

2.3.5 Calculation of probabilities 

 The probability of finding the carrier in a particular region q is the probability density in 

region q divided by the probability density in all regions. Because the wave function has already been 

normalized, this denominator is simply 1. 

 
 Eqn. 2.20 

2.3.6 Calculation of electron/hole overlap 

 To find the confinement energy of the hole, Sections 2.3.2 through 2.3.5 are repeated using 

the hole and VB input parameters. With the confinement energies and the wave functions for both 

the carriers, we consider the interaction of the carriers with each other. The overlap integral80-82 is 

  Eqn. 2.21 

Using the normalization of the spherical harmonics to simplify gives 

 
 Eqn. 2.22 
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2.3.7 Calculation of Coulomb interaction energy 

 The Coulomb interaction energy of the exciton is treated to first order in perturbation 

theory as previously described,72 which changes the energies but not the states  

 
 Eqn. 2.23 

Again, using the fact that the spherical harmonics are normalized allows for simplification. 

 
 Eqn. 2.24 

To deal with the varying dielectric constant in each of the three regions, we separate the calculation 

into three parts, one for each region, explicitly using the appropriate dielectric constant in each 

region.

  
 Ec = Ec1 + Ec2 + Ec3  Eqn. 2.25 
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 Eqn. 2.26 

We use the following expansion of 1/|re-rh| to simplify 

 
 Eqn. 2.27 

where r> and r< indicate the larger and smaller of re and rh, respectively.  Using the orthonormality of 

the spherical harmonics, only the l=m=0 terms survive and the first term of Ec, Ec1, becomes 

 
 Eqn. 2.28 
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The double integral must be broken down further since re>rh in the region of 0 < rh < re, while rh>re 

in the region of re < rh < r1. 

 
 Eqn. 

2.29 

In a similar manner, Ec2 and Ec3 become 

 
 Eqn. 

2.30 

and 

 
 Eqn. 

2.31 

 

2.3.8 Calculation of band gap energy 

 With the confinement energies and the Coulomb interaction energy in hand, we calculate the 

band gap energy  

 Eg
(QD+L) = Eg

(bulk) + Ee + Eh + Ec Eqn. 2.32 

where Eg
(bulk) is the bulk band gap of the QD material. 
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Chapter 3.  Theoretical Foundations for Describing 

Chalcogenide Capped QDs* 

 

“You grow up thinking science is this pure thing, but when you get 
into it you find out its messy and full of guesses and approximations.” 

- Jorge Cham 

3.1 Abstract 

 Chalcogenide ligands (S2-, Se2-, Te2-) are attractive candidates for passivation of surfaces of 

colloidal quantum dots (QDs) because they can enhance inter-particle or particle-adsorbate 

electronic coupling. Devices made with QDs in which insulating long-chain aliphatic ligands were 

replaced with chalcogenide ligands have exhibited improved charge transfer and transport 

characteristics. While these ligands enable promising device performance, their impact on the 

electronic structure of the QDs that they passivate is not understood. In this chapter, we describe 

significant changes in band-gap energies of CdTe QDs (up to 250 meV, 10% of the original band 

gap) that occur when native aliphatic ligands are replaced with chalcogenides. These changes are 

dependent on the ligand and the particle size. To explain the observed changes in band-gap energies, 

we used the single band effective mass approximation (EMA) to model the ligand layer as a thin 

                                                

* This chapter is adapted with permission from the published work: 
• Schnitzenbaumer, Kyle J.; Dukovic, Gordana. “Chalcogenide-Ligand Passivated CdTe 

Quantum Dots Can Be Treated As Core/Shell Semiconductor Nanostructures” J. Phys. 
Chem. C. 2014, 118, 28170 – 28178. © 2014 American Chemical Society. 
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shell of Cd-chalcogenide formed by the bonding of chalcogenide ligands to partially coordinated Cd 

surface atoms. The model correctly predicted the observed trends in CdTe QD band-gap energies. 

The model also predicts that electrons and holes in chalcogenide-capped QDs can be significantly 

delocalized outside the core/shell structure, enhancing electronic coupling between QDs and 

adjacent species. Our work provides a simple description of the electronic structure of chalcogenide-

capped QDs and may prove useful for the design of QD-based devices. 

 

3.2 Introduction 

Semiconductor nanocrystals show promise for optoelectronic applications because their 

electronic, optical, and surface properties can be controlled via chemical synthesis.3-4, 21, 83-85 Devices 

utilizing these materials, such as photovoltaic or photochemical systems, require efficient collection 

of photogenerated carriers.3, 6, 15 The long-chain aliphatic surface-capping ligands commonly used in 

nanocrystal synthesis form an insulating barrier that minimizes electronic coupling between the 

particle and its environment. Significant research efforts have focused on post-synthetic replacement 

of the insulating ligands by shorter and/or more conductive species.4, 35-36, 38-48, 86 Many such ligands 

have been shown to improve carrier transport in devices.35-36, 40, 43-44, 47, 49-50, 86-95 In the regime of weak 

electronic coupling, charge transport in arrays of semiconductor nanocrystals occurs via nearest 

neighbor hopping, which is enabled by inter-particle tunneling through surface-capping ligands.35, 96-

97 In order to improve inter-particle electronic coupling, ligand exchange can be used to tune both 

the heights (e.g., ligand orbital energies) and the widths (e.g., ligand length) of the tunneling barriers. 

Increasing the probability of a carrier tunneling into the surrounding environment results in more 

efficient charge transport. With sufficiently large coupling, band-like transport can be achieved in 

nanocrystal arrays.95, 98-99  
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From the standpoint of electronic coupling, chalcogenide ligands S2-, Se2-, and Te2- are very 

appealing surface-capping agents for nanocrystals because they create very thin ligand layers.40, 45 

They have been employed in nanocrystal-based devices with promising results. Field effect 

transistors containing CdSe quantum dots (QDs) capped with S2- ligands have high electron 

mobilities with almost no hysteresis.40, 50, 87 High mobilities point to enhanced inter-particle coupling. 

Similarly, CdSe QD sensitized solar cells exhibited improved photovoltaic performance when long-

chain aliphatic ligands were replaced with S2-.93, 100 These improvements were attributed to a higher 

rate of electron transfer from CdSe QDs to TiO2 through the very thin S2- ligand layer. While the 

performance of chalcogenide-capped QDs in devices is promising, the impact of chalcogenide 

ligands on the electronic structure of the QDs that they passivate is not understood. Specifically, in 

order to improve the design of devices based on chalcogenide-capped QDs, it is desirable to 

understand how the ligands affect quantum confinement and wave function probability distributions 

inside and outside the QD. These quantities are intimately related to inter-particle or particle-

adsorbate electronic coupling and ultimately govern properties such as carrier mobilities and charge 

transfer rates. 

In this chapter, we describe the optical and electronic properties of CdTe QDs of a range of 

radii (1.37 - 2.24 nm) functionalized with chalcogenide ligands S2-, Se2-, and Te2-. We denote these 

structures as CdTe-S, CdTe-Se, and CdTe-Te respectively. Compared to CdTe QDs functionalized 

with organic ligands, chalcogenide-capped QDs exhibited large (up to 250 meV) red shifts of the 

band gap transitions in the absorption spectra. The spectral changes did not follow a trend based on 

the chalcogen order in the periodic table. Instead, largest red shifts were exhibited by CdTe-Se and 

smallest by CdTe-Te. Moreover, we observed a striking similarity between the band gap energy of 

CdTe QDs passivated with the Se2- ligand and a CdTe/CdSe core-shell heterostructure. 

Consequently, we used a single band effective mass approximation (EMA) to model the ligand layer 
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as a monolayer CdX (X= S2-, Se2-, and Te2) shell. This model correctly predicted the experimentally 

observed ordering of band-gap transition energies with no adjustable parameters, suggesting 

similarities between the chalcogenide-ligand capped QDs and core/shell structures. Using the EMA 

model, we calculated radial probability densities of electron and hole wave functions and showed 

that up to several percent of each carrier can be found outside the CdTe-X structure, with the values 

depending on both ligand identity and particle size. These values are orders of magnitude higher 

than probabilities of finding the carriers outside the ligand shell for organic-ligand capped QDs. Our 

work demonstrates that EMA modeling can be used to predict the electronic structure and carrier 

distribution in QDs passivated with chalcogenide ligands and provides guidance for selection of 

optimal QD structures for specific devices.  

 

3.3 Results & Discussion 

3.3.1 Ligand-induced changes in band gap energy 

The band gap transition of CdTe is particularly sensitive to external perturbations due to its 

relatively light electron and hole effective masses and consequent strong quantum confinement 

(Bohr exciton radius = 7.3nm101). Thus, CdTe QDs are an excellent model system for an 

investigation of the impacts of chalcogenide ligands on band gap energy and electronic structure of 

nanocrystals. To obtain CdTe QD with a range of sizes and narrow, well-defined, band gap 

transition peaks, we synthesized zinc blende CdTe QDs capped with long-chain 

octadecylphosphonic acid (CdTe-ODPA).23 UV-Vis absorption spectra* of selected sizes of as-

grown CdTe-ODPA QDs are shown in Figure 3.1. The radii of the QDs used in this chapter range 

                                                

*  All steady state UV-Vis absorption spectra were obtained using an Agilent 8453 UV-Vis 
spectrophotometer. To prevent oxidation of the samples, spectra were recorded less than 5 min 
after removal from the glove box in 2 mm quartz cuvettes sealed under an Ar atmosphere. 
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from 1.37 to 2.24 nm as calculated using previously published absorption energy vs. size 

comparisons.52, 102-103  

 

Figure 3.1: Absorption spectra of CdTe-ODPA QDs. Absorption spectra of as-grown CdTe QDs with r = 1.37 nm 
(black), r = 1.54 nm (red), r = 2.01 nm (green), and r = 2.24 nm (blue) as calculated via published relations. 

To replace the long-chain ODPA ligands, we followed ligand exchange procedures 

developed by Talapin et. al. utilizing S2-, Se2-, and Te2- as surface-capping ligands.40 In that report, 

chalcogenide ligands were shown to completely displace aliphatic ligands by binding to partially 

coordinated Cd atoms on the nanocrystal surface via nucleophilic substitution.40 Dynamic light 

scattering confirmed that chalcogenide-capped QDs were soluble as individual particles with 

decreased hydrodynamic radii consistent with replacement of aliphatic ligands with a layer of 

chalcogenide ligands with no changes in particle size and shape.40  

In our ligand-exchanged samples, elemental analysis using energy dispersive spectroscopy* 

revealed the absence of P and presence of S, Se, and Te in the ligand-exchanged samples. Figure 3.2 

shows representative EDS spectra of r = 1.54 nm CdTe QDs capped with ODPA (grey), MPA 

(black), S2- (red), Se2- (blue), and Te2- (green), as well as CdTe/CdSe-ODPA QDs (cyan). The 

                                                

* Energy Dispersive Spectroscopy (EDS) spectra were collected using a Jeol JSM-6480LV SEM with 
an INCA PentaFETx3 EDS detector. Samples were drop cast on a silicon wafer mounted to an 
SEM stub using double sided carbon tape. 
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energies characteristic of relevant elements are indicated by vertical dashed lines, and changes in 

elemental composition as a result of the ligand exchanges are highlighted using boxes. The spectrum 

of the as-grown CdTe-ODPA QDs exhibits peaks characteristic of elements Cd, Te, and P. The 

presence of P is consistent with surface-capping by ODPA. The CdTe-MPA, CdTe-S, and CdTe-Se 

ligand-exchanged samples lack this P peak, while new peaks corresponding to S (for CdTe-MPA and 

CdTe-S) and Se (for CdTe-Se) are present. The presence of S in the CdTe-MPA sample is due to the 

thiol group. The CdTe–Te sample lacks the P peak, while demonstrating an enhancement in the 

series of peaks characteristic of Te. The spectrum of the CdTe/CdSe-ODPA core/shell sample is 

qualitatively similar to that of the CdTe-ODPA, with the exception of the additional Se peak as 

expected. The CdTe/CdSe-ODPA spectrum is also qualitatively similar to that of CdTe-Se, with the 

exception of the additional P peak. The presence of small peaks corresponding to Na is due to the 

presence of Na+ as the counter ion of S2-, Se2-, Te2- in the ligand exchange solutions. Note that both 

silicon and oxygen are present in all samples due to oxide on the Si wafer used as the substrate on 

which the samples were prepared for EDS analysis. For as-grown CdTe-ODPA, Cd:Te ratios range 

from 1:0.5 to 1:0.9. This suggests that as-synthesized CdTe QDs are Cd-rich, and the partially 

coordinated Cd QD surfaces could be expected to interact with the S2-, Se2-, and Te2- chalcogenide 

ligands to form a thin ligand shell layer. 
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Figure 3.2: Energy Dispersive Spectroscopy spectra for ligand exchanged CdTe QDs. Representative EDS spectra for 
the as-grown CdTe-ODPA (grey) and CdTe/CdSe core/shell QDs (cyan), as well as MPA (black), S2- (red), Se2- (blue), 
and Te2- (green) ligand-exchanged samples. All samples were prepared from the same batch of r = 1.54nm CdTe QDs. 
Adapted with permission from Schnitzenbaumer, Kyle J.; Dukovic, Gordana. J. Phys. Chem. C. 2014, 118, 28170 – 28178. 
© 2014 American Chemical Society. 

For purposes of comparison with organic surface-capping ligands in the same solvent, we 

also prepared CdTe QDs capped with 3-mercaptopropionic acid (MPA). The ligand-exchanged QD 

solutions were dispersed in formamide, resulting in optically clear samples with no evidence of 

precipitation. Samples of the same size QDs with the four different ligands were noticeably different 

in color. Photographs of solutions of r=1.60 nm CdTe QDs are shown in Figure 3.3.  A color 

change from pink for CdTe-MPA (same color as CdTe-ODPA), red-brown for CdTe-S, brown for 

CdTe-Se, and back to pink for CdTe-Te QDs is observed. 
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Figure 3.3: Photograph of ligand exchanged CdTe QDs. Photograph of the solutions resulting from ligand 
exchange to MPA, S2-, Se2-, and Te2- on r = 1.60 nm CdTe-ODPA QDs. The image shows the solutions to be 
optically clear, as well as having noticeably different colors with different ligands. Adapted with permission from 
Schnitzenbaumer, Kyle J.; Dukovic, Gordana. J. Phys. Chem. C. 2014, 118, 28170 – 28178. © 2014 American Chemical 
Society. 

To examine the effects of ligand exchange on the optical spectra and band-gap transition 

energies of CdTe QDs, we acquired UV-Vis absorption spectra of CdTe QDs with radii ranging 

from 1.37 to 2.24 nm passivated with five ligands: ODPA, MPA, S2-, Se2-, Te2-. To avoid sample 

oxidation, spectra were recorded in sealed cuvettes immediately upon ligand exchange under an inert 

atmosphere. As a representative example of the observed trends, absorption spectra for rQD=1.54 

nm CdTe QDs capped with the five ligands are shown in Figure 3.4a. CdTe-MPA spectra are 

qualitatively similar to the CdTe-ODPA spectra, whereas the CdTe-S, CdTe-Se, and CdTe-Te 

spectra are strikingly different. Compared to CdTe-MPA, spectra of chalcogenide-capped QDs 

exhibit large red shifts in the band-gap transition peak. To determine the band gap peak position, we 

find the point of maximum curvature by examining the second derivative of the band gap peak 

(Figure 3.4c and d). The order of band-gap transition energies as a function of surface-capping 

ligand is: CdTe-ODPA (542 nm) ≈ CdTe-MPA (546 nm) > CdTe-Te (564 nm) > CdTe-S (586 nm) 

> CdTe-Se (615 nm). The change in band gap energy of the CdTe-Se represents ~10% of the pre-

ligand exchange value. Note that this ordering of band gap energies does not correlate with the 

����� ��� ��� �	�
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order of the chalcogens in the periodic table. Chalcogenide-capped QDs also exhibit broader peaks 

than CdTe-MPA, though the peaks become narrower with increasing QD size. Similar spectral 

broadening was observed previously for chalcogenide and chloride-capped QDs in solution, and its 

origin is not well understood.40, 42 In the case of the S2- ligand, broadening due to mixing of hole and 

surface states has been proposed, and may explain why CdTe-S peaks are particularly broad.104  

 

Figure 3.4: Absorption spectra of ligand exchanged CdTe QDs and core/shell CdTe/CdSe. (a) Absorption spectra of 
CdTe-MPA (black), CdTe-S (red), CdTe-Se (blue), and CdTe-Te (green) QDs with rQD=1.54 nm, all obtained by ligand 
exchange from the same sample of as-synthesized CdTe-ODPA (grey). The spectra illustrate large spectral shifts in 
chalcogenide-capped samples. (b) Absorption spectra of CdTe/CdSe core/shell (light blue) and ligand-exchanged CdTe-
Se (dark blue) made from the same CdTe QD cores (grey). Growing a thin CdSe shell around the CdTe core yields a 
similar red shift in band gap energy as exchanging the native ODPA ligands for Se2- ligands. (c) Second derivatives 
(multiplied by -1) of the spectra in a, indicating the point of maximum curvature. (d) Second derivatives of the spectra in 
(b) multiplied by -1. Adapted with permission from Schnitzenbaumer, Kyle J.; Dukovic, Gordana. J. Phys. Chem. C. 2014, 
118, 28170 – 28178. © 2014 American Chemical Society. 

Absorption and emission spectra of QDs can exhibit spectral shifting due to the solvent 

dielectric environment or changes in the quantum confinement, but these effects alone cannot 

explain the ordering of band-gap energies described above. We rule out solvent effects on the basis 

of two observations: (i) the relative similarity of band gap energies of CdTe-ODPA in toluene and 

CdTe-MPA in formamide and (ii) the marked difference of peak positions among samples that are 
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all in the same solvent (CdTe-MPA, CdTe-S, CdTe-Se, and CdTe-Te, all in formamide). We can also 

rule out the dielectric environment of the ligand shell as the sole cause of the red shift. A correction 

to the band gap energy due to the different ligand shell dielectric environments105 leads to red shifts 

of up to 10 meV for rQD=1.5nm CdTe QDs. The spectra in Figure 3.4a, on the other hand, exhibit 

red shifts of >100 meV for chalcogenide-capped QDs. We can also rule out a simple quantum 

confinement effect in which the only role of the chalcogenide ligands is to increase the QD radius. 

This would cause the CdTe-Te sample, with the ionic radius of Te being larger than that of both S 

and Se, to experience the weakest confinement and thus the largest red shift. As shown in Figure 

3.4a, the CdTe-S and CdTe-Se samples exhibit larger red shifts and lower band gap energies than 

CdTe-Te.  

To explain the behavior of band gap transitions for CdTe QDs with various surface-capping 

ligands, we postulate that the chalcogenide ligand forms a thin shell of Cd-chalcogenide that makes 

the QD-ligand shell composite similar to a CdTe/CdX core/shell nanocrystal. Like CdSe QDs,73, 106-

109 phosphonic-acid capped CdTe QDs are cation-rich, with Cd atoms comprising the majority of 

the surface.103 The partially coordinated surface Cd atoms are available to interact with the negatively 

charged chalcogenide ligands, and could form a Cd-chalcogenide layer, which may act as a thin, 

semiconductor shell. In this case, the chalcogenide ligand exchange could be thought of as a 

controlled, single-layer shell growth similar to the first step of a SILAR process.110 The precise 

chemical structure at the surface of a chalcogenide-capped QD is not understood. Solubility in polar 

solvents has been attributed to a negative surface charge40 with fewer than 10 elemental charges on 

the surface of each QD in solution.50 In solid arrays S2- was thought to form a CdS shell around a 

CdSe QD.45, 93 Thus, from the standpoint of surface chemistry, it is plausible that chalcogenide 

ligands could form a CdX semiconductor layer on the CdTe QDs. 
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If chalcogenide ligands do form CdX semiconductor shells around QDs, chalcogenide-

capped CdTe QDs should have spectra similar to those of CdTe/CdX core/shell structures 

synthesized by seeded growth of the semiconductor shell. In Figure 3.4b, we compare the 

absorption spectrum of ligand-exchanged CdTe-Se to the spectrum of CdTe/CdSe core/shell 

samples prepared by high temperature shell growth on the same sample of rQD=1.54 nm CdTe 

cores. A comparison of peak positions and intensities with those from published spectra of 

CdTe/CdSe core-shell QDs111 suggests that the CdTe/CdSe core/shell sample in Figure 3.4b has 

approximately a single CdSe monolayer shell (we define monolayer here as a single layer of CdSe, i.e. 

half of a unit cell). The growth of this monolayer CdSe shell causes a red shift of the band gap 

transition peak of ~140 meV, whereas the Se2- ligand exchange causes a red shift of ~130 meV. 

Considering the very different methods for preparing these two samples, the qualitative similarities 

between the CdTe-Se and CdTe/CdSe spectra are suggestive of similarities in terms of band edge 

electronic structure. 

3.3.2 Analysis of band gap energies using an effective mass approximation model 

To examine the observed ligand dependence of the band gap transition energy and to 

explore the analogy between chalcogenide-capped QDs and core/shell structures, we apply the 

single band effective mass approximation (EMA) to zinc-blende CdTe-X systems. The single band 

EMA model is commonly used to analyze band gap energies of QDs. It has previously been applied 

to quantum dot quantum well systems,72, 112-113 core/shell nanostructures,53-54, 73-75, 114-119 and even 

organic-molecule passivated quantum dots.38 It has also been used to explain the dependence of 

photoelectron signal intensity on QD size for QDs in the gas phase,120 as will be discussed in 

Chapter 6. In particular, the EMA model has been shown to apply for monolayer shells in core-shell 

structures,53, 72-73, 118-119 as thin shell layers can comprise a significant volume fraction of a QD. For 

example, a 0.2 nm think shell layer on a 2.0 nm radius core represents 25% of the volume of the 
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composite core/shell structure. Here, we apply the EMA model to spherical core/shell structures 

where the core is the CdTe QD and the shell is a monolayer of the CdX semiconductor, where X 

corresponds to the chalcogen ligand (Figure 2.4). The model assumes a neutral particle surface, as 

may be the case in the presence of counterions or in nanocrystal arrays. This relatively simple model 

does not describe the intricacies of surface chemistry involved in ligand exchange. Nevertheless, by 

applying the model typically used to describe core/shell structures to these CdTe-X systems and 

comparing calculated and experimental band gaps, we can test the hypothesis that chalcogenide-

ligand capped QDs behave as core/shell structures.  

To carry out the EMA calculations, we followed previously described methods.72-74 The 

calculations were described in detail in Chapter 2 of this dissertation. Here, the salient features of the 

model are discussed. A schematic representation of the relevant physical and energetic parameters is 

shown in Figure 2.4. We separate the core/shell particle into 3 distinct regions: (1) QD core, (2) 

ligand shell, and (3) solvent. We treat the photoexcited carriers as particles in spherically symmetric 

finite potential wells, the barrier heights of which are determined by bulk band potentials. The 

confinement energy of the carriers (Ee and Eh) is the energy of the carrier in excess of the bulk band 

potential. Carrier effective masses in each region are defined by the composition: CdTe for the QD 

core, and either CdS, CdSe, or CdTe for the ligand shell.121-123 The energetic parameters used to 

model the MPA layer are estimated based on the reported β value for tunneling through mercapto-

carboxylic acids.124 The potential for the electron is determined by the bulk CB offset (∆CB) between 

the core and the shell/solvent. Likewise, the potential for the hole is determined by the bulk VB 

offset (∆VB).125 The structural parameters that serve as inputs to the calculation are the radius of the 

QD core (rQD) and radius of the QD plus the ligand shell (rQD+L). Values for rQD+L were chosen by 

adding one-half of the lattice parameter a for the cadmium chalcogenide shell layer material 

(corresponding to one CdX monolayer) to rQD, following literature precedent for describing thin 
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shell layers.126 The solvent region is modeled using the relevant parameters for water rather than 

formamide, as they were more readily found in the literature.72 This change has a minor quantitative 

impact on the results of the calculation but no impact on the trends predicted by the model. 

Dielectric constants for the cadmium chalcogenides,125 MPA,105 and water72 were taken from the 

literature. The parameters used in our calculations are shown in Table 3.1, and include no adjustable 

parameters. In conjunction with boundary conditions for r=0, r=rQD, r=rQD+L and r=∞,78-79 the 

energetic and structural input parameters provide the basis for calculating carrier confinement 

energies (Ee and Eh), the Coulomb interaction energy (Ec), the expected band gap energy (Eg
(QD+L) = 

Eg
(bulk) + Ee + Eh + Ec), and wave functions of these systems. We restrict our calculations only to the 

band edge 1Se and 1Sh states. While a multiband approach better models higher energy transitions, 

both the single- and multi- band models describe band edge states well.75  

Table 3.1: Input parameters for EMA calculations.  

 CdTe CdSe CdS MPA H2O 
meff,e (m0) 0.09 0.11 0.14 1 1 
meff,h (m0) 0.12 0.44 0.51 1 1 
∆CB

(a) (eV) 0 - 0.42 - 0.10 1.90 2.70 
∆VB

(a) (eV) 0 0.57 0.99 2.99 3.65 
shell width 

(nm) 0.324 0.303 0.291 0.5 n/a 

εr (ε0) 7.1 6.25 5.32 2.0 1.8 
Eg

bulk (eV) 1.61 n/a n/a n/a n/a 
(a) ∆CB and ∆VB values are relative to CdTe, with positive values indicating potential barriers for both the electron and 
hole. 
 In Figure 3.5 we compare experimentally determined band gap energies with those calculated 

using the EMA model for a range of CdTe QD radii. Band gap energies determined experimentally 

(Figure 3.5a) decrease with increasing particle size due to relaxed quantum confinement. Band gap 

energies also depend strongly on the ligand, in the order CdTe-MPA > CdTe-Te > CdTe-S > CdTe-

Se for most of the QD sizes. This ligand dependence is more apparent for smaller CdTe QDs than 

larger ones. Band gap energies for rQD = 1.34nm CdTe QDs span a range of 250 meV from CdTe-

MPA to CdTe-Se, compared to a range of 50 meV for rQD = 2.24nm QDs. The calculated band gap 
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energies for chalcogenide- and MPA-capped CdTe QDs of various sizes are shown in Figure 3.5b. 

This model predicts that for all CdTe radii between 1.3 and 4.5 nm, the band gap transition energies 

order as CdTe-MPA > CdTe-Te > CdTe-S > CdTe-Se. Smaller QDs are predicted to exhibit a 

wider ligand-dependent band gap range than larger QDs. Calculated band gaps for CdTe QDs with 

rQD = 1.35 nm have a range of 250 meV (from CdTe-MPA to CdTe-Se) while QDs with rQD = 2.2 

nm have a range of 120 meV.  

 

Figure 3.5: Experimental and calculated band gap energies of ligand exchanged CdTe QDs.  (a) Experimentally 
determined band gap energies for various radii of CdTe-MPA (black), CdTe-S (red), CdTe-Se (blue), and CdTe-Te 
(green) QDs. (b) Band gap energies calculated using the EMA model. Adapted with permission from Schnitzenbaumer, 
Kyle J.; Dukovic, Gordana. J. Phys. Chem. C. 2014, 118, 28170 – 28178. © 2014 American Chemical Society. 

A comparison of the calculated and experimental band gap energies (Figure 3.5) reveals that 

the EMA model describes the observed trends quite well. We note that no adjustable parameters 

were used in the calculations and that the ranges of the x and y axes are identical in Figure 3.5a and 

b. The model, as expected, correctly describes the decrease in band gap energy with increasing CdTe 

QD radius, due to decreasing quantum confinement. More importantly, the model correctly predicts 

the energetic ordering of the band gaps as a function of ligand. To obtain the experimental ordering 

of band gap energies, it is necessary to use CdX effective masses for the ligand shell in the 
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calculations. Setting carrier effective masses in the ligand shell to those of CdTe for all the 

chalcogenide ligands leads to the incorrect band gap order CdTe-MPA >> CdTe-S > CdTe-Se > 

CdTe-Te because the shell thickness increases from S to Te (Figure 3.6a). Setting the effective 

masses in the ligand shell to the mass of a free electron leads to the same (incorrect) ordering (Figure 

3.6b). Moreover, the band gap energy difference between CdTe-MPA and CdTe-Te is up to 600 and 

800 meV in Figure 3.6, which is much larger than the experimental range. While the chemical 

structure of the ligand layer may be more complicated than simply a layer of ordered CdX, the 

parallels between the calculated and experimentally determined band gaps in Figure 3.5 demonstrate 

that modeling the CdTe-X systems as QD-core/ligand-shell heterostructures captures key features 

of chalcogenide-capped QD band edge electronic structure.  

 

Figure 3.6: Calculated band gap energies using alternative carrier effective masses. Calculated CdTe-X Eg using 
effective carrier masses of CdTe (a) and electron rest mass (b) in the ligand shell layer. Using the effective 
masses of CdTe throughout the core/shell structure causes the calculated Eg values to be much higher than 
observed (Figure 3.5). Using the electron rest mass in the ligand shell layer leads Eg values lower than those 
observed. Both assumptions lead to a ligand-dependent Eg ordering inconsistent with that observed in Figure 
3.5. Adapted with permission from Schnitzenbaumer, Kyle J.; Dukovic, Gordana. J. Phys. Chem. C. 2014, 118, 28170 – 
28178. © 2014 American Chemical Society. 

3.3.3 Impact of ligands on carrier wave functions 

The EMA model allows us to examine how the carrier wave functions are distributed 

spatially for the different ligand-capping scenarios and to ultimately determine the fraction of the 

wave function that can be found outside the core/shell structure. The behavior of the carrier wave 

function in the ligand layer is determined by how the carrier confinement energy Ee/h compares to 
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∆CB/VB between CdTe and the ligand layer material. We note that Ee/h is constant across the entire 

core/shell structure due to the strong quantum confinement in these systems. If Ee/h does not 

exceed the potential barrier presented by the ligand shell layer, the carrier wave function will exhibit 

tunneling behavior and decay exponentially through the ligand shell. The rate at which the wave 

function decays in the ligand layer depends on the carrier effective mass in the shell as well as the 

magnitude of the difference between Ee/h and ∆CB/VB, with larger differences leading to a more rapid 

decay. If, however, Ee/h exceeds ∆CB/VB, its wave function will extend throughout the ligand layer and 

begin its exponential decay at the shell-solvent interface. 

 Figure 3.7 illustrates the effect of the various ligand layers on the CB and VB potentials, 

electron and hole confinement energies, wave functions, and probability densities for rQD=1.5 nm 

CdTe-X QDs. Figure 3.7a – d show the electron and hole confinement energies (Ee and Eh) and the 

potentials of the core, ligand shell, and solvent for CdTe-MPA, CdTe-S, CdTe-Se, and CdTe-Te. 

Figure 3.7e – h show the electron and hole wave functions and radial probability densities. For 

CdTe-MPA, the confinement energy of both carriers falls far below the potential barrier presented 

by the ligand shell and surrounding solvent environment (Figure 3.7a). As a result, the electron 

(Figure 3.7e and g) and hole (Figure 3.7f and h) wave functions decay exponentially in the ligand-

layer shell. For CdTe-S, Ee exceeds the potential barrier of the ligand layer (Figure 3.7b), so that the 

electron wave function extends into the ligand layer and exponentially decays in the solvent layer 

(Figure 3.7e and g). Eh is not sufficient to overcome the potential barrier (Figure 3.7b), and the hole 

decays exponentially in the CdS ligand layer (Figure 3.7f and h). The energetic diagram of CdTe-Se 

(Figure 3.7c) is similar to that of CdTe-S, but the shell potential barrier for the hole is lower and 

therefore the hole wave function decays more slowly in the shell (Figure 3.7f and h). Finally, for the 

case of CdTe-Te (Figure 3.7d), the ligand shell is another layer of the core semiconductor, effectively 
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resulting in a larger CdTe QD. Thus both carriers delocalize into the shell and begin to exponentially 

decay at the shell-solvent interface (Figure 3.7e – h).  

 

Figure 3.7: Chalcogenide ligand capped CdTe QD wave functions. (a-d) Radial CB and VB bulk potentials (black lines) 
for rQD=1.5 nm CdTe-X structures and associated calculated electron and hole confinement energies (bold, horizontal 
lines). Solid bold lines indicate regions where the Ee/h exceeds the potential barrier, whereas dotted bold lines indicate 
regions where Ee/h falls below it. (e-h) Calculated electron and hole radial wave functions and probability densities for a 
CdTe-X QD with rQD=1.5nm. Vertical dashed lines indicate CdTe-ligand layer interface (i.e., rQD in Figure 2.4). The 
widths of the shell layers are ligand-dependent and therefore are different for all four ligands. Adapted with permission 
from Schnitzenbaumer, Kyle J.; Dukovic, Gordana. J. Phys. Chem. C. 2014, 118, 28170 – 28178. © 2014 American 
Chemical Society. 

We note that although the bulk band edge alignments of CdTe-S (Figure 3.7b) and CdTe-Se 

(Figure 3.7c) create a type-II configuration, where the valence and conduction bands are staggered, 

there is little carrier separation, with the electron-hole overlap integrals of 0.93 for both CdTe-S and 

CdTe-Se with rQD=1.5 nm. The value of the overlap integral is in agreement with single-band 

effective mass approximation calculations on similarly sized core/shell CdTe/CdSe.75 The small shell 

thickness and overall strong quantum confinement prevent the electron from localizing in the ligand 

shell, illustrating the importance of both the structural and the energetic parameters in determining 

carrier overlap.82, 127-129  
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3.3.4 Implications for charge transfer 

The extent of carrier delocalization into the surroundings of a QD plays an important role in 

many applications. Carrier mobility in nanocrystal arrays is proportional to inter-particle electronic 

coupling,95, 98, 130 which depends on carrier delocalization outside the particle. In the regime of 

enhanced coupling, where wave functions from neighboring particles overlap, inter-particle 

interactions are similar to chemical bonding in extended solids.98, 131 Band-like transport has been 

observed in nanocrystal arrays with relatively strong coupling.95, 98 Similarly, QD-sensitized solar cells 

and nanocrystal based photocatalytic systems require the transfer of photoexcited charge carriers 

from nanocrystals, which depends in part on donor-acceptor electronic coupling.6, 15 By calculating 

carrier wave functions in CdTe-X systems using the EMA model, we are able to analyze the effect of 

chalcogenide ligands on the carrier delocalization.  

Figure 3.8a shows the probability of finding an electron outside the CdTe-X core/shell 

structure (Psolvent,e), as a function of electron confinement energy (Ee) for CdTe-X QD with rQD 

ranging from 1.5 to 4.5 nm. Figure 3.8b shows the probability of finding a hole outside the core-

shell structure (Psolvent,h) as a function of Eh for the same systems. The size of the QD core decreases 

with increasing Ee/h. Because previous work on chalcogenide-capped QDs focused on CdSe, rather 

than CdTe, we also calculated Psolvent,e and Psolvent,h as a function of Ee and Eh, respectively, for 

chalcogenide-capped CdSe QDs (Figure 3.8c and d). The results are very similar to those obtained 

for CdTe. There are several features of note that are evident for both CdTe and CdSe QDs in Figure 

3.8: (i) while the values of Psolvent,e and Psolvent,h for CdTe-MPA QDs are miniscule (~5 thousandths of 

a percent), they are in the range of 0.1-6% for chalcogenide-capped QDs. Such relatively high values 

suggest the potential for enhanced electronic coupling. Improved coupling is reflected 

experimentally in high carrier mobilities in arrays of CdSe-S QDs40, 50, 87 and increased power 

conversion efficiencies of CdSe-S QD sensitized solar cells.93, 100 (ii) For chalogenide-capped QDs, 
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the values of Psolvent,e and Psolvent,h increase several-fold with increasing confinement energies, 

suggesting that the electronic coupling between chalcogenide-capped QDs and their surroundings 

will depend on particle size. This is in contrast to QDs capped with aliphatic ligands, where 

emphasis is placed on the role of particle size in determining energy levels rather than the electronic 

coupling.132-133 (iii) While the values of Psolvent for electrons do not strongly depend on the 

chalcogenide ligand (Figure 3.8a), the dependence is noticeable for the holes (Figure 3.8b). For the 

smallest QDs examined, values of Psolvent,e range from 5.2 to 6.1%, but Psolvent,h is 0.7% for CdTe-S, 

1.1% for CdTe-Se, and 3.7% for CdTe-Te. This is ultimately because the conduction bands of Cd-

chalcogenide semiconductors originate from Cd 5s orbitals,134 making the barrier heights for 

electrons similar for the three cases. Valence bands, on the other hand, are constructed from 

chalcogen p orbitals,134 such that the hole tunneling barrier is tallest in the case of CdTe-S and 

shortest in the case of CdTe-Te (see Figure 3.7b – d). The predictions in Figure 3.8 are qualitatively 

consistent with the experimentally measured exciton diameter of CdSe-S QDs with a core radius of 

1.4 nm, which was 7% larger than the exciton diameter of octylamine-capped CdSe QDs with the 

same value of rQD.135 This analysis demonstrates that EMA modeling of chalcogenide-capped CdTe 

QDs provides insights that could be used in the design of devices by informing the selection of QD 

sizes and surface-capping ligands.  
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Figure 3.8: Effect of carrier confinement and ligand identity on delocalization. Calculated relationship between the 
probability of finding the carrier in the surrounding environment, Psolvent,e/h, and its confinement energy, Ee/h, for 
electrons (a) and holes (b) in CdTe-X systems. Displayed traces are for CdTe QDs of radii ranging from 1.5 to 4.5 nm, 
with higher confinement energies corresponding to smaller QDs. (c, d) Psolvent,e/h vs Ee/h for CdSe-X QDs of radii 
ranging from 1.5 – 4.5nm. These values were calculated in the same manner as CdTe-X QDs. Adapted with permission 
from Schnitzenbaumer, Kyle J.; Dukovic, Gordana. J. Phys. Chem. C. 2014, 118, 28170 – 28178. © 2014 American 
Chemical Society. 

3.4 Conclusions 

In this chapter, we described the size and ligand dependence of the band gap energies of 

CdTe-MPA, CdTe-S, CdTe-Se, and CdTe-Te QDs. We found that modeling chalcogenide-capped 

QDs as a CdTe QD core surrounded by a thin, semiconducting shell of CdX correctly described the 

experimentally measured band gap energetic ordering as a function of surface-capping ligand. The 

agreement between experiment and the model demonstrates that the strongly confined, 

chalcogenide-ligand capped systems can be treated as core/shell structures with thin shell widths. 

The application of the EMA model to these systems highlights the changes in QD energy levels and 

photoexcited carrier wave functions due to the presence of chalcogenide ligands. In contrast to 

aliphatic ligands, the semiconducting nature of chalcogenide ligands allows for significant 

delocalization of carrier wave functions outside the QD-ligand structure. The extent of the 

delocalization depends on both the ligand and the particle size. This analysis provides guidance for 

the design of devices such as conductive films and solar cells based on chalcogenide-capped 

nanocrystals.  
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Chapter 4.  Impact of Chalcogenide Ligands on the 

Photophysics of CdSe QDs*  

 

“I became gripped by a quiet, unwonted urge to know a little about 
these matters and to understand how people figured them out. That 
to me was the greatest of all amazements – how scientists work 
things out.” 

- Bill Bryson 

4.1 Introduction 

The ability to synthetically control the electronic, optical, and surface properties of 

semiconductor nanocrystals has generated significant interest for their use in optoelectronic 

devices.3-4, 21, 83-85 The surfaces of semiconductor nanocrystals are typically passivated with surface-

capping ligands that provide colloidal stability in solution. These ligands play an important role in 

excited state dynamics of nanocrystals because they influence relaxation pathways of photoexcited 

carriers and their binding to the surface can govern carrier trapping rates at surface sites.25, 32, 34 For 

applications that require efficient transfer and collection of photogenerated charge carriers, such as 

nanocrystal-based photovoltaics, the native long-chain aliphatic ligands used in synthesis serve as 

insulating barriers that hinder charge transfer and transport.3, 6, 15 Recent years have seen tremendous 

                                                

* This chapter is adapted with permission from work submitted for publication: 
• Schnitzenbaumer, Kyle J.; Labrador, Tais; Dukovic, Gordana. “Impact of Chalcogenide 

Ligands on Excited State Dynamics in CdSe Quantum Dots” J. Phys. Chem. C. In press. 
Unpublished work © 2015 American Chemical Society. 
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advancements in the design and implementation of new surface bound species  that can replace the 

native ligands,4, 35, 37-48 many of which have significantly improved performance of optoelectronic 

devices.35-36, 40, 43-44, 47, 49-50, 86-95 Given the importance of surface capping ligands to excited state 

relaxation, it is important to understand how the new functionalities on the nanocrystal surface 

impact the dynamics of photoexcited electrons and holes. 

 Single-atom chalcogenide ligands S2-, Se2-, and Te2- stand in contrast to insulating long-chain 

ligands in that they create ultra-thin barriers for charge transfer and transport.45, 50, 95, 136 A number of 

reports have described the use of chalcogenide-ligand capped nanocrystals in devices with promising 

results. CdSe QDs capped with S2- ligands have been employed in field effect transistors yielding 

high electron mobilities with little hysteresis.40, 50, 87 Solar cells sensitized with CdSe QDs 

demonstrated faster electron transfer when long chain aliphatic ligands were replaced with S2-. This 

was attributed to increased rates of electron transfer from the QDs to TiO2 nanoparticles enabled by 

the thin ligand shell.93, 100  

While these reports indicate that chalcogenide ligands can enable relatively high charge 

transfer rates, little is known about how ligand exchange from native organic ligands to chalcogenide 

ligands impacts the excited state decay pathways in the nanocrystals. Because the transfer of a 

photoexcited carrier out of the nanocrystal is in direct competition with relaxation pathways such as 

carrier trapping, understanding the impact of chalcogenide ligands on nanocrystal photophysics is 

critical. The use of S2- ligands has been shown to lead to PL quenching of approximately an order of 

magnitude in comparison to aliphatic ligands.40, 50 This PL quenching is associated with a significantly 

decreased PL lifetime in S2- capped CdSe QDs.50 PL quenching and lifetime shortening are normally 

a consequence of enhanced trapping rates, but PL does not distinguish between electron and hole 

trapping. To understand which structural parameters are ultimately important for device design, it is 
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necessary to understand the relaxation pathways of both electrons and holes in chalcogenide-capped 

nanocrystals.  

 In this chapter, we describe the excited state relaxation dynamics of CdSe QDs with a radius 

of 2.8 nm functionalized with chalcogenide ligands S2-, Se2-, and Te2-. We denote these systems 

CdSe-S, CdSe-Se, and CdSe-Te, respectively, and compare them with CdSe QDs capped with the 

native organic ligand n-octadecylamine (CdSe-ODA) and 3-mercaptopropionic acid (CdSe-MPA). 

We monitor several features in the transient absorption (TA) spectra to follow carrier cooling, 

trapping of photoexcited holes, and relaxation of band edge electrons. We find that time constants 

for both electron and hole cooling remain relatively ligand-independent (subpicosecond in all cases). 

Upon ligand exchange, band edge electron lifetimes are shortened from 11 ns in CdSe-ODA to 3 ns 

in CdSe-MPA, 2 ns in CdSe-S, and significantly shortened to 70 ps in CdSe-Se and 10 ps in CdSe-

Te. We attribute the two order of magnitude decrease in electron lifetime in CdSe-Se and CdSe-Te 

to fast and efficient electron trapping. Hole trapping follows a different trend, with all ligands 

exhibiting relatively fast hole trapping (subpicosecond) except for CdSe-Se, which exhibits unusually 

slow hole trapping (17 ps). By comparing the lifetimes of band edge electrons and trapped holes, we 

find that the main mechanism for relaxation of the band edge electron in CdSe-MPA and CdSe-S is 

recombination with a trapped hole. In contrast, in the case of CdSe-Se and CdSe-Te, electron 

trapping is a much faster process and the main electron relaxation pathway. We conclude our 

discussion with the implications of this excited state behavior for optoelectronic devices.  
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4.2 Results 

4.2.1 Post-synthetic ligand exchanges 

 Because of the extensive literature precendent for TA spectroscopy of CdSe QDs capped 

with native, aliphatic ligands, CdSe QDs are an attractive system for studying the impact of surface 

ligand modification on QD photophysics.13, 34 A schematic representation of CdSe QD energy levels 

is shown in Figure 4.1a. The first three exciton absorption peaks in the typical CdSe QD absorption 

spectrum are assigned to the 1S(e)–1S3/2(h), 1S(e)–2S3/2(h), and 1P(e)–1P3/2(h) excitons. Following 

previous work,68 we refer to these as the X1, X2, and X3 excitons, respectively. To examine the 

impact of surface-capping ligands on excited state dynamics of CdSe QDs, we perform post-

synthetic ligand exchanges on a sample of CdSe-ODA QDs with radii of 2.8 nm. The surface 

ligands were modified to the chalcogenide ligands S2-, Se2-, and Te2- following ligand exchange 

procedures developed by Talapin et al.,40 allowing for solubility in the polar solvent formamide (FA). 

This work has shown that chalcogenide ligands completely displace aliphatic ligands and allow for 

stable colloidal nanocrystal solutions.40 For comparison with an aliphatic ligand that also allows for 

solubility in FA, a ligand exchange to 3-mercaptopropionic acid (MPA) was performed following 

previously published procedures.55-57 

 Steady state UV-Vis absorption spectra of CdSe-ODA and the ligand-exchanged samples, 

are shown in Figure 4.1b. In Chapter 3, we showed that chalcogenide ligands dramatically shift band 

gap transitions of CdTe QDs (up to 250 meV) due to carrier delocalization into the ligand shell.136 

This effect is considerably smaller in the CdSe QDs investigated here (Figure 4.1b), with the largest 

red shift being 16 meV between CdSe-ODA and CdSe-Se. This contrast with the behavior of 

chalcogenide capped CdTe QDs described in Chapter 3 is due to the larger carrier effective masses 

in CdSe and the relatively large size of CdSe QDs used here. These two differences decrease the 

extent of carrier confinement and therefore decrease the perturbation of the QD energy levels 
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induced by different ligand identities. Thus, the energy levels and their energetic spacing depicted in 

Figure 4.1a are representative of all the CdSe QD samples investigated here.  

 

Figure 4.1: Absorption spectra of chalcogenide ligand capped CdSe QDs. (a) Schematic representation of the CdSe QD 
photoexcited carrier energy levels. The vertical arrows indicate the excitations used in this chapter. (b) Absorption 
spectra of r = 2.8 nm CdSe-ODA (grey), CdSe-MPA (black), CdSe-S (red), CdSe-Se (blue), and CdSe-Te (green). Dashed 
vertical lines indicate the wavelengths of the X1, X2, and X3 transitions in each CdSe sample. Adapted from 
Schnitzenbaumer, Kyle J.; Labrador, Tais; Dukovic, Gordana. J. Phys. Chem. C. In press. Unpublished work © 2015 
American Chemical Society. 

4.2.2 Monitoring photoexcited carriers 

 In this section, we describe the features in the transient absorption (TA) spectra of CdSe 

QD that we use to probe the dynamics of 4 processes: (i) cooling of the electron, (ii) cooling of the 

hole, (iii) relaxation of the electron from the 1S(e) band edge state, and (iv) trapping of the hole 

from the 1S3/2(h) band edge state. It is important to note the distinction between the pump pulses 

that excite exciton transitions X1, X2, and X3 (Figure 4.1a) and the features in the TA spectrum that 

will be monitored. Figure 4.2a shows the UV-Vis spectrum of CdSe-ODA sample along with the 

spectra of laser pulses used to generate the X1, X2, and X3 excitons. Figure 4.2b shows a 

representative TA spectrum of CdSe-ODA 700 fs after X3 photoexcitation. There are three features, 

denoted in Figure 4.2b as B1, A1, and PA, which we will use to extract carrier dynamics in these 

samples. TA spectra of all ligand-exchanged samples exhibit similar features, as shown in Figure 4.3. 

The spectral positions of the features shift slightly based upon ligand identity, in accordance with the 

small shifts in the steady state absorption spectra (Figure 4.1b). The red shifts of the CdSe-Se and 
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CdSe-Te spectra reflect the greater degree of carrier delocalization induced by these ligands as 

demonstrated in Figure 3.8c and d. 

 

Figure 4.2: Chalcogenide ligand capped CdSe QD TA spectra. (a) Representative pump pulse spectra for X1 (red), X2 
(green), and X3 (blue) excitations, plotted along with the steady state UV-Vis absorption spectrum of CdSe-ODA QDs. 
Similar pump spectra are used in all pump/probe experiments described in this work. (b) Transient absorption spectrum 
of CdSe-ODA, excited with X3, at a time delay of 280 fs. Some notable features are labeled: B1, which is assigned to 
photoexcited electrons occupying the 1S(e) state; A1, which is assigned to the absorption of an X1 exciton in the 
presence of a hot photoexcited carrier; and PA, which is assigned to trapped holes. Adapted from Schnitzenbaumer, 
Kyle J.; Labrador, Tais; Dukovic, Gordana. J. Phys. Chem. C. In press. Unpublished work © 2015 American Chemical 
Society. 

 

Figure 4.3: Ligand independence of CdSe QD TA spectra. The prominent features in the TA spectra, B1, A1, and PA, 
remain the same regardless of ligand identity. Their spectral positions shifts slightly based on ligand identity as described 
in the text. Adapted from Schnitzenbaumer, Kyle J.; Labrador, Tais; Dukovic, Gordana. J. Phys. Chem. C. In press. 
Unpublished work © 2015 American Chemical Society. 

Following the literature convention, we refer to the bleach of the band gap transition as B1 

(Figure 4.2 and Figure 4.3, ~620 nm).137 This feature is well established in CdSe QDs to be 

representative of electron population in the 1S(e) band edge state.13, 138-139 The A1 feature (occurring 
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here at ~640 nm, Figure 4.2 and Figure 4.3),137 arises due to the attractive interaction of the 

biexciton formed upon band edge absorption of the probe pulse in the presence of a hot exciton.13 

This feature is therefore indicative of a carrier, either electron or hole, which has not yet relaxed 

(cooled) to the band edge state. The feature labeled PA (observable at all wavelengths red of A1, 

Figure 4.2b inset) is a broadband photoinduced absorption that has been noted in the literature for 

CdSe QDs on multiple occasions.140-143 Through the use of electron (benzoquinone, BQ) and hole 

(phenothiazine, PTZ) accepting molecules, we confirm Lian et al’s assignment of the PA feature’s 

relation to holes.140 The kinetics of the PA feature of CdSe-ODA QDs exhibit no change in the 

presence of the electron acceptor benzoquinone (Figure 4.4b). The B1 feature, which corresponds 

to the band edge electron population, decays more quickly, however, indicating that electron transfer 

to benzoquinone takes place (Figure 4.4a). In contrast, the PA feature (Figure 4.4d) shows a faster 

decay in the presence of the hole acceptor phenothiazine, with no evidence of electron transfer in 

the B1 feature (Figure 4.4c).  



 58 

 

Figure 4.4: Impact of electron and hole acceptors on CdSe-ODA TA kinetics. (a) B1 kinetics with (blue) and without 
(red) the electron acceptor benzoquinone (BQ). The faster decay of the B1 bleach indicates electron transfer from the 
CdSe QD to BQ. (b) PA kinetics with (blue) and without (red) BQ. The similarity in the kinetics indicates that electron 
transfer has no impact on the PA feature. (c) B1 kinetics with (green) and without (red) the hole acceptor phenothiazine 
(PTZ). Hole transfer occurs from the CdSe QD to PTZ, evidenced by a slightly slower recovery of the B1 kinetics 
(which monitors 1S(e) electrons) in the presence of PTZ. (d) PA kinetics with (green) and without (red) PTZ. The more 
rapid decay of the PA feature in the presence of a hole acceptor indicates its relation to holes in CdSe QDs. Adapted 
from Schnitzenbaumer, Kyle J.; Labrador, Tais; Dukovic, Gordana. J. Phys. Chem. C. In press. Unpublished work © 2015 
American Chemical Society. 

4.2.3 Measurements of electron and hole cooling 

In order to examine the ligand dependence of photoexcited carrier cooling, we employ the 

exciton-selective, state-resolved experimental approach pioneered by Kambhampati et al.66, 68 This 

technique allows for determination of the 1P(e) ! 1S(e) and 2S3/2(h) ! 1S3/2(h) cooling rates 

through the comparison of transient absorption (TA) kinetics following carefully chosen excitation 

energies. The key ideas behind this experimental approach are displayed in Figure 4.1 and Figure 4.2. 

Excitation with a pump pulse of energy X1, signified by the red arrow in Figure 4.1a and the red 

laser spectrum in Figure 4.2a, generates an exciton with both photoexcited carriers in their band 

edge 1S(e) and 1S3/2(h) states. Excitation with pump pulse energy of X2, however, signified by the 

green arrow in Figure 4.1a and green laser spectrum in Figure 4.2b, generates an exciton with the 
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electron in the 1S(e) state and the hole in the 2S3/2(h) state. The only difference between X2 and X1 

excitation is that X2 produces a hole in the 2S3/2(h) state rather than the 1S3/2(h) state. Since the A1 

feature corresponds to the presence of a hot carrier, the difference in the decays of the A1 feature 

following X1 and X2 excitations reveals the cooling of the hot 2S3/2(h) hole to the band edge 

1S3/2(h) state. Similarly, excitation with pump pulse energy of X3, signified by the blue arrow in 

Figure 4.1a and blue excitation spectrum in Figure 4.2b, generates an exciton with the electron in the 

1P(e) state and the hole in the 1P3/2(h) state. Since the B1 feature monitors electrons in the 1S(e) 

state, subtracting B1 kinetics following X1 and X3 excitations reveals the kinetics of electron arrival 

to the band edge 1S(e) state from the 1P(e) state. Below, we use these methods to determine 

electron and hole cooling time constants in CdSe QDs as a function of surface capping ligand. 

Figure 4.5a – e show the B1 (~620 nm) kinetics for CdSe-ODA, CdSe-MPA, CdSe-S, CdSe-

Se, and CdSe-Te following excitation of X1 (red) and X3 (blue) transitions. The differences in the 

decay kinetics following X1 and X3 excitation occur only at the very early times and are identical 

after 2 ps. Thus, the kinetics are normalized between 3 and 4 ps. Subtraction of these normalized 

kinetics yields the state-to-state transition kinetics. Following the notation of Kambhampati et al, we 

refer to the difference of the kinetics as ∆∆A. The ∆∆A kinetics for the five samples are shown as 

the black markers in Figure 4.5f – j. These ∆∆A traces are fit (red lines in Figure 4.5f – j) with a 

single exponential decay convolved with the instrument response function (IRF).  

 
 Eqn. 4.1 

The time constant for the single exponential decay corresponds to the 1P(e) ! 1S(e) 

relaxation rate (i.e., cooling rate). The 1P(e) ! 1S(e) cooling lifetimes for each ligand identity are 

summarized in the first row of Table 4.1, where the values reflect the average (weighted by the error 

of the fits) and standard deviation of three measurements on each sample. The values in Table 4.1 

∆∆ A(t) = IRF⊗ e
−(t−t0 )

τ
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reflect the average of three measurements on each sample. With the exception of CdSe-Te, the 1P(e) 

! 1S(e) cooling lifetimes are in the 100 to 200 fs range for all ligands. For CdSe-Te (Figure 4.5e and 

j), the B1 kinetics following X1 and X3 excitation exhibit virtually no difference, leading to a ∆∆A 

trace that can be fit to the same function as our IRF (Chapter 2). We therefore conclude that the 

∆∆A time constant for CdSe-Te is faster than our instrumental resolution (~100 fs). 

 

Figure 4.5: Electron cooling in CdSe QDs. (a – e) Normalized B1 (~620 nm) kinetic traces of CdSe-ODA (a), CdSe-
MPA (b), CdSe-S (c), CdSe-Se (d), and CdSe-Te (e) following X3  (blue) and X1 (red) excitation. (a, inset) Energy level 
schematic depicting the experiment performed to measure 1P(e) ! 1S(e) relaxation rates. (f – j) ∆∆A trace generated by 
subtracting the normalized kinetics in the panel above. The red trace is a fit of the data used to extract the 1P(e) ! 1S(e) 
relaxation time constant. Horizontal dashed lines denote ∆A and ∆∆A of zero. Adapted from Schnitzenbaumer, Kyle J.; 
Labrador, Tais; Dukovic, Gordana. J. Phys. Chem. C. In press. Unpublished work © 2015 American Chemical Society. 

Table 4.1: Summary of measured time constants. Values represent the average of three separate measurements ± one 
standard deviation. 

 CdSe-ODA CdSe-MPA CdSe-S CdSe-Se CdSe-Te 
1P(e) ! 1S(e)a 200 ± 50 fs 175 ± 100 fs 200 ± 50 fs 125 ± 75 fs < 100 fs 
1S(e) lifetimeb 11 ± 4 ns 3 ± 0.2 ns 1.8 ± 0.8 ns 70 ± 10 ps 10 ± 3 ps 

2S3/2(h) ! 1S3/2(h)c 375 ± 100 fs 225 ± 100 fs 300 ± 75 fs 275 ± 50 fs 125 ± 25 fs 
1S3/2(h) ! T(h)d 525 ± 75 fs 725 ± 125 fs 600 ± 375 fs 17 ± 4 ps 175 ± 50 fs 

T(h) lifetime e 6 ± 3 ns 3 ± 0.4 ns 1 ± 0.3 ns 20 ± 4 ns 3 ± 3 ns 
(a) Measured by state specific pumping of the X3 and X1 transitions. 
(b) Average lifetime of the B1 feature calculated using Eqn. 4.2. 
(c) Measured by state specific pumping of the X2 and X1 transitions. 
(d) T(h) denotes a hole trap state. 1S3/2(h) ! T(h) lifetimes come from the X1 pumped PA rise time. 
(e) T(h) lifetimes come from the decay of the X1 pumped PA feature. 
(a) and (c) are the average of 3 trials (weighted by the error of the fits) ± standard deviation. (b), (d), and (e) are the 
average of 3 trials ± standard deviation. 
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We apply a similar process for determining the time constants for 2S3/2(h) ! 1S3/2(h) hole 

cooling. Figure 4.6a – e show the A1 (~640 nm) kinetics for CdSe-ODA, CdSe-MPA, CdSe-S, 

CdSe-Se, and CdSe-Te following excitation of X1 (red) and X2 (green) transitions. As is done for 

the 1P(e) ! 1S(e) rate above, the 2S3/2(h) ! 1S3/2(h) cooling rate can be obtained by fitting the 

difference of these kinetic traces to a single exponential convolved with the IRF (Eqn. 4.1). As 

above, these kinetics are normalized between delays of 3 and 4 ps and exhibit the same dynamics at 

all later times. The ∆∆A traces, arising from subtraction of the A1 kinetics following X1 and X2 

excitation, and fits are shown in Figure 4.6f – j. From these ∆∆A traces, it is clear that ligand identity 

does not have a substantial effect on the 2S3/2(h) ! 1S3/2(h) relaxation rate. The 2S3/2(h) ! 1S3/2(h) 

cooling lifetimes are summarized in the third row of Table 4.1. The hole cooling time constants are 

somewhat longer than those measured for electron cooling (ranging from 100 to 400 fs) with CdSe-

Te again exhibiting the fastest cooling.  

 

Figure 4.6: Hole cooling in CdSe QDs. (a – e) Normalized A1 kinetic traces of CdSe-ODA (a), CdSe-MPA (b), CdSe-S 
(c), CdSe-Se (d), and CdSe-Te (e) following X2  (green) and X1 (red) excitation. (f – j) ∆∆A traces generated by 
subtracting the normalized kinetics in the panel above. The red trace is a fit of the data used to extract the 2S3/2(h) ! 
1S3/2(h) relaxation time constant. Horizontal dashed lines denote ∆A and ∆∆A of zero. Adapted from Schnitzenbaumer, 
Kyle J.; Labrador, Tais; Dukovic, Gordana. J. Phys. Chem. C. In press. Unpublished work © 2015 American Chemical 
Society. 
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4.2.4 Depopulation of the 1S(e) state 

While carrier cooling in CdSe QDs occurs on a subpicosecond timescale, relaxation from the 

band edge 1S(e) state can occur over a range of timescales, encompassing processes such as radiative 

and non-radiative electron-hole recombination and electron trapping.34 The decay of the B1 feature 

(~620 nm, Figure 4.2b) corresponds to the depopulation of the 1S(e) state, thereby serving as an 

indication for how long electrons remain in the excited state.13, 138-139 Monitoring the kinetics after 

directly exciting the band edge X1 excitonic state prevents any complicating factors that may arise 

due to carrier cooling. Figure 4.7 shows the B1 decay kinetics of CdSe-ODA, CdSe-MPA, CdSe-S, 

CdSe-Se, and CdSe-Te following X1 excitation. The kinetics shown in Figure 4.7 exhibit such a 

strong dependence on ligand identity that we use a logarithmic time axis to show all the decays on 

one plot. The native ODA-capped CdSe QDs have the slowest 1S(e) decay while the decay of CdSe-

MPA is somewhat faster. Ligand exchange to CdSe-S, CdSe-Se, and CdSe-Te results in successively 

faster decays. The simplest way to compare the ligand-dependence of 1S(e) band edge electron decay 

is by comparing the average lifetimes, i.e., the average times the electron spends in the 1S(e) state , 

defined as:144  

 
 Eqn. 4.2 

To best approximate ∆A(t), we fit each kinetic trace to a triple exponential decay convolved 

with the IRF. Average lifetimes calculated using Eqn. 4.2 progressively decrease as a function of 

ligand identity, from CdSe-ODA (11 ns), CdSe-MPA (3 ns), CdSe-S (1.8 ns), CdSe-Se (70 ps) to 

CdSe-Te (10 ps). The values resulting from triplicate measurements are tabulated in Table 4.1. The 

value of τ  for CdSe-ODA has a particularly large error associated with it because it is larger than 

the time window of the experiment (3 ns). The average 1S(e) lifetimes for CdSe-ODA (11 ns) and 

CdSe-MPA (3 ns) measured here agree within the margin of error with the 8.0 ns and 2.6 ns, 

τ =
t ⋅∆ A(t)dt

0

∞

∫
∆ A(t)dt

0
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respectively, previously reported for phosphonate and MPA capped CdSe QDs.145 These values 

demonstrate drastic differences in photoexcited electron decay pathways as a function of ligand 

identity.  

 

Figure 4.7: Ligand dependence of 1S(e) photoexcited electron decay. B1 kinetics of CdSe-ODA (grey), CdSe-MPA 
(black), CdSe-S (red), CdSe-Se (blue), and CdSe-Te (green). The x-axis is split into a linear scale for time delays less than 
10 ps and a logarithmic scale above. The dashed vertical line marks this split. These traces, which monitor the 
depopulation of the 1S(e) state, demonstrate the drastically different kinetics depending on the identity of the ligand. 
Adapted from Schnitzenbaumer, Kyle J.; Labrador, Tais; Dukovic, Gordana. J. Phys. Chem. C. In press. Unpublished 
work © 2015 American Chemical Society. 

4.2.5 Measurements of hole trapping 

Because TA spectra of CdSe QDs are insensitive to holes in the 1S3/2(h) state, we are 

unfortunately unable to directly monitor relaxation of band edge holes. As described above however, 

the spectrally broad positive signal in the TA spectra, denoted as PA in Figure 4.2d, is due to holes. 

Monitoring the kinetics of this feature thus provides insight into the ligand dependence of hole 

behavior, a relatively uncommon occurrence for TA measurements of cadmium chalcogenide 

nanocrystals. Since the PA feature is weak, spectrally broad, and its kinetics are identical across the 

feature, we increase the signal to noise ratio of its kinetics by averaging the kinetics between 700 and 

750 nm. Figure 4.8 shows these averaged PA feature kinetics for CdSe-ODA, CdSe-MPA, CdSe-S, 

CdSe-Se, and CdSe-Te following X1 excitation. Once again, monitoring the kinetics following X1 

excitation allows us to avoid complications due the cooling of either carrier. The PA kinetics 

generally rise quickly, on the subpicosecond timescale. The notable exception to this is CdSe-Se, 
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which has a significantly slower rise time on the order of tens of picoseconds. The rise time of 

CdSe-Se and the others, while fast, are longer than the IRF of the experiment (~200 fs at probe 

wavelengths 700 – 750 nm). Since the 1S3/2(h) state is directly occupied via X1 excitation, we assign 

the PA feature to trapped holes. The PA signal then decays relatively slowly. With the exception of 

CdSe-S, the PA signal does not reach zero inside the 3ns time window of the experiment. 

To quantitatively describe these kinetics, we fit the data with a sum of two exponentials, a 

rise (τrise) and a decay (τdecay), convolved with the IRF. 

 
 Eqn. 4.3 

The fits of the data are indicated by the solid traces in Figure 4.8. The time constant for the 

rise corresponds to hole trapping, while the decay corresponds to the removal of trapped holes. We 

denote the trapped hole states as T(h). The associated time constants of the rise and subsequent 

decay are shown in Table 4.1. 

∆ A(t) = IRF⊗ −a e
− t

τ rise + a e
− t

τ decay⎛
⎝⎜

⎞
⎠⎟
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Figure 4.8: Broadband photoinduced absorption kinetics. PA feature kinetics for CdSe QDs passivated with ODA 
(grey), MPA (black), S (red), Se (blue), and Te (green). A horizontal dashed line indicates ∆A of zero in each panel. The 
x-axis is split into a linear scale for time delays less than 10 ps and a logarithmic scale above. The colored lines in each 
panel indicate fits of the data as described by Eqn. 4.3. Adapted from Schnitzenbaumer, Kyle J.; Labrador, Tais; 
Dukovic, Gordana. J. Phys. Chem. C. In press. Unpublished work © 2015 American Chemical Society. 

 

4.3 Discussion 

4.3.1 Ligand dependence of carrier cooling 

 In CdSe QDs, electron cooling occurs primarily through an Auger relaxation mechanism, 

where the hot electron relaxes by transferring energy to the band-edge hole, creating a hot hole and 
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band edge electron.34, 146 This process requires spatial overlap between the electron and hole. 

Removal of the hole from the valence band state and the subsequent decoupling from the electron 

via spatial separation of the carriers results in significantly lengthened electron cooling times, up to 

hundreds of picoseconds.147-148 The 1P(e) ! 1S(e) cooling time constants for CdSe-ODA, CdSe-

MPA, CdSe-S, CdSe-Se, and CdSe-Te, determined by the method shown in Figure 4.5, are plotted in 

Figure 4.9a. The error bars indicate the standard deviation of the three measurements. CdSe-ODA 

(200 ± 50 fs), CdSe-MPA (175 ± 100 fs), CdSe-S (200 ± 50 fs), and CdSe-Se (175 ± 75 fs) all have 

similar 1P(e) ! 1S(e) relaxation time constants. The notable exception, CdSe-Te, is depicted in 

Figure 4.9a as shorter than 100 fs, because any time constant longer than 100 fs would have been 

measureable with our time resolution. We note that our measured time constant for CdSe-ODA is in 

agreement with that previously reported for CdSe QDs of the same size (r = 2.8 nm).146 The 

observation here that electron cooling is largely independent of ligand identity (Figure 4.9a) indicates 

that both carriers retain significant spatial overlap on the subpicosecond timescale. The unusually 

fast cooling observed in CdSe-Te will be discussed in Section 4.3.2 below.  

 

Figure 4.9: Ligand dependence of electron and hole cooling time constants of CdSe QDs. (a) 1P(e) ! 1S(e) cooling time 
constants plotted as a function of ligand identity for r = 2.8 nm CdSe QD. The values are determined by taking a 
average of three separate experiments, weighted by the error of the fits. Error bars indicate the standard deviation of 
these measurements. The error bar for CdSe-Te is indicated as reaching as high as 100 fs, as this is the IRF of our 
measurement. Any slower of a time constant would have been detected. (b) 2S3/2(h) ! 1S3/2(h) relaxation time constants 
plotted as a function of ligand identity for r = 2.8 nm CdSe QD. The grey X symbols indicates the previously reported 
values for CdSe-ODA.146 Adapted from Schnitzenbaumer, Kyle J.; Labrador, Tais; Dukovic, Gordana. J. Phys. Chem. C. 
In press. Unpublished work © 2015 American Chemical Society. 

It is thought that hole cooling in CdSe QDs occurs through a combination of energy 

transfer to ligand vibrational modes, through phonon modes of the QD crystal lattice, and via 
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processes mediated by surface states.146, 149-153 The Auger energy loss channel is not accessible to the 

hole because the energy gap between the 2S3/2(h) and 1S3/2(h) levels is smaller than the energetic 

spacing between the 1P(e) and 1S(e) levels which precludes 2S3/2(h) hole cooling by exciting an 

electron. The average hole cooling time constants extracted from the data in Figure 4.6 and 

associated standard deviations of CdSe-ODA (375 ± 100 fs), CdSe-MPA (225 ± 100 fs), CdSe-S 

(300 ± 75 fs), CdSe-Se (275 ± 50 fs), and CdSe-Te (125 ± 25 fs) are shown in Figure 4.9b. The 

previously reported time constant for hole cooling in CdSe-ODA, 250±15 fs, is slightly faster than 

the range we observe here.146 For all the samples, hole relaxation is 1.5 to 2 times slower than that of 

the electron (Figure 4.9a). This is due to the absence of the Auger energy loss channel for hole 

cooling. Ligand identity does not drastically alter the hole relaxation time constant, with the fast (125 

± 25 fs) time constant of CdSe-Te being the one exception, which will be addressed in Section 4.3.3 

below. Replacement of organic surface-capping ligands with chalcogenides removes the cooling 

channel of energy transfer to the many vibrational modes of the aliphatic ligand. Thus, one might 

expect the hole cooling in chalcogenide-capped CdSe QDs to be slower than in organic-ligand 

capped particles. The fact that we do not observe such slowing suggests that cooling through 

phonon modes or increased importance of surface mediated processes could compensate for the 

dearth of vibrational modes of the ligands.  

4.3.2 Photoexcited electron deactivation 

 While carrier cooling in CdSe QDs is largely unaffected by ligand identity, relaxation from 

the band edge states is strongly dependent on which ligand passivates the surface. As observed in 

Figure 4.7, the lifetime of electrons in the 1S(e) state for the chalcogenide ligands are drastically 

different than that of the native, aliphatic CdSe-ODA. Strikingly, the average lifetimes of 1S(e) 

electrons in CdSe-Se and CdSe-Te samples are under 100 ps, compared to several nanoseconds for 

organic-capped CdSe QDs. For such drastic differences in the 1S(e) lifetime to be observed, 
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additional deactivation channels must be present. One possibility is an increased number of electron 

trap sites on the surface. To evaluate this possibility, we analyze the B1 decay using a kinetic model 

that has been previously used to describe surface trapping in nanocrystalline systems.154-155 The 

premise of this model is that each nanocrystal has the same rate constant for electron-hole 

recombination and electron trapping, but the ensemble of nanocrystals has a distribution in the 

number of traps per particle, which is described using Poisson statistics. Thus the trapping rate, 

given by the product of the rate constant and the number of traps, varies among the nanocrystals in 

the ensemble. To adequately describe the CdSe-S, CdSe-Se, and CdSe-Te B1 kinetic traces using this 

model, two distinct types of trap states, which we denote type-A and type-B, are necessary. The 

decay of the B1 signal in Figure 4.7 can then be described with:154-155 

 

 
Eqn. 4.4 

Here τQD represents the lifetime for trap-independent electron-hole recombination in the 

CdSe QD, τtrA and τtrB represent the time constants for electron trapping to trap states A and B, 

respectively, and mtrA and mtrB represent the average number of trap states type-A and type-B per 

QD in the ensemble sample. We suppose that ligand exchange to chalcogenide ligands introduces an 

additional type of electron trap, which has a different trapping rate constant, but that the trapping 

rate constants do not vary between samples. Rather, the quantity that varies among the samples is 

the number of traps. Thus, we perform global fitting of the B1 decay of CdSe-MPA, CdSe-S, CdSe-

Se, and CdSe-Te simultaneously and require that the time constants for τQD, τtrA, and τtrB are the 

same for each sample.  

∆ A(t) = aExp[−t τQD
+mtr1(e

− t
τ tr1 )+mtr2 (e

− t
τ tr 2 )]
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Figure 4.10: Global fits of ligand dependent B1 kinetics in CdSe QDs. Global fits of CdSe-MPA (black), CdSe-S (red), 
CdSe-Se (blue), and CdSe-Te (green) to the kinetic trapping model presented in Eqn. 4.4. The more rapid decays of the 
chalcogenide ligand capped CdSe QDs are attributed to increased trapping, as discussed in the text and presented in 
Table 4.2. Adapted from Schnitzenbaumer, Kyle J.; Labrador, Tais; Dukovic, Gordana. J. Phys. Chem. C. In press. 
Unpublished work © 2015 American Chemical Society. 

Figure 4.10 shows the fits to the decay of the B1 kinetics following X1 excitation using Eqn. 

4.4. The results of this analysis are presented in Table 4.2. The value of mtrA is small (< 1) for each 

sample and largely ligand-independent. In contrast, the value of mtrB varies significantly among the 

samples, varying from 0.14 for CdSe-MPA to 22 for CdSe-Te. The small value of mtrB for CdSe-

MPA compared to the other samples is reflective of its relatively negligible contribution to the 

decay. The large value of mtrB for CdSe-Te (22) reflects that this second trapping process is primarily 

responsible for the short 1S(e) lifetime in CdSe-Te. This analysis suggests that the shortening of the 

average lifetime of the 1S(e) band edge electron is primarily due to the increased number of the type-

B trap. The most likely candidates for at least one type of electron trap are under-coordinated Cd 

sites on the nanocrystal surface. At this time, the chemical identity of the second trapping site in 

unknown. We note that the analysis described above is not a unique way of treating the data, as 

many functions with as many adjustable parameters may fit the data. Rather, this analysis is based on 

the hypothesis that the decreased average lifetimes of chalcogenide-capped CdSe QDs are caused by 

increased contribution of electron trapping as a relaxation channel.  
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Table 4.2: Kinetic model fit parameters. Fit parameters arising from a global fit analysis, using Eqn. 4.4, of the B1 
kinetics traces of CdSe-MPA, CdSe-S, CdSe-Se, and CdSe-Te shown in Figure 4.10. The time constants are constrained 
to be independent of ligand identity. τQD represents the intrinsic QD decay rate, τtrA and τtrB represent the characteristic 
time constant to trap states type A and type B, respectively, and mtrA and mtrB represent the average number of trap 
states type A and type B per QD, respectively. 

 MPA S Se Te 
τQD 2860 ps 
mtr1 0.13 0.35 0.18 0.71 
τtr1 2.71 ps 
mtr2 0.14 0.99 5.5 22.5 
τtr2 183 ps 

 

 This treatment of the B1 kinetics lends some insight into the fast 1P(e) ! 1S(e) (< 100 fs) 

electron cooling in CdSe-Te shown in Figure 4.5e and j and Figure 4.10. It has been reported that 

electron transfer rates from the 1P(e) state are comparable or faster than those from the 1S(e) state 

because of a higher driving force.156 For a similar reason, if electron trapping is fast from the 1S(e) 

state, it is likely to be as fast or faster from the 1P(e) state. With the large number of traps and the 

fast 1S(e) depopulation in CdSe-Te observed here, it is possible that electrons in the 1P(e) state 

could be trapped at a rate that is faster than cooling to 1S(e). Because we monitor the kinetics of the 

B1 feature, the ∆A, and therefore ∆∆A, traces are monitoring the arrival of the electron at the 1S(e) 

state. Electrons that get trapped directly from the 1P(e) state therefore do not affect the ∆∆A 

kinetics since they bypass the 1S(e) state. Because of this, we cannot distinguish between a 1P(e) ! 

1S(e) rate that is faster than our time resolution and the electron trapping from the 1P(e) state 

outcompeting relaxation to the 1S(e) state. Either of these two circumstances could lead to the 

observed ∆∆A time constant of <100 fs for CdSe-Te. However, given the relatively ligand-

independent electron cooling rates in the other samples (Figure 4.10a), and the high number of 

electron traps in the CdSe-Te, it is likely that the trapping is faster than cooling in that sample. 
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4.3.3 Ligand dependence of hole trapping 

 Figure 4.8 shows the kinetics of the PA feature for CdSe-ODA, CdSe-MPA, CdSe-S, CdSe-

Se, and CdSe-Te following X1 excitation. Above, we discussed the experiments used to confirm the 

previously reported assignment of the PA feature in CdSe QDs to holes.140 By comparing several 

aspects of B1 and PA kinetics in the samples described here, we present further evidence that the 

PA feature cannot be due to electrons and must be assigned specifically to trapped holes. 

Chalcogenide-capped samples CdSe-Se and CdSe-Te demonstrate that the PA signal cannot be due 

to the 1S(e) electrons because in those samples the B1 signal is much shorter lived (< 100 ps) than 

the PA signal (> 1ns) (Figure 4.7 and Figure 4.8). If both features were monitoring electrons in the 

1S(e) state, they would have similar kinetics. Similarly, CdSe-ODA, CdSe-MPA, and CdSe-S samples 

demonstrate that the PA signal cannot be due to trapped electrons because its rise (< 1ps) is much 

faster than the decay of the 1S(e) populations (> 1ns). If the PA signal were due to trapped 

electrons, trapping would then be as fast as its rise and therefore very efficient, and 1S(e) 

populations would be much shorter lived. If the PA feature were due to band edge holes in the 

1S3/2(h) state, then the rise of its kinetics would be instrument limited following X1 excitation. All 

samples except CdSe-Te exhibit a rise time slower than the instrument resolution (~200 fs at probe 

wavelengths 700 – 750 nm), however, precluding valence band holes from being the cause of the PA 

feature. The fitting parameters τrise and τdecay in Eqn. 4.3 therefore correspond to the 1S3/2(h) ! T(h) 

hole trapping time constant and T(h) lifetime, respectively. 

 The fast 1S3/2(h) ! T(h) trapping in CdSe-Te  (175 fs) indicated by the rise of the PA feature 

in Figure 4.8 also provides some insight into the 2S3/2(h) ! 1S3/2(h) cooling in CdSe-Te. As Figure 

4.9b shows, CdSe-Te exhibits hole cooling that is approximately twice as fast as in the other 

samples. We attribute this increased cooling rate in part to hole trapping in CdSe-Te, which is fast 

enough to be competitive with 2S3/2(h) ! 1S3/2(h) cooling (125 fs). For the reasons described above, 
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it is expected that hole trapping from the 2S3/2(h) state is comparable or faster than that from the 

1S3/2(h) state (175 fs). The A1 kinetics, which are sensitive to either carrier being above the band 

edge, effectively monitor holes in the 2S3/2(h) state when the X2 transition is excited. This is in 

contrast to the electron cooling in CdSe-Te discussed above, where the arrival of electrons at the 

1S(e) band edge state is monitored. Here, holes being trapped directly from the 2S3/2(h) state, since 

they decrease the population of the 2S3/2(h) state, do affect the ∆∆A kinetics. The combination of 

both trapping and cooling channels depopulating the 2S3/2(h) state therefore leads to the unusually 

fast measured 2S3/2(h) ! 1S3/2(h) rate in CdSe-Te. 

4.3.4 Ligand dependence of 1S(e) electron decay pathways 

 By considering the information about the decay of 1S(e) electrons and hole trapping results 

discussed above collectively, we can qualitatively map out the ligand-dependence of the primary 

relaxation pathways for the photoexcited 1S(e) electrons in CdSe QDs. All of the time constants 

measured in this work, which this section will refer to, are summarized in Table 4.1. Five of these 

time constants, the 1S(e) lifetime, electron and hole cooling time constants, and hole trapping time 

scale of CdSe-ODA, as well as the 1S(e) lifetime of CdSe-MPA, agree with prior reports. The 

remaining 20 have not been previously reported. 

For organic-ligand capped CdSe QDs, we observe behavior consistent with previous reports. 

In native-ligand capped CdSe-ODA, 1S(e) band edge electrons are relatively long-lived (11 ns), hole 

trapping is relatively fast (subpicosecond), and the trapped hole lifetime (6 ns) is similar to the 1S(e) 

lifetime. It has been previously shown that such fast hole trapping in organic ligand capped CdSe 

QDs accounts for 40% of the PL decay,64 suggesting that the majority of the photoexcited holes are 

trapped before recombination with the 1S(e) electron. Thus, the primary relaxation mechanism for 

1S(e) electrons in CdSe-ODA is likely recombination with a trapped hole, similar to reported 

behavior in phosphonate-capped CdSe QDs.140 We observe similar behavior in CdSe-MPA, where 
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hole trapping is known to be more efficient than in carboxylate or phosphonate-capped QDs,25, 32 

making 1S(e) ! T(h) recombination even more prevalent. In fact, the lifetimes of 1S(e) electron and 

T(h) hole are both 3 ns. Thus, the 3 ns lifetime of both these states in CdSe-MPA is likely 

representative of 1S(e) ! T(h) recombination. 

The rate constants in Table 4.1 for CdSe-S are on the order of those observed for CdSe-

MPA. Hole trapping from the 1S3/2(h) state is still subpicosecond. The 1S(e) electron lifetime in 

CdSe-S is about a factor of two shorter than CdSe-MPA (1.8 ns compared to 3 ns) primarily due to 

the ten-fold increase in the average number of type-B traps per QD (Table 4.2). The increase in the 

number of electron traps compared to CdSe-MPA indicates that, in CdSe-S, electron trapping 

competes with of 1S(e) ! T(h) recombination as the primary 1S(e)  electron relaxation channel.  

CdSe-Se exhibits notably different behavior. 1S3/2(h) trapping (17 ps) is two orders of 

magnitude slower than for all the other samples discussed here. Perhaps coincidentally, in this 

sample the chalcogenide ligand is the same as the chalcogen contained in the QD. The average 1S(e) 

lifetime is relatively short (70 ps) due to a strong trapping component caused by, on average, 5.5 

type-B electron traps per QD. This significant 1S(e) electron trapping is likely to out-compete 1S(e) 

! T(h) recombination as the dominant electron relaxation pathway. This is supported by a T(h) 

lifetime (20 ns) that is three orders of magnitude longer than the 1S(e) lifetime, indicating that 

trapped holes decay through a mechanism other than recombination with band edge electrons. 

In the case of CdSe-Te, electron trapping is even more pronounced. As discussed above, 

trapping is prevalent enough that direct trapping of hot 1P(e) electrons could be competitive with 

1P(e) ! 1S(e) cooling. The average number of type-B electron traps is very high (22.5), ultimately 

resulting in a very short average 1S(e) lifetime (10 ps). 1S3/2(h) ! T(h) hole trapping is also faster 

than it is in the other samples, which also contributes to a shorter time constant for 2S3/2(h) ! 

1S3/2(h) cooling. This convolution of trapping and cooling from the 1P(e) and 2S3/2(h) states 
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differentiates CdSe-Te from organic, S2-, and Se2- capped CdSe QDs. T(h) in CdSe-Te remains 

relatively long lived as 1S(e) electrons decay by trapping rather than recombination with trapped 

holes. 

4.3.5 Implications for device performance 

 We conclude this discussion by considering the implications of the electron relaxation 

behavior in chalcogenide-capped CdSe QDs on their use in devices. Literature reports of the use of 

these ligands for devices focus on the S2- ligand, which we find to have the longest lived band-edge 

electrons of the chalcogenide ligands. In these devices, electron-hole recombination and electron 

trapping discussed here are in direct competition with electron transfer out of the QD. In CdSe QD-

sensitized solar cells, the electron transfer lifetime from photoexcited CdSe-S QDs to TiO2 was 

determined to be 7.6 ns.100 This value is within the same order of magnitude as the CdSe-S 1S(e) 

lifetimes measured here (1.8 ns). This comparison suggests that for CdSe-S can be competitive with 

the other 1S(e) deactivation channels. However, we expect this would not be the case with CdSe-Se 

and CdSe-Te, based upon their short 1S(e) lifetimes (70 ps and 10 ps, respectively). For electron 

transfer in a CdSe-Se or CdSe-Te sensitized solar cell to be competitive with the increased trapping 

pathways, electron transfer rates would have to be roughly 10 – 100 times faster than those 

measured using CdSe-S. Based on the previous work described in Chapter 3 (Figure 3.8c and d), 

only a modest increase in ket is likely when using CdSe-Se instead of CdSe-S.136 Thus, to use CdSe-Se 

and CdSe-Te in such devices, electron trapping pathways would need to be mitigated synthetically. 

 Field effect transistors, on the other hand, provide a different picture. Measured electron 

mobilities in CdSe-S arrays range anywhere from 0.01 to 7 cm2 V-1 s-1.50 On the higher end of this 

range, these mobilities correspond to an inter-particle hopping rate on the subpicosecond 

timescale.95 Such subpicosecond electron transfer rates would be competitive even with the fastest 

1S(e) lifetime measured here (10 ps for CdSe-Te). On the lower end, these mobilities correspond to 
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inter-particle hopping around the hundreds of picoseconds timescale.95 These electron transfer rates 

would be competitive only with the longest chalcogenide ligand capped CdSe QD 1S(e) lifetimes 

measured here (1.8 ns for CdSe-S). 

4.4 Conclusions 

In this chapter, we described the excited state relaxation dynamics of r = 2.8 nm CdSe QDs 

functionalized with chalcogenide ligands S2-, Se2-, and Te2-, as well as aliphatic ODA and mercapto-

carboxylic MPA ligands, using transient absorption spectroscopy. By monitoring the B1, A1, and PA 

features, we are able to measure the 1S(e) lifetime, trapped hole lifetime, 1P(e) ! 1S(e), 2S3/2(h) ! 

1S3/2(h), and 1S3/2(h) ! T(h) hole trapping time constants. The chalcogenide ligands lead to a 

decrease in 1S(e) electron lifetime, moderate for S2- and drastic for Se2- and Te2-, which is attributed 

to an additional electron trapping pathway in these systems. All ligands investigated here induce 

subpicosecond hole trapping except Se2-, which exhibits unusually slow hole trapping (12 ps). Both 

electron and hole cooling rates are largely unaffected by ligand identity, except in the case of Te2-, 

where the electron and hole trapping rates from the 1P(e) and 1S3/2(h) states, respectively, in CdSe-

Te are fast enough to be competitive with carrier cooling.  

For CdSe-ODA, CdSe-MPA, and CdSe-S, recombination with trapped holes is the 

predominant photoexcited electron decay pathway. In CdSe-Se and CdSe-Te, however, electron 

trapping dominates electron deactivation. In comparison to reported electron transfer rates in 

QDDSSC, the electron lifetimes measured here indicate that Se2- and Te2- ligands would not be 

expected to improve performance. For field effect transistors, which exhibit significantly faster 

electron hopping, the fast electron trapping induced by Se2- and Te2- ligands is not prohibitive. 
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Chapter 5.  Impact of Surface Modification on CdTe QD 

Photophysics 

 

“When you make the finding yourself - even if you’re the last person 
on Earth to see the light - you’ll never forget it.” 

- Carl Sagan 

5.1 Abstract 

 This chapter is motivated by the analogy between chalcogenide ligand capped CdTe QDs 

and CdTe/CdSe core/shell heterostructures introduced in Chapter 3. The focus of this chapter is 

the exploration of CdTe QD photophysics and the impact of two methods of surface modification: 

(i) the growth of a thin CdSe shell, and (ii) Se2- ligand exchange. Combined with the band edge 

energy levels and photoexcited carrier wave functions discussed in Chapter 3, knowledge of these 

excited state dynamics helps build a more complete photophysical picture. The excited state 

dynamics of CdTe-ODPA QDs, core/shell CdTe/CdSe heterostructures, and ligand-exchanged 

CdTe-Se are probed using transient absorption (TA) spectroscopy utilizing the state specific 

experimental approach outlined in Chapter 4. By selectively exciting particular excitonic states of the 

QDs, we find that the TA features of our CdTe core QDs should be interpreted in a similar manner 

as those in CdSe QDs. 

Comparisons between TA measurements of core/shell CdTe/CdSe and ligand-exchanged 

CdTe-Se reveal some notable similarities. Both the core/shell and ligand-exchanged samples have a 
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significantly shortened excited state electron lifetime when compared to the CdTe-ODPA core 

QDs. They both also exhibit a noticeable red-shifting of the band edge bleach TA feature as a 

function of pump-probe delay. The combination of decreased electron lifetime and red-shifting of 

TA bleach features is suggestive of increased carrier trapping compared to the CdTe core QDs. 

There are also some notable differences between the CdTe/CdSe and CdTe-Se samples. The 

intensity of various TA features are quite different, with the TA spectra of the CdTe/CdSe 

core/shell being very similar to the CdTe core QDs. We also explore the effects of the CdSe shell 

growth and Se2- ligand exchange on the exciton-phonon coupling of CdTe core QDs. This chapter 

describes the first observations of exciton-phonon coupling in chalcogenide capped CdTe QDs. 

While we observe exciton-phonon coupling with the longitudinal optical phonon mode, the 

chalcogenide ligand exchange effectively turns off exciton coupling to the longitudinal acoustic 

mode. 

 

5.2 Introduction 

 Spectroscopic comparisons among CdTe QDs, CdTe/CdSe core/shell heterostructures, and 

CdTe-Se ligand-exchanged QDs allow for further exploration of the analogy drawn between 

chalcogenide capped QDs and core/shell structures in Chapter 3. Aside from developing a more 

complete understanding of the photophysics of these systems, there are two additional motivations 

for studying CdTe QD systems using the state specific transient absorption approach. As noted in 

Chapter 3, CdTe exhibits stronger quantum confinement than CdSe due to its smaller electron and 

hole effective masses. This leads to larger energetic spacing between electron and hole states and 

therefore increased spectral resolution of steady state and transient features in CdTe compared to 

CdSe. While there is a solid understanding of CdSe QDs and their TA spectra, there is less 

agreement about CdTe QDs. CdTe is also a promising material for implementation in devices,3-4, 157 
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and the state specific approach has the potential to help eliminate ambiguities in the interpretation of 

CdTe TA measurements. This chapter reports the results of our state specific pumped TA 

measurements on four samples: two sizes of CdTe-ODPA QDs, as well as core/shell CdTe/CdSe 

heterostructures and ligand-exchanged CdTe-Se QDs. Our findings are discussed within the 

framework of previous reports. 

 

5.3 Results & Discussion 

5.3.1 Steady state absorption 

 A logical beginning to this discussion is a key result from Chapter 3. Both growing a thin 

CdSe shell on a CdTe QD and exchanging the native ODPA ligands to Se2- lead to a similar redshift 

in the band edge absorption. As shown in Chapter 3, treating the CdTe-Se composite as a 

CdTe/CdSe core/shell structure led to agreement between calculated and experimental band gap 

energies.136 Figure 5.1a shows the absorption spectra of Se2- passivated CdTe QDs in formamide 

(CdTe-Se, blue), CdTe/CdSe-ODPA core/shell heterostructures in hexane (cyan), and r = 1.55 nm 

CdTe-ODPA QDs (grey) in hexane. Both the ligand exchanged (blue) and core/shell (cyan) samples 

were synthesized from the r = 1.55 nm QDs (grey). For comparison, Figure 5.1a also includes 

another size of CdTe-ODPA QDs, r = 2.01 nm, in hexane (black). The sizes of the CdTe QDs were 

calculated using the spectral position of the first exciton peak and published tuning curves.52, 102-103 

The difference in solvent environment is unavoidable given the drastically different nature of the 

ligand shells. The shell width of the CdTe/CdSe core/shell particles used here is estimated to be 0.3 

nm based on comparison to previously reported CdTe/CdSe absorption spectra.53, 111 We note that 

this is a very thin shell, such that no type-II behavior is observed,53, 111 as discussed in Chapter 3. The 
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outer layer of the CdTe-Se QD sample is considered to be a similar monolayer of CdSe. Here, a 

monolayer is defined as a single layer of CdSe (i.e. half a unit cell). 

Each of these CdTe-based samples has the electronic structure depicted in Figure 5.1b, 

which is similar to that of CdSe QDs.53, 63, 158-161 This leads to the same spectral features, although 

they occur at different energies due to differences in energetic spacing among the samples. The 

ground state absorption features of CdTe/CdSe heterostructures, especially with shell widths as thin 

as those used here, are assigned in a similar manner as CdTe QDs.53, 159 This general electronic 

structure (Figure 5.1b) gives rise to the absorption spectra in Figure 5.1a. From lower to higher 

energies, all samples exhibit a strong band edge excitonic absorption, assigned to the 1S3/2(h)-1S(e) 

transition (X1, red arrows), a relatively weak second excitonic absorption, assigned to the 2S3/2(h)-

1S(e) transition (X2, green arrows), and a somewhat stronger third excitonic absorption, assigned to 

the 1P3/2(h)-1P(e) transition (X3, blue arrows). 

 

Figure 5.1: QD, core/shell, and ligand exchanged CdTe absorption spectra and energy levels. (a) Steady state absorption 
spectra of r = 2.01 nm CdTe-ODPA QDs (black), r = 1.55 nm CdTe-ODPA QDs (grey), CdTe/CdSe core/shell 
heterostructures (cyan), and CdTe-Se ligand-exchanged QDs (blue). The core/shell and ligand-exchanged samples were 
both prepared from the r = 1.55 nm CdTe-ODPA QD cores. (b) Schematic of CdTe QD photoexcited carrier energy 
levels and associated excitonic states. The colored arrows in (a) denote the transitions X1 (red), X2 (green), and X3 
(blue) depicted in (b). 
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5.3.2 Interpreting TA spectral features – CdTe QDs 

 To analyze the excited state behavior induced by CdSe shell growth or Se2- ligand exchange, 

we must understand the dynamics of the CdTe QDs they are synthesized from. State specific TA 

experiments were performed on the CdTe-ODPA core sample used for both the shell growth and 

ligand exchange (Figure 5.2b and d). Since the spectral assignments for CdTe QDs are critical for 

understanding all the samples discussed in this chapter, we also perform state specific TA 

experiments on a second sample of CdTe-ODPA QDs of a different size (Figure 5.2a and c).  

 State specific pumping is a useful experimental technique that significantly aids in the 

interpretation of TA measurements. As demonstrated with CdSe QDs in Chapter 4, knowledge of a 

sample’s electronic structure coupled with a state specific experimental approach allows for the 

extraction of intraband relaxation rates. On the other hand, interpreting TA data collected using 

various pump wavelengths can help determine the electronic structure of a sample. Indeed, this is an 

approach often employed to elucidate the electronic structure of nanocrystalline heterostructures.18, 

162-163 Though not explicitly referred to as a state-specific approach in these reports, the underlying 

concept is the same. The combination of TA dynamics, coupled with the knowledge of what 

absorption feature was initially excited, allows for a more detailed interpretation of the sample’s 

excited state behavior than excitation into the nanocrystal continuum.67-68 

 Employed in this manner, a state specific approach can help us understand the various 

features in the CdTe-ODPA QDs, and by extension CdTe/CdSe and CdTe-Se QDs, studied here. 

The basic concept of the experiment is the same as that applied to CdSe QDs in Chapter 4, and is 

outlined in Figure 5.2a and b. The absorption spectra of two different sizes of CdTe-ODPA, r = 

2.01 nm (Figure 5.2a) and r = 1.55 nm (Figure 5.2b), are plotted along with the spectra of the pump 

pulses used to excite ground state electronic transitions X1, X2, and X3 (Figure 5.1b). The lower 

panels of Figure 5.2 show the TA spectra of each sample at 150 fs (red), 500 fs (orange), 1 ps 
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(green), 3 ps (cyan), and 10 ps (blue) following X3 excitation (blue spectra in panels a and b). This 

series of spectra demonstrates the evolution of the excited state over the first 10 ps following 

photoexcitation. Notable features that will be discussed below are labeled. The B1 and B2 features 

are the transient bleaches of the X1 and X2 ground state absorption transitions, respectively, as can 

be seen by comparing their spectral positions to the associated absorption features in the upper 

panels. The A1 feature, as noted in Chapter 4, arises from the attractive interaction between an X1 

exciton generated by absorption of the probe pulse and a higher energy exciton present due to the 

pump.13, 137 Unlike the PA feature in CdSe QDs (discussed in Chapter 4), the mechanism that leads 

to the broadband photoinduced absorption in CdTe QDs is largely unknown, though various 

surface trapping processes have been proposed.63 

 

Figure 5.2: CdTe-ODPA absorption and TA spectra. (a – b) Absorption spectra of r = 2.01 nm CdTe-ODPA (a) and r 
= 1.55 nm CdTe-ODPA (b) plotted with the X1 (red), X2 (green), and X3 (blue) excitation laser spectra for each 
sample. Each sample has the same general electronic structure, such that while the energy of the X1 – X3 transitions 
change, the excitonic identities do not. (c – d) Transient absorption spectra of r = 2.01 nm CdTe-ODPA (a) and r = 1.55 
nm CdTe-ODPA (b) at delays of 150 fs (red), 500 fs (orange), 1 ps (green), 3 ps (cyan), and 10 ps (blue) following X3 
excitation. Notable TA features are labeled for each sample.  

 We first focus on the TA spectra of the CdTe-ODPA QD samples (Figure 5.2) as they 
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measurements. Both sizes of CdTe QDs exhibit similar TA features, though they occur at different 

energies. While the assignment of absorption features are well agreed upon, the TA features denoted 

in Figure 5.2 are interpreted differently in different reports. Some reports treat the TA features of 

CdTe QDs identically to those in CdS and CdSe QDs.63 The band edge 1S3/2(h)-1S(e) bleach (B1) of 

CdS and CdSe QDs is attributed to electrons in the 1S(e) state and is insensitive to holes in the 

1S3/2(h) state.13, 164 Reports have shown that the same holds true for the B2 feature.165 From the 

perspective of CdS, CdSe, and CdTe being analogous, the band edge bleach of CdTe QDs is 

therefore expected to monitor the population of the 1S(e) state and contain no information about 

the 1S3/2(h) state. Other reports, however, suggest that the B1 feature in CdTe QDs is sensitive to 

both electron and hole populations, in contrast to what is observed in CdS and CdSe QDs.158, 160 

This conclusion was reached based on the comparison of B1 and B2 kinetics of CdTe QDs, where 

the early timescale, subpicosecond dynamics of the two features were found to be different. It was 

postulated that this effect was due to the different effective degeneracies of valence band energy 

levels near the band edge in CdTe than in CdSe QDs, perhaps because of differences in spin-orbit 

interactions or crystal symmetry. In both these reports, B1 and B2 kinetics were monitored 

following 400 nm excitation.  

To evaluate which of these interpretations is applicable to the systems studied here, we 

examine both the B1 and B2 kinetics of the two CdTe-ODPA samples. Rather than exciting at 400 

nm, high above the band edge, we excited each sample at its X2 transition as shown in Figure 5.2a 

and b. The schematic representation of these experiments is shown in the inset of Figure 5.3b. We 

observe differences between the B1 and B2 kinetics in both sizes of QDs, as shown in Figure 5.3a 

and b, though the differences between the kinetics depend on the QD size. In the larger, r = 2.01 

CdTe QDs (Figure 5.3a), we observe a fairly small difference between the B1 and B2 kinetics. In the 

smaller, r = 1.55 CdTe QDs (Figure 5.3b), the B2 feature exhibits an apparent grow-in time, which 
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is in stark contrast to the instrument response limited rise of the B1 kinetics. The fact that we 

observe different kinetics would seem to imply that the B1 and B2 bleaches probe different states 

and may therefore be sensitive to holes in the valence band.  

 

Figure 5.3: Comparison of B1 and B2 kinetics in CdTe-ODPA QDs. (a) Normalized kinetics of the B1 (solid) and B2 
(dotted) features of r = 2.01 nm CdTe-ODPA QDs following X2 excitation. (b) The same as a, but for r = 1.55 nm 
CdTe-ODPA QDs. (inset) Energy level diagram for CdTe QDs denoting the X2 transition excited and the transitions 
associated with the B1 and B2 bleaches. The instrument limited bleach of the B1 kinetics in both samples following 
excitation of the 2S3/2(h)-1S(e) transition indicates that B1 kinetics monitor the population of the 1S(e) state. Horizontal 
dashed lines indicate ∆A value of zero. 

Further consideration on the basis of the specific excitation energy used demonstrates this 

conclusion to be incorrect. Specifically pumping the X2 transition produces a 2S3/2(h)-1S(e) exciton. 

If the B1 and/or B2 bleaches in CdTe TA spectra were sensitive to hole states in addition to 

electron states, as has been previously proposed,158, 160 the B2 feature would demonstrate an 

instrument limited rise since it is a bleach of the transition excited by the pump. A similar rationale 

would lead us to expect the B1 feature, which is the bleach of the 1S3/2(h)-1S(e) transition, to exhibit 

a grow-in time as the hole cools from the 2S3/2(h) state to the 1S3/2(h) state. As shown in Figure 5.3, 

however, we indeed observe the opposite, where the B2 kinetics exhibit an apparent grow-in time and 

the B1 kinetics exhibit an instrument-limited bleach. This indicates that the B1 kinetics of our CdTe 

QDs are sensitive to electrons in the 1S(e) state and insensitive to holes in the 1S3/2(h) state, in 

agreement with the B1 kinetics of CdS and CdSe QDs. 
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This conclusion does not address why different kinetics are observed for the B1 and B2 

features even though they both monitor the population of the 1S(e) state. The fact that these 

observations are opposite of what we would expect if the B1 and B2 features were sensitive to hole 

states provides an indication as to the origin of the discrepancy between the B1 and B2 kinetics. As 

can be seen in Figure 5.2, the intensity of B2 is significantly less than B1 for both sizes of CdTe-

ODPA QDs. The B2 feature is also flanked by induced absorption features to both the red and the 

blue. Between the relatively small signal strength of the B2 feature and its spectral proximity to two 

induced absorption features, the kinetics of the B2 feature are convolved with other dynamics. This 

leads to B2 kinetics exhibiting deviations from the “pure” B1 kinetics as seen in Figure 5.3. This 

effect is more noticeable in the smaller CdTe QDs (Figure 5.3b) because the spectral features are 

better resolved due to the increased quantum confinement. The increased spectral resolution of the 

steady state absorption spectrum leads to the increased prevalence of the induced absorption 

features to either side of B2 in the TA spectrum. We attribute the discrepancy of the B1 and B2 

kinetics to the contamination of the relatively weak B2 bleach by these induced absorption signals. 

Ultimately, we therefore conclude that the CdTe TA spectra should be interpreted in the same 

manner as that of CdS and CdSe QDs, where the kinetics of the B1 feature represent the 

populations of the 1S(e) state.  

5.3.3 Photophysics induced by CdSe shell growth and Se2- ligand exchange 

 Understanding how to interpret the CdTe-ODPA QD TA dynamics allows us to analyze the 

impact of CdSe shell growth and Se2- ligand exchange on CdTe QD photophysics. We apply the 

state specific approach to these samples in the same manner as described above for the CdTe-

ODPA samples. Figure 5.4a – c shows the steady state absorption spectra and associated X1, X2, 

and X3 excitation pump spectra for r = 1.55 nm CdTe-ODPA core QDs, CdTe/CdSe core/shell 

heterostructures, and CdTe-Se ligand exchanged QDs. The lower panels of Figure 5.4 show the TA 
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spectra of each sample at 150 fs (red), 500 fs (orange), 1 ps (green), 3 ps (cyan), and 10 ps (blue) 

following X3 excitation (blue spectra in panels a – c). Figure 5.4a and d, the spectra associated with r 

= 1.55 nm CdTe QDs, are identical to Figure 5.2b and d and reproduced here to allow for direct 

comparison with the core/shell and ligand exchanged QDs.  

Many of the same features observed in CdTe QDs are also observed in CdTe/CdSe and 

CdTe-Se. This is largely expected based upon the thin shell and ligand layers in CdTe/CdSe and 

CdTe-Se respectively. In combination with the strong quantum confinement exhibited in CdTe 

QDs, especially as small as the r = 1.55 nm QD cores studied here, these thin shell and ligand layers 

do not provide a significant enough perturbation to drastically alter the features observed in the TA 

spectra. While they are observed at different spectral positions than in the CdTe-ODPA cores, due 

to the effects described in Chapter 3, both the core/shell and ligand exchanged sample exhibit B1, 

A1, and PA features (Figure 5.4e and f).  

 

Figure 5.4: CdTe QD, CdTe/CdSe, and CdTe-Se absorption and TA spectra. (a – c) Absorption spectra of r = 1.55 nm 
CdTe-ODPA QD cores (a), core/shell CdTe/CdSe heterostructures (b), and ligand exchanged CdTe-Se (c) plotted with 
the X1 (red), X2 (green), and X3 (blue) excitation laser spectra for each sample. Each sample has the same general 
electronic structure, such that while the energy of the X1 – X3 transitions change, the excitonic identities do not. (d – f) 
Transient absorption spectra of each sample at pump-probe delays of 150 fs (red), 500 fs (orange), 1 ps (green), 3 ps 
(cyan), and 10 ps (blue) following X3 excitation. Notable TA features are labeled for each sample. 
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The thin shell and ligand layers are nevertheless perturbations to the energy levels of CdTe 

QDs, and lead to some notable differences in the TA spectra of the core/shell and ligand-exchanged 

samples when compared to the parent CdTe core QDs. In the CdTe-Se ligand exchanged sample 

(Figure 5.4f) the PA feature is considerably more intense than in the CdTe-ODPA core (Figure 

5.4d). The exact mechanism that leads to the PA feature in CdTe is not completely understood, 

though carrier trapping at the surface has been proposed.63 Under this interpretation, it would 

appear that surface trapping is much stronger in CdTe-Se than CdTe or CdTe/CdSe. The indication 

that the ligand-exchanged CdTe-Se sample exhibits increased trapping is analogous with the 

increased trapping observed in chalcogenide capped CdSe discussed in Chapter 4. 

A particularly intriguing observation in both the CdTe/CdSe (Figure 5.4e) and CdTe-Se 

(Figure 5.4f) TA spectra is the red-shifting of the B1 feature as a function of delay time. Between 

pump-probe delays of ~150 fs to 10 ps, the CdTe/CdSe spectra red shift by 6 meV while the CdTe-

Se spectra red shift by 26 meV. Red shifts of TA bleach signals as a function of pump-probe delay 

time in nanocrystalline materials have been reported on multiple occasions.119, 166-170 In these reports, 

the red-shifting of TA features is typically attributed to a charge trapping or charge transfer induced 

Stark effect. The localization of a charge carrier alters exciton energetics via the electric field 

between the two carriers. As delay time increases, the charge localization process occurs in a greater 

fraction of the probed sample, thereby gradually shifting spectral position. The observation here of a 

red-shifting B1 feature thus provides evidence for increased charge trapping in CdTe/CdSe and 

CdTe-Se compared to the CdTe-ODPA cores. 

5.3.4 Measurements of Carrier Cooling 

 By monitoring the evolution of the TA spectra in Figure 5.2 and Figure 5.4 as a function of 

pump-probe delay time, we describe the kinetics in CdTe-ODPA QDs, core/shell CdTe/CdSe 

heterostructures, and ligand exchanged CdTe-Se. We first investigate the intraband relaxation (i.e. 
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carrier cooling) in each of these samples. The method for measuring the timescales of both the 1P(e) 

! 1S(e) and 2S3/2(h) ! 1S3/2(h) cooling processes is the same as that employed by Kambhampati et 

al to extract these time constants in CdSe QDs.67-68, 143 This technique was used in Chapter 4 and is 

described there in detail. Briefly, excitation pump pulse energies are chosen to excite particular 

transitions and subtraction of the resulting kinetics isolates state-to-state population dynamics. For 

example, subtracting B1 kinetics following X3 and X1 excitation yields the dynamics of 1P(e) ! 

1S(e) cooling. Similarly, subtracting A1 kinetics following X2 and X1 excitation yields the dynamics 

of 2S3/2(h) ! 1S3/2(h) cooling. 

 To extract the 1P(e) ! 1S(e) lifetime, we compare the B1 kinetics following X3 (blue) and 

X1 (red) excitation for CdTe-ODPA, CdTe/CdSe, and CdTe-Se in Figure 5.5a – c. The X3 (blue) 

and X1 (red) pump spectra used to excite the samples are shown in Figure 5.4a – c. The B1 kinetics 

following X3 and X1 excitation for each sample agree at all pump-probe delays other than the 

subpicosecond timescale shown in Figure 5.5 and are therefore normalized at these later delay times. 

Subtracting the X3 and X1 pumped B1 kinetics of each sample yields the ∆∆A traces in Figure 5.5d 

– f. The fits (red lines) of the data (black dots) are a single exponential convolved with our 

instrument response function.  



 88 

 

Figure 5.5: Electron cooling in CdTe, CdTe/CdSe, and CdTe-Se. (a – c) Normalized B1 kinetic traces for r = 1.55 nm 
CdTe-ODPA core QDs (a), CdTe/CdSe core/shell heterostructures (b), and ligand-exchanged CdTe-Se (c) following 
X3 (blue) and X1 (red) excitation. The B1 kinetics following X3 and X1 excitation differ on the subpicosecond timescale 
but agree at all later delay times. (a, inset) Energy level schematic depicting the excitonic states excited to generate the B1 
kinetics. (d – f) ∆∆A traces obtained by subtracting the normalized kinetics in the above panels. The red trace is a fit of 
the data used to extract the time constant for 1P(e) ! 1S(e) cooling. The horizontal dashed lines represent ∆A and ∆∆A 
values of zero. 

 
 Eqn. 5.1 

 The time constant τ extracted from the fits represents the characteristic time constant of 

1P(e) ! 1S(e) electron cooling. For the CdTe-ODPA QDs (Figure 5.5a and d), we measure an 

electron cooling time constant of 210 fs. This is in excellent agreement with previously reported 

values for CdTe QDs.63, 160 For the core/shell CdTe/CdSe (Figure 5.5b and e) and ligand-exchanged 

CdTe-Se samples (Figure 5.5c and f), we measure a cooling time constant of 100 fs. These 

experiments, unlike those described in Chapter 4 for chalcogenide ligand capped CdSe QDs, were 

not performed in triplicate. It is therefore difficult to assess the error associated with these values. 

Assuming a similar standard deviation here as the cooling measurements made in Chapter 4 (± 75 

fs), the difference in the time constants of electron cooling in CdTe-ODPA QDs (210 ± 75 fs), 
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CdTe/CdSe core/shell heterostructures (100 ± 75 fs), and ligand exchanged CdTe-Se (100 ± 75 fs) 

are relatively minimal. 

 A similar analysis is performed to extract the time constants of 2S3/2(h) ! 1S3/2(h) cooling. 

To extract the 2S3/2(h) ! 1S3/2(h) lifetime, we compare the A1 kinetics following X2 and X1 

excitation for CdTe-ODPA, CdTe/CdSe, and CdTe-Se in Figure 5.6a – c. The X2 (green) and X1 

(red) pump spectra used to excite the samples are shown in Figure 5.4b – d. The A1 kinetics 

following X2 and X1 excitation for each sample agree at all pump-probe delays other than the 

subpicosecond timescale shown in Figure 5.6 and are therefore normalized at these later delay times. 

Subtracting the X3 and X1 pumped B1 kinetics of each sample yields the ∆∆A traces in Figure 5.6d 

– f. The fits (red lines) of the data (black circles) are a single exponential convolved with our 

instrument response function, as shown in Eqn. 5.1. 

 

Figure 5.6: Hole Cooling in CdTe, CdTe/CdSe, and CdTe-Se. (a – c) Normalized A1 kinetic traces for r = 1.55 nm 
CdTe-ODPA core QDs (a), CdTe/CdSe core/shell heterostructures (b), and ligand-exchanged CdTe-Se (c) following 
X2 (green) and X1 (red) excitation. The B1 kinetics following X2 and X1 excitation agree at all later delay times beyond 
the window shown here. (a, inset) Energy level schematic depicting the excitonic states excited to generate the A1 
kinetics. (d – f) ∆∆A traces obtained by subtracting the normalized kinetics in the above panels. The red trace is a fit of 
the data used to extract the time constant for 1P(e) ! 1S(e) cooling. The horizontal dashed lines represent ∆A and ∆∆A 
values of zero. 
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 The time constant τ extracted from the fits represents the characteristic time of 2S3/2(h) ! 

1S3/2(h) cooling. For CdTe-ODPA QDs (Figure 5.6a and d) and CdTe/CdSe core/shell 

heterostructures (Figure 5.6b and e), we measure hole cooling time constants of 615 fs and 580 fs, 

respectively. These values are virtually identical within the error of the measurement (± 75 fs), which 

we again estimate according to the measurements made in triplicate in Chapter 4. In contrast, the 

normalized A1 kinetics of CdTe-Se show very similar behavior at all delay times as shown in Figure 

5.6c. Therefore the difference between these kinetics is minimal (∆∆A, Figure 5.6f), consisting of 

merely a spike at a time delay of zero. The absence of any measurable difference between these 

kinetics suggest that hole cooling is proceeding faster than our instrumental resolution (~100 fs). 

Similarly fast ∆∆A dynamics were observed in Chapter 4 for electron cooling in CdSe-Te. 

Considering this observation coupled with the known importance of hole surface trapping in the 

early time dynamics of CdTe QDs,158 it is likely that trapping from the 2S3/2(h) state is fast enough to 

compete with cooling to the 1S3/2(h) state. The A1 kinetics used here directly monitor the 

depopulation of the 2S3/2(h) state. Therefore trapping from the 2S3/2(h) state would lead to a 

decreased time constant associated with the ∆∆A trace, as observed in Figure 5.6f. 

5.3.5 Photoexcited electron deactivation 

 There is less consensus about how to interpret each of the TA features in CdTe, and 

therefore by extension CdTe/CdSe and CdTe-Se, than in CdSe. For this reason it is difficult to 

extract detailed information about both the electron and hole relaxation dynamics as was done in 

Chapter 4. Because the PA feature in CdTe QDs in not as well understood as in CdSe QDs, we 

cannot monitor hole trapping here as we did in Chapter 4. Above, however, we established that the 

B1 feature of CdTe QDs monitors electrons in the conduction band. We can, therefore, focus on 

the decay of the 1S(e) photoexcited electron population in the comparison among CdTe cores, 

CdTe/CdSe core/shell, and CdTe-Se QDs. 
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The most prominent TA feature for each sample is the B1 bleach (Figure 5.4). This feature 

shows significantly different kinetics in the first few picoseconds in CdTe, CdTe/CdSe, and CdTe-

Se samples, as seen in Figure 5.5a – c (red traces). Figure 5.7 shows the complete decay of the B1 

kinetics using a much larger time window, out to 3 ns. All three kinetics are monitored following X1 

excitation to eliminate the effects of hot carriers. As can be seen in Figure 5.7, the CdTe/CdSe and 

CdTe-Se B1 kinetics decay more quickly than those of CdTe. The majority of the deviation from the 

CdTe kinetics occurs on the picosecond timescale. The kinetics could not be fit using the trapping 

model used to describe the chalcogenide capped CdSe QDs in Chapter 4 (Eqn. 4.4). Rather, a sum 

of five exponentials convolved with the instrumental response is used to perform a global fit of all 

three kinetic traces simultaneously. The time constants, τi, used to fit each kinetic trace are forced to 

be the same across all three samples, and the amplitudes, ai, are allowed to vary. 

 

Figure 5.7: CdTe core, CdTe/CdSe, and CdTe-Se B1 kinetics. (a) B1 kinetics (points) and results of a multiexponential 
global fit analysis (solid lines) where time constants were held the same for each sample. The time axis is linear below 5 
ps delay times and logarithmic above in order to display the complete decay kinetics for each sample. (b) ai values 
expressed as a percentage of the total decay as a function of their associated time constant. The first two time constants 
account for at least 85% of the total decay in core/shell CdTe/CdSe and ligand-exchanged CdTe-Se but only account 
for 25% of B1 decay for CdTe cores. Both the kinetics and their fits show more similarities between CdTe/CdSe 
core/shell and CdTe-Se than the parent CdTe QD cores. 

 
 Eqn. 5.2 

These resulting fits are shown as the solid traces in Figure 5.7a. The time constants used in 

the global fit of the three kinetics (0.1 ps, 1 ps, 10 ps, 120 ps, and 4200 ps) span multiple orders of 
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magnitude. Figure 5.7b shows the ai values required for fitting each kinetic trace, expressed as a 

percentage of the decay, plotted as a function of time constant τi. The first two time constants, 100 

fs and 1 ps, account for more than 85% of the decay in the CdTe/CdSe and CdTe-Se B1 kinetics. 

This is in stark contrast to the CdTe core QD B1 kinetics, which only has 25% of its decay 

attributed to the first two time constants. In terms of the depopulation of the 1S(e) state, 

CdTe/CdSe and CdTe-Se behave more similarly to each other than they do to the parent CdTe core 

QD. The rapid decay of the B1 bleach in CdTe QDs has been attributed to efficient surface trapping 

of the electron.63 We assign the even more rapid recovery of the B1 feature in core/shell 

CdTe/CdSe and ligand-exchanged CdTe-Se QDs to increased electron surface trapping compared 

to CdTe-ODPA core QDs.  

5.3.6 Exciton-phonon coupling 

 Up to this point, we have focused on the kinetics of particular TA features. The A1 feature 

provides insight into hot carrier dynamics, and the B1 feature allows us to monitor electron cooling 

to and subsequent deactivation from the 1S(e) state. Kinetics at other regions of the probe spectrum, 

however, also contain useful information. Figure 5.8 shows the evolution of the TA spectra 

following X1 excitation of CdTe/CdSe core/shell heterostructures from time delays -0.5 to 3.0 ps. 

The spectral slice at a time delay of 450 fs, plotted at the top of the figure corresponds to the 

horizontal grey line. This TA spectrum is similar to that following X3 excitation plotted in Figure 

5.4e and discussed above. The kinetics at 585 nm, between the B1 and A1 features denoted in Figure 

5.4e, are plotted on the right side of Figure 5.8. These kinetics clearly demonstrate modulation of the 

∆A signal. The color image demonstrates the modulation of the ∆A signals occurring at a variety of 

probe wavelengths, visible as faint horizontal bands. These are most prominent to the red and blue 

sides of the B1 feature (565 nm), where maximum amplitude of the oscillation is observed.67, 171 The 
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ability of our experimental setup to trigger these coherent oscillations in QD samples is explained in 

Section 2.2.4.  

 

Figure 5.8: Modulation of ∆A signal. Image plot of the TA spectral evolution of CdTe/CdSe core/shell heterostructures 
following X1 excitation. The upper panel is the TA spectrum taken 450 fs after excitation (grey line). The right panel is 
the TA kinetics taken at 585 nm (red line), between the B1 (~565 nm) and A1 (~605 nm) features. These kinetics 
demonstrate clear modulation of the ∆A signal. Dashed lines indicate ∆A of zero. 

 Closer examination of CdTe core, CdTe/CdSe core/shell, and ligand-exchanged CdTe-Se 

QD kinetics all reveal coherent oscillations in the measured ∆A signal. Figure 5.9a – c show kinetic 

traces from the red edge of the B1 feature in each sample. These probe wavelengths are chosen 

because they demonstrate maximum amplitude of the oscillations.67, 171 The kinetics are fit to a 

double exponential function, and the residuals, shown in Figure 5.9d – f, represent the underlying 

oscillations isolated from the excited state dynamics.171 To determine the frequency of these 

oscillations, Fourier transforms of the residuals were performed, resulting in the traces shown in 

Figure 5.9g – i. The frequencies of these oscillations correspond to the longitudinal acoustic (LA, 20 

cm-1) and longitudinal optical (LO, 166 cm-1) phonon modes in CdTe, which are indicated by the 

vertical dashed lines in Figure 5.9g – i. LO phonons couple to excitons through the Fröhlich 

interaction, whereby the crystal potentials that determine electronic band energies are modulated 

through phonon vibrations of a polar crystal.172-173 These LO phonons arise from the relative 
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displacement of the positive and negative ions in the crystal lattice. LA phonons couple through the 

deformation potential, whereby the vibrational displacement of atomic positions leads to a shift in 

electronic band edges.172, 174 Due to the exciton-phonon coupling, these kinetics shown in Figure 5.9 

follow not only the evolution of the photoexcited state, but also vibrations of the QDs. Figure 5.9c, 

f, and i represent the first observations of exciton-phonon coupling in chalcogenide capped QDs.  

 

Figure 5.9: Coherent oscillations due to exciton-phonon coupling. (a – c) Kinetic traces from the edge of the B1 bleach 
feature of CdTe-ODPA (grey), CdTe/CdSe core/shell (cyan), and ligand exchanged CdTe-Se (blue). This spectral region 
is chosen because it provides the maximum observed oscillation amplitude. Horizontal dashed lines denote zero ∆A. (d 
– f) Residuals from fitting the kinetics in (a – c) with a double exponential function. The double exponential function 
describes the excited state dynamics, and thus the residuals isolate the underlying coherent oscillations. (g – i) Fourier 
transforms of the residuals in d – f. The vertical dashed lines represent the frequencies of the LA (20 cm-1) and LO (166 
cm-1) phonon modes in CdTe. 

 Such coherent oscillations have been previously observed in pump-probe experiments on 

CdSe and CdTe QDs.63, 171-172 Exciton-phonon coupling has been studied in CdTe/CdSe core/shell 

heterostructures as well.159, 175 The oscillations in the pump-probe transient signal arise from resonant 

impulsive stimulated Raman scattering (RISRS).172 When the duration of the pump pulse is short 

enough, corresponding to less than half a vibrational period,176 the pulse provides an impulse that 

initiates the vibration in the ground state. Subsequent absorption is modulated at this vibrational 

frequency, leading to the observed oscillations in the TA kinetics.  
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 The strength of the coupling between QD phonon modes and excitonic states is still largely 

debated.172 In part, this is due to the different results obtained through the various methods of 

measuring this coupling, which include vibrationally resolved absorption or emission spectroscopies 

and resonance Raman scattering in addition to the pump-probe technique used here. While the lack 

of a definitive technique for determining the strength of the exciton-phonon coupling from pump-

probe transients precludes us from definitively determining coupling strengths, there are notable 

benefits to the time-resolved, state specific approach utilized in this chapter. The first is that these 

experiments were performed in the single exciton regime as discussed in Section 2.2.4. This avoids 

any exciton-exciton interactions which have proven troublesome to other experimental methods for 

observing exciton-phonon coupling.172 Second, we are able to explore exciton-phonon coupling as a 

function of initial excitonic state dependence using the state specific approach. This approach has 

previously been applied to CdSe and CdTe QDs,63, 171 and here we extend it to CdTe/CdSe and 

CdTe-Se samples. 

 It is apparent from Figure 5.9g – i that not all samples demonstrate coupling to both LO and 

LA phonon modes. Figure 5.9i indicates that the TA kinetics of CdTe-Se following X1 excitation are 

modulated at the LO frequency (166 cm-1) but not the LA frequency (20 cm-1). Since the 

experiments were performed using X1, X2, and X3 excitation, it is possible to explore the 

correlation between initial excitonic state dependence and the observation of exciton-phonon 

coupling. Table 5.1 summarizes the phonon modes observed for CdTe-ODPA, CdTe/CdSe, and 

CdTe-Se as a function of excitonic state pumped. For both CdTe-ODPA and CdTe/CdSe, we 

observe LO and LA phonons when pumping the band edge X1 state. Pumping higher energy 

excitonic states and monitoring the same probe wavelengths as in Figure 5.9, however, leads to the 

observation of the LA mode only. This finding is in agreement with previous reports for both CdTe 

and CdSe QDs, where only the X1 exciton couples to the LO phonon mode.63, 171 For the ligand-
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exchanged CdTe-Se sample, the LO mode is observed following X1 excitation, but the acoustic 

mode is notably absent. In fact, the LA phonon is absent following X1, X2, and X3 excitation. Due 

to the strict experimental conditions necessary for observing these coherent oscillations (pulse 

duration less than half vibrational period), their absence in pump-probe kinetics does not necessarily 

imply the absence of exciton-phonon coupling. Here, however, the LO phonon, with a higher 

frequency and therefore shorter vibrational period than the LA phonon, requires a shorter pump 

pulse duration to trigger the RISRS process. Since the LO phonon is observed in X1 pumped CdTe-

Se, we can be certain that the observed lack of exciton-LA-phonon coupling is not an experimental 

artifact, but rather a characteristic of the sample. 

Table 5.1: Excitation dependence of observed phonon modes.   

 CdTe-ODPA CdTe/CdSe CdTe-Se 
X1 LO + LA LO + LA LO 
X2 LA LA Neither 
X3 LA LA Neither 

 

 The disappearance of the LA phonon mode upon modification of a sample has been 

previously reported in CdSe QDs with adsorbed methyl viologen radicals, which act as electron 

acceptors.177 In this report, ultrafast electron transfer from the CdSe to the acceptor triggered the 

observed coherent oscillations. Another report attributes the triggering of LA phonons in CdSe 

QDs to the piezoelectric potential arising from ultrafast carrier trapping, with the strength of the 

exciton-phonon coupling directly related to migration of charges to the QD surface.81 Ultrafast 

charge transfer and ultrafast charge trapping are similar events, both collapsing a delocalized state 

into a localized one. These reports seem to suggest that one possible explanation for the lack of LA 

phonons in CdTe-Se would be the absence of carrier trapping. On the basis of the observed rapid 

decay of the B1 kinetics (Figure 5.7) and prevalence of the PA feature (Figure 5.4) in CdTe-Se QDs 

discussed above, however, we reject this explanation for why CdTe-Se QD TA kinetics are not 
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modulated at the LA phonon frequency. Rather, the absence of excitons coupling to LA phonon 

modes in CdTe-Se suggests that this ligand-exchange process either decreases the exciton-LA-

phonon coupling strength to zero or critically damps the acoustic phonon. The fact that a phonon 

mode associated with the QD material can be turned off or critically damped through surface ligand 

modification is surprising and warrants further study. Since acoustic phonons are breathing modes 

of the QD,174 critical damping of these modes through surface modification could yield important 

information about the boundary conditions for reflection of the acoustic wave at the QD surface. 

Further exploration of this system could provide significant insights into how ligand identity affects 

exciton-phonon coupling and/or acoustic phonon propagation. 

 

5.4 Conclusions and Outlook 

 The excited state dynamics of CdTe-ODPA QDs, core/shell CdTe/CdSe heterostructures, 

and ligand-exchanged CdTe-Se were probed using transient absorption (TA) spectroscopy utilizing 

the state specific experimental approach. With this approach, we find that the B1 feature of our 

CdTe QDs is insensitive to holes and monitors the band edge 1S(e) state population. CdTe QD TA 

B1 kinetics should therefore be interpreted in a similar manner as those in CdSe QDs. 

We also described some aspects of CdTe QD photoexcited state dynamics which are altered 

by CdSe shell growth and Se2- ligand exchange. The B1 recovery, indicative of electrons in the 1S(e) 

state, demonstrate remarkably fast kinetics following surface modification. For both CdTe/CdSe 

and CdTe-Se, 85% of the decay is attributed to time constants on the subpicosecond to picosecond 

timescale. In CdTe core QDs, these timescales account for only 25% of the B1 decay. The electron 

cooling time constants measured for CdTe/CdSe and CdTe-Se 1P(e) ! 1S(e) lifetimes are slightly 

faster than the CdTe-ODPA core QDs. Both the core/shell and ligand-exchanged sample also 
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exhibit a noticeable red-shifting of the band edge bleach TA feature as a function of pump-probe 

delay, suggestive of increased trapping in both cases compared to the CdTe core QDs. 

The TA spectra of the CdTe/CdSe core/shell are very similar to the CdTe core QDs while 

those of CdTe-Se exhibit notable differences. The PA feature in CdTe-Se is substantially more 

intense than the other samples, suggesting enhanced surface trapping similar to that observed in 

chalcogenide capped CdSe QDs described in Chapter 4. This increased surface trapping is also the 

likely explanation for faster 2S3/2(h) ! 1S3/2(h) hole cooling in CdTe-Se QDs (<100 fs) compared to 

CdTe/CdSe and CdTe-ODPA core QDs (600 fs). 

We also explored the effects of CdSe shell growth and Se2- ligand exchange on the exciton-

phonon coupling of CdTe QDs. While the CdTe QDs and core/shell CdTe/CdSe exhibit 1S3/2(h)-

1S(e) exciton-phonon coupling to both the LA and LO phonon modes for CdTe, only the LO 

phonon mode is observed following excitation of the 1S3/2(h)-1S(e) exciton in CdTe-Se. No exciton-

phonon coupling to the LA phonon mode is observed in CdTe-Se, indicating that the Se2- ligand 

exchange either critically damps the longitudinal acoustic phonon mode or turns off exciton-phonon 

coupling. 

The work described in this chapter provides a solid foundation for understanding the excited 

state dynamics in CdTe-based core/shell heterostructures and chalcogenide ligand capped QDs. In 

addition, it highlights the benefits of applying state resolved TA to help better understand excited 

state dynamics in nanocrystal heterostructures. Likewise, understanding the origin of the PA feature 

in CdTe QDs would allow for more detailed interpretation of both electron and hole dynamics. This 

can be investigated through monitoring the impact of electron and hole acceptors on TA kinetics, in 

the same manner as benzoquinone and phenothiazine were used to assign the PA feature of CdSe 

QDs in Chapter 4. Given the widespread use of CdTe in nanocrystalline heterostructures, further 

exploration of these CdTe based systems is expected to be both beneficial and fruitful.   
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Chapter 6.  Measuring the Excited State Dynamics of CdSe QD 

in the Gas Phase* 

 

“When we try to pick out anything by itself, we find it is tied to 
everything else in the universe.” 

- John Muir 

6.1 Introduction 

 This chapter focuses on work performed in collaboration with the Kapteyn-Murnane group 

in JILA, the joint physics institute between the University of Colorado Boulder and the National 

Institute of Standards and Technology. There, researchers Dan Hickstein, Jennifer Ellis, and Wei 

Xiong have developed a unique instrument, the photoelectron velocity map imaging spectrometer, 

and have used it to study quantum dots in the gas phase. The details of the instrument are provided 

in Section 6.2 below. My contributions to these research efforts focus on the application of the 

                                                

* This chapter is adapted with permission from the published works: 
• Xiong, Wei; Hickstein, Daniel D.; Schnitzenbaumer, Kyle J.; Ellis, Jennifer L.; Palm, Brett B.; 

Keister, K. Ellen; Ding, Chengyuan; Miaja-Avila, Luis; Dukovic, Gordana; Jimenez, Jose L.; 
Murnane, Margaret M.; Kapteyn, Henry C. “Photoelectron Spectroscopy of CdSe 
Nanocrystals in the Gas Phase: A Direct Measure of the Evanescent Electron Wave 
Function of Quantum Dots” Nano Letters 2013, 13(6), 2924 – 2930. © 2013 American 
Chemical Society. 

• Ellis, Jennifer L.; Hickstein, Daniel D.; Schnitzenbaumer, Kyle J.; Wilker, Molly, B.; Palm, 
Brett B.; Jimenez, Jose L.; Dukovic, Gordana; Murnane, Margaret M.; Kapteyn, Henry C. 
“Solvent Effects on Charge Transfer from Quantum Dots” J. Am. Chem. Soc. 2015, 137, 3759 
– 3762. © 2015 American Chemical Society. 
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methods, both theoretical and experimental, outlined in Chapter 2. Similar to the manner in which 

they were used to investigate chalcogenide ligand capped QD systems in Chapters 3 – 5, these 

methods are applied to the photoelectron velocity map imaging spectrometer in two ways. (i) A 

relatively simple theoretical modeling of QDs provided the basis for understanding the QD signals 

measured by this instrument. This was achieved through the application of the effective mass 

approximation model to determine the electron wave function in different sizes of CdSe QDs. 

Comparison of experimentally observed and computationally predicted trends show that the 

instrument is essentially measuring the evanescent electron wave function of the QD. This work is 

described in Section 6.3. (ii) Measurements made in the gas phase most notably contrast with those 

performed in solution phase due to the absence of solvent molecules. Comparison between solution 

phase transient absorption and the gas phase photoelectron measurements verifies the capability of 

the photoelectron spectrometer to monitor charge transfer processes in nanoscale systems. It also 

allows for the exploration of the role solvent molecules play in a charge transfer process. This work 

is the focus of Section 6.4. 

 

6.2 The Velocity Map Imaging Photoelectron Spectrometer 

Photoelectron spectroscopy provides electronic structure information that is complementary 

to that obtained from transient absorption spectroscopy.66, 68, 119, 165, 178-181 While a transient absorption 

experiment probes both the initial state and the final state simultaneously, photoelectron 

spectroscopy liberates an electron into a plane-wave state, thereby making a direct measurement of 

only the initial state. Additionally, in photoelectron spectroscopy there are no dark states present as 

there are in optical spectroscopy.182-183  

The experimental apparatus consists of a velocity map imaging photoelectron 

spectrometer184-185 coupled to a nanoparticle generator and an aerodynamic lens (Aerodyne),186 which 
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introduce particles into the interaction region in a high-vacuum chamber187-188  (Figure 6.1). In order 

to reach sufficient aerosol concentrations in the high-vacuum chamber, we utilize an aerodynamic 

lens. Since its invention in 1995,189 the aerodynamic lens has transformed the field of aerosol and 

atmospheric sciences by enabling the development of aerosol mass spectrometers,190-191 which can 

measure the chemical composition of size-selected particles in the atmosphere. While several 

previous studies have coupled an aerodynamic lens with a photoelectron spectrometer to study 

nanoparticles made from dielectric materials such as NaCl187 and SiO2,
188 this work represents the 

first time that an aerodynamic-lens equipped photoelectron spectrometer has been used to study 

semiconductor nanomaterials and also presents the first time-resolved photoelectron spectroscopy of 

nanoparticles in the gas phase. 

 

Figure 6.1: Velocity map imaging photoelectron spectrometer setup used for investigations of CdSe QDs in the gas 
phase. (a) The experimental apparatus consists of a velocity map imaging photoelectron spectrometer coupled to a 
nanoparticle aerosol source. Clusters of quantum dots (QDs) are focused into the interaction region by an aerodynamic 
lens, where they are excited and ionized by two time-delayed 40 fs laser pulses. (b) Smaller quantum dots that have been 
excited to an exciton state have an electronic wave function that extends further outside of the QD and are therefore 
easier to ionize. (c) In the two-photon photoelectron spectroscopy (PES) experiment, the 400 nm pump pulse excites an 
electron from the valence band to the conduction band. After a time delay, the 267 nm probe pulse brings the electron 
into the continuum with ~1.2 eV of kinetic energy. Reproduced with permission from Xiong, Wei; Hickstein, Daniel D.; 
Schnitzenbaumer, Kyle J.; Ellis, Jennifer L.; Palm, Brett B.; Keister, K. Ellen; Ding, Chengyuan; Miaja-Avila, Luis; 
Dukovic, Gordana; Jimenez, Jose L.; Murnane, Margaret M.; Kapteyn, Henry C. Nano Letters 2013, 13(6), 2924 – 2930. © 
2013 American Chemical Society. 
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A hexane solution containing the QDs is aerosolized by a compressed-gas atomizer (TSI 

inc.) with helium gas to form droplets of ~1 µm diameter. The droplets are allowed to dry before 

entering the aerodynamic lens, leaving behind clusters of quantum dots with diameters of 

approximately 50 nm. The quantum confined properties of the QDs are well preserved after the 

aerosol system. The isolation of the individual QDs within the larger clusters indicates that the 

ligands remain attached to the QDs during the atomization process and subsequent expansion into 

the vacuum. Both the retention of QD quantum confinement and individual QDs are confirmed 

through TEM images of QDs collected after passing through the instrument. Effects such as long-

lived trap states and optical blinking in quantum dots192-193 typically require continuously refreshing 

the interaction volume using flowing or rotating sample cells.178 Sample degradation is not a problem 

in this gas-phase experiment, because the particles are flowing through the system and new QDs are 

used for every measurement. The QD aerosol is collimated to a width of approximately 500 µm by 

an aerodynamic lens, which creates a nanoparticle beam by passing the QD–helium aerosol through 

a series of six orifices with decreasing diameters from 5 to 3 mm. The collimated cluster beam is 

introduced into the first vacuum chamber and then passes through a 1.5 mm skimmer into a 

separate, differentially pumped, velocity map imaging (VMI) vacuum chamber.185  

In the two-photon photoelectron experiment, the QDs are first excited by a 400 nm pump 

pulse (40 fs) and the resulting dynamics are then probed using a 267 nm pulse (40 fs). Both beams 

are derived from a 1 kHz Ti:sapphire 800 nm laser (KMLabs) using BBO crystals, and the time delay 

between them is controlled using a Mach–Zehnder interferometer. The power and polarization of 

each beam is controlled by a half-wave plate and a polarizer. Excitons are generated by the 400 nm 

pump pulse and the excited QD is ionized by the 267 nm pulse, as shown in the insert on the right 

of Figure 6.1. The photon flux of the 400 nm beam is set to approximately 0.05 mJ/cm2, which is 

well below the single exciton limit for all the quantum dots in this study.66, 194 The polarization for 
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both beams is set parallel to the plane of the detector. The photoelectrons are focused onto an 

MCP/phosphor detector by three electrodes in the standard Eppink–Parker geometry.184 A CCD 

camera captures the photoelecton images, which are then reconstructed using the BASEX algorithm 

of Dribinski and coworkers.195 We estimate that there are 107 particles in our interaction volume, 

which is a much lower number of particles than that used for other measurements. For instance, 

transient absorption spectroscopy typically requires 1010 particles in the interaction region.56 This 

comparison shows that photoelectron spectrosopy can provide excellent sensitivity, which allows for 

the study of lower concentration samples.  

 

6.3 Effect of QD Size on Photoelectron Signal Strength 

6.3.1 Abstract 

We present the first photoelectron spectroscopy measurements of quantum dots 

(semiconductor nanocrystals) in the gas phase. By coupling a nanoparticle aerosol source to a 

femtosecond velocity map imaging photoelectron spectrometer, we apply robust gas-phase 

photoelectron spectroscopy techniques to colloidal quantum dots, which typically must be studied in 

a liquid solvent or while bound to a surface. Working with a flowing aerosol of quantum dots offers 

the additional advantages of providing fresh nanoparticles for each laser shot and removing 

perturbations from bonding with a surface or interactions with the solvent. First, we perform a two-

photon photoionization experiment to show that the photoelectron yield per exciton depends on 

the physical size of the quantum dot, increasing for smaller dots. Next, using effective mass 

modeling, we show that the extent to which the electron wave function of the exciton extends from 

the quantum dot, the so-called “evanescent electron wave function”, increases as the size of the 

quantum dot decreases. We show that the photoelectron yield is dominated by the evanescent 
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electron density due to quantum confinement effects, the difference in the density of states inside 

and outside of the quantum dots, and the angle-dependent transmission probability of electrons 

through the surface of the quantum dot. Therefore, the photoelectron yield directly reflects the 

fraction of evanescent electron wave function that extends outside of the quantum dot. This work 

shows that gas-phase photoelectron spectroscopy is a robust and general probe of the electronic 

structure of quantum dots, enabling the first direct measurements of the evanescent exciton wave 

function. 

6.3.2 Introduction 

Quantum dots (QDs) are one of the fundamental building blocks of complex nanoscale 

devices, including next-generation solar energy harvesters,3-6, 17, 196 quantum computers,197 and nano-

electromechanical systems.198 To effectively design nanoscale systems, a thorough understanding of 

the electronic coupling between QDs and the substrate material is needed. Electronic coupling 

between QDs is highly dependent on the overlap between exciton wave functions. The extent of 

this overlap is dictated by the portion of the exciton wave function that extends outside the physical 

boundary of QDs4, 54, 72-73, 119 which we refer to as the “evanescent electron wave function.”  

Despite the importance of understanding the extent of the exciton wave function in QDs, to 

date only indirect experimental methods have been implemented to measure the delocalization of the 

exciton states. One method to quantify the exciton delocalization is to measure the shifts of 

absorption peaks, which provide information about electronic coupling between adjacent QDs,199-200 

allowing the extent of exciton orbital overlap to be inferred in an indirect manner. In other studies, 

researchers have used ultrafast transient absorption spectroscopy to show that the charge separation 

rate of Type II core-shell QDs depends on the extent of the evanescent exciton wave functions in 

the shell portion of the core-shell QDs.54, 117, 119, 162 However, none of these studies provides a direct 

probe of the evanescent electron wave function. 
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In this section, we describe the first study of QDs in the gas phase, which isolates the QDs 

from substrates and solvents and thereby eliminates any effects of external interactions and bonding. 

We use an aerosol sample of CdSe QDs that is constantly refreshed in the interaction region so that 

new QDs are used for each laser shot which avoids any effects of sample degradation, such as 

charging and photo-oxidation.201-204 This new capability allows us to show that the total 

photoelectron yield from the QDs is proportional to the fraction of the electron wave function of 

the exciton that extends outside the QD, thereby making the first direct measurement of the 

evanescent electron density of the QD exciton. We use ultrafast two-photon photoelectron 

spectroscopy (PES) to first create an exciton in a QD and then subsequently liberate an electron 

using a second photon. By using the photoelectron spectrometer described in Section 6.2 and 

adjusting the time-delay between the two pulses, we can collect angle, energy, and time-resolved 

photoelectron spectra of the QD excitons. We observe that the total photoelectron yield per exciton 

is inversely proportional to the size of the QDs. Using effective mass modeling54, 72-73 described in 

Chapter 2 and the three-step model of photoemission from bulk material,182, 205 we demonstrate that 

the size dependence of the photoelectron yield can be explained by the extent to which the exciton 

wave function extends from the QD. In this regard, photoemission from QDs is more similar to 

photoemission from molecules rather than bulk materials. In the future, by using this general 

approach to better understand the various factors influencing exciton delocalization and coupling, 

complex nanostructures can be designed for better charge transfer efficiency. 

6.3.3 Inverse scaling of photoelectron yield with QD size 

For the work discussed in this section, the QD samples used are the octadecylamine capped 

CdSe QDs (NN-Labs). They were diluted to 0.01 mg/ml under argon using hexane as a solvent, but 

otherwise used as received. The sizes of the quantum dots (2.3, 2.5, and 2.8 nm) were determined 
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from the band-edge absorption using the tuning curve provided by the manufacturer, in good 

agreement with previously published relationships.52  

The time-resolved PES spectrum from the d = 2.3 nm CdSe QDs (Figure 6.2a) shows a 

broad peak near 1.2 eV that exists for positive time delays, i.e., when the 400 nm pump pulse 

precedes the 267 nm probe pulse. This peak does not decay appreciably on the ~100 ps timescale 

explored in this study. The less intense features at negative time delays, when the probe pulse 

precedes the pump pulse, are time independent and result from ionization from either the 267 nm or 

400 nm beams acting alone. The PES spectra of d = 2.5 nm and d = 2.8 nm QDs show a very 

similar behavior. A control experiment using only octadecylamine ligands dissolved in hexane 

demonstrated that the signal from both ligand and solvent molecules is negligible. The sharp peak at 

zero kinetic energy results from electrons that are first excited to higher energy states near the 

continuum by the probe pulse, and then ionized by the DC field of the spectrometer,206 similar to a 

zero kinetic energy (ZEKE) experiment.  

For each size QD, the PES spectrum at positive time delays (Figure 6.2b) shows a peak 

centered at 1.2 ± 0.1 eV, which, given our probe photon energy of 4.65 eV, corresponds to an 

exciton state where the electron lies at -3.45 eV with respect to vacuum. Effective mass calculations 

show that the 1S electron should be bound by -3.4 eV. Therefore, we assign the peak at 1.2 eV to 

the 1S electron, an assignment that is further substantiated by the long lifetime (>100 ps) of this 

peak.165 The notable absence of a distinct peak from the 1P electron state is likely due to the fact that 

most of the QDs are instead excited to exciton states that involve a 1S electron and a corresponding 

deeper hole in the valence band.13, 66, 194, 201 Additionally, a recent report has shown that the 

photoelectron signal from the 1P electrons appears as a relatively small shoulder on the main 

photoelectron peak even under resonant 1P pumping conditions.201 Thus, it is not surprising that we 

do not resolve a distinct peak resulting from the 1P electrons.  
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To investigate the difference between single excitons in different diameter QDs, we 

measured the PES spectra of 2.3, 2.5, and 2.8 nm diameter quantum dots under the same 

experimental conditions. We then normalized the PES spectra by the average number of excitons 

generated in each sample. To avoid multiple carrier generation from an overly intense pump pulse, 

we set the pulse intensity such that less than 10 percent of the dots absorb a photon from the pump 

pulse. The normalized PES spectra per exciton (IPE per exciton) is then calculated as 

 
IPE per exciton =

IPE
NQD ⋅σ ⋅P

 Eqn. 6.1 

where IPE is the experimental PES spectrum, NQD is the number density of the quantum dots in 

solution (which can be calculated from ultraviolet-visible spectra), P is the pump photon flux, and σ 

is  the absorption cross-section of the quantum dots. 

As shown in Figure 6.2b, the intensities of the PES spectra decrease as the diameter of the 

QDs increases from 2.3 to 2.8 nm. For QDs with diameters larger than 2.8 nm, the signal cannot be 

resolved from the noise level. The shift of the 1S peak due to the energy shift of the band gap is 

expected to be between 0.1 to 0.2 eV, and cannot be resolved in these spectra because the 1S peak is 

broadened to ~1.5 eV. There are several factors that could contribute to the broadening of the 

photoelectron spectral peak, including the size inhomogeneity of the sample as well as the presence 

of secondary electrons that arise from inelastic scattering.205 However, we should not experience 

broadening from charged quantum dots, as has been observed in thin film samples,201, 207 because 

each laser shot interacts with a new sample of quantum dots. In the future, the secondary 

photoelectrons that arise due to electron-electron and electron-phonon scattering could be mitigated 

by using extreme ultraviolet high harmonics as a higher energy probe.208 
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Figure 6.2: Two-photon photoelectron spectroscopy (PES) from excitonic states of CdSe QDs. (a) The temporal 
evolution of the PES spectra from 2.3 nm diameter CdSe QDs shows a broad peak corresponding to the 1S electron 
state. (b) Relative photoelectron yield per exciton for different diameter CdSe QDs, observed with a pump-probe time 
delay of 50 fs. The time independent background signal has been subtracted. The total photoelectron yield per exciton 
decreases as the QD diameter increases from 2.3 to 2.8 nm. Reproduced with permission from Xiong, Wei; Hickstein, 
Daniel D.; Schnitzenbaumer, Kyle J.; Ellis, Jennifer L.; Palm, Brett B.; Keister, K. Ellen; Ding, Chengyuan; Miaja-Avila, 
Luis; Dukovic, Gordana; Jimenez, Jose L.; Murnane, Margaret M.; Kapteyn, Henry C. Nano Letters 2013, 13(6), 2924 – 
2930. © 2013 American Chemical Society. 

6.3.4 Photoelectron signal intensity dependence on QD size 

The decreasing photoelectron intensity with increasing size of the QDs (Figure 6.2) is 

explained by the decrease evanescent electron density with increasing QD size. The Bohr radius for 

the CdSe 1S exciton is around 5.6 nm,194 so intuitively, the exciton orbital extends further outside the 

dot as the size of the QD decreases. To gain a more quantitative understanding, we performed 

effective mass model calculations54, 72-73 for the three sizes of quantum dots used for our experiment 

as outlined in Chapter 2. Two regions of potential are used to describe the QDs in this study, a 

spherical region whose parameters are set to those of bulk CdSe121 surrounded by vacuum.209 The 

input parameters used are listed in Table 6.1. 

Table 6.1: Input parameters for the effective mass model calculations used to describe varying sizes of CdSe QDs. 

 meff,e (m0) meff,h (m0) Ve (eV) Vh (eV) εr (ε0) Eg
bulk (eV) 

CdSe 0.12 0.45 0 0 6.25 1.914 
Vacuum 1 1 3.86 2.00 1 n/a 

 



 109 

From these calculations, we obtained the electron wave functions and electron probability 

densities (Figure 6.3) of the 1S(e) electron. The electron probability distributions (Figure 6.3a) show 

two interesting features. First, the smaller quantum dots exhibit a maximum in the electron 

probability density that is closer to the surface of the QD. Second, the maximum electron density is 

larger for smaller dots, because the electron wave function has less room to spread inside of the 

smaller QDs. As a result of both of these factors, the electron density at the surface of the QD is 

lower for larger QDs.54, 73, 119  

If we consider only the portion of the exciton electronic wave function that extends outside 

the QD (Figure 6.3c), we see that the electron density decays to ~10% of the interface density at 

distances of 0.1 nm. Much like quantum tunneling through a potential barrier, we see that the 

chance of finding the electron outside the QD is directly related to the electron probability density at 

the interface. The calculated probabilities of finding the electron outside the quantum dots are 7.4%, 

6.7% and 5.6% for the 2.3 nm, 2.5 nm and 2.8 nm QDs, respectively. 

Since the surface of a QD is coated with a layer of ligands, we also need to consider the 

effect that these ligands will have on a photoelectron emitted from the QD. We consider three ways 

that the ligands might affect photoemission. (1) The photoelectron could be scattered by the ligands, 

which can block its pathway to the vacuum. Surface photoemission of CdSe QDs using soft X-ray 

radiation from a synchrotron has shown that the photoelectrons originating from the core can 

effectively penetrate through the ligand layer.210 Since photoelectrons emitted by soft X-ray photons 

have even shorter mean free paths than the lower kinetic energy photoelectrons studied here, this 

suggests that photoelectrons are not blocked by the ligands through a scattering mechanism. (2) The 

ligands could affect the excitation of electrons that reside in the portion of the wave function that 

extends outside of the QD and into the ligand layer. Because the mass of a free electron moving 

through the ligand layer is very nearly the mass of an electron in vacuum (e.g., octadecylamine 
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ligands do not form bands to which the effective mass approximation can be applied), we can 

therefore use continuum plane wave functions instead of Bloch wave functions to model the final 

states in the photoionization process. This increases the likelihood that the electrons outside of the 

QD will be ionized, as we shown in the next paragraph. (3) It is possible that the ligand layer could 

act as a tunneling barrier for the excited electrons.31, 33 However, since the kinetic energy of the 

photoelectron is much higher than the height of the barrier, the tunneling barrier should not 

significantly affect the photoemission process.  In short, it is unlikely that the aliphatic 

octadecylamine ligands will substantially alter the ionization process of the QD and can therefore be 

omitted in the following analysis. 
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Figure 6.3: Radial electron probability densities for QDs with various diameters. On the x-axis, zero is the surface of the 
QD. (a) Radial electron probability density in both the interior and exterior of QDs. (b) The effective radial electron 
density available for photoemission after accounting for surface refraction and density of states shows that the portion 
of the electron wave function that extends outside of the QD dominates the photoelectron yield. (c) A magnified view 
of the effective radial electron probability density outside of the QDs. This size dependence of the electron density 
outside of the QD explains the experimentally observed QD size dependence of photoelectron yields. Reproduced with 
permission from Xiong, Wei; Hickstein, Daniel D.; Schnitzenbaumer, Kyle J.; Ellis, Jennifer L.; Palm, Brett B.; Keister, 
K. Ellen; Ding, Chengyuan; Miaja-Avila, Luis; Dukovic, Gordana; Jimenez, Jose L.; Murnane, Margaret M.; Kapteyn, 
Henry C. Nano Letters 2013, 13(6), 2924 – 2930. © 2013 American Chemical Society. 

Conceptually, the photoemission process can be divided into two parts: (i) electrons 

liberated from the interior of the QDs and (ii) electrons liberated from the exterior of the QDs. 

Following the three-step model of surface photoemission,182 the interior electron is first excited into 

a Bloch state in the material (step 1), then experiences electron-electron and electron-phonon 

scattering while traveling to the surface (step 2), before finally passing through the interface between 

material and vacuum (step 3). Within this three-step model, the probability of photoemission from 
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the interior is limited for the following two reasons. First, in step 1, the transition from the initial 

exciton state to the final Bloch state of the material depends on the density of states of the final 

state.205 Since hot exciton states are bulk-like,178 we can estimate the density of states based on the 

bulk, i.e. the density of states is proportional to me
1.5, where me is the effective mass. The electron 

effective mass in CdSe is only 13% of the rest electron mass. Therefore, the density of states in CdSe 

is only 5% of the density of states of the same final states in vacuum.  Second, in step 3, the 

electrons refract when exiting the QD, and the acceptance cone for low kinetic energy electrons is 

small. The transmission factor decreases as the initial position of the electron moves closer to the 

interface, and on average is below 0.3. The net result of these two effects is that the probability of 

photoemission from the interior of the material is significantly reduced, as shown in Figure 6.3b, 

which plots the effective electron density available for photoemission after the surface refraction and 

density of states are taken into account. 

In contrast to the interior electrons, the evanescent electrons are intrinsically easier to 

liberate because they are located on the outside of the QDs and can be ejected into the vacuum 

directly. Therefore the photoelectron yield from the evanescent electron should follow Fermi’s 

golden rule, which can be simplified to the integral <φinitial|r|φfinal >.  Since the final states are free 

electron wave functions for all three samples, the amount of evanescent electron density in the initial 

state determines the intensity of the photoelectron yield. Therefore, the increasing evanescent 

electron densities with smaller QD size (Figure 6.3) can qualitatively explain the trend of different 

photoelectron yields (Figure 6.2).  More advanced theoretical calculations will likely be required to 

achieve precise quantitative agreement with the experimentally observed photoelectron yield. 

Our observed connection between the evanescent electron densities and the photoelectron 

yield agrees well with previous surface photoemission studies using CdSe/ZnS core-shell quantum 

dots passivated with thiol ligands.211 In their study, Naaman and coworkers found that smaller QD 
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cores have better coupling to the surface trap states through the shells, and explained this effect as a 

result of greater extension of the electron densities. In our study, we directly measure the extension 

of the exciton electronic wave function outside of the QD, and find that the wave function extends 

farther outside of the QDs in the case of smaller diameter QDs, in agreement with the results of the 

surface photoemission study211 and previous transient absorption studies.54, 117, 119, 162 Our approach 

also provides a straightforward and general way to measure the evanescent electron density in the 

QDs and other nanoparticles.   

Interestingly, our finding that the photoelectron yield is inversely proportional to the QD 

size is a striking demonstration of how photoemission from nanoparticles can be dramatically 

different from bulk materials. At flat surfaces, the photoemission process must preserve momentum, 

and as a result, states far outside of the material (such as image potential states), do not have large 

transition probabilities.212 However, our results show that the evanescent electron wave function 

outside of the QDs contributes significantly to the photoelectron signal. This phenomenon can be 

explained by the following two reasons. First, because the electron wave function is confined by the 

physical size of the quantum dots, which is around 2.5 nm, the uncertainty in the momentum k is 

0.2 nm-1, based on the Heisenberg uncertainty principle. The lattice constants of CdSe are a = 0.5 

nm and c = 0.7 nm, and the corresponding unit vectors in k space are 2 nm-1 and 1.4 nm-1 

respectively. Therefore, the momentum k uncertainty from the quantum confinement is 10% of the 

unit vector. This uncertainty in k mitigates the conservation of momentum constraints that are 

normally present in bulk photoemission from surfaces. In addition, the evanescent electron wave 

function is only 1 Å away from the interface due to quantum confinement, whereas image potential 

states are typically tens of angstroms away. Moreover, the evanescent electrons are part of the total 

electron wave function that permeates inside and outside the QD, enabling exchange of momentum 
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with the lattice. Thus, photoemission from small quantum dots resembles that from molecular 

systems rather than from bulk materials.  

6.3.5 Conclusion 

By combining a nanoparticle aerosol source with a velocity map imaging spectrometer, we 

studied two-photon photoelectron spectroscopy from quantum dots with a range of sizes. We found 

that the photoelectron yield per exciton decreases as the diameter of the quantum dot increases. 

Using effective mass modeling, we explained this trend as resulting from the different evanescent 

electron densities that extend outside the surface of the QDs. Thus, we showed that photoelectron 

spectroscopy of a nanoparticle aerosol provides a straightforward and robust method to compare 

exciton delocalization in different quantum confined materials. By better understanding the various 

factors influencing exciton delocalization and coupling, complex nanostructures can be designed for 

better efficiency.  

In the future, photoelectron spectroscopy can provide additional information about the 

electronic structure of nanomaterials by incorporating electrospray aerosol sources that create 

physically isolated quantum dots and using higher photon-energy extreme-ultraviolet light sources 

such as high harmonic generation or synchrotron radiation. When combined with angular 

information obtained from velocity map imaging techniques, exciton orbitals can be imaged to 

provide direct fundamental insights into the quantum-confined dynamics of quantum dots and other 

nanoscale systems.  
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6.4 Solvent Effects on Femtosecond Charge Transfer 

6.4.1 Abstract 

To predict and understand the performance of nano-devices in different environments, the 

influence of the solvent must be explicitly understood. In this section, this important but largely 

unexplored question is addressed through a comparison of quantum dot charge transfer processes 

occurring in both liquid phase and in vacuum. By comparing solution phase transient absorption 

spectroscopy and gas-phase photoelectron spectroscopy, we show that hexane, a common nonpolar 

solvent for quantum dots, has negligible influence on charge transfer dynamics. Our experimental 

and theoretical results indicate that the reorganization energy of nonpolar solvents plays a minimal 

role in the energy landscape of charge transfer in quantum dot devices. Thus, this study confirms 

that measurements conducted in nonpolar solvents can indeed provide insight into nano-device 

performance in a wide variety of environments. 

6.4.2 Introduction 

To design efficient devices using nanoscale components (nano-devices), the charge transfer 

pathways between nanostructures must be understood in a predictive way. Numerous studies have 

used time-resolved spectroscopic techniques to determine the rate limiting steps in charge transfer 

between individual components in nanocrystal based optoelectronic devices.6, 56, 116, 181-182, 213-215 These 

studies are typically conducted using liquid phase samples and the effect of the local solvent 

environment on the charge transfer process has proven difficult to investigate.214, 216 Understanding 

the influence of the solvent is important since nano-devices are often synthesized and tested in one 

environment, but ultimately deployed in a different environment. For example, colloidal 

semiconductor quantum dots (QDs) are typically prepared and characterized in organic solvents, but 

often attached to surfaces as films in photovoltaics.5 Solvent molecules can alter the charge transfer 
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process by perturbing the dielectric layer, or through the dynamic configuration rearrangements 

(electronic and conformational) of the solvent molecules at the nanomaterial surface during the 

charge transfer process.214 Therefore, rational design and characterization of nanomaterials requires a 

firm understanding of solvent effects.  

Prior investigations utilized solution-phase transient absorption spectroscopy (TA) to show 

that polar solvents can significantly alter the charge transfer rate.217 However, to dissolve 

nanoparticles into solvents with different polarities, it is typically necessary to alter the ligand 

coverage or swap ligands entirely, convolving solvent effects with ligand effects. This makes it 

difficult to isolate the effect of the solvent alone.  

6.4.3 Experimental approach 

We overcome this technical challenge by utilizing a velocity map imaging spectrometer184-185 

coupled to a nanoparticle aerosol source (nano-VMI).120, 218-219 Using this instrument, described in 

Section 6.2 and Figure 6.1, allows us to perform a time-resolved photoelectron spectroscopy 

experiment (PES, Figure 6.4a) on isolated nanoparticles in vacuum. To eliminate complications that 

would naturally arise from the use of different ligands, we implement gas phase nano-VMI 

spectroscopy on quantum dots with identical ligand coverage as in solution phase. Here we 

unambiguously characterize the influence of hexane, a commonly used nonpolar solvent, on charge 

transfer by comparing nano-VMI data with solution phase TA measurements conducted on the 

same quantum dot sample. Solution-phase TA was performed using the experimental setup 

described in Chapter 2. Specifically, we compare gas-phase PES and solution-phase TA 

measurements of the charge transfer rate between CdSe QDs and methyl viologen (MV) cations 

(Figure 6.4) to characterize the influence of the solvent (hexane) on this process. Hexane is 

frequently used as a solvent in the characterization of QDs and it is this important to determine 

whether it influences charge transfer between the QD and an electron acceptor. We selected the 
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CdSe-methyl viologen system for these studies because it is a well characterized system that exhibits 

fast and efficient charge transfer.30, 116, 215, 220-221 

 

Figure 6.4: Schematic comparison of PES and TA measurements. (a) Photoelectron spectroscopy (PES) detects 
electrons in order to follow charge transfer dynamics in solvent-free quantum dots (QDs). A 400 nm pump pulse 
photoexcites electrons, and before (or without) charge transfer they can be ionized by a delayed 267 nm probe pulse. 
Once transferred to MV, the probe photon energy is insufficient to ionize the electron. (b) The transient absorption 
(TA) measurement follows the same dynamics by observing a time-dependent absorption change in solvated QDs. Here, 
before (or without) charge transfer the 1S(e)-1S3/2(h) transition is bleached due to the presence of the photoexcited 
electron, resulting in a decrease in absorption. By comparing PES and TA, we can isolate the effect of the solvent, 
hexane, on charge transfer. Ligands are present on the surface of the QDs, though not depicted here. Reproduced with 
permission from Ellis, Jennifer L.; Hickstein, Daniel D.; Schnitzenbaumer, Kyle J.; Wilker, Molly, B.; Palm, Brett B.; 
Jimenez, Jose L.; Dukovic, Gordana; Murnane, Margaret M.; Kapteyn, Henry C. J. Am. Chem. Soc. 2015, 137, 3759 – 
3762. © 2015 American Chemical Society. 

To prepare the charge-transfer system, we adsorbed methyl viologen dye (MV, Sigma-

Aldrich) to octadecylamine-capped CdSe QDs with a diameter of 2.3 nm (NN-Labs) in the solution 

phase. We added methanol (dropwise) to 12 mg of MV powder until the powder was completely 

dissolved, and then added this solution to a 0.01 mg/mL solution of QDs in hexane. This 

concentration corresponds to ~100 MV molecules per QD in solution. The control sample 

consisted of CdSe QDs also diluted to 0.01 mg/mL in hexane, but otherwise used as received. We 

then used ultraviolet-visible absorption and steady state fluorescence spectroscopies to characterize 
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the static spectral features of CdSe QDs and CdSe-MV complexes. The absorption spectra of both 

samples show a peak at 480 nm (Figure 6.5a) that corresponds to the 1S(e)-1S3/2(h) transition. The 

CdSe-MV spectrum shows slightly broadened peaks, which is likely due to the excitonic coupling of 

the 1S(e) exciton state to the LUMO level of MV.222 The fact that all of the peaks are preserved 

demonstrates that adding MV to the CdSe does not significantly influence either quantum 

confinement or solubility of the QDs. The quenching of the CdSe fluorescence peak upon the 

addition of MV (Figure 6.5b) indicates that the MV molecules successfully adsorb to the QD 

surfaces and that excited electrons in the CdSe QDs migrate to the MV faster than the rate of 

radiative decay.116, 220-221 

 

Figure 6.5: Absorption and fluorescence spectra of the CdSe-MV system. (a) The similarity of the UV-Vis absorption 
spectra of CdSe and the CdSe-MV in solution reveals that the addition of MV does not alter the quantum confinement 
of the CdSe QDs. (b) The quenching in the fluorescence spectra upon adsorption of MV indicates that photoexcited 
electrons in the CdSe QDs undergo electron transfer to MV before radiative recombination can take place. Reproduced 
with permission from Ellis, Jennifer L.; Hickstein, Daniel D.; Schnitzenbaumer, Kyle J.; Wilker, Molly, B.; Palm, Brett B.; 
Jimenez, Jose L.; Dukovic, Gordana; Murnane, Margaret M.; Kapteyn, Henry C. J. Am. Chem. Soc. 2015, 137, 3759 – 
3762. © 2015 American Chemical Society. 

6.4.4 Comparison of TA and PES measurements 

Before addressing the effect of solvent molecules on charge transfer processes, we first 

verified that PES can indeed be used to track excited state dynamics. This was accomplished 

through comparison with solution-phase TA measurements of electron dynamics occurring within 

CdSe QDs. In the PES experiment the 400 nm pump pulse excites electrons primarily to the 1S(e) 

level (leaving a deeper hole in the valence band, based on the assignment of features in UV-Vis 

absorption spectra13, 66, 194, 201), while a time-delayed 267 nm probe pulse ionizes the excited electron 

(Figure 6.4a). Therefore, immediately after the creation of 1S electrons, the photoelectron signal is 
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enhanced. The decay of the photoelectron signal reflects the decay of the 1S population due to both 

radiative and nonradiative relaxation. In the TA experiment, we monitor the dynamics of the bleach 

of the 1S(e)-1S3/2(h) transition (Figure 6.4b) following excitation with a 400 nm pump pulse. The 

bleach of the 1S(e)-1S3/2(h) transition also probes the population of electrons in the 1S state.13 

Therefore, both the TA and the PES measurements probe the 1S electron population. Because of 

the higher sensitivity of the PES measurement described in Section 6.2, different concentrations of 

the same solution were required for each experiment. After the PES experiment, a portion of the 

remaining sample solution was concentrated (up to 10x) immediately before use in the TA 

measurement. Samples were concentrated by evaporating the hexane solvent under vacuum and 

redispersing in hexane to reach the desired concentration. TA measurements of samples with 

different concentrations display similar kinetics. In both experiments, the fluence of the 400 nm 

pump pulse is selected so that an electron is excited in less than 10% of QDs in the interaction 

region, in order to minimize the effects from multiple excitons in a single quantum dot. 

In the absence of charge transfer (i.e. no adsorbed MV), the difference between the two 

measurements is the presence (TA) or absence (PES) of surrounding solvent molecules. We expect 

identical results from TA and PES, because the solvent should not strongly affect the dynamics that 

take place inside of the QD. Indeed, we do observe good agreement between the TA and PES 

measurements (Figure 6.6a, Table 6.2) demonstrating that PES has the ability to follow exciton 

dynamics. Both measurements of CdSe QDs (Figure 6.6a) show a strong enhancement in signal at 

zero time delay, followed by a small initial decay and a long plateau. To quantify these dynamics 

from both instruments, they were fit with a double exponential decay convoluted with the 

instrument response function (IRF, Table 6.2).  

 

 
Eqn. 6.2 S(t) = IRF⊗ a1e
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The slow component (τ1, 120 ps) is beyond the temporal range of the delay stage used, 

which is consistent with the few nanosecond radiative lifetime of the 1S electron.165 The small fast 

component (τ2, 100s of fs) results from the small fraction of electrons that undergo faster decay. We 

note that the difference between the two measurements at negative time delays results from the fact 

that the 267 nm pulse used in the PES experiment excites hot electrons, which can then be ionized 

by the 400 nm pulse. Thus, the TA experiment and the PES experiment probe different processes in 

the pre-t0 regime. In this paper, we focus only on the band edge electron dynamics (positive time 

delays), where TA and PES can be directly compared.  

 

Figure 6.6: Comparison of gas phase PES and solution phase TA dynamics of CdSe QDs with and without absorbed 
MV. (a) In the absence of MV molecules, the 1S electron population only decays slightly on a few picosecond timescale. 
(b) When MV is attached to the QDs, a ~100 fs decay is seen, indicating charge transfer from the QD to the MV. There 
is no significant difference between the decay rates obtained from the TA and PES experiments, indicating that the 
hexane solvent molecules have a minimal effect on the charge transfer process. Reproduced with permission from Ellis, 
Jennifer L.; Hickstein, Daniel D.; Schnitzenbaumer, Kyle J.; Wilker, Molly, B.; Palm, Brett B.; Jimenez, Jose L.; Dukovic, 
Gordana; Murnane, Margaret M.; Kapteyn, Henry C. J. Am. Chem. Soc. 2015, 137, 3759 – 3762. © 2015 American 
Chemical Society. 

Having verified that PES can track charge dynamics in CdSe QDs, we can now apply it to 

study charge transfer in the CdSe-MV complex. In this case we see a faster decay of the PES signal 



 121 

(Figure 6.6b), and therefore the 1S electron population, due to electron transfer to the MV LUMO 

(from which the electron cannot be ionized by the 267 nm probe, Figure 6.4a). The TA 

measurements conducted on the same sample also shows a faster decay in the 1S electron 

population when MV is adsorbed, seen as the faster recovery of the bleach of the 1S(e)-1S3/2(h) 

transition. We fit the CdSe-MV kinetics from each instrument using a triple exponential decay 

convolved with the IRF. 

 

 
Eqn. 6.3 

Two of the time constants (τ1 and τ2) are fixed from the fits of the CdSe kinetics. The third 

time constant (τet) is taken to be indicative of the additional deactivation channel (electron transfer) 

of the 1S(e) state introduced by the adsorption of MV. The time constants for electron transfer from 

CdSe to MV extracted here of 220 ± 70 fs (TA) and 100 ± 150 fs (PES) (Figure 6.6b, Table 6.2), 

which are in agreement with previous studies.116, 220 The charge transfer rates obtained in both 

measurements are the same within the fitting error (one standard deviation). This indicates that the 

presence of hexane has a negligible effect on the charge transfer process. We note that these 

recovered τet values are very close to the timescale of the instrument response functions of the TA 

and PES experiments, leading to the large errors seen in the fit values (Table 6.2). 

Table 6.2: Fitting parameters of TA and PES kinetics for CdSe and CdSe-MV. 

 CdSe CdSe-MV 
 TA PES TA PES 

IRF (ps) 0.25 0.12 0.25 0.12 
a1 (%) 64 ± 1 64 ± 1 25 ± 5 9 ± 1 
τ1 (ps) 120 120 120 120 
a2 (%) 36 ± 2 36 ± 5 30 ± 11 47 ± 14 
τ2 (fs) 525 ± 50 415 ± 100 525 415 
aet (%) n/a n/a 45 ± 9 44 ± 4 
τet (fs) n/a n/a 223 ± 70 100 ± 150 
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6.4.5 Solvent electronic polarization model 

The negligible influence of the hexane solvent molecules can be understood through the 

solvent electronic polarization model developed by Kim and Hynes.223-227 In this model, solvent 

molecules contribute to the charge transfer reorganization energy through both the electronic 

polarization and the orientational polarization. Since hexane is nonpolar, reorientation of the 

molecules does not alter the electron distribution. Therefore, the orientational contribution vanishes. 

Alternatively, the solvent molecules can influence the charge transfer by the redistribution of their 

electron populations. The electronic contribution will only be significant when the charge transfer 

reaction is fast compared to the solvent electronic polarization rate. 

This can be characterized by the ratio between the rates of charge transfer and solvent 

electronic polarization, ρ=2β/(ħω), where, β is the electronic coupling factor and ω is the electronic 

transition frequency of the solvent226 We estimated β using the broadening222 of the absorption 

spectra of the QDs upon the MV adsorption (Figure 6.5a), which is approximately 0.05 eV. Since 

hexane does not absorb in the visible region, its electronic transition energy, ħω, is >3 eV.226-227 

Therefore ρ<0.02, which means that the solvent electronic polarization is rapid compared to the 

charge transfer process (non-adiabatic). As a result, neither the electronic nor the orientational 

polarization of hexane contribute significantly to the reorganization energy, and consequently, one 

would not expect solvent reorganization to have a large influence on the charge migration dynamics 

of the CdSe-MV complex. Furthermore, from this analysis we predict that the influence on QD 

charge transfer of any nonpolar transparent solvent should be minimal, as long as the charge transfer 

process is slower than a few femtoseconds, which is true for most charge-transfer processes. This is 

not necessarily the case for polar solvents, where the orientational reorganization energy can affect 

the charge transfer process. Dynamic solvent effects of polar solvents must be considered.228-229 
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6.4.6 Conclusions 

In conclusion, we investigated the influence of the solvent on charge transfer between 

quantum dots and methyl viologen by comparing dynamics measured using solvent-free two-photon 

photoelectron spectroscopy with those measured by solution-phase transient absorption 

spectroscopy. We first verified that photoelectron spectroscopy is a viable method of measuring 

excited electron dynamics in quantum dots. After this verification we applied this technique to study 

a charge transfer reaction. The good agreement in the charge transfer dynamics obtained by solvent-

free and solution phase spectroscopies indicates that common nonpolar organic solvents, such as 

hexane, have a negligible influence on the charge transfer process between quantum dots and 

electron acceptor molecules. This observation supports the assumption that kinetic data measured 

by transient absorption spectroscopy, under nonpolar solvent environments, can be used to 

accurately infer nano-device behavior in air or vacuum.  In the future, this approach can also be used 

to investigate polar solvents, to gain a full picture of the solvent effects on charge transfer on the 

nanoscale. This knowledge will provide another tunable parameter to manipulate the charge transfer 

characteristics of nanocrystal-based optoelectronic devices. 
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Chapter 7.  Summary and Outlook 

 

“They are ill discoverers that think there is no land when they can see 
nothing but sea.” 

- Francis Bacon 

7.1 Overview 

 This dissertation focused on how chalcogenide ligands affect the photoexcited state 

dynamics of cadmium chalcogenide QDs. Through the application of a theoretical framework to 

describe these systems, the experimental determinations of photophysical impacts, and the 

application of these methods to other research questions, this dissertation furthers our fundamental 

understanding of these systems. 

Chapter 3 described the impact of chalcogenide ligand exchange on the band gap energy of 

CdTe QDs, which was decreased by up to 10%. By applying an effective mass approximation 

(EMA) model to chalcogenide ligand capped CdTe QDs, we found that they can be treated as 

core/shell heterostructures. The model, while simple, required no adjustable parameters to 

adequately describe the observed ligand dependent band gap energy ordering. Using this model, we 

calculated the ligand effects on excited state electron and hole distributions. The same model was 

applied to CdSe QDs in the gas phase in Chapter 6 to explain the observed dependence of 

photoelectron signal on QD size. Smaller QDs, exhibiting stronger quantum confinement as 

demonstrated by the EMA model, have a larger portion of the electron wave function leak into the 
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surrounding environment than do larger, less confined QDs. As this portion of the wave function is 

directly measureable by gas-phase photoelectron spectroscopy, smaller QDs yielded stronger signal. 

Measurements of chalcogenide ligand capped QD photophysics demonstrated decreased 

excited state lifetimes compared to those capped with aliphatic ligands, both for CdSe QDs capped 

with S2-, Se2-, and Te2- in Chapter 4 and CdTe QDs capped with Se2- in Chapter 5. This is attributed 

to significantly increased excited state deactivation, through both electron and hole trapping. In 

CdSe-Te (Chapter 4) and CdTe-Se (Chapter 5), these trapping events were shown to even be 

competitive with carrier cooling to the band edges. For other systems investigated, however, ligand 

identity had no effect on the characteristic time scale of carrier cooling.  

Considering the interplay between photophysical and photochemical processes outlined in 

Chapter 1, knowledge of these time constants for excited state deactivation are integral for device 

design. For example, Chapter 4 describes 20 time constants that have not been previously measured. 

In conjunction with reported electron transfer rates in devices, we can elucidate the benefits and 

drawbacks of the chalcogenide ligand family. Considering the time constant for electron transfer 

reported for CdSe-S/TiO2 QDSSC (7.6 ns)100 and our measured CdSe-S 1S(e) band edge lifetime in 

Chapter 4 (1.8 ns), Eqn. 1.1 predicts a QEet of 20%. While this QEet is lower than the ideal for an 

operational device, it is high enough for a device to successfully convert photons to current, which 

suggests that much can be learned from these comparisons. 

The application of the EMA model described in Chapter 2 and Chapter 3 to chalcogenide 

capped CdSe QDs demonstrated that Se2- and Te2- ligands aren’t expected to increase electron 

transfer rates over S2-. With the relatively slow electron transfer reported for CdSe-S/TiO2 and our 

measured 1S(e) lifetimes of CdSe-Se (70 ps) and CdSe-Te (10 ps), Eqn. 1.1 predicts QEet of 1% and 

0.1%, respectively. These low QEet values suggest that Se2- and Te2- ligands should generally be 
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avoided for QDSSC or other applications with relatively slow electron transfer from the band edge 

1S(e) state. 

Other devices, however, provide a different story. As mentioned in Chapter 4, field effect 

transistors utilizing CdSe-S arrays have electron hopping time constants on the subpicosecond 

timescale.50, 95 In conjunction with an electron transfer time constant of 500 fs, the 1S(e) lifetimes of 

CdSe-Se (70 ps) and CdSe-Te (10 ps) yield QEet values of 99% and 95%, respectively, according to 

Eqn. 1.1. These suggest that any of the chalcogenide ligands should be expected to perform well in 

QD arrays with such fast hopping rates. Depending on the charge transfer mechanism of interest, 

the increased trapping in CdSe-Se and CdSe-Te may even be desirable.  

The values reported in Chapter 4 demonstrate the drastic impact that surface modification 

can have on cadmium chalcogenide QDs. The impact of very thin CdSe shell growth and Se2- ligand 

exchange were also investigated and compared in Chapter 5. Compared to CdTe QDs, both of these 

modifications decreased photoexcited electron lifetimes. Chapter 5 also described the first 

observation of exciton-phonon coupling in chalcogenide capped nanocrystals. A noteworthy 

difference between the two surface modifications is that the Se2- ligand exchange effectively 

decreased coupling between the X1, X2, and X3 excitons and the longitudinal acoustic phonon to 

zero. 

The theoretical and experimental methods employed in investigating these effects of ligand 

exchange on QD photophysics also provided significant insight into the interpretation of gas-phase 

photoionization spectroscopy experiments. The comparison of solution-phase transient absorption 

and gas-phase photoelectron measurements in Chapter 6 confirmed the ability of time-resolved 

photoelectron spectroscopy to monitor photoexcited electron dynamics. The electron transfer 

process was investigated in the presence (TA) and absence (PES) of hexane solvent by coupling the 

electron acceptor methyl viologen to CdSe-ODA QDs. Similarly fast electron transfer was measured 
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in both the solvated and solvent-free environments. Although this result is not terribly surprising 

given the nonpolar nature of hexane, it represents one of the only experimental verifications of the 

widely applied assumption that charge transfer dynamics from CdSe QDs are not strongly 

influenced by changes in the solvent environment.  

 

7.2 Future Directions 

 As is often the case in scientific research, addressing one question raises a multitude of 

others. While the results presented throughout this dissertation represent a deeper understanding of 

the role chalcogenide ligands play in determining QD photophysics, many questions remain. The 

following subsections address future research directions based upon the work described in this 

dissertation. 

7.2.1 Exploring limitations 

 One obvious focus of future research is developing a firmer understanding of the limitations 

of the work described here. There is much to be learned by determining exactly what conditions 

push a theoretical model or experimental technique to its limits. For example, the treatment of 

chalcogenide ligand capped CdTe QDs as core/shell heterostructures in Chapter 3 focused on band 

gap energies. This is due to the limitations of the model. Utilizing a multi-band model (rather than 

the single-band model used here) would be necessary to investigate higher energy transitions. The 

QDs used for the study presented in Chapter 3 were small and strongly confined, leading to 

significant perturbations following ligand exchange. Surely, there is a limit to the analogy between 

chalcogenide ligand capped QDs and core/shell heterostructures. Finding this limit, whether it be 

due to QD size or particular ligand characteristics, would provide information about when a coarse-

grain model, as used here, is an appropriate theoretical construct and when a more detailed approach 
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is necessary. This type of deeper understanding would further inform device design using particular 

QD-ligand systems. 

 Another limitation that would be beneficial to explore in further depth is the application of 

the state-specific transient absorption experimental approach to nanocrystalline heterostructures. 

Since the state specific approach is often employed to deduce the electronic structure of 

nanocrystalline heterostructures, it is critical to evaluate whether this is a reliable method for 

experimentally evaluating electronic structure. As highlighted by the discussion of transient 

absorption measurements on two different sizes of CdTe QD in Chapter 5, the interpretation of TA 

kinetics can be ambiguous even with a firm understanding of the sample’s electronic structure. 

Further application of the state specific approach to better understood systems can elucidate its 

usefulness when employed with less understood systems. Ultrafast transient absorption with a 

broadband probe is an excellent tool for exploring these limitations. 

7.2.2 Continuation of CdTe work  

Further work could be undertaken to build upon the work presented in Chapter 5. To date, 

photophysical measurements evaluating the analogy between chalcogenide ligand capped and 

core/shell QDs exist for only one size of CdTe QD. Since size is a readily controllable parameter, it 

would be informative to investigate how the photophysics of these samples compares for different 

QD core sizes. In a previous report,63 the percentage of the bleach recovery associated with the 

subpicosecond to single picosecond timescales was correlated with CdTe QD age. The question of 

exactly how and by what mechanism QD aging may affect excited state dynamics is largely unknown 

and worth further consideration. The potential for aging concerns in CdTe QDs therefore warrants 

a quantitative study of how exactly the age of a sample, along with other variables, impacts excited 

state lifetime. These effects are readily measureable using our TA setup, require fairly simple analysis, 

and represent an excellent step in further understanding the photophysics of CdTe QDs. Recent 
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unpublished results in the Dukovic group suggest that post-synthetic purification, rather than QD 

age, is the variable closely tied to B1 lifetimes in CdTe QDs. Due to the incorporation of CdTe into 

many nanoheterostructures, knowledge of how to mitigate the decrease in excited state lifetime 

associated with post-synthetic purification and/or aging is expected to be of interest to the research 

community. A quantitative description of how these variable affect excited state lifetimes in CdTe 

QDs also informs our material choice for future studies of ligand dependent behavior. If aging or 

purification concerns in CdTe are deemed to be significant, CdSe QDs may prove to be a more 

attractive system for future studies that seek to isolate ligand induced effects. 

7.2.3 Investigation of metal chalcogenide complex ligands 

 The same questions explored in this dissertation for chalcogenide ligands can be asked of 

metal chalcogenide complex (MCC) ligands. These are among the ligands discussed in Chapter 1 

that combine the small size and high conductivity desired for photovoltaic and photochemical 

applications.36-37 Preliminary TA kinetics of the MCC ligand Sn2S6
4- capped CdSe QDs suggest that 

as least some MCC ligands do not shorten excited state lifetimes to the same extent as observed for 

Se2- and Te2- ligands. The use of MCC capped QDs therefore has the potential to utilize the benefits 

of small, conductive ligand shells without the drawback of increased carrier trapping as described for 

Se2- and Te2- ligands in Chapter 4.  

7.2.4 Photochemical measurements and lengthening excited state lifetimes 

 The interplay of photochemistry and photophysics ultimately dictates the efficiency of a 

charge transfer process. For this reason, measurements of charge transfer involving chalcogenide 

ligand capped QDs would nicely complement the measurements discussed in this dissertation. This 

is often done by coupling dye molecules with QDs and monitoring the dynamics of relatively simple 
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single electron redox reactions, as done in Chapter 4 to assign the various features of CdSe-ODA 

TA spectra and in Chapter 6 to probe solvent effects on charge transfer. 

To investigate complementary photochemistry of systems involving chalcogenide ligands, 

however, the choice of proper experimental systems will be critical. It is imperative to avoid any 

undesired side reactions, which would be a challenge considering that chalcogenide ions readily 

participate in solution phase redox chemistry. Another complicating factor would be the propensity 

for adsorbed dye molecules to exhibit different reaction chemistry than those in solution due to dye 

sensitization or degradation.230 For any definitive conclusions to be drawn from these single electron 

transfer experiments, the influence of both undesired redox reactions and surface effects would have 

to be mitigated. 

7.2.5 Exciton-phonon coupling 

This dissertation barely scratches the surface of the exciton-phonon coupling that can be 

measured with our experimental setup. Given that many details of exciton-phonon coupling in QDs 

remain unknown, further experiments would be of great value to the research community. The 

finding presented in Chapter 6 that ligand exchange to Se2- critically damps or shuts off the coupling 

between all excitons and the longitudinal acoustic phonon is an intriguing result. At this time, the 

cause for the lack of an acoustic phonon mode is unclear. Exploration of different ligands and how 

they affect the phonon modes of the QD crystal lattice could prove illuminating. Exploring the 

exciton-phonon coupling in nanocrystalline heterostructures may prove useful both for determining 

the mechanism behind coupling and learning about the electronic structure of these systems from 

the observed coupling. 
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7.2.6 Effects of polar solvent on charge transfer  

 The ability to make a direct comparison between solution phase transient absorption and gas 

phase photoelectron spectroscopies is unique. The complementary nature of these techniques and 

their ability to collectively explore challenging research questions warrant further studies. The 

investigation of charge transfer dynamics in the presence of a polar solvent represents an excellent 

next step. Solvent impacts on charge transfer can be quantified through the study of electron 

transfer dynamics in the presence and absence of a series of solvents with differing polarities, 

providing an experimental determination of reorganization energy in QD-acceptor systems.  

 

7.3 Conclusion 

 This dissertation describes the photophysical behavior of chalcogenide ligand capped QDs. 

Through the application of theoretical and experimental methods, this dissertation deepens our 

understanding of the promising family of chalcogenide ligands. Among the results described here 

are: 

• The successful application of an effective mass approximation model to chalcogenide ligand 

capped QDs, describing them as core/shell structures.  

• The measurement of excited state decay rates in chalcogenide ligand capped CdSe QDs, 

including both electron and hole cooling. Along with values for CdTe-Se, these are among 

the 23 photoexcited state relaxation time constants measured in this dissertation that have 

not been previously reported.  

• The first observation of exciton-phonon coupling in QD systems using the commercially 

available Helios transient absorption spectrometer, and the first observation of exciton-

phonon coupling in a chalcogenide ligand capped QD system. 
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• The comparison of measured electron transfer rates in the presence and absence of solvent, 

demonstrating a technique for directly determining the impact of any solvent on charge 

transfer processes. 

These findings are striking demonstrations of how the physical properties of a QD, and 

specifically the ligand layer that surrounds it, drastically impact its energetics and excited state 

behavior. Taken collectively, these results provide substantial insight for more informed design of 

solar energy harvesting systems.  
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“I must always search for the remarkable combinations, add 
unknowns, mix things that were clearly marked with things beyond 
marking. I would leave the simulated test and enter the forbidden 
territory. I would look for that moment when I would begin to pour 
alone in wonder. I would always try to seize that moment and accept 
its challenge. I wanted to become the seeker, the aroused and 
passionate explorer, and it was better to go at it knowing nothing at 
all, always choosing the unmarked bottle, always choosing your own 
unproven method, armed with nothing but faith and a belief in 
astonishment.” 

- Pat Conroy, Lords of Discipline 
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