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Abstract

Uncertainty in climate predictions arises from three distinct sources: the internal variability
of the climate system, which refers to natural fluctuations in climate that occur even in the absence
of external forcing, model or structural uncertainty, as different models make different assumptions
and hence simulate somewhat different changes in climate in response to the same forcing, and
scenario uncertainty, which represents humankind’s free will concerning future climate change.
In this thesis, we evaluate projections of Arctic sea ice in the context of these different sources of
uncertainty. In particular, we show that internal variability, not scenario uncertainty, will ultimately
determine the year of first summer ice-free conditions in the Arctic, in addition to the contribution
from model uncertainty. Moreover, the increased inter-annual variability in late historical biomass
burning forcing is found to cause a strong acceleration in sea ice decline in the early 215 century in
several CMIP6 models, with model uncertainty affecting how different CMIP6 models respond to
this forcing. Finally, we focus on the implications of scenario uncertainty on the changing sea ice
cover through the lens of trans-border exchange of sea ice between the exclusive economic zones of
the Arctic states. These different perspectives on climate model uncertainty allow for an improved

understanding of the processes, variability and implications of a diminishing Arctic sea ice cover.
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2.10 Ensemble mean net surface ocean heat flux from 2080 to 2099 for the months of Oc-
tober (left), November (center) and December (right) in the CESM2(CAMG6) (top),
the CESM2(WACCMS6) (middle) and the CESM-LE (bottom). Negative values in-
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a thicker ensemble mean line and are determined using a two-sample Welch’s t-test.
In (b), values on the x-axis indicate the end year of the 20-year period over which

the linear trend is computed. . . . . . . . . . . ...

Map of the exclusive economic zones (EEZs) of the Arctic based on the defini-

tion from the United Nations Convention on the Law of the Sea (Nordquist, 2011):

Canada (purple), the United States (dark blue), Russia (light blue), Norway (turquoise),

Iceland (green) and Greenland (orange). The region in the middle of the Arctic
Ocean that is not included within an EEZ is referred to as the Central Arctic (CNT)

for the context of thisstudy. . . . . . . . . . . . ...
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Time evolution of (a) the total CO2 emissions in GtC/yr, (b) the atmospheric COq
concentration in ppm, (c) the September Arctic sea ice extent in million square
kilometers for all ensemble members with the threshold for a nearly ice-free Arctic
shown by the grey dashed line, (d) the 20-year running mean annual-mean global
temperature anomalies for all ensemble members (relative to pre-industrial levels,
taken as 1850-1920 here) and (e) the 20-year running mean annual-mean Arctic
temperature anomalies for all ensemble members. All panels cover the historical
period of the CESM-LE (black), the future RCP8.5 scenario of the CESM-LE (blue)
and the future low warming scenario of the CESM-LW (orange). Note the different
range of the y-axis for (d) the global temperature anomalies and (e) the Arctic

temperature anomalies. The grey shaded areas highlight the three different time

periods our analysis focuses on (adapted from Figure S1 of Jahn, 2018). . . . . . . .

Average September sea ice concentration for the CESM-LE over the period of (a)
1981-2000 as well as for (b, d) the CESM-LE and (c, e) the CESM-LW over the
periods of (b, ¢) 2031-2050 and (d, e) 2081-2100. The borders of the EEZs are
indicated by red lines. The cyan line shows the 15% sea ice concentration contour.
Annual mean average areal flux of transnational ice for the CESM-LE over the
period of 1981-2000 (a) and for the CESM-LE (b, d) and the CESM-LW (c, e) over
the periods of 2031-2050 (b, ¢) and 2081-2100 (d, e). The height of each colored
portion within one bar represents the annual mean areal flux of ice between the EEZ
of formation (z axis) and the EEZ of melt (color). Note that domestic ice is not
included in this figure in order to focus on the features of transnational ice exchange.
The average amount of ice area exchanged between all EEZs, including domestic ice,
for both experiments as well as a statistical assessment of the pathways that are

significantly different between the CESM-LE and the CESM-LW can be found in

Tables S4.1 and S4.2 in the supporting information. . . . .. .. ... .. ... ...
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Average number of ice formation events per year in fall (SON) and winter (DJF)
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g, and h)] and the CESM-LW (e, f, i, and j)] over the periods of 2031-2050 (c—f)]
and 2081-2100 (g—j)]. Only grid cells that are ice covered for at least one month
during the specified season and time period and for a least one ensemble member
are colored. The borders of the EEZs are indicated by red lines. Only ice floes that
formed and melted between the specified time periods are considered. . . .. .. ..
As in Figure 4.5, but for the average number of ice melt events per year in summer
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Annual cycle of areal ice formation [left] and melt [right] for the periods of 1981
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transnational ice throughout all three time periods and both experiments. The error

bars show the 95% confidence bounds of the 20-year averaged transit time for the 40

xxii

ensemble members of the CESM-LE and the 11 ensemble members of the CESM-LW. 81

Annual cycle of ice formation (a, ¢, €) and melt (b, d, f) over the periods of 1990-2005
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floes that formed and melted between the specified time periods are considered. Note
that some of the differences between the weekly and monthly time resolution can be
attributed to the way weeks are distributed into months as every month contains

either 29, 30 or 31 days and thus always includes part of a week. . . . . ... .. ..
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S4.6 Annual mean areal transnational ice flux for the observations (wide bar) and annual
mean minimum (left narrow bar), average (middle narrow bar) and maximum (right
narrow bar) areal transnational ice flux for the 40 members of the CESM-LE for the
period of 1989-2008. The height of each colored portion within one bar represents
the annual mean areal flux of ice between the EEZ of formation (z axis) and the
EEZ of melt (color). The CESM-LE is consistent with the observations when the
observed value for each pathway lies between the range of the CESM-LE (minimum
to maximum). Note that domestic ice is not included in this figure in order to focus
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S4.7 Probability of transnational ice promotion for observations (a), the ensemble mean
of the CESM-LE (b) as well as the ensemble mean =+ one standard deviation for the
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CHAPTER 1

INTRODUCTION

Global warming is occurring at a faster rate in the Arctic than anywhere else in the world
(Post et al., 2019), and the rapid loss of Arctic sea ice in the last few decades has been one of
the most iconic emblems of anthropogenic climate change (Serreze and Barry, 2011; IPCC, 2014;
Koenigk et al., 2020). Sea ice plays a critical role in Arctic climate by increasing the reflectivity of
the surface relative to open ocean (Perovich and Polashenski, 2012) and by regulating the exchanges
of heat, momentum and moisture between the atmosphere and the polar oceans. Since the start
of polar-orbiting satellites in 1979, the Arctic sea ice extent in September has decreased by about
45%, with large decreases also observed across all months (Stroeve and Notz, 2018). In addition,
the Arctic sea ice cover has experienced considerable thinning with a substantial decline in multi-
year ice extent and area (Comiso, 2012; Kwok, 2018) associated with a lengthening of the melt
season (Markus et al., 2009; Stroeve et al., 2014b). Nearly all climate models project that the loss
of Arctic sea ice will continue throughout the 215 century in response to increasing atmospheric
greenhouse gas (Davy and Outten, 2020; SIMIP Community, 2020; Long et al., 2021). Recent
studies suggest that the Arctic Ocean will become seasonally ice free by the end of the century
(e.g., SIMIP Community, 2020), but projections of when, how frequently, and for how long still
exhibit large uncertainties (Jahn, 2018; Niederdrenk and Notz, 2018; Sigmond et al., 2018).

There are three main sources of uncertainty that explain the range of possible climate pro-
jections in models (Cox and Stephenson, 2007; Hawkins and Sutton, 2009; Lehner et al., 2020).
The first is the internal variability of the climate system, which refers to natural fluctuations in

climate that occur even in the absence of any radiative forcing. These natural fluctuations have the



potential to reverse the long-term trends associated with anthropogenic climate change for about a
decade or so, and their importance increases at smaller spatial scales and shorter time scales. The
second is model uncertainty (also known as climate response uncertainty), which relates to the pa-
rameters used to specify climate processes in models. These structural differences between models
explain why they simulate different climate responses under the same external forcing. The third
is scenario uncertainty (also known as radiative forcing uncertainty), which represents the lack of
knowledge of future radiative forcing associated with unknown future societal choices. In CMIP,
this uncertainty is represented by scenarios of possible future emissions of greenhouse gases and
aerosols generated by socioeconomic models that take into account a range of “story lines” covering
global population growth, economic development, energy use, land use change, and a variable mix
of future energy sources (e.g., O’Neill et al., 2016). To better interpret climate projections of Arctic
sea ice, the relative importance of the contributing sources of uncertainty needs to be considered.

Internal variability is known as an important source of uncertainty in projections of future
climate (Hawkins and Sutton, 2009; Deser et al., 2012; Lehner et al., 2020). Several studies suggest
that internal variability has contributed to about 50% of the observed trend in September sea ice
extent since 1979 (Stroeve et al., 2007, 2012a; Kay et al., 2011; Zhang, 2015; Ding et al., 2017,
2019), although the imprint of internal variability has been found to be highly nonuniform both
in time and in space (England et al., 2019). A recent study demonstrates that the uncertainty in
short-term projections of Arctic sea ice change will continue to be dominated by internal variabil-
ity, regardless of the season, while for long-term projections both model and scenario uncertainty
become important (Bonan et al., 2021).

The ongoing rapid loss of Arctic sea ice has far-reaching consequences for the global climate
system, as well as Arctic’s ecology, economy and human activities. These include amplified warming
of the Arctic (Screen and Simmonds, 2010; Screen et al., 2012; Stuecker et al., 2018; Dai et al.,
2019; Previdi et al., 2020), changing habitat for polar ecosystems and prospects for human activities
in the high north (Post et al., 2013; Meier et al., 2014; Macias-Fauria and Post, 2018; Ng et al.,

2018; Huserbraten et al., 2019; Huntington et al., 2020), increased frequency of extreme events in



Arctic climate (Kirchmeier-Young et al., 2017; Rinke et al., 2017; Landrum and Holland, 2020),
and possible linkages of sea ice loss to mid-latitude weather patterns (Francis and Vavrus, 2012,
2015; Vihma, 2014; Coumou et al., 2018), although this last point is still actively debated within the
science community (Cohen et al., 2014; Barnes and Screen, 2015; Francis, 2017; Francis et al., 2017;
Vavrus, 2018; Blackport and Screen, 2020). The considerable uncertainty in climate projections is
particularly problematic for decision makers, who require reliable predictions of regional and local
changes in climate that will impact people, economies and ecosystems. Initial-value predictability
of Arctic sea ice extent has been shown to be regionally and seasonally dependent (Blanchard-
Wrigglesworth et al., 2011b; Bushuk et al., 2019), often only lasting a few years at most for total
Arctic sea ice extent (Blanchard-Wrigglesworth et al., 2011a; Guemas et al., 2016). This means
that the predictability of future Arctic sea ice extent at decadal timescales could remain heavily
influenced by internal variability. Even if the range of internal variability cannot be reduced,
understanding its magnitude will allow for better decision making in light of this uncertainty.
Here we evaluate climate projections of Arctic sea ice in multiple versions of the Community
Earth System Model (CESM) and CMIP6 models, with a focus on the dynamical and thermody-
namic processes that leads to sea ice retreat on decadal to multi-decadal time scales. The guiding
science question of this dissertation is how to best interpret the processes that lead to
Arctic sea ice retreat in the context of the different sources of uncertainty in climate
change projections, as well as the implications of a diminishing Arctic sea ice cover.
The results of this dissertation are divided into three chapters: an assessment of the current and
future states of Arctic sea ice in two different configurations of the CESM2 and analysis of the
impact of internal variability and model uncertainty on the timing and probability of first ice-free
conditions (Chapter 2); evidence that forcing uncertainty associated with increased inter-annual
variability in boreal biomass burning emissions in CMIP6 leads to a strong acceleration in sea ice
decline in the early 215% century in the CESM2 Large Ensemble (Chapter 3); and the impact of
scenario uncertainty on the amount of sea ice exchanged between the different regions of the Arctic

as it transitions towards a thinner, less extensive, more mobile sea ice cover (Chapter 4).



CHAPTER 2

ARCTIC SEA ICE IN TWO CONFIGURATIONS OF THE CESM2 DURING
THE 20TH AND 21ST CENTURIES

Preface

This chapter is published as cited below, and is reproduced here based on the last author version.
It is identical in content to the published version, except for formatting and copy editing:

DeRepentigny, P., Jahn, A., Holland, M. M. and Smith, A.: Arctic sea ice in two configurations of
the CESM2 during the 20th and 21st centuries, Journal of Geophysical Research: Oceans, 125(9),
€2020JC016133, https://doi.org/10.1029/2020JC016133, 2020.

Abstract

We provide an assessment of the current and future states of Arctic sea ice simulated by the
Community Earth System Model version 2 (CESM2). The CESM2 is the version of the CESM
contributed to the sixth phase of the Coupled Model Intercomparison Project (CMIP6). We analyze
changes in Arctic sea ice cover in two CESM2 configurations with differing atmospheric components:
the CESM2(CAMS6) and the CESM2(WACCMSG6). Over the historical period, the CESM2(CAM6)
winter ice thickness distribution is biased thin, which leads to lower summer ice area compared to
CESM2(WACCMS6) and observations. In both CESM2 configurations, the timing of first ice-free
conditions is insensitive to the choice of CMIP6 future emissions scenario. In fact, the probability
of an ice-free Arctic summer remains low only if global warming stays below 1.5°C, which none of
the CMIP6 scenarios achieve. By the end of the 215 century, the CESM2 simulates less ocean heat

loss during the fall months compared to its previous version, delaying sea ice formation and leading
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to ice-free conditions for up to 8 months under the high emissions scenario. As a result, both
CESM2 configurations exhibit an accelerated decline in winter and spring ice area under the high
emissions scenario, a behavior that had not been previously seen in CESM simulations. Differences
in climate sensitivity and higher levels of atmospheric CO2 by 2100 in the CMIP6 high emissions
scenario compared to its CMIP5 analog could explain why this winter ice loss was not previously

simulated by the CESM.

Plain Language Summary

We provide a first look at the current and future states of Arctic sea ice as simulated by the Commu-
nity Earth System Model version 2 (CESM2), which is part of the newest generation of large-scale
climate models. The CESM2 model has two configurations that differ in their representation of at-
mospheric processes: the CESM2(CAM6) and the CESM2(WACCMG6). We find several differences
in the simulated Arctic sea ice cover between the two CESM?2 configurations, as well as compared to
the previous generation of the CESM model. Over the historical period, the CESM2(CAM6) model
simulates a winter ice cover that is too thin, which leads to lower summer ice coverage compared to
the CESM2(WACCMS6) model and observations. In both CESM2 configurations, the probability
of the Arctic becoming nearly ice free at the end of the summer only remains low if global warming
stays below 1.5°C. In addition, the specific year a first ice-free Arctic is reached is not sensitive
to the future greenhouse gas emissions trajectories considered here. In contrast to the previous
generation of the CESM, both CESM2 configurations project an accelerated decline in winter and

spring ice area by the end of the 215 century if greenhouse gases emissions remain high.

2.1 Introduction

In recent decades, the Arctic sea ice cover has changed dramatically, with negative linear
trends in sea ice extent in all months (Stroeve and Notz, 2018). The loss of summer sea ice
has been particularly striking, with decreases of roughly 50% and 66% in September ice extent and

thickness since 1979, respectively (Comiso et al., 2017; Kwok, 2018; Stroeve and Notz, 2018). Newly



available climate model simulations from the sixth phase of the Coupled Model Intercomparison
Project (CMIP6; Eyring et al., 2016) represent a powerful tool for advancing our understanding
of present and future changes in the Arctic climate system. The Sea-Ice Model Intercomparison
Project (SIMIP; Notz et al., 2016) community has recently found that CMIP6 model performance in
simulating Arctic sea ice is similar to CMIP5 and CMIP3 in many aspects, but that the sensitivity
of Arctic sea ice to changes in the forcing is generally better captured by CMIP6 models (SIMIP
Community, 2020).

The Community Earth System Model version 2 (CESM2; Danabasoglu et al., 2020) is the
contribution of the National Center for Atmospheric Research (NCAR) to CMIP6. Two separate
CESM2 configurations that differ only in their atmosphere model have been contributed to CMIP6.
The Community Earth System Model (CESM) and its various iterations have been widely used
in the past to understand the changing Arctic and have performed well in capturing the Arctic
mean sea ice state, trends and variability (e.g., Barnhart et al., 2016; DeRepentigny et al., 2016;
England et al., 2019; Jahn et al., 2016; Labe et al., 2018). The goal of this paper is to provide
an overview of the major Arctic sea ice features during the 20" and 21%° centuries in the CESM2
that are of interest to the Arctic and global climate change communities. Specifically, we assess
the performance of the two CESM2 configurations over the historical period in comparison with
both the previous CESM version and available observations (section 2.3). This is followed by an
analysis of the future evolution of the Arctic sea ice cover in the two configurations, including
determining when an ice-free Arctic may occur (section 2.4) and documenting a dramatic winter
and spring ice loss in the late 215' century due to a reduction in oceanic heat loss in fall (section 2.5),
something that had not been previously seen in the CESM model over the 21¢ century. Finally, we
present some initial analysis of a reduction in the simulated negative trends of Arctic sea ice cover
at the historical-scenario transition (section 2.6). The source of the differences in Arctic sea ice
simulations between the two CESM2 configurations in the pre-industrial simulations is analyzed in

a companion paper by DuVivier et al. (2020).



2.2 Data and Methods

2.2.1 The Community Earth System Model Version 2 (CESM2)

The CESM2 is a community-developed, fully-coupled earth system model publicly available at
http://www.cesm.ucar.edu/models/cesm2/. It is the latest generation of the CESM and NCAR’s
contribution to CMIP6. Two separate CESM2 configurations have been contributed to the CMIP6
effort, differing only in their atmosphere component: the “low-top” (40 km, with limited chemistry)
Community Atmosphere Model version 6 (CAM6; Danabasoglu et al., 2020) and the “high-top”
(140 km, with interactive chemistry) Whole Atmosphere Community Climate Model version 6
(WACCMSG6; Gettelman et al., 2019b). The CESM2 presents several science and infrastructure
changes that have been fully documented in Danabasoglu et al. (2020). In particular, the CESM2
shows large reductions in low latitude precipitation and short-wave cloud radiative forcing biases,
resulting in improved historical simulations with respect to the available observations compared to
its previous major release, the CESM1.1 (Hurrell et al., 2013). As a result of an improved cloud
distribution compared to the CESM1.1, increased cloud feedbacks in the CESM2 lead to a higher
equilibrium climate sensitivity (ECS; Gettelman et al., 2019a) that is more than 1°C above the
ECS of the CESM1.1 (Danabasoglu et al., 2020) and at the upper end of the range of CMIP6
models (Meehl et al., 2020).

The CESM2 uses a nominal 1° (1.25° longitude x 0.9° latitude) horizontal resolution con-
figuration, with the Parallel Ocean Program version 2 (POP2; Smith et al., 2010) as its ocean
component and the Community Land Model version 5 (CLMS5; Lawrence et al., 2019) as its land
component. The “low-top” CAM6 atmosphere model has 32 vertical levels and the model top
reaches into the stratosphere at 3.6 hPa. The “high-top” WACCM6 model has 70 vertical lev-
els and a model top in the lower thermosphere at 6x10¢ hPa. The vertical levels in CAM6 and
WACCMG6 are identical up to 87 hPa. A major difference between the two atmosphere models is
that WACCMG6 has interactive chemistry with 228 prognostic chemical species, including an ex-

tensive representation of secondary organic aerosols (Tilmes et al., 2019). WACCM6 simulations
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were used to force the CAMG6 simulations at the model top, so that both model configurations
use the same forcing. The two CESM2 configurations will be referred to as CESM2(CAMS6) and
CESM2(WACCMBS6) hereafter.

For its sea ice component, the CESM2 uses the Los Alamos Sea Ice Model version 5.1.2
(CICE5; Hunke et al., 2015), which has the same horizontal grid as the ocean component POP2
(as decribed in Danabasoglu et al., 2012). CICE5 uses the mushy-layer thermodynamics scheme
(Turner and Hunke, 2015) rather than that of Bitz and Lipscomb (1999) which was used in CICEA4,
the sea ice component of CESM1. Further changes in CICE5 include a salinity-dependent freezing
point for seawater (Assur, 1960), a prognostic vertical profile of ice salinity, and an updated melt
pond parameterization (Hunke et al., 2013). In order to better represent salinity and temperature
profiles in sea ice, the vertical sea ice resolution has been increased from four layers in CICE4 to
eight layers in CICE5 and from one to three layers for the vertical snow resolution.

The CESM2 historical simulations extend from 1850 to 2014, with 11 ensemble members
for CESM2(CAMS6) (Danabasoglu, 2019a) and three for CESM2(WACCMS6) (Danabasoglu, 2019i)
(Table 2.1). Each ensemble member is branched from a random year in its respective pre-industrial
control simulation. The future simulations extend from 2015 to 2100 and follow the Shared Socioe-
conomic Pathways (SSPs; O'Neill et al., 2014), a new scenario framework designed to account for
future socioeconomic development in addition to climate change resulting from increasing green-
house gas emissions. Currently, CESM2 simulations following four different SSPs are available
(Danabasoglu, 2019b,c,d,e,j,k,l,m), and the number of ensemble members in each of these different
simulations is given in Table 2.1. Most of the analysis presented in this paper is done using the
historical and SSP5-8.5 simulations (high challenges for mitigation and low challenges for adap-
tation, as described in O’Neill et al., 2016), unless noted otherwise. Note that even though the
CMIP5 Representative Concentration Pathway 8.5 (RCP8.5; Van Vuuren et al., 2011) and the
CMIP6 SSP5-8.5 scenarios are designed to result in the same radiative forcing when applied in a
simple climate model (O’Neill et al., 2016), the prescribed concentration of greenhouse gases, land

use change and other external forcings differ substantially between the two. Notably, the SSP5-8.5
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Table 2.1: Number of Ensemble Members for the Different CESM2 Simulations and the CESM-LE.

CESM2(CAM6) CESM2(WACCMG6) CESM-LE

Historical 11 3 40
SSP1-2.6 3 1 —
SSP2-4.5 3 3 —
SSP3-7.0 3 3¢ —
SSP5-8.5 3 3 —
RCP8.5 — — 40

“Members #2 and #3 only extend to the end of 2055.

scenario reaches higher atmospheric COgy concentration by the end of the century (see Figure 3 of
O’Neill et al., 2016). The different transient nature of the forcings and different radiative feedbacks
in the models will influence the radiative imbalance at the top of the atmosphere that results by
2100. Hence, some combination of differences in the forcing and the higher ECS in CESM2 com-
pared to CESM1 (Gettelman et al., 2019a) leads to an additional 1°C of warming in the CESM2
compared to the CESM1 by the end of the 215 century (Meehl et al., 2020).

Note that here we use the CESM2(CAMG6) future scenario simulations contributed to the
CMIP6 archive in May 2020. The initial CESM2(CAMG6) future scenario simulations submitted
to the CMIP6 archive had to be retracted in April 2020 because both anthropogenic and biomass
burning secondary organic aerosol emissions were set to zero starting in 2015 in error, and have
been replaced by the new runs analyzed here. For Arctic sea ice, no impact of this erroneous
forcing in the future scenario simulations is detectable within the limits of internal variability, so
any results based on the previous CESM2(CAMG6) Arctic sea ice output remain valid (e.g., SIMIP
Community, 2020), but will differ in their internal variability from the new set of runs shown here.

We use sea ice area as our primary variable to describe sea ice coverage instead of sea ice extent
since sea ice extent is a strongly grid-dependent, non-linear quantity, making model comparisons
less accurate (Notz, 2014). Note however that we use sea ice extent in section 2.4 where we discuss
ice-free conditions in the Arctic to allow for comparison with previous studies that all define ice-free
conditions in terms of ice extent. An assessment of the effect of using extent rather than area to

define ice-free conditions is provided in section 2.4.
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2.2.2 The Community Earth System Model Large Ensemble (CESM-LE)

Results from the CESM2 simulations are compared to the previous version of the CESM, the
CESM1.1-CAM5 (Hurrell et al., 2013). In particular, we use the CESM Large Ensemble (CESM-
LE; Kay et al., 2015), a 40-member ensemble experiment (Table 2.1) that has been widely used for
Arctic sea ice studies and generally performs well when compared to observations (e.g., Barnhart
et al., 2016; DeRepentigny et al., 2016; England et al., 2019; Jahn et al., 2016; Kirchmeier-Young
et al., 2017; Smith and Jahn, 2019; Swart et al., 2015). It follows the RCP8.5 scenario with the
same radiative imbalance by 2100 as the SSP5-8.5 scenario used to force the CESM2. The CESM-
LE historical simulations span 1920 to 2005, while the RCP8.5 scenario simulations cover 2006 to

2100.

2.2.3 Observational Datasets for Comparison

To assess how realistic the CESM2 simulations are in terms of northern hemisphere monthly
sea ice area over the satellite era, we use the National Snow and Ice Data Center (NSIDC) Sea Ice
Index version 3 (Fetterer et al., 2017) between 1979 and 2020, with the observational pole hole filled
assuming sea ice concentration of 100%. We also use sea ice concentration data derived from passive
microwave brightness temperature from the National Oceanic and Atmospheric Administration
(NOAA)/NSIDC Climate Data Record (Meier et al., 2017; Peng et al., 2013) to obtain the location
of the observed sea ice edge (defined as the 15% sea ice concentration contour). For the analysis
of sea ice thickness, we do not compare model results to reanalyzed or observational estimates as

those still exhibit substantial uncertainties (Bunzel et al., 2018; Chevallier et al., 2017).

2.3 Historical Arctic Sea Ice

2.3.1 September — Arctic Sea Ice Minimum

Over the historical period, the simulated September pan-Arctic sea ice cover differs greatly

between the CESM2(CAM6) and the CESM2(WACCMG6) (Figures 2.1a and 2.2a—f). The September
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Figure 2.1: Time evolution of (a) September and (b) March Arctic sea ice area in the observations
(red), the CESM2(CAMS6) (orange), the CESM2(WACCMG6) (blue), the CESM-LE (dark grey)
and the CMIP6 model spread (light grey). The vertical double-dashed lines indicate the transition
year between historical and future simulations in CMIP6. Note that the reduction in the spread of
CMIP6 models at the historical-scenario transition is due to a lower number of available simulations
under the SSP5-8.5 scenario compared to historical simulations. The CMIP6 range shown here is
the same as in SIMIP Community (2020).

ice area in CESM2(WACCMS6) compares well with observations over the satellite era (Figures
2.1a and 2.2d-f). Conversely, the CESM2(CAMG6) September ice area is consistently lower than
observed (Figure 2.1a), with too little ice in the Pacific and Eurasian sectors of the Arctic (Figure
2.2a—). Compared to the spread of the CESM-LE, the CESM2(CAM6) September sea ice area
is consistently less extensive, while the CESM2(WACCMG6) sea ice area falls at the low end of
the range of internal variability of the CESM-LE (Figure 2.1a). Compared to the available CMIP6
simulations (SIMIP Community, 2020), the CESM2(CAMS6) falls at the low end of the spread while

the CESM2(WACCMS6) is found in the lowest one third of the CMIP6 model spread (Figure 2.1a).
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DuVivier et al. (2020) found that differences in ice area already exist between CESM2(CAMS6) and
CESM2(WACCMS6) in their pre-industrial control simulations, with the largest differences in the
summer months. These discrepancies in ice area and volume can be attributed to thinner early
spring clouds in the CESM2(CAMSG6), which drive a strong ice-albedo feedback and result in a lower
ice area in September and significantly thinner ice year-round (DuVivier et al., 2020).

The decline in summer ice area at the end of the 20" century occurs more rapidly in the
CESM2 (Figure 2.2a-f) than in the CESM-LE (Figure 2.2g-1), and results in a northern hemisphere
September sea ice area for the CESM2(WACCMG6) that compares more favorably to observations
at the start of the 215 century (Figure 2.1a). The CESM2(CAMS6) sea ice coverage (Figure 2.2a—c)
is consistently less extensive than the CESM2(WACCMG6) and the CESM-LE almost everywhere in
the Arctic, with no ice left in the peripheral seas. By the 2000s, sea ice is confined to the Central
Arctic in the CESM2(CAMS6), with open-water conditions over a large area of the Pacific, Eurasian

and Atlantic sectors of the Arctic Ocean.

2.3.2 March — Arctic Sea Ice Maximum

At the Arctic sea ice maximum in March, sea ice area is comparable to observations for
both CESM2 configurations whereas it is generally too extensive in the CESM-LE (Figure 2.1b).
The lower March sea ice area in the CESM2 compared to the CESM-LE is mainly due to less
ice coverage in the Pacific Ocean south of the Bering Strait (not shown), and these differences
in winter ice coverage between the two model versions get larger toward the end of the historical
period (Figure 2.1b).

In addition to ice area, an accurate representation of winter ice thickness is important to
effectively characterize the sea ice state in light of the inverse relationship between sea ice volume
and the efficiency of thermodynamic processes such as sea ice growth and melt (Bitz and Roe,
2004). This relationship impacts the simulated Arctic sea ice volume variability on long timescales
and thus the projected evolution of Arctic sea ice (Massonnet et al., 2018). Compared to five years

of gridded ICESat satellite sea ice thickness data in February and March (2003-2007), DuVivier
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Figure 2.2: Ensemble mean, decadal mean September sea ice concentration during the 1980s (left),
1990s (center) and 2000s (right) in the CESM2(CAMS6) (top), the CESM2(WACCMG6) (middle)
and the CESM-LE (bottom). The decadally-averaged observed sea ice edge (defined as the 15%
sea ice concentration contour) is indicated by the pink line.

et al. (2020) found better agreement between observations and the CESM2(WACCMS6) than with
the CESM2(CAMG6), despite ICESat observations showing a higher fraction of thick ice (> 2 m)
than in either CESM2 configuration. We find that during the 1980s, the CESM2(CAM6) March ice

thickness distribution is biased thin compared to the CESM2(WACCMG6) and the CESM-LE (Figure
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Figure 2.3: Fraction of total March ice area (where ice concentration is greater or equal to 15%)
for different ice thickness categories during the (a) 1980s, (b) 1990s, (c) 2000s and (d) 2010s
in the CESM2(CAMG6) (orange), the CESM2(WACCMS6) (blue) and the CESM-LE (grey). The
solid line and the lower/upper dotted lines show the mean and the minimum/maximum across
all ensemble members, respectively. In (d), given the different number of ensemble members in
the CESM2(CAMG6) between the historical (2010-2014) and the SSP5-8.5 (2015-2019) simulations,
only ensemble members that cover the full decade are used.

2.3a). In particular, the CESM2(CAMS6) distribution is unimodal, with a peak in ice thickness at
~1.5 m and an asymmetric tail towards thicker ice. This unimodal structure is also present during
the early 20" century of the CESM2(CAMS6) historical simulations (not shown). On the other
hand, the CESM2(WACCMS6) and the CESM-LE have similar, bimodal ice thickness distributions
(Figure 2.3a) with a high percentage of thin ice (ranging from 1.2-2.0 m) and a similarly high
percentage of thick ice (ranging from 3.0-4.0 m). The shape of the ice thickness distribution in
the CESM2(CAMS6) is associated with a low winter mean sea ice thickness, with a sea ice cover

up to 1.5 m thinner over most of the Arctic Ocean compared to the CESM2(WACCMS6) and the
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Figure 2.4: Ensemble mean, decadal mean March ice thickness during the 1980s (left), 1990s
(center) and 2000s (right) in the CESM2(CAMSG6) (top), the CESM2(WACCMG6) (middle) and the
CESM-LE (bottom). Note that the spacing of the color shading is uneven to highlight the thinner
ice categories.

CESM-LE (Figure 2.4a, d, g).
During the 1990s, the CESM2(WACCMS6) gains ice in the thinner categories at the expense
of the thicker categories, whereas the CESM-LE retains its characteristic bimodal shape with

similar fractions of ice across the two modes (Figure 2.3b). The loss of thick ice (> 3 m) in the
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CESM2(WACCMBS6) occurs mainly over the Central Arctic (Figure 2.4e). For the CESM-LE, the
loss of thick ice over the Central Arctic begins in the 2000s, reaching a similar winter state as the
CESM2(WACCME6) a decade later on average (Figures 2.3b, ¢ and 2.4e, i). At the start of the 215¢
century, the CESM2(WACCMS6) exhibits a unimodal shape similar to the CESM2(CAMS6), but
with the peak of the distribution slightly shifted toward thicker ice categories (Figure 2.3c). By
the 2010s, all three model simulations show substantially reduced fractions of ice thicker than 3 m,

with the peak of each distribution centered around ice thicknesses of 1-2 m (Figure 2.3d).

2.4 Ice-Free Conditions

In both CESM2 configurations, we find that the timing of first summer ice-free conditions
(defined as pan-Arctic monthly sea ice extent below 1 million km?) is insensitive to the choice
of future emissions scenario considered here (i.e., SSP1-2.6, SSP2-4.5, SSP3-7.0 and SSP5-8.5;
Figure 2.5a). The absence of a relationship between the year of first September ice-free conditions
and the different SSPs in the CESM2 implies that internal variability, not differences in future
anthropogenic emissions as represented by the CMIP6 future scenarios, ultimately determines the
year of first ice-free conditions in the Arctic. This is in agreement with an earlier study using
the CESM1.1 (Jahn, 2018), as well as with the CMIP6 models overall (SIMIP Community, 2020).
The lack of a scenario impact on the timing of a first ice-free Arctic can be explained by the fact
that the atmospheric COs concentration and resulting global mean temperature change from the
different SSPs only start to substantially diverge between 2040 and 2060 (see Figure 3 of O’Neill
et al., 2016), after the Arctic has already become ice free in September in the CESM2 and most
CMIP6 models (SIMIP Community, 2020). Furthermore, as the mean sea ice state approaches
ice-free conditions, the importance of internal variability has been shown to increase relative to the
forced change necessary to melt the remaining sea ice cover in September (Jahn et al., 2016).

Given that we find no CMIP6 scenario impact on the timing of first ice-free conditions
in September, the CESM2 simulations from each configuration can be combined to obtain a

distribution of the year of first September ice-free conditions (Figure 2.5b). Consistent with a
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Figure 2.5: Timing of first ice-free Arctic: (a) Year of first September ice-free conditions in
the CESM2(CAMSG6) (circles) and the CESM2(WACCMS6) (diamonds) over the historical period
(black) and the different future simulations (colors). The symbols with a dot in the middle indicate
that two ensemble members reach first ice-free conditions in the same year. (b) Percentage of
the total number of ensemble members reaching first September ice-free conditions in a given year
in the CESM2(CAMS6) (orange; total of 13 ensemble members), the CESM2(WACCMG6) (blue;
total of 10 ensemble members) and the CESM-LE (grey; total of 40 ensemble members). For the
CESM2(CAMG6) and the CESM2(WACCMS6), this is done by combining the historical and all future

simulations into one single distribution.

lower mean sea ice state, the CESM2(CAMG6) generally reaches ice-free conditions earlier than the
CESM2(WACCMS6), with the first ice-free year occurring in 2010 for one of the CESM2(CAMG6)
ensemble members and in 2035 for two CESM2(WACCM6) ensemble members (Figure 2.5b). How-
ever, the distributions of years of first September ice-free conditions for both CESM2 configura-
tions overlap with each other, as well as with the range of the CESM-LE. The internal variabil-

ity uncertainty on the year of first September ice-free conditions spans 32 and 19 years for the
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CESM2(CAMG6) and the CESM2(WACCMG6) ensembles, respectively, compared to 21 years of in-
ternal variability prediction uncertainty for the CESM-LE (Figure 2.5b; see also Jahn et al., 2016).

Despite seeing no impact of the choice of CMIP6 future emissions scenario on the first year
of an ice-free Arctic, we still find a relatively low probability of a September ice-free Arctic in a
given year in the CESM2 if global warming is limited to 1.5°C rather than 2.0°C (Figure 2.6b), in
agreement with previous studies (Jahn, 2018; Sanderson et al., 2017; Sigmond et al., 2018). In the
CESM2(CAMBG6), the probability of September ice-free conditions in a given year for an annual mean
global temperature anomaly of 1.5°C is 6.1%, compared to 0% in the CESM2(WACCMG6) and the
CESM-LE (Figure 2.6b). For a global warming of 2.0°C, the probability of ice-free conditions in a
given year increases to 83% in the CESM2(CAMSG6), compared to 7.0% in the CESM2(WACCMS6)
and 22% in the CESM-LE. These ice-free probabilities for 2.0°C of warming in the two CESM2
configurations bracket the probabilities found in previous studies for warming limited to 2.0°C,
which vary between 16% and 34% (Jahn, 2018; Sanderson et al., 2017; Sigmond et al., 2018). All
model simulations predict a nearly 100% chance of September ice-free conditions in a given year for
3.0°C of global warming (Figure 2.6b), similar to the probability of 90-100% found by Sigmond et al.
(2018) using indirectly constrained 3°C stabilized warming simulations. The higher probabilities
of ice-free conditions in the CESM2(CAMG6) can be explained by generally lower September sea ice
extent for any 5-year annual mean global temperature anomaly in this configuration compared to
all other model simulations analyzed here (Figure 2.6a), a result of the lower winter ice thickness
at the end of the historical period (see Figure 2.4a—c and section 2.3.2).

Note that here we calculate the probability of ice-free conditions in September for 5-year
annual mean global temperature anomalies within +0.1°C of different levels of warming using every
year of the historical and future simulations. This method differs from previous studies (Jahn, 2018;
Sanderson et al., 2017; Screen and Williamson, 2017; Sigmond et al., 2018), which themselves all
differ in their methodology. To quantify the effect of the method choice on the probabilities found,
we apply our methodology to the same set of CESM1.1 stabilization experiments previously used in

Jahn (2018) and Sanderson et al. (2017). We find that the probabilities are comparable but slightly



19

— 100 7 CESM2(CAMB) |-
E 1 o CESM2(WACCMS) [
-5 8.0 S CESM-LE -
E ] i
= 6.0 —
5 ] I
e ] I
LIJ a -
o 4.0 L
2 i L
- ] I
() - L
@D 20 A -
5 ] I
a8 ] I
(,) i L

0.0 - -

[
4.0 6.0
5-year Mean Global Temperature Anomaly (°C)

(b)

CESM2 CESM2
(WACCMS) (CAMS)

CESM-LE

I I I I
0.5 1.0 1.5 2.0 25 3.0 3.5 4.0
5-year Mean Global Temperature Anomaly (°C)

0 10 20 30 40 50 60 70 80 90 100
Probability of Ice-Free Conditions (%)

Figure 2.6: Ice-free Arctic as a function of global warming: (a) September sea ice extent as a
function of 5-year annual mean global temperature anomaly in the CESM2(CAMG6) (orange circles),
the CESM2(WACCMSG6) (blue diamonds) and the CESM-LE (grey squares) over the historical period
and the different future simulations. The horizontal dashed line indicates ice-free conditions of 1
million km? and the vertical dash-dotted line indicates 1.5°C of global warming. (b) Probability of
September ice-free conditions for different values of 5-year annual mean global temperature anomaly
in the CESM2(CAMS6) (top), the CESM2(WACCMG6) (middle) and the CESM-LE (bottom). The
probability is calculated for temperature anomalies within +0.1°C of each target level of warming.
All temperatures shown here use the 2-meter air temperature variable output, and temperature
anomalies are calculated with respect to each ensemble member’s 1850-1920 average.

lower when using our method: 0.7% versus 2.5% for 1.5°C of warming and 30% versus 34% for 2.0°C

of warming. Furthermore, we find that our method yields comparable though slightly lower ice-free
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probabilities in a given year for transient versus stabilization simulations using the same model
(the CESM1.1): 0% versus 0.7% for 1.5°C of warming and 22% versus 30% for 2.0°C of warming,
respectively. This is consistent with the expectation that transient simulations likely underestimate
the true probability of ice-free conditions for a climate around a specific value of global warming, due
to an inadequate sampling of internal variability (Jahn, 2018; Screen, 2018; Sigmond et al., 2018)
and the potential impact of a delayed oceanic response to atmospheric warming on sea ice (Gillett
et al., 2011; Sigmond et al., 2018). At the same time, these comparisons show that our method
to assess ice-free conditions provides probabilities within 10% of previously used methods and
between transient and stabilization experiments. As such, our method may be a useful technique
to assess ice-free probabilities in a given year in transient simulations, in particular in the absence
of stabilization experiments.

When using sea ice area rather than extent to define ice-free conditions (as done in SIMIP
Community, 2020), the 1 million km? threshold is crossed earlier. As a result, the probabilities
of ice-free conditions in a given year using sea ice area are about twice what we show here for a
warming up to 2.0°C, with smaller differences between an extent-based and area-based threshold
as the probabilities increase for larger warming. Hence, despite differences in methodology, the
CESM2 results are overall consistent with previous studies that showed that by limiting global
warming to 1.5°C, the probability of Arctic ice-free conditions in a given year is low, increases for
a warming of 2.0°C, and can be expected every year for warming of 3.0°C or more (Jahn, 2018;

Sigmond et al., 2018).

2.5 Accelerated Decline in Winter and Spring Ice Cover

Toward the end of the 21%' century, both CESM2 configurations simulate an accelerated
decline in sea ice area during the winter and spring months (Figure 2.7). This winter and spring
ice loss is not seen in the previous version of the CESM, and results in monthly ice area values
that fall significantly below the range of internal variability of the CESM-LE (Figure 2.7). Both

CESM2 configurations even simulate ice-free conditions for up to eight months per year by 2100,
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Figure 2.7: Time evolution of Arctic sea ice area from January to June (a—f) in the observations
(red), the CESM2(CAMS6) (orange), the CESM2(WACCMS6) (blue) and the CESM-LE (grey).

with only the months of February to May showing a pan-Arctic ice extent larger than 1 million
km? (not shown) compared to a maximum of five months of ice-free conditions for the CESM-LE
(Jahn, 2018). Some other CMIP6 models show a similar acceleration of the March sea ice area
decline over the last 20-30 years of the 215 century (see Figure 2c¢ of SIMIP Community, 2020).
The retreat of March ice area originates in the Chukchi Sea in the 2070s in the CESM2(CAMG6)
and the 2080s in the CESM2(WACCMBG6), leaving a large portion of the Pacific sector of the Arctic
ice free by the 2090s (Figure 2.8a—f). The CESM-LE only starts to show a similar winter ice loss
in the Chukchi Sea at the end of the century, lagging the CESM2(CAMG6) by two decades and the
CESM2(WACCMS6) by one decade (Figure 2.8g-i). This lag between the different model versions

is consistent with a similarly delayed response of winter ice thickness over the historical period
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Figure 2.8: Ensemble mean, decadal mean March ice concentration during the 2070s (left), 2080s
(center) and 2090s (right) in the CESM2(CAMSG6) (top), the CESM2(WACCMS6) (middle) and the
CESM-LE (bottom).

(Figure 2.4).
The discrepancies in the time evolution of winter and spring ice area between the two CESM
versions (Figure 2.7) arise as the CESM2 reaches a very different climate at the end of the 215

century compared to the CESM-LE. Despite the same top-of-atmosphere radiative forcing in the
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Figure 2.9: March sea ice area as a function of (a) annual global atmospheric CO2 concentra-
tion, (b) annual Arctic temperature and (c) annual Arctic temperature anomaly over the his-
torical period and the different future simulations for the CESM2(CAMSG6) (orange circles), the
CESM2(WACCMS6) (blue diamonds) and the CESM-LE (grey squares). Arctic temperatures are
calculated over the region north of 70°N, and temperature anomalies are calculated with respect
to each ensemble member’s 1850-1920 average. All temperatures shown here use the 2-meter air
temperature variable output.

SSP5-8.5 and RCP8.5 scenarios in 2100, the SSP5-8.5-forced CESM2 simulates higher annual Arc-
tic (and global) temperatures by 2100 compared to the RCP8.5-forced CESM-LE (Figure 2.9b).
These higher temperatures are likely a result of the higher ECS in the CESM2 compared to the
CESM-LE (Gettelman et al., 2019a; Meehl et al., 2020) and differences in the applied forcing. When
considering the evolution of March ice area as a function of CO4 concentration, the CESM2 largely
falls within the range of internal variability of the CESM-LE (Figure 2.9a). Similar results are

found for the evolution of March sea ice area as a function of annual Arctic temperatures (Figure
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2.9b). However, toward the end of the CESM-LE simulations (i.e., around COy concentrations
of 900 ppm and annual mean Arctic temperatures of -4°C), the approximately linear relationship
between March sea ice area and atmospheric COs and Arctic temperatures breaks down as the
CESM2 reaches a considerably warmer climate than the CESM-LE (Figure 2.9a, b). This points
to a non-linear behavior of the winter Arctic sea ice area that was not sampled in the CESM-
LE. Due to the differences in greenhouse gas trajectories and climate sensitivities between CMIP5
and CMIP6, comparing simulated sea ice properties as a function of COs concentration or tem-
perature rather than time is found to be a more appropriate way to assess differences in sea ice
evolution. However, care should be taken when comparing model versions with different climate
base states in terms of temperature anomalies rather than absolute temperatures. We find that
while the evolution of March sea ice area as a function of Arctic temperature is consistent across
the three CESM simulations (Figure 2.9b), it is not consistent when assessed in terms of Arctic
temperature anomalies (Figure 2.9¢). The evolution of March sea ice area as a function of an-
nual Arctic temperature anomalies generally only overlaps with the lower end of the range of the
CESM-LE, which means that the CESM2 simulates a less extensive winter ice cover for the same
annual Arctic temperature anomaly (Figure 2.9¢). This is due to the fact that the annual Arctic
mean temperature of the reference period 1850-1920 used to calculate temperature anomalies is
higher by about 3°C in the CESM2 compared to the CESM-LE (Mcllhattan et al., 2020). As such,
a smaller temperature anomaly in the CESM2 compared to the CESM-LE for the same March ice
area does not correspond to a smaller absolute temperature in the CESM2 if the difference between
the two temperature anomalies is smaller than the difference between the mean temperatures of
the reference period.

The accelerated decline in winter and spring ice cover in the CESM2 compared to the CESM-
LE is driven in large part by changes in ocean heat loss during the preceding fall. As the Arctic
goes ice free every summer in all three CESM simulations, differences in winter ice area are related
to the amount of ice formed during fall and winter. Before ice formation can commence in the

fall, all of the mixed layer heat accumulated over the summer must be released to the atmosphere
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Figure 2.10: Ensemble mean net surface ocean heat flux from 2080 to 2099 for the months
of October (left), November (center) and December (right) in the CESM2(CAMS6) (top), the
CESM2(WACCMS6) (middle) and the CESM-LE (bottom). Negative values indicate heat loss from
the ocean to the atmosphere. The cyan lines indicate the monthly mean 15% sea ice concentration
contour averaged over the same years and all ensemble members. No cyan line in a panel indicates
that if there is any sea ice, sea ice concentration is below 15% everywhere.

for the surface temperature of the ocean to drop below the freezing point of seawater. Similar sea
surface temperatures at the sea ice minimum (Figure S2.1a, e, i) and no significant differences in

volume and heat transports through the Bering Strait between the CESM2 and the CESM-LE in
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the late 215 century (not shown) suggest that the mixed layer heat accumulated over the summer
is similar across the simulations. Hence, differences in ice formation result mainly from differences
in the rate of oceanic heat loss in the fall. Indeed, we find that the ocean loses less heat to the
atmosphere during the fall months in the CESM2 compared to the CESM-LE over the last two
decades of the 21% century (Figure 2.10), preventing the formation of sea ice in the CESM2 by
keeping most of the Arctic Ocean at temperatures above freezing (Figure S2.1). The reduced ocean
heat loss in CESM2 is related to warmer Arctic air temperatures and a reduced air-sea temperature
difference relative to the CESM-LE (Figure 2.9b).

As a result of the late 215 century reduction in winter and spring ice area in the CESM2,
the pan-Arctic open-water period is about one to two months longer than in the CESM-LE (Figure
2.11). Compared to monthly mean sea ice area, the open-water period is a more practical metric
for stakeholders who rely on predicted ice-free conditions (Barnhart et al., 2016; Parkinson, 2014).
The open-water period is defined as the total number of days at each grid point between March 1st
and February 28th of the next year when sea ice is not present, using a 15% sea ice concentration
threshold to define the presence or absence of sea ice (Bliss et al., 2019). Over most of the Arctic
basin, the CESM2 open-water period varies between 200 and 365 days in the 2090s (Figure 2.11c, f),
in contrast to an open-water period of 140 to 240 days in the CESM-LE for the same period (Figure
2.11i). A later sea ice freeze-up in the CESM2 is found to contribute more to the overall lengthening
of the open-water period than an earlier sea ice break-up (Figures S2.2 and S2.3), consistent with
previous work (Wang et al., 2018) and with the reduced ocean heat loss found during the fall
(Figure 2.10). Indeed, sea ice break-up occurs about 15 days earlier across the whole Arctic basin
in the CESM2 compared to the CESM-LE over the last three decades of the 215 century (Figure
52.2), whereas sea ice freeze-up occurs up to one month later (Figure S2.3). Such a lengthening
of the open-water period would have a tremendous impact on the Arctic climate system, from
changes in regional oceanic heat budgets to modification of the timing of phytoplankton blooms
and a shortening of the primary hunting season of large animals such as walruses, seals and polar

bears (Ferndndez-Méndez et al., 2015; Moore and Huntington, 2008; Perovich et al., 2007; Post



27

et al., 2013; Stroeve et al., 2014b).
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Figure 2.11: Ensemble mean, decadal mean length of the open-water period during the 2070s (left),
2080s (center) and 2090s (right) in the CESM2(CAMS6) (top), the CESM2(WACCMS6) (middle) and
the CESM-LE (bottom).
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2.6 Sea Ice Trends at the Historical-Scenario Transition

Around the transition between historical and future simulations, we find that the 20-year
linear trends in September sea ice area in the CESM2 change abruptly from strongly negative to
zero or even slightly positive (Figure 2.12; end years 2010-2025). This behavior is present in all
ensemble members of both the CESM2(CAM6) and the CESM2(WACCMG6) and across all future
emissions scenarios (Figure 2.12), but not in the CESM-LE (Figure 2.12d, h). It also appears in all
months of the year, although it is most pronounced in the months surrounding the sea ice minimum
(August—October) when negative trends are largest (not shown). September sea ice volume trends
also show a similar pattern as sea ice area (Figure S2.4). This implies that the Arctic sea ice cover
is also not thinning over this period, in addition to no loss in ice area. The cause of the reduced
negative trends in ice area and volume is currently unknown and requires further work beyond the
scope of this paper. Nevertheless, it is important to highlight this feature of the CESM2 simulations
here, as it may impact other aspects of the Arctic and global climate in the CESM2. While we
do not currently know the cause of this pattern, we have been able to rule out a few possible
explanations.

Although natural climate variability can cause positive 20-year trends in Arctic sea ice (Kay
et al., 2011), we find that the change in the CESM2 trends is likely not the result of internal
variability, given that all ensemble members from all CMIP6 scenarios show such a pattern (Figure
2.12). We have also ruled out a number of forcings as the cause of the pattern in the trends.
In particular, we calculated the same 20-year linear trends in September sea ice area and volume
using the AerChemMIP hist-piINTCF (Danabasoglu, 2019g), hist-1950HC (Danabasoglu, 2019f)
and SSP3-7.0-lowNTCF (Danabasoglu, 2019h) simulations and found similar results (Figures 2.12g
and S2.4g). The AerChemMIP simulations use WACCMSG6 as their atmospheric component and are
meant to quantify the effect of chemistry and aerosols in CMIP6 (as described in Collins et al.,
2017). The hist-piNTCF simulation covers the historical period 18502014, with emissions of near-

term climate forcers (NTCFs: methane, tropospheric ozone and aerosols, and their precursors)
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Figure 2.12: 20-year linear trends in September ice area in the CESM2(CAMS6) (a-d) and the
CESM2(WACCMS6) (e-h) under the historical forcing (black) and different future emissions sce-
narios (colors). (g) also includes 20-year linear trends in September ice area in three AerChemMIP
experiments (Collins et al., 2017). The range of trends in September ice area across all ensemble
members of the CESM-LE (grey shading) is shown for the historical period in all panels and ad-
ditionally for the RCP8.5 scenario in (d) and (h). Values on the x-axis represent the end year of
the 20-year period over which linear trends are calculated. The horizontal dashed lines indicate
no trend, and the vertical double-dashed lines indicate the transition year between historical and
future simulations in the CESM2.

fixed at pre-industrial levels at the start of the simulation. The hist-1950HC simulation also covers

the historical period 1850-2014 and branches from the CMIP6 historical simulation at year 1950
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with chlorofluorocarbon (CFC) and hydrochlorofluorocarbon (HCFC) concentrations fixed at 1950
conditions, resulting in a 20" century climate without an ozone hole. The two AerChemMIP
historical simulations show a stabilization of the trends in ice area toward the end of the historical
period, similar to the CESM2(WACCMS6) historical simulations (Figure 2.12g). Therefore, these
particular forcings are likely not the cause for the stabilization of the trends in ice area at the
end of the historical period. The SSP3-7.0-lowNTCF simulations start at the end of the historical
simulations and are branched from the three CESM2(WACCMS6) historical ensemble members.
They are run for 41 years following the SSP3-7.0-lowNTCF scenario, a version of the SSP3-7.0
scenario with cleaner air quality policies. All three ensemble members show a similar behavior
during the first 10-15 years of the future simulations as the three CESM2(WACCM6) SSP3-7.0
ensemble members (Figure 2.12g), indicating that the specific aerosol and ozone precursors that are
kept at a “clean” level are likely not the cause of the change in trends either. Finally, given that the
anthropogenic and biomass burning secondary organic aerosol emissions were set to zero from 2015
onward in the initial CESM2(CAMSG6) future scenario simulations (see section 2.2.1 for more details)
and that these simulations also showed this trend behavior (not shown), the anthropogenic and
biomass burning secondary organic aerosol emissions can also be ruled out as a possible explanation

for this pattern in the trends.

2.7 Conclusions

In this contribution, we presented an analysis of some key metrics of the historical and
future simulations from two configurations of the CESM2 compared to its previous version, the
CESM-LE, as well as observations. We found that the winter ice thickness distribution of the
CESM2(CAMS6) configuration is biased thin over the historical period, which leads to lower Septem-
ber sea ice area compared to the CESM2(WACCMS6), the CESM-LE and observations. As a
result, the CESM2(CAMG6) generally reaches first September ice-free conditions earlier than the
CESM2(WACCM6) and the CESM-LE. The timing of first September ice-free conditions in the

Arctic is found to be insensitive to the choice of CMIP6 future emissions scenario in both CESM2
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configurations. Instead, the first year of an ice-free September is determined by internal variability,
with the CESM2 showing a two to three decade uncertainty range, similar to the two decades found
in the CESM-LE (Jahn et al., 2016). Regarding the response of Arctic sea ice to global warming,
the CESM2 simulates a low probability of ice-free conditions in September if warming is limited
to 1.5°C but increases for any additional warming, consistent with previous studies (Jahn, 2018;
Sanderson et al., 2017; Screen and Williamson, 2017; Sigmond et al., 2018). By the late 215 cen-
tury, the CESM2 exhibits an accelerated decline in winter and spring ice area that was not sampled
in the CESM-LE simulations. However, when looking at the evolution of March ice area as a func-
tion of atmospheric CO2 or Arctic temperature rather than time, the two versions of the CESM
model are consistent and the differences in their time evolution arise as the CESM2 reaches higher
COg concentrations and Arctic temperatures than those in the CESM-LE. Our results suggest that
reaching COs concentration higher than 900 ppm and annual mean Arctic temperatures higher
than -4°C could lead to an accelerated loss of winter and spring sea ice in the Arctic. The different
simulated climate by 2100 between the CESM1 simulations with CMIP5 forcing versus the CESM?2
simulations with CMIP6 forcing results in less ocean heat loss during the fall months in the CESM2.
This strongly delays the formation of sea ice by keeping the surface temperature of the ocean above
freezing point longer and leads to ice-free conditions for up to eight months of the year in the
CESM2 and an open-water period more than 30 days longer than in the CESM-LE. It is important
to note that the evolution of March ice area is not as consistent between the CESM-LE and the
CESM2 when analyzed as a function of temperature anomalies rather than temperatures due to
differences in the mean global temperature of the reference period (Mcllhattan et al., 2020). This
highlights the need for caution when comparing model versions in terms of temperature anomalies,
something that is widely done when analyzing the potential impacts of global warming.

We also document a large reduction in the simulated 20-year linear trends in September ice
conditions, indicating less rapid ice loss and thinning, around the transition between historical
and future simulations. This feature is consistent across both CESM2 configurations, all ensemble

members, all future scenarios considered here, and is also present in all months of the year. Based on
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preliminary analysis in section 2.6, we have ruled out the following explanations for this behavior:
internal variability, NTCFs and their precursors, CFCs and HCFCs as well as anthropogenic and
biomass burning secondary organic aerosol emissions. More analysis is needed to understand the
causes and implications of this pattern in the Arctic sea ice trends.

To conclude, our analysis provides the first overview of the major features of the evolution
of Arctic sea ice in the CESM2 over the 20*" and 21%¢ centuries. Overall, the CESM2 reasonably
simulates the important properties of Arctic sea ice, with CESM2(WACCMG6) generally performing
better than CESM2(CAMS6) over the historical period. Differences in the simulated sea ice between
the two CESM2 configurations, and differences compared to the previous version (CESM-LE), are
important to consider when analyzing other aspects of these new CMIP6 simulations, in particular
in the Arctic. An important bias to keep in mind for future work involving the CESM2 is the lower-
than-observed mean state of Arctic sea ice in the CESM2(CAMG6) during the historical period, which
results in simulated September ice-free conditions as early as 2010. Biased simulations of present-
day sea ice properties, especially Arctic sea ice volume, have been shown to bias future projections
of summer sea ice conditions (Massonnet et al., 2018). This suggests that the CESM2(WACCMS6),
with its present-day Arctic sea ice mean state closer to observations, is the more appropriate
CESM2 configuration contributed to CMIP6 to use for in-depth studies of future sea ice changes

in the Arctic.
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Figure S2.1: Ensemble mean sea surface temperature averaged over 2080 to 2099 for the months
of September (a, e, i), October (b, f, j), November (¢, g, k) and December (d, h, 1) in the
CESM2(CAMS6) (a—d), the CESM2(WACCMG6) (e-h) and the CESM-LE (i-1). The cyan line indi-
cates the monthly mean 15% sea ice concentration contour averaged over the same years and all
ensemble members. No cyan line in a panel indicates that if there is any sea ice, sea ice concentration

is below 15% everywhere.
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Figure S2.2: Ensemble mean, decadal mean day of the year of sea ice break-up during the 2070s (a,
d, g), 2080s (b, e, h) and 2090s (c, f, i) in the CESM2(CAMS6) (a—c), the CESM2(WACCMS6) (d-f)
and the CESM-LE (g-i). Regions of the ocean that are not colored (i.e., white) do not experience
break-up because sea ice concentration was already below 15% on March 1st.
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Figure S2.3: Ensemble mean, decadal mean day of the year of sea ice freeze-up during the 2070s (a,
d, g), 2080s (b, e, h) and 2090s (c, {, i) in the CESM2(CAMS6) (a—c), the CESM2(WACCMS6) (d-f)
and the CESM-LE (g-i). Regions of the ocean that are not colored (i.e., white) do not experience
freeze-up because the sea ice concentration never exceeds 15% before March 1st of the following
year.
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Figure S2.4: As in Figure 2.12, but for September ice volume.



CHAPTER 3

ENHANCED EARLY 21T CENTURY ARCTIC SEA ICE LOSS DUE TO
CMIP6 BIOMASS BURNING EMISSIONS

Preface

This chapter is a manuscript being revised for Nature Climate Change (manuscript number:
NCLIM-21030586). The authors are P. DeRepentigny, A. Jahn, M. M. Holland, J. E. Kay, J.
Fasullo, J.-F. Lamarque, C. Hannay, M. J. Mills, D. A. Bailey, S. Tilmes and A. Barrett.

Abstract

The mechanisms underlying decadal variability in Arctic sea ice remain an active area of research.
Here we show that a strong acceleration in Arctic sea ice decline in the early 215 century in the
Community Earth System Model version 2 (CESM2) is caused by increased variability in prescribed
boreal biomass burning (BB) emissions after 1997 based on new satellite data. Furthermore, we find
that the previously reported improvement in sea ice sensitivity to cumulative anthropogenic COs
emissions and global warming from CMIP5 to CMIP6 can be attributed in large part to the imposed
increased BB emission variability, at least in the CESM. These results highlight the importance
of avoiding temporal discontinuities in prescribed aerosol emissions and raise the question of a

BB-forced contribution to the observed accelerated early 215 century Arctic sea ice loss.

3.1 Introduction

Arctic sea ice has experienced drastic reductions in extent, thickness and volume in recent

decades, making it one of the most striking manifestations of anthropogenic climate change. Sea
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ice loss has been observed during all months of the year (Stroeve and Notz, 2018), but particularly
striking is the loss of late-summer sea ice, with reductions in September ice extent and thickness
since 1979 of roughly 45% and 66%, respectively (Kwok, 2018; Stroeve and Notz, 2018). The
September sea ice extent loss was largest in the early 215 century, reaching —13.3% per decade
over the 14-year period of 1993-2006 (Perovich et al., 2020). In contrast, the last 14 years have
seen a slowdown of the rate of sea ice decline (Baxter et al., 2019), with the 2007-2020 sea ice loss
trend decreasing to —4.0% per decade (Perovich et al., 2020).

The fact that internal climate variability can produce periods of up to two decades featuring
enhanced or negligible sea ice loss in the 215 century is well documented in the scientific literature
(Holland et al., 2006; Kay et al., 2011; Day et al., 2012; Swart et al., 2015). It is thus possible that
the current period of reduced September sea ice trends is due solely to internal climate variabil-
ity masking the anthropogenically-induced decline (Swart et al., 2015). For example, recent work
suggested that the inter-decadal variability of Arctic atmospheric circulation related to teleconnec-
tions from the eastern-central tropical Pacific contributed to abrupt warming and Arctic sea ice loss
from 2007 to 2012, followed by a much slower decline in recent years (Baxter et al., 2019). How-
ever, it is also possible that there is a previously unidentified forced contribution to the observed
changes in sea ice loss trends. For example, recent model-based analysis has raised the possibility
that Arctic warming and sea ice loss in the second half of the 20" century has been enhanced
by emissions of ozone depleting substances (Polvani et al., 2020). Here we show that increased
inter-annual variability in prescribed CMIP6 biomass burning (BB) emissions after 1997 leads to
an acceleration of simulated early 215% century Arctic sea ice loss in the CESM2 Large Ensemble
(CESM2-LE; Danabasoglu et al., 2020; Rodgers et al., 2021). We identify this link by performing
sensitivity experiments that remove the increased BB variability from the CMIP6 historical forcing
while conserving the total integrated amount of BB emissions from 1997-2014. We further show
how this affects simulated sea ice sensitivities in the CESM, before discussing how the BB-forced

simulated sea ice loss acceleration compares to the observed evolution of Arctic sea ice.
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3.2 Results

3.2.1 Accelerated sea ice loss in the CESM2-LE compared to the CESM1-LE

Internal variability has been shown to have a large impact on Arctic sea ice evolution (Kay
et al., 2011; Notz, 2015; Swart et al., 2015; Jahn et al., 2016; England et al., 2019) and can lead
to large differences between individual model simulations from the same model. Hence, in order to
isolate forced contributions to the Arctic sea ice evolution, we primarily focus on ensemble means
(see section 3.5.2 for more details), which reflect the model response to external forcing.

The evolution of Arctic sea ice area in September throughout the 20" and 21 centuries
differs greatly between the CMIP5-forced version of the CESM, the CESM1-LE (Kay et al., 2015),
and the CMIP6-forced version, the CESM2-LE (Rodgers et al., 2021, Figure 3.1a). Even before
the start of the decline in Arctic sea ice in the later part of the 20" century, the two CESM
simulations have a large mean state difference, with the CESM1-LE simulating a thicker and more
extensive sea ice cover compared to the CESM2-LE (DeRepentigny et al., 2020). In addition to
this mean state difference, there is a statistically significant difference in the rate of Arctic sea ice
loss starting in the mid-1990s (Figure 3.1b, ¢). The CESM1-LE September sea ice area anomaly
and trend get gradually more negative with time until the Arctic reaches ice-free conditions every
year (Jahn, 2018). In contrast, the sea ice cover in the CESM2-LE experiences a sharp decline
in area starting in the mid-1990s up until the end of the first decade of the 215 century (Figure
3.1b), with the ensemble mean ice loss trend reaching its highest value of about —1.8 million
km? /decade around end year 2010 (Figure 3.1c). This is followed by a decade-long sea ice recovery
in the CESM2-LE ensemble mean until ~2025 characterized by neutral or even positive trends,
after which the ensemble mean area anomaly and trend continue to become more negative until the
anomaly stabilizes and the trend gets smaller again as the sea ice cover melts out completely every
summer (DeRepentigny et al., 2020). Note that this is present regardless of the choice of future
CMIP6 emissions scenario (DeRepentigny et al., 2020), in all months of the year (Figure S3.1), as

well as in the version of the CESM2 that uses a high-top atmosphere model, WACCMBS6, instead of
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the standard CESM2 atmosphere model, CAM6 (DeRepentigny et al., 2020).
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Figure 3.1: Differences in the rate of Arctic sea ice loss. Time evolution of (a) September
sea ice area (SIA), (b) SIA anomalies relative to the 1940-1969 average, and (c) 20-year linear STA
trends in the CESM1-LE and the CESM2-LE. The ensemble mean is shown by the solid line, the
full ensemble range is shown by the shading, the horizontal dashed line indicates ice-free conditions
in (a), no anomalies in (b) and no trend in (c), and the two vertical double-dashed lines indicate
the GFED period. Years when the CESM1-LE and the CESM2-LE are statistically different at the
95% significance level are indicated with a thicker ensemble mean line and are determined using a
two-sample Welch’s t-test. In (c), values on the x-axis indicate the end year of the 20-year period
over which the linear trend is computed.

3.2.2 Impact of BB emissions on simulated Arctic climate

We find that the change in prescribed BB emissions from CMIP5 to CMIP6 can explain
the difference in Arctic sea ice evolution between the CESM1-LE and the CESM2-LE. In CMIP6,
BB emissions were updated to include inter-annual variability, rather than using decadal means
(Figure 3.2; Van Marle et al., 2017). Although this decision allows for a more realistic depiction
of BB emissions over the historical period, it also results in a sudden increase of the inter-annual

variability in BB emissions in 1997 (Figure 3.2), when the Global Fire Emissions Database (GFED)
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Figure 3.2: Changes in BB forcing. Prescribed total black carbon emissions from BB (a)
between 40-70°N and (b) globally in CMIP5, CMIP6 and the CESM2-BB, smoothed with a 12-
month running mean. The two vertical double-dashed lines indicate the GFED period. Note that
the range of values on the y-axis is different between the two panels, with higher values of total
black carbon emissions globally. Here we used black carbon emissions to represent BB emissions as
it is the most radiatively important one, but all other prescribed BB emissions (dimethyl sulfide,
primary organic matter, sulfur dioxide, sulfate aerosols and secondary organic aerosols) follow a
similar time evolution as black carbon (not shown).

starts (Werf et al., 2017). This increase in variability is especially pronounced in the Northern
Hemisphere (NH) mid-latitudes, where the range of inter-annual variability increases by a factor
of five compared to pre-GFED years (defined here as 1950-1996; Figure 3.2a). The inter-annual
variability in global BB emissions increases as well, but only by a factor of two (Figure 3.2b).

To isolate the impact of increased variability in NH mid-latitude BB emissions over the GFED
era on Arctic sea ice, we conducted sensitivity ensemble simulations (referred to as CESM2-BB
thereafter) in which the inter-annual variability in NH mid-latitude BB emissions from 1997-2014
was removed but the integrated amount of emissions over that same period is retained (Figure
3.2a; see section 3.5.3 for details). As a result, the CESM2-BB has prescribed BB emissions over
the NH mid-latitudes that are similar to CMIP5 during the GFED period, with the emissions pre-
and post-GFED being the same as in CMIP6 (Figure 3.2a). Since NH mid-latitude BB emissions
make up only ~14% of the global BB emissions, the variability of global BB emissions is almost
unchanged in the CESM2-BB compared to CMIP6 values (Figure 3.2b).

The sensitivity experiments show that the increased NH mid-latitude variability in BB emis-

sions after 1997 leads to an enhanced NH extratropical warming rate, particularly over land and
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Figure 3.3: BB emissions impact on Arctic climate. Annual Arctic (70-90°N) surface air
temperature (a) anomalies relative to the 1940-1969 average and (b) 20-year linear trends, and
September sea ice area (SIA) (c) anomalies relative to the 1940-1969 average and (d) 20-year linear
trends in the CESM2-LE and the CESM2-BB. The ensemble mean is shown by the solid line, the
full ensemble range is shown by the shading, the horizontal dashed line indicates no anomalies in (a,
c¢) and no trend in (b, d), and the two vertical double-dashed lines indicate the GFED period. Years
when the CESM2-LE and the CESM2-BB are statistically different at the 95% significance level are
indicated with a thicker ensemble mean line and are determined using a two-sample Welch’s t-test.
Note that while the CESM2-BB has a smaller ensemble size than the CESM2-LE (10 versus 50
ensemble members), its ensemble size is sufficient to detect a forced sea ice response to the modified
BB emissions (Figure S3.5¢, d). In (b, d), values on the x-axis indicate the end year of the 20-year
period over which the linear trend is computed.

north of 30°N, as shown in a companion paper (Fasullo et al., 2021). This warming is caused by
disproportionate reductions in cloud drop number and cloud liquid water path over Siberia, Alaska
and Canada, leading to a larger downwelling shortwave flux at the surface (Fasullo et al., 2021).
Over the Arctic (70-90°N), the warming is more pronounced in the CESM2-LE compared to the
CESM2-BB over the GFED period (Figure 3.3a), with the largest difference over the central and
Pacific sectors of the Arctic Ocean (Figure S3.4a, b). Specifically, the 20-year linear trend in Arctic

surface air temperature in the CESM2-LE is significantly larger than the CESM2-BB over most of
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the GFED period (Figure 3.3b), after which the trend reduces to neutral values in the ensemble
mean until around end year 2025.

Consistent with the impact on Arctic surface air temperature, the September Arctic sea
ice area anomaly and trends are reduced (i.e., less negative) in the CESM2-BB compared to the
CESM2-LE over the GFED period, in particular between 1997-2010 (Figure 3.3c, d). Furthermore,
the magnitude of the sea ice recovery after 2010 is reduced in the CESM2-BB (Figure 3.3d). Similar
results are found not just at the sea ice minimum but also from July to November (Figure S3.1).
This reduction in the rate of Arctic sea ice decline over the GFED era is not limited to a specific
region, but is present everywhere in the central Arctic Ocean and particularly over the Pacific
sector of the Arctic (Figure S3.4c, d). As only the inter-annual variability in BB emissions over
the GFED period differs between the two ensembles, these results allow us to conclude that the
increased BB variability in CMIP6 over the GFED period is causing enhanced Arctic warming and
sea ice decline since the late 1990s in the CESM2-LE, as a result of changes in clouds and shortwave

radiative fluxes over Russia and North America (Fasullo et al., 2021).

3.2.3 Impact of BB emissions on sea ice sensitivity

The observed loss of Arctic sea ice has been shown to be tightly coupled to increasing global
mean surface air temperature (Winton, 2011; Mahlstein and Knutti, 2012; Stroeve and Notz, 2015)
and cumulative anthropogenic CO2 emissions (Notz and Stroeve, 2016). This metric of sea ice
sensitivity to CO2 and global warming is commonly used by the sea ice community and has even
been proposed as a way to reduce the uncertainty range of future sea ice evolution (Notz and
Stroeve, 2016; Niederdrenk and Notz, 2018). Previous literature has shown that model simulations
usually simulate a lower sensitivity of Arctic sea ice loss per degree of global warming than has been
observed (Mahlstein and Knutti, 2012; Notz and Stroeve, 2016; Rosenblum and Eisenman, 2017)
and simulated Arctic sea ice retreat has been found to be accurate only in runs that have far too
much global warming, which suggests that models may be getting the right Arctic sea ice retreat

for the wrong reasons (Rosenblum and Eisenman, 2017). More recently, the CMIP6 multi-model
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ensemble mean was shown to provide a more realistic estimate of the sensitivity of September Arctic
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Figure 3.4: BB emissions impact on sea ice sensitivity. Sea ice sensitivity to (a) cumulative
anthropogenic CO9 emissions (defined as the change in Arctic September sea ice area per change
in cumulative anthropogenic COo emissions in m? per tonne of CO) and (b) global annual mean
surface air temperature (defined as the change in Arctic September sea ice area per change in global
mean surface temperature in million km? per °C) from 1979-2014 in the CESM1-LE, the CESM2-
BB and the CESM2-LE, with the red dashed line showing the observed sensitivity. For the two large
ensembles, the box shows the inter-quartile range, the line inside the box shows the median, and the
whiskers show the minimum and maximum across all ensemble members, and for the CESM2-BB
the green circles indicate the sea ice sensitivity for each of the 10 ensemble members. Histograms
of sea ice sensitivity to (c¢) cumulative anthropogenic CO2 emissions and (d) global annual mean
surface air temperature obtained by bootstrapping CESM1-LE and CESM2-LE ensemble means
with 10 members 10,000 times, with the dotted lines showing the 95% confidence range for each
distribution and the green line indicating the ensemble mean sensitivity of the CESM2-BB.
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sea ice area to a given amount of anthropogenic COs emissions and global warming, compared with
earlier CMIP experiments (SIMIP Community, 2020). It was, however, unclear whether this reflects
an improvement of model physics or primarily arises from the change in historical forcing in CMIP6
relative to CMIP5, in particular differences in BB emissions and ozone (SIMIP Community, 2020).

In agreement with what was reported for CMIP6 models as a group (SIMIP Community,
2020), we find that the sea ice sensitivity to cumulative anthropogenic COq emissions and global
mean surface air temperature is generally higher in the CMIP6-forced version of the CESM, the
CESM2-LE, compared to the CMIP5-forced version, the CESM1-LE (Figure 3.4a, b). In contrast,
the sea ice sensitivities of the CESM2-BB fall somewhere in between the range of sea ice sensitivities
of the CESM1-LE and CESM2-LE, although all 10 ensemble members of the CESM2-BB overlap
with the range of at least one of the large ensemble distributions if not both. Using bootstrapping,
we show that the sea ice sensitivity of the CESM2-BB ensemble is statistically distinct from the
CESMI1-LE and the CESM2-LE at the 95% confidence level when accounting for the different
ensemble size of the three CESM simulations (Figure 3.4c, d). Note that bootstrapping, or randomly
resampling with replacement to generate statistics, requires no distribution assumptions and is
only possible with sufficiently large ensembles. Hence, based on results from the CESM model, the
increased variability in BB emissions from CMIP6 to CMIP5 is responsible in large part for the
increased sea ice sensitivity to CO3 and global warming from CMIP6 to CMIP5 recently reported
by the SIMIP Community (SIMIP Community, 2020), with the rest related to others changes
in historical forcing and/or improvement of model physics. This is especially true for the sea
ice sensitivity to COq, as temperature is also affected by the change in BB emissions but CO4

concentrations are the same across all CESM simulations.

3.3 Discussion

Our analysis shows that the way short-lived climate forcings like BB emissions are prescribed
in models can have unexpected remote effects in vulnerable regions such as the Arctic. In addition,

we show that changes in the variability, not just changes in the mean, can have large effects on
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Figure 3.5: Potential impact of BB emissions on observed Arctic sea ice decline. 20-year
linear trends in September sea ice area in each individual ensemble member of the (a) CESM2-LE
and the (b) CESM2-BB compared to observations. The horizontal dashed line indicates no trend,
and the two vertical double-dashed lines indicate the GFED period. Values on the x-axis indicate
the end year of the 20-year period over which the linear trend is computed.

climate. This highlights the challenges associated with incorporating newly available observations
into climate forcing datasets and the importance of avoiding temporal discontinuities, which may
help guide decisions in future phases of CMIP. In particular, we find that an increase in the
variability of BB emissions in CMIP6 leads to enhanced Arctic warming and rapid sea ice loss in
the CESM2-LE in the early 215 century (Figure 3.3). Importantly, it is not just the CESM2 that
shows an increase of the rate of Arctic sea ice decline over the GFED period, but some other CMIP6
models do as well (Figures S3.2 and S3.3). From the 12 additional CMIP6 models assessed here
(see section 3.5.4), four (ACCESS-ESM1.5, FGOALS-g3, MIROC6 and MPI-ESM1.2-HR) show an
accelerated ensemble mean sea ice loss over the GFED period, although none of them simulate an
acceleration in sea ice decline as large as the CESM2. The fact that some CMIP6 models show a
similar sea ice loss acceleration as the one attributed to the new BB emissions in the CESM2 while
others do not calls for a better understanding of inter-model differences in light of their sensitivity
to aerosol emissions. Furthermore, the sensitivity of the CESM2 to changes in BB variability raises
the question as to whether the lack of inter-annual variability in aerosol forcing in the pre-industrial
control and future runs could be problematic.

What do our results mean for understanding the evolution of the observed Arctic sea ice

loss? As discussed earlier, several studies have documented a steepening of the trend of Arctic sea
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ice decline since the mid-1990s (Stroeve et al., 2012b; Serreze and Stroeve, 2015) and a smaller
trend since 2007 (Swart et al., 2015; Perovich et al., 2020). This qualitatively matches the behavior
simulated by most of the individual ensemble members of the CESM2-LE (Figure 3.5a) and some
other CMIP6 models (Figure S3.3). In contrast, only a few ensemble members of the CESM2-BB
simulate a similar increase in negative sea ice area trend over the GFED period as seen in the
observations with no clear coherent response across the full ensemble (Figure 3.5b). Moreover, the
sea ice recovery that follows is also not clearly present in the CESM2-BB compared to the CESM2-
LE. This raises the question as to whether the BB forcing has affected the observed Arctic sea ice
loss since the late 1990s. Of course, the real world most likely did not experience an increase in
inter-annual variability of BB emissions as drastic as the one prescribed in the CMIP6 forcing after
1997 (Figure 3.2), which we have shown causes accelerated Arctic sea ice loss in the CESM2-LE
(Figure 3.3c). However, the high BB variability in the early GFED period may nonetheless have
represented an increase of the variability of NH mid-latitude BB emissions compared to pre-GFED
years (Hanes et al., 2019), and could hence have contributed to the observed accelerated sea ice loss
as a non-greenhouse gas forcing. This should be further investigated, as a better understanding of
the impact of BB variability on Arctic sea ice is especially timely given the record northern fire
year in 2020 (Witze, 2020), the recent observed positive trend in burned area and severity of NH
wildfires (Hanes et al., 2019; Huang et al., 2020), and the projected increase in wildfires in the

future (de Groot et al., 2013; Sherstyukov and Sherstyukov, 2014; Tang et al., 2021).

3.4 Conclusions

New satellite-based estimates of historical BB emissions exhibit large inter-annual variability,
and their usage as prescribed forcing in CMIP6 in the early 21%¢ century results in discontinuities
prior to and after the range of years covered by the GFED dataset. This increase in variability is
especially pronounced north of 40°N, where the variability increases by a factor of five compared
to previous decades. Using sensitivity ensemble simulations with homogenized BB emissions over

the GFED period but leaving all other forcings unchanged, we are able to attribute the excessive
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early 215 century Arctic surface warming and strong decline in September Arctic sea ice area
in the CESM2-LE compared to the CESM1-LE to the increased BB variability. Specifically, the
sensitivity experiments clearly show a reduced warming and sea ice loss in the early 215% century,
isolating the role of the BB emissions forcing over the GFED era and showing that the increased
BB variability leads to an additional forced sea ice loss beyond the sea ice loss driven by increases in
greenhouse gases (Notz and Marotzke, 2012) and internal variability (Kay et al., 2011; Ding et al.,
2019; England et al., 2019). Enhanced sea ice loss over the GFED period is also present in some,
but not all, CMIP6 models. This indicates that the impact of BB emissions is not just limited
to the CESM2 but may affect other CMIP6 models, in agreement with results from a companion
paper that also finds increased surface downwelling shortwave radiation during the GFED period
in several other CMIP6 models (Fasullo et al., 2021). Overall, our results call attention to the
challenges related to incorporating new observations into forcing data without causing unintended
effects in climate simulations by introducing temporal discontinuities.

The presence of this non-greenhouse gas forced sea ice loss in the early 215 century in models
also affects the sea ice sensitivity often used to evaluate model performance (Stroeve and Notz,
2015; Notz and Stroeve, 2016; Jahn, 2018; SIMIP Community, 2020). Specifically, we find that the
increased inter-annual variability in BB emissions during the GFED era explains about half of the
increase in sea ice sensitivity to CO2 and global warming from the CMIP5-forced to the CMIP6-
forced versions of the CESM. This is the second time that aerosol-related forcing changes have
been shown to impact Arctic sea ice trends between CMIP generations (Rosenblum and Eisenman,
2016), highlighting how sensitive sea ice is to the effects of aerosol emissions.

Finally, the early GFED period stands out as particularly variable in BB emissions north of
40°N (Van Marle et al., 2017), in the real world and in the CMIP6 forcing. The good alignment of
the simulated and observed accelerated Arctic sea ice loss in the early 215 century, and the reduced
ice loss that follows, raises the question as to whether there could be a forced signal driven by BB
emissions and/or other non-COy forcings not just in CMIP6 models, but also in the observed Arctic

sea ice loss.
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3.5 Methods

3.5.1 Observational data

Observed estimates of NH monthly sea ice area since the beginning of the continuous satellite
record in 1979 are from the National Snow and Ice Data Center (NSIDC) Sea Ice Index version
3 (Fetterer et al., 2017), with the observational pole hole filled assuming sea ice concentration of
100%. Historical anthropogenic COs emissions are taken from the historical budget of the Global
Carbon Project (Global Carbon Project, 2019). For global mean surface temperature, we use
estimates from GISTemp v4 (GISTEMP Team, 2021; Lenssen et al., 2019) and calculate anomalies

relative to the period 1850-1900.

3.5.2 CESM simulations

The CESM Large Ensemble (CESMI1-LE; Kay et al., 2015) is a 40-member ensemble of
the CESM1.1 model (Hurrell et al., 2013) that has been widely used for Arctic sea ice studies and
generally performs well when compared to observations (Barnhart et al., 2016; DeRepentigny et al.,
2016; Jahn et al., 2016; Kirchmeier-Young et al., 2017; England et al., 2019; Smith and Jahn, 2019).
The historical simulations span 1920 to 2005, while the RCP8.5 scenario simulations cover 2006 to
2100. The CESMI1-LE uses the Community Atmosphere Model version 5 (CAM5; Hurrell et al.,
2013) along with a 3-mode version of the Modal Aerosol Module (MAM3; Liu et al., 2012), and
cloud-aerosol interactions are represented by the MG1 cloud microphysics scheme (Morrison and
Gettelman, 2008).

With several science and infrastructure improvements, the CESM2 model (Danabasoglu et al.,
2020) is the latest generation of the CESM and NCAR'’s contribution to CMIP6. Specifically,
aerosols are simulated through the use of the MAM4 approach (Liu et al., 2016) and cloud-aerosol
interactions are represented by the updated Morrison and Gettelman scheme (MG2; Gettelman and
Morrison, 2015). The CAMS5 shallow convection, planetary boundary layer and cloud macrophysics

schemes are replaced in CESM2 with an unified turbulence scheme, the Cloud Layers Unified By Bi-
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normals (CLUBB; Bogenschutz et al., 2013). As a result of these improvements, the CESM2 shows
large reductions in low-latitude precipitation and short-wave cloud radiative forcing biases, leading
to improved historical simulations with respect to available observations compared to its previous
major release, the CESM1.1 used in the CESM1-LE (Danabasoglu et al., 2020). Two separate
CESM2 configurations have been contributed to the CMIP6 effort, differing only in their atmo-
sphere component: the “low-top” (40 km, with limited chemistry) Community Atmosphere Model
version 6 (CAM6; Danabasoglu et al., 2020, referred to as CESM2) and the “high-top” (140 km,
with interactive chemistry) Whole Atmosphere Community Climate Model version 6 (WACCMG6;
Gettelman et al., 2019b, referred to as CESM2-WACCM). Most of the analysis presented here
focuses on a recently released large initial-condition ensemble (referred to as CESM2-LE) that uses
the version of the CESM2 with CAM6 as the atmosphere component (Rodgers et al., 2021), but
results from the CESM2-WACCM are also included in the comparison with other CMIP6 models
(Figures S3.2 and S3.3).

The CESM2-LE (Rodgers et al., 2021) is a 100-member large ensemble suite that was run
from 1850 to 2014 under historical forcing and from 2015 to 2100 following the medium-to-high
SSP3-7.0 scenario (O'Neill et al., 2016). The CESM2-LE initialization procedure was designed
to include a mix of macro- and micro-perturbations, where macro-perturbations were initialized
from 20 independent restart files at 10-year intervals (total of 20 ensemble members) and micro-
initializations involved a small random perturbation in 20 members for 4 different start years of the
pre-industrial control simulation meant to represent different AMOC states (total of 80 ensemble
members). Note that most of this study focuses on the first 50 members of the CESM2-LE since
those follow CMIP6 protocols in terms of BB emissions (Van Marle et al., 2017). For the second
set of 50 members, the CMIP6 global BB emissions of all relevant species were smoothed in time
from 1990-2020 to remove inter-annual variability based on the climate impacts of the high BB
variability over the GFED, as presented in this paper and in a companion paper (Fasullo et al.,

2021).
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3.5.3 CESM2 sensitivity experiments with homogenized forcing

To investigate the impact of the increased inter-annual variability in BB emissions over the
GFED period, we ran a set of sensitivity experiments using the CESM2 (referred to as CESM2-BB)
in which we averaged BB emissions from 19972014, computed on a monthly basis, such that BB
emissions have a fixed annual cycle while keeping the same integrated amount of emissions over that
same period. This approach is identical in nature to what was used in CMIP5 (Lamarque et al.,
2010) and removes any sharp transition with BB emissions over pre-GFED years as well as with the
SSP BB emissions since those are homogenized to the averaged GFED emissions. The CESM2-BB
simulations are initialized in 1990 from the first 10 members of the CESM2 and only BB emissions
over the 40-70°N latitudinal band from 1997-2014 are modified. This region is chosen to target BB
emissions from NH mid-latitude wildfires, and similar results are found by removing the variability
in BB emissions globally instead of only between 40-70°N (not shown), which highlights the impact
of NH mid-latitudes fires on Arctic climate. These sensitivity simulations are the same as the first
10 members used in a companion paper (Fasullo et al., 2021). To look beyond 2014, we extended
the 10 members of the CESM2-BB simulations up to 2040 following the same SSP3-7.0 scenario as
in CMIP6.

Although the ensemble size of the CESM2-BB is much smaller compared to the CESM2-LE,
we find that 10 ensemble members are enough to detect a forced response to the homogenized BB
emissions in the CESM2. Specifically, we compare the first 50 members of the CESM2-LE to the
last 50 members (Figure S3.5a, b), which also use homogenized BB emissions to avoid the increase
in BB variability over the GFED era (Rodgers et al., 2021). With 10 ensemble members, we are
able to detect a forced response that is statistically different from 2007-2011 for the September
sea ice area and from 2008-2011 and 2025-2027 for the 20-year linear trend in September sea ice
area (Figure S3.5¢, d). Note, however, that for the last 50 members of the CESM2-LE the chosen
smoothing technique and years over which the smoothing is applied differ from what we used in the

CESM2-BB experiment. In particular, the smoothing in the CESM2-LE is applied globally over
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1990-2020 using an 11-year running mean filter, so that the integrated amount of emissions over the
GFED period is not exactly the same as in the CMIP6 forcing (or the CESM2-BB). Nonetheless,
the Arctic sea ice response to homogenized BB forcing is similar between the last 50 members of

the CESM2-LE and the CESM2-BB.

3.5.4 CMIP6 simulations

We also use simulations from a subset of CMIP6 models that provided at least three ensemble
members for the historical and SSP3-7.0 scenario simulations. As of December 2" 2020, the
models that met this criteria (excluding the CESM2 and CESM2-WACCM described above) are:
ACCESS-CM2 (Dix et al., 2019a,b), ACCESS-ESM1.5 (Ziehn et al., 2019a,b), BCC-ESM1 (Zhang
et al., 2018, 2019), CanESM5 (Swart et al., 2019a,b), EC-Earth3-Veg (EC-Earth Consortium (EC-
Earth), 2019a,b), FGOALS-g3 (Li, 2019a,b), IPSL-CM6A-LR (Boucher et al., 2018, 2019), MIROC6
(Tatebe and Watanabe, 2018; Shiogama et al., 2019), MPI-ESM1.2-HR (Jungclaus et al., 2019;
Schupfner et al., 2019), MPI-ESM1.2-LR (Wieners et al., 2019b,a), MRI-ESM2.0 (Yukimoto et al.,
2019a,b) and NorESM2-LM (Seland et al., 2019a,b). In cases where the ScenarioMIP SSP3-7.0
simulation was not available, we then used the AerChemMIP SSP3-7.0 simulation that uses the
same forcing as the ScenarioMIP SSP3-7.0 but only extends to the end of 2055 (Collins et al., 2017).
Even if a modeling center provided more than three ensemble members, only the first three are
used to allow for a consistent comparison across all CMIP6 models. Although using only CMIP6
models that provide at least three ensemble members limits the total number of CMIP6 models
included in our analysis, it is necessary to choose an ensemble size that is large enough to represent
the forced sea ice response to BB emissions, as some individual members of the CESM2-LE show
different trajectories despite the identified forced response to the BB forcing (Figure 3.5a). Using
an ensemble size of three members was chosen as a compromise since the ensemble mean of the
first three ensemble members of the CESM2-LE match the full ensemble mean well while requiring

more members would further reduce the number of available CMIP6 models.



54

3.5.5 Criteria for determining sensitive versus not sensitive models

The CMIP6 models are separated into a sensitive and a not sensitive category based on
whether they exhibit a similar sensitivity to the increased variability in BB emissions as the CESM?2
(Figure S3.2). First, we calculate 20-year linear trends in September sea ice area for each model,
and compare the slope of the 20-year linear trends between the reference period of end years 1978—
1990 and the acceleration period of end years 1997-2009. Note that we chose the last year of the
acceleration period to be 2009 instead of the last year of the GFED era (i.e., 2014) based on when
the CESM2 and CESM2-WACCM reach their maximum negative September sea ice area trend (see
Figure S3.3). For a model to be characterized as sensitive, the slope of sea ice area trends over the
acceleration period needs to be at least 2 times larger (in absolute value) than the slope of sea ice
area trends over the reference period. This criteria is defined based on the relative increase in sea
ice trend for each model to account for the different magnitudes of sea ice loss across all CMIP6
models (Figure S3.3). We decided to choose two periods of same length and to exclude the years
1991-1996 from the reference period because of the Mount Pinatubo volcanic eruption in 1991 and
the global cooling that followed for a few years, which resulted in a peak increase in Arctic sea
ice extent about a year and a half after the eruption in some models (Gagné et al., 2017). Note
that the classification into the sensitive and not sensitive category is not affected by the choice of

reference period or the exact magnitude of the accelerated sea ice loss.
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Figure S3.1: BB emissions impact on sea ice area in all months. Sea ice area (SIA) anomalies
relative to the 1940-1969 average in each month of the year in the CESM2-LE and the CESM2-BB.
The ensemble mean is shown by the solid line, the full ensemble range is shown by the shading, the
horizontal dashed line indicates no anomalies, and the two vertical double-dashed lines indicate the
GFED period. Years when the CESM2-LE and the CESM2-BB are statistically different at the
95% significance level are indicated with a thicker ensemble mean line and are determined using a
two-sample Welch’s t-test. Note that the range of values on the y-axis varies across all panels.
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Figure S3.2: September sea ice evolution in CMIP6 models. September sea ice area (SIA)
anomalies relative to the 1940-1969 average for each CMIP6 model. The models in the sensitive
category are shown in purple and the ones in the not sensitive category are shown in turquoise. For
each model, the first three ensemble members are shown as thin lines and the ensemble mean is
shown by the thick line. The light gray shaded region corresponds to the reference period 1978-1990
and the dark grey shaded region corresponds to the acceleration period 1997-2009 (see section 3.5.5
for more details). The horizontal dashed line indicates no anomalies and the two vertical double-
dashed lines indicate the GFED period. The last row shows the CESM2-LE, the CESM2-WACCM
and the CESM2-BB for comparison, only using the first three ensemble members.
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Figure S3.5: Minimum number of ensemble members needed to detect a forced response
to the homogenized BB emissions. September sea ice area (SIA) (a) anomalies relative to the
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Minimum number of ensemble members needed for the September SIA (c) anomalies relative to the
1940-1969 average and (d) 20-year linear trends between the first 50 member and last 50 member
ensembles to be statistically different at the 95% significance level. This is done by bootstrapping
the two ensembles 10,000 times with a sub-sample size varying from 2 to 49. The ensemble mean
is shown by the solid line, the full ensemble range is shown by the shading, the horizontal dashed
line indicates no anomalies in (a), no trend in (b), and 10 ensemble members in (¢, d), and the two
vertical double-dashed lines indicate the GFED period. In (a, b), years when the first 50 member
and last 50 member ensembles are statistically different at the 95% significance level are indicated
with a thicker ensemble mean line and are determined using a two-sample Welch’s t-test. In (b),
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computed.



CHAPTER 4

INCREASED TRANSNATIONAL SEA ICE TRANSPORT BETWEEN
NEIGHBORING ARCTIC STATES IN THE 215T CENTURY

Preface

This chapter is published as cited below, and is reproduced here based on the last author
version. It is identical in content to the published version, except for formatting and copy editing
and a requested errata regarding Figures 4.7 and S4.3:

DeRepentigny, P., Jahn, A., Tremblay, L. B., Newton, R. and Pfirman, S.: Increased transna-
tional sea ice transport between neighboring Arctic states in the 215 century, Farth’s Future, 8(3),
€2019EF001284, https://doi.org/10.1029/2019EF001284, 2020.

Abstract

The Arctic is undergoing a rapid transition toward a seasonal ice regime, with widespread impli-
cations for the polar ecosystem, human activities, as well as the global climate. Here we focus
on how the changing ice cover impacts transborder exchange of sea ice between the exclusive eco-
nomic zones of the Arctic states. We use the Sea Ice Tracking Utility, which follows ice floes from
formation to melt, in conjunction with output diagnostics from two ensembles of the Community
Earth System Model that follow different future emissions scenarios. The Community Earth Sys-
tem Model projects that by midcentury, transnational ice exchange will more than triple, with
the largest increase in the amount of transnational ice originating from Russia and the Central
Arctic. However, long-distance ice transport pathways are predicted to diminish in favor of ice
exchanged between neighboring countries. By the end of the 215¢ century, we see a large difference

between the two future emissions scenarios considered: Consistent nearly ice-free summers under


https://doi.org/10.1029/2019EF001284

64

the high emissions scenario act to reduce the total fraction of transnational ice exchange compared
to midcentury, whereas the low emissions scenario continues to see an increase in the proportion of
transnational ice. Under both scenarios, transit times are predicted to decrease to less than 2 yr
by 2100, compared to a maximum of 6 yr under present-day conditions and 2.5 yr by midcentury.
These significant changes in ice exchange and transit time raise important concerns regarding risks

associated with ice-rafted contaminants.

Plain Language Summary

The Arctic is undergoing a rapid transition toward a thinner, less extensive, more mobile sea ice
cover. This affects the amount of sea ice exchanged between the exclusive economic zones of Arctic
states. Here we use an Earth System Model, the Community Earth System Model, to track sea
ice from where it forms to where it ultimately melts. By midcentury, the area of sea ice exchanged
between the different regions of the Arctic is predicted to more than triple compared to the end
of the twentieth century, with the Central Arctic joining Russia as a major ice “exporter.” At
the same time, the exchange of sea ice over long distances is predicted to diminish in favor of ice
exchanged between neighboring Arctic states. By midcentury, the average time required for ice to
travel from one region to another is more than halved; by 2100, nearly all transports take less than
a year, with little multiyear ice left in the Arctic. Sea ice provides a transport mechanism for a
variety of material, including algae, dust, and a range of pollutants. The acceleration, and then

disappearance, of sea ice has important implications for managing contamination in Arctic waters.

4.1 Introduction

The Arctic sea ice cover has been retreating over the past four decades and is predicted
to continue to decline throughout the 215 century (e.g., SIMIP Community, 2020; Stroeve et al.,
2012a; Stroeve and Notz, 2018). Sea ice loss provides easier marine access to the Arctic and
great opportunities for economic activities (Aksenov et al., 2017; Ng et al., 2018; Schgyen and

Brathen, 2011; Stephenson et al., 2013), but is also associated with growing risks and emerging
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political tensions (Arctic Council, 2009; Emmerson and Lahn, 2012; Newton et al., 2016). When
ice concentrations are high, sea ice can raft various materials, including pollutants, and transport
them much farther than ocean currents across the Arctic basin (Blanken et al., 2017). Newton
et al. (2017) have shown that the total area of sea ice exchanged across the Arctic Ocean has been
increasing over the historical period as a result of sea ice retreat and thinning, with higher ice
drift speeds and associated shorter transit times between different regions. However, long-range
transport of sea ice and ice-rafted material has started to decrease in recent years due to intensified
melt in the marginal ice zones of the Arctic Ocean (Krumpen et al., 2019; Newton et al., 2017). It
is currently unclear how transnational ice exchange will evolve in the future as the Arctic continues
to transition toward a seasonally ice-free state, in particular when considering the competing effects
of increased drift speeds versus shorter periods for sea ice to transit the Arctic as the melt season
lengthens. In this study, we investigate how transnational sea ice exchange between the different
Arctic states is predicted to change during the 215 century using the Community Earth System
Model (CESM1; Hurrell et al., 2013).

September sea ice extent has been declining at a rate of roughly 11% per decade since the
start of the satellite era in 1979 (Comiso et al., 2017; Stroeve and Notz, 2018) and there is evidence
that the rate of decline has accelerated since the beginning of the 215 century (Comiso et al.,
2008; Ogi and Rigor, 2013; Stroeve et al., 2012b). In addition, there has been an increase in the
length of the open-water season in the Arctic over recent decades (Barnhart et al., 2016; Smith and
Jahn, 2019; Stroeve et al., 2014b) and the sea ice cover has undergone substantial thinning with
a considerable decline in the amount of multi-year ice (Comiso, 2012; Kwok, 2018; Stroeve et al.,
2014a; Stroeve and Notz, 2018). The retreat of Arctic sea ice combined with more extensive open-
water periods have modified interactions between the different stakeholders of the High North,
raising new political issues and heightening potential conflicts among Arctic states (Emmerson
and Lahn, 2012; Newton et al., 2016; Wilhelmsen and Gjerde, 2018). Current model projections
suggest that nearly ice-free summers, defined as ice extent that falls below 1 x 10% km?, are very

likely unless warming is limited to 1.5°C (Jahn, 2018; Niederdrenk and Notz, 2018; Screen and
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Williamson, 2017; Sigmond et al., 2018). It has been shown that if emissions of anthropogenic
CO> continue on the current trajectory, nearly ice-free conditions will likely occur by the middle
of the century (Jahn et al., 2016; Wang and Overland, 2009, 2012). Trends described in Newton
et al. (2017) suggest that transnational ice exchange could continue to expand in the near future,
increasing political tensions associated with cross-border contaminant transport (Newton et al.,
2016). Here we assess how transnational ice exchange will evolve over the 215 century, and what
impact different future emissions scenarios may have on these projections.

Sea ice acts as a transport medium for materials such as dust, aerosol deposits, sediments,
organic matter, macro-nutrients, freshwater, and biological communities growing at the bottom of
the ice (Eicken et al., 2000; Eicken, 2004; Melnikov et al., 2002; Newton et al., 2013; Niirnberg
et al., 1994). Transport of ice algae and sediments by sea ice has been shown to favor ice-associated
phytoplankton blooms when the ice melts in the summer, critically impacting the food web struc-
ture (Boetius et al., 2013; Fernandez-Méndez et al., 2015; Gradinger et al., 2009; Jin et al., 2007;
Olsen et al., 2017). As industrialization of the Arctic continues to expand due to easier marine
access, anthropogenic pollutants (e.g., mercury, lead, black carbon, oil, microplastics) may also be
transported by sea ice over long distances from where they first enter the ocean (AMAP, 2011,
2015; Blanken et al., 2017; Obbard et al., 2014; Peeken et al., 2018; Pfirman et al., 1995, 1997;
Shevchenko et al., 2016; Varotsos and Krapivin, 2018; Venkatesh et al., 1990). This makes assess-
ment of risk, attribution of responsibility for environmental and ecological consequences, as well
as containment, recovery, and cleaning operations of contaminants very difficult if not impossible
(Glickson et al., 2014; Newton et al., 2016; Peterson et al., 2003; Post et al., 2009; Sgrstrom et al.,
2010; Wilkinson et al., 2017).

To explore the connections between future changes in Arctic sea ice and emerging political
issues related to long-distance rafting of material, we frame our analysis in the context of exclusive
economic zones (EEZs; Flanders Marine Institute, 2018) of the Arctic states (Figure 4.1). This
builds on the work by Newton et al. (2017), who used satellite-derived sea ice drifts and analyzed

transnational ice transport and change from the years pre to post-2000. An exclusive economic
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Figure 4.1: Map of the exclusive economic zones (EEZs) of the Arctic based on the definition from
the United Nations Convention on the Law of the Sea (Nordquist, 2011): Canada (purple), the
United States (dark blue), Russia (light blue), Norway (turquoise), Iceland (green) and Greenland
(orange). The region in the middle of the Arctic Ocean that is not included within an EEZ is
referred to as the Central Arctic (CNT) for the context of this study.

zone is a sea zone over which a state has special rights regarding the exploration and use of
marine resources, including energy production. EEZs extend 200 nautical miles (370.4 km) from
the coastline, as prescribed by the United Nations Convention on the Law of the Sea (Nordquist,
2011). There are five Arctic littoral states: Canada, the United States, Russia, Norway (including
the Svalbard archipelago and the Jan Mayen island) and Denmark (Greenland). We also consider
Iceland as part of our analysis since it receives sea ice exported from the Arctic Ocean through
Fram Strait. We define the Central Arctic (CNT) as the region in the middle of the Arctic Ocean

over which no country has exclusive economic rights.
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4.2 Methods

4.2.1 Community Earth System Model (CESM)

The CESML1 is a state-of-the-art global Earth System Model characterized by a nominal 1°
horizontal resolution in all components (Hurrell et al., 2013). This version of the CESM has been
widely used for Arctic sea ice studies and generally performs well in capturing the Arctic mean sea
ice state, trend and variability (e.g. Barnhart et al., 2016; DeRepentigny et al., 2016; England et al.,
2019; Jahn et al., 2016; Labe et al., 2018; Smith and Jahn, 2019; Swart et al., 2015). Although this
study only uses a single Earth System Model, it uses two ensembles from that model, allowing for an
assessment of scenario differences while considering internal variability uncertainties. Furthermore,
a good representation of present-day sea ice properties has been shown to be critical for future
projections of summer sea ice conditions (Massonnet et al., 2012), making the CESM an excellent
choice for this type of analysis. Note however that results presented here are closely tied to the
simulated atmospheric circulation response to future climate forcing in the Arctic, something that
varies across climate models and is still an active area of research (Budikova, 2009; Zappa et al.,
2018).

To investigate the impact of different future emissions scenarios on the projections of ice
exchange between the different EEZs of the Arctic, we use two ensembles of the fully-coupled climate
simulations from the CESM1. The CESM Large Ensemble (CESM-LE; Kay et al., 2015) includes
40 individual ensemble members that differ only by round-off level differences in the initial air
temperature field (order of 1074 K). These large ensemble simulations follow the historical forcing
from 1920 to 2005 and the business-as-usual Representative Concentration Pathway 8.5 (RCP8.5;
Jones et al., 2013) emissions scenario from 2006 to 2100 (Figure 4.2a,b). We also use the CESM
ensemble simulations following the 2°C target low warming scenario (CESM-LW; Sanderson et al.,
2017). These 2°C target low warming simulations, along with similar experiments using a target of
1.5°C and an overshoot scenario that temporarily exceeds 1.5°C, were designed to inform assessment

of impacts at 1.5 and 2°C above pre-industrial levels following the Paris Intergovernmental Panel
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Figure 4.2: Time evolution of (a) the total CO2 emissions in GtC/yr, (b) the atmospheric CO,
concentration in ppm, (c) the September Arctic sea ice extent in million square kilometers for
all ensemble members with the threshold for a nearly ice-free Arctic shown by the grey dashed
line, (d) the 20-year running mean annual-mean global temperature anomalies for all ensemble
members (relative to pre-industrial levels, taken as 1850-1920 here) and (e) the 20-year running
mean annual-mean Arctic temperature anomalies for all ensemble members. All panels cover the
historical period of the CESM-LE (black), the future RCP8.5 scenario of the CESM-LE (blue)
and the future low warming scenario of the CESM-LW (orange). Note the different range of the
y-axis for (d) the global temperature anomalies and (e) the Arctic temperature anomalies. The
grey shaded areas highlight the three different time periods our analysis focuses on (adapted from
Figure S1 of Jahn, 2018).

on Climate Change (IPCC) Agreement of December 2015 (Sanderson et al., 2017; UNFCCC, 2015).
The simulations are branched from the first 11 ensemble members (001-011) of the CESM-LE in
2006, after which they follow an emissions scenario designed so that the multi-year global mean
temperatures never exceed 2°C above pre-industrial levels (Figure 4.2d). Emissions follow the
RCP8.5 scenario from 2006 to 2017, after which they start declining rapidly (Figure 4.2a), such

that emissions in 2042 are half of the 2017 levels (Sanderson et al., 2017). This low warming
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scenario requires a negative emissions phase in order to stay below the 2°C warming target, with
combined fossil fuel and land use carbon emissions crossing net zero in 2078 (Figure 4.2a). Note
that we take the mean of each ensemble to represent the model response to radiative forcing, and
the spread about the mean to represent the internal variability within each scenario ensemble.

From all ensemble simulations, we use the v and v components of the sea ice velocity field as
well as sea ice concentration (aice), at a monthly time resolution. Each variable is interpolated onto
the 25 km Equal-Area Scalable Earth Grid (EASE-Grid; Brodzik et al., 2012) in order to conserve
sea ice area during the tracking process (see section 4.2.2 for more details on the ice tracking
system). While the CESM-LE also provides sea ice concentration at a daily time resolution for
the entire length of the simulation, the v and v components of the sea ice velocity field are only
available at a 6-hourly time resolution for three periods varying from 10 to 15 yr between 1920 and
2100. In addition, the CESM-LW only provides these variables available at a monthly resolution,
which does not allow for an analysis at a higher temporal resolution for this scenario. The effect
of the time resolution on our analysis has been tested by comparing weekly and monthly averages
for the CESM-LE, and the results show no major change to the conclusions presented here (see
Figures S4.1 and S4.2 in the supporting information for more details).

In this study, the CESM analysis is separated into three time periods of 20 yr, separated
equally from the end of the 20" century to the end of the 215 century: (1) 1981 to 2000, (2) 2031
to 2050 and (3) 2081 to 2100. Each period captures a different regime of the transition toward a
seasonally ice-free Arctic (see Figures 4.2c and 4.3 for context), allowing us to assess the projected

evolution of sea ice exchange:

1981-2000. Representative of the state of the Arctic at the end of the twentieth century, before
the start of the observed series of record low minima in September sea ice extent of under

six million km? (can be compared to the pre-2000 period used in Newton et al., 2017);

2031-2050. Representative of a thin and dynamic ice pack, mostly consisting of first-year ice

except for the region north of Greenland and the Canadian Arctic Archipelago (Figure
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4.3b,c);

2081-2100. Representative of a fully seasonal ice cover for the CESM-LE, with a nearly ice-free
Arctic over three to five months for all 40 ensemble members (Figure 4.2¢), and nearly
ice-free summers for a maximum of one month every few years for the CESM-LW due to

less sea ice loss (Jahn, 2018).

e
~.

1981-2000

— 100

2031-2050

Sea Ice Concentration (%)

2081-2100

Figure 4.3: Average September sea ice concentration for the CESM-LE over the period of (a)
1981-2000 as well as for (b, d) the CESM-LE and (c, e) the CESM-LW over the periods of (b, c)
2031-2050 and (d, e) 2081-2100. The borders of the EEZs are indicated by red lines. The cyan
line shows the 15% sea ice concentration contour.

In order to provide an assessment of the performance of the CESM in simulating sea ice

transport between EEZs, we also analyze the CESM-LE over the 20-yr period between 1989 and
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2008 and compare it with observational data (section 4.7.2 in the supporting information). This
period is slightly shifted compared to the first period of the CESM analysis due to a low bias in
satellite-derived drift vectors prior to 1989 (section 4.7.1 in the supporting information). We use
data from the National Snow and Ice Data Center’s (NSIDC) Polar Pathfinder project (Tschudi
et al., 2016) and the National Oceanic and Atmospheric Administration (NOAA)/NSIDC Climate
Data Record (Meier et al., 2017; Peng et al., 2013). We find that the exchange of transnational ice
between the different EEZs of the Arctic simulated by the CESM-LE over the period of 1989-2008
is in good general agreement with observations. The small differences between the CESM-LE and
observations can be attributed to a bias in the simulated atmospheric circulation over the Arctic
during the ice-covered season and the resulting sea ice circulation anomalies (see section 4.7.2 for

more details).

4.2.2 Sea Ice Tracking Utility (SITU)

We use a Lagrangian approach to better understand the potential connections between the
Arctic states through the sea ice they exchange. To that end, we use a Lagrangian tracking software
called the Sea Ice Tracking Utility (SITU, http://icemotion.labs.nsidc.org/SITU/), formerly
known as the Lagrangian Ice Tracking System (LITS; DeRepentigny et al., 2016; Williams et al.,
2016; Brunette et al., 2019), that tracks ice floes from their formation location to where they
ultimately melt. This offline approach to Lagrangian modeling uses saved output from preexisting
runs of the model and requires significantly less computational resources compared to the transport
of online tracers. SITU allows us to obtain a quantitative assessment of the evolution of ice motion
by looking at the exchange of sea ice between the EEZs of different Arctic states and how these
patterns are predicted to change in the future. This software has been successfully used to track ice
floes forward or backward in time (DeRepentigny et al., 2016; Newton et al., 2017; Williams et al.,
2016) and is based on a similar approach that has been widely used to track ice age over several
years (Fowler et al., 2004; Maslanik et al., 2007; Pfirman et al., 2004; Rigor and Wallace, 2004).

In the present analysis, SITU is used to track ice area. This requires all of the output
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variables to be interpolated to an equal-area grid for the area to be conserved during the tracking
process. Note that this method does not aim to fully capture sea ice physics, as it does not track ice
volume and uses data at a 25 km resolution. Nonetheless, tracking independent parcels of ice area
provides some information on the effect of sea ice convergence, as SITU allows for multiple tracked
ice parcels to stack up in the case of convergent flow. This approximates a rise in ice thickness
through ridging by increasing the number of tracked areal parcels of ice over a specific location.
For this study, we analyze transnational ice exchange in terms of areal flux rather than the areal
flux divided by the area covered by each EEZ, as this is more representative of the potential risk
for ice-rafted contaminant transport.

First, for every month considered within the analysis, the location of newly formed ice floes
is identified. A newly ice-covered grid cell can either be the product of ice formation (freezing) or
advection of ice from a nearby location. In order to dissociate the thermodynamic signal from the
dynamic signal, we select all grid points along the ice edge (defined as the 15% ice concentration
contour), track them forward in time for one month using the sea ice velocity at each grid point
along the ice edge, and compare the result with the sea ice edge of the following month. Every
grid cell outside of the tracked ice edge that was not covered by ice initially but is ice covered
the following month is then considered a new ice parcel (referred to hereafter as an ice formation
event). Next, all ice formation events are fed to SITU, which advects each newly formed ice parcel
forward in time with a monthly resolution until it ultimately melts, creating a record of ice tracks.
An ice parcel is considered to have melted when it is advected to a location that is ice free when
compared with the ice concentration field of that month. Melt (and formation explained above)
is defined using a sea ice concentration threshold of 15%. The transition between ice and open
water is usually abrupt and our results show no sensitivity to the exact choice of cut-off value (not
shown).

Using time-averaged velocities (monthly averages in the case of the analysis presented here)
can result in floes being advected over land (either an island or the continent) by SITU instead of

piling up along the coast. To avoid unrealistic loss of ice floes over land within SITU, we move
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the affected parcels back to the last ocean grid cell they crossed prior to reaching land, following a
linear trajectory between their initial position and their position after one time step. These parcels
continue to be tracked normally, subject to the dynamics of their new location as if they had simply
piled up along the coast.

In what follows, we analyze what we refer to as “transnational” sea ice, ice that leaves the
EEZ in which it formed, as distinguished from “domestic” ice that melts in the same EEZ where it
formed. We also refer to the fraction of transnational ice exchange, defined as the ratio of the areal

flux of transnational sea ice to the total areal flux of sea ice, transnational and domestic combined.

4.3 Results

4.3.1 Increase in Transnational Ice Exchange

Over the last 20 yr of the twentieth century, Russia dominates in terms of formation of
transnational ice (74.8% of the total areal flux of transnational ice originates from Russia) and the
majority of transnational Russian ice gets exported to Norway (Figure 4.4a), in general agreement
with observations (see section 4.7.2 in the supporting information or Newton et al., 2017). Using
SITU, we find an increase in the area of ice formed each year from 1.4 x 10 km?/yr in 1981-2000
for the CESM-LE to between 4.6 and 5.3 x 105 km?/yr in 2031-2050 for the CESM-LW and the
CESM-LE, respectively. This large increase in ice formation is accompanied by an increase in the
amount of transnational ice exchanged between the different EEZs by midcentury. In fact, the total
average areal flux of transnational ice in the Arctic increases by 252% for the CESM-LE and 204%
for the CESM-LW between the periods of 1981-2000 and 20312050 (Figure 4.4b, c).

The main reason for this large increase in transnational ice flux from 1981-2000 to 2031-2050
is the poleward expansion of the seasonal ice zone (SIZ), defined as the area between the minimum
and maximum sea ice extents, due to a continued rise in simulated Arctic temperatures (Figure
4.2¢). By midcentury, under both scenarios, the area of annual sea ice formation expands from the

peripheral seas to almost the entire Arctic Ocean (Figure 4.5a—f). Over the period of 20312050,
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Figure 4.4: Annual mean average areal flux of transnational ice for the CESM-LE over the period of
1981-2000 (a) and for the CESM-LE (b, d) and the CESM-LW (c, e) over the periods of 2031-2050
(b, ¢) and 2081-2100 (d, e). The height of each colored portion within one bar represents the annual
mean areal flux of ice between the EEZ of formation (z axis) and the EEZ of melt (color). Note
that domestic ice is not included in this figure in order to focus on the features of transnational ice
exchange. The average amount of ice area exchanged between all EEZs, including domestic ice, for
both experiments as well as a statistical assessment of the pathways that are significantly different
between the CESM-LE and the CESM-LW can be found in Tables S4.1 and S4.2 in the supporting
information.

the spatial differences in ice formation between the CESM-LE and the CESM-LW are small (Figure
4.5¢—f), with slightly more extensive ice formation over the Central Arctic for the CESM-LE in the

fall due to lower average September sea ice extent (Figures 4.2c and 4.3b, ¢). By midcentury, only
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Figure 4.5: Average number of ice formation events per year in fall (SON) and winter (DJF) for
the CESM-LE over the period of 1981-2000 (a, b) and for the CESM-LE (c, d, g, and h)] and the
CESM-LW (e, f, i, and j)] over the periods of 2031-2050 (c—f)] and 2081-2100 (g—j)]. Only grid
cells that are ice covered for at least one month during the specified season and time period and
for a least one ensemble member are colored. The borders of the EEZs are indicated by red lines.
Only ice floes that formed and melted between the specified time periods are considered.

the region north of Greenland and the Canadian Arctic Archipelago survives the summer melt
(Figure 4.6¢c—f) and is reliably ice covered in September (Figure 4.3b, c¢). The increase in the area
of the SIZ by 2031-2050 allows for more ice to be formed each year and to melt in a different EEZ
than the one where it initially formed.

Another key feature of the future projections of sea ice transport is that by midcentury, Russia
and the Central Arctic strongly dominate the exchange of transnational ice in the Arctic. The areal

flux of transnational ice originating from Russia doubles by midcentury, and for the Central Arctic
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Figure 4.6: As in Figure 4.5, but for the average number of ice melt events per year in summer
(JJA) and fall (SON).

it increases from less than 13 thousand km? /yr to just below one million km? /yr for the CESM-LE
(Figure 4.4a, b). The increase in Russian transnational ice is predicted to occur as the whole area
of the Russian EEZ becomes a source and a sink of sea ice in 2031-2050 (Figures 4.5¢,e and 4.6¢, e),
whereas formation and melt is limited to its coastal regions in 1981-2000 (Figures 4.5a and 4.6a).
This larger area of sea ice loss in the summer months could potentially promote economic activities
in the Russian EEZ and increase the risk of ice-rafted contaminant transport (Newton et al., 2016;
Pfirman et al., 1995). As for the Central Arctic, it accounts for 37.2% of the total formation of
transnational ice area in 2031-2050 for the CESM-LE (Figure 4.4b), up from less than 2% in 1981—

2000 (Figure 4.4a). In addition to becoming an important source region for transnational ice, the
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Central Arctic also becomes an important sink, with the percentage of transnational ice melting
in this region increasing from 1.1% in 1981-2000 to 21.8% in 2031-2050 for the CESM-LE (Figure
4.4a,b). This can be partly explained by the fact that ice formation/melt is present over most
of the Central Arctic by midcentury (Figures 4.5¢c,e and 4.6c,e), whereas there is little to no ice
formation/melt over that region in 1981-2000 (Figures 4.5a and 4.6a). The large contribution of
Russia and the Central Arctic to the exchange of transnational ice is not surprising considering the
surface area covered by these two EEZs. Note however that it is the total areal flux of transnational
ice, not the flux per unit area, that best represent the extent of potential ice-rafted contaminant

transport (Newton et al., 2017).

4.3.2 Impact of the Future Emissions Scenario

The difference in the response of sea ice transport to the two future emissions scenarios
becomes more apparent toward the end of the 215 century. Over the last 20 yr of the twentieth
century, ice formation and melt peak in October and August, respectively (Figure 4.7a,b). There is
a large increase in the total annual amount of areal ice formation and melt by 2031-2050, with the
peak in ice formation shifting from October to November for both future emissions scenarios (Figure
4.7c,d). Large differences in the ensemble mean ice formation and melt between the CESM-LE and
the CESM-LW are projected by 2081-2100. The ensemble mean represents the best estimate of the
forced response to the future emissions scenario, while the spread about the mean is used to assess
the confidence of that forced response based on the internal variability of the climate system. The
ensemble mean of the CESM-LE has ice formation and melt peak in January and July respectively
by the end of the century, compared to November and August for the CESM-LW (Figure 4.7¢,f),
much more similar to present-day conditions. In addition, the annual cycles of ice formation and
melt for the CESM-LE and the CESM-LW are statistically different at the 95% confidence level in
2081-2100 during all months of the growing and melting seasons, respectively. Compared to the
period of 1981-2000, the length of the ice-covered season (defined here as the number of months

from the peak in ice formation to the peak in ice melt) is predicted to decrease by one month
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Figure 4.7: Annual cycle of areal ice formation [left] and melt [right] for the periods of 1981-2000
(a,b), 2031-2050 (c,d) and 2081-2100 (e,f) in the CESM-LE [blue] and the CESM-LW [orange].
The error bars show the 95% confidence intervals of the 20-year averaged ice formation/melt area
for each month across the 40 ensemble members of the CESM-LE and the 11 ensemble members
of the CESM-LW. Only ice floes that formed and melted between the specified time periods are
considered.

for the CESM-LW and four months for the CESM-LE by 2081-2100 when looking at the forced
signal. By the end of the 215 century, earlier ice formation as well as later melt in the CESM-LW
gives more time for ice floes to transit the Arctic before the start of the melt season compared
to the CESM-LE, which has a shorter ice-covered season. In turn, longer travel times allow for
larger traveled distances, promoting transnational ice exchange in the CESM-LW compared to the

CESM-LE. Note that the annual formation and melt cycles of the CESM-LW over the period of
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2081-2100 are very similar to the ones of the CESM-LE in 2031-2050, pointing to a stabilization of
the sea ice response under the low emissions scenario around midcentury climate when atmospheric
COq starts to slowly decline (Figure 4.2b).

Spatial differences in ice formation and melt between the two future emissions scenarios also
manifest at the end of the 215 century. By 2081-2100, the ice formation season shifts from fall
(SON) to winter (DJF) everywhere in the Arctic for the CESM-LE, as freezing starts and ends later
in the year (Figures 4.5g,h and 4.7e; see also Smith and Jahn, 2019). For the CESM-LW on the
other hand, most of ice formation still occurs in the fall (Figures 4.51 and 4.7e), with the exception
of parts of the Barents, Kara, Beaufort and Chukchi Seas (Figure 4.5j). Moreover, melt occurs over
the whole Arctic basin in summer only for the CESM-LE (Figure 4.6g,h), which simulates a nearly
ice-free Arctic for several months each year by the late 215° century (see also Jahn, 2018). For the
CESM-LW, melt still occurs in the fall north of Greenland and the Canadian Arctic Archipelago
and into the Central Arctic in the late 215 century (Figure 4.6j), similar to midcentury conditions
in the CESM-LE (Figure 4.6d). As a result, there is a longer portion of the year when the Arctic is
fully ice covered in the CESM-LW, allowing more time for ice floes to move around and increasing
the amount of ice exchanged between the different EEZs.

The CESM also projects a large reduction in the average amount of time necessary for sea ice
to transit from one EEZ to another by 2031-2050, especially for long pathways that are characterized
by an average transit time of more than two years in 1981-2000 (Figure 4.8). This decrease in transit
times is related to the poleward expansion of the SIZ, which acts to melt a larger area of ice each
summer and greatly reduce the number of multi-year transit pathways, in combination with an
increase in ice drift speed, especially in the winter months (not shown; see also Tandon et al.,
2018). The increase in ice drift speed is mainly associated with a decrease in ice thickness as we
find no significant change in the average wind speed over the Arctic throughout the 215 century
(not shown). By 2081-2100, all exchange pathways have average transit times of less than one year
for the CESM-LE (Figure 4.8). This is the result of a seasonal ice cover over the whole Arctic

basin, which prevents the formation of multi-year ice in all of the 40 ensemble members and does
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Figure 4.8: Average transit time in years for the 15 pathways exchanging the largest areal flux of
transnational ice throughout all three time periods and both experiments. The error bars show the
95% confidence bounds of the 20-year averaged transit time for the 40 ensemble members of the
CESM-LE and the 11 ensemble members of the CESM-LW.

not allow for transit times longer than one year. On the other hand, the CESM-LW shows transit
times in 2081-2100 that are similar to those of the CESM-LE in 2031-2050 (Figure 4.8), again
pointing to a stabilization of the sea ice response to the reduced atmospheric COy concentration in
the CESM-LW scenario toward the end of the century (Figure 4.2b). Note that transit times for
all exchange pathways for the CESM-LW by 2081-2100 are statistically different from 1981-2000
transit times at the 95% confidence level, except for ice forming in the Central Arctic and melting
in the United States (Figure 4.8). Moreover, for the period of 2081-2100, all transit time differences
between the CESM-LE and the CESM-LW are statistically significant.

As the melt season is projected to get longer and average transit times shorten to less than
one year for the CESM-LE by the end of the 215 century, long-distance ice transport pathways
are predicted to diminish in favor of ice exchanged between neighboring EEZs, specifically the ones

downstream of each EEZ of formation following the general Arctic sea ice circulation. As a result,
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the diversity of EEZs of melt for each EEZ of formation is reduced for the CESM-LE compared
to the CESM-LW in 2081-2100, especially for Russia and the Central Arctic where the largest
amount of transnational ice originates (Figure 4.4d,e). This implies a continuation in the future of
the negative trend in Siberian shelf ice reaching Fram Strait since the beginning of the 215 century
recently found by Krumpen et al. (2019). Note that for all exchange pathways over the period
of 2081-2100, only the flux of ice from Canada to Russia, from the United States to Russia and
from Norway to Greenland (i.e., relatively short-distance downstream fluxes) are not statistically
different between the CESM-LE and the CESM-LW at the 95% confidence level. By 2081-2100,
consistent nearly ice-free summers in the CESM-LE act to reduce the fraction of transnational
ice exchange (as defined in section 4.2.2), whereas the CESM-LW continues to see an increase.
Indeed, the fraction of transnational ice exchange grows from 46% to 48% to 49% for the CESM-
LW throughout the three time periods of interest, whereas it initially increases from 46% to 47%
between the first two time periods for the CESM-LE, but then reduces to 44% by the end of the
215% century. Note that the fractions of transnational ice exchange are statistically different from
each other at the 95% confidence level between the three time periods only for the CESM-LE.
It is important to note that even though the fraction of transnational ice exchange decreases for
the CESM-LE between 2031-2050 and 2081-2100, the total areal flux of transnational ice increases
slightly over the same period. Nonetheless, this result points to the fact that when the Arctic reaches
nearly ice-free conditions and the SIZ covers the full Arctic Ocean, increases in the melt season
length associated with continuously warmer Arctic temperatures (Figure 4.2¢) will eventually act
to reduce the absolute amount of transnational ice exchange, reversing the trend predicted by the

CESM-LE over the 215 century.

4.4 Discussion

In this contribution, we show that as the SIZ expands the amount of sea ice formed each
year increases greatly by midcentury, leading to an increase of more than 200% in the area of

sea ice exchanged between the different regions of the Arctic. This increase in transnational ice
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exchange amplifies the potential for ice-rafted contaminant transport, raising environmental risks
and accentuating emergent political tensions as the Arctic states are effectively brought into closer
contact with each other (Arctic Council, 2009; Emmerson and Lahn, 2012; Newton et al., 2016;
Pfirman et al., 1995). A prominent example is the export of ice from Russia to Norway. A heated
debate persists in Norway about whether their regulations of offshore drilling, which are some of
the most extensive in the world, are sufficient. However, our study indicates that the main risk
for Norway in the next few years might be from Russian oil spills, since about 400,000 km? of ice
transit from the Russian to the Norwegian EEZ annually by midcentury. In addition, our results
show that the trajectory of future greenhouse gases emissions will have a high impact on export of
ice from Russia to Norway, as the low emissions scenario predicts a similar amount of ice transit by
2100 as midcentury conditions, compared to a reduction by more than half under the high emissions
scenario.

Pollutants of primary concern in the Arctic are organochlorines, heavy metals, radionuclides
and oil (Pfirman et al., 1995), which can take years to biodegrade in the Arctic due to the cold
Arctic waters (Fingas and Hollebone, 2003). While freezing ejects many dissolved contaminants
found in sea water, ice formed in shallow regions (< 50 m) of the Siberian seas has been shown
to entrain sediments and organic material (Smedsrud, 2001, 2002) and hence also incorporates
associated contaminants. After several years of transport, due to annual surface melting and
ablation, a concentrated lag deposit of sediment, organic material and/or contaminants can form
on the surface of the ice (Pfirman et al., 1995; Tremblay et al., 2015). Although some contaminants
are lost in meltwater runoff, other pollutants are also added from atmospheric deposition of Arctic
haze (Octaviani et al., 2015). Furthermore, potential oil spills or shipping accidents can also add
contaminants on the ice surface (Fingas and Hollebone, 2003; Glickson et al., 2014; Izumiyama
et al., 2004; Venkatesh et al., 1990; Wilkinson et al., 2017). As a result, the majority of ice-rafted
pollutants are released when the entire floe melts despite differences in their sources (Pfirman et al.,
1995).

Based on our analysis of sea ice transport between the different EEZs of the Arctic, a little
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more than half of the ice melts in the same EEZ where it formed, meaning that a large part of
the contaminants introduced into sea ice will be released within the same EEZ (Newton et al.,
2017). However, we find that due to a large increase in the area of sea ice formed every year, the
absolute amount of transnational ice exchanged between the different Arctic nations increases by
a factor of 3 between the end of the 20" century and the middle of the 215% century. As such, the
potential for sea ice to carry contaminants is greatly amplified. The doubling of transnational ice
originating from the Russian EEZ by midcentury is of especially high relevance given that most of
the Russian EEZ consists of shallow seas where contaminants can be easily incorporated during sea
ice formation. In addition, the prospect of undiscovered oil and gas on the Siberian shelves (Bird
et al., 2008) and the increase in shipping activities along the Northern Sea Route (Aksenov et al.,
2017; Ostreng et al., 2013; Schgyen and Brathen, 2011; Stephenson et al., 2013) will amplify the
risk of pollutants being introduced in these shallow Arctic waters.

The opening of the Central Arctic is also of high significance given the prospect for commercial
ships to use the Transpolar Sea Route in order to avoid crossing the EEZ of several Arctic states
(Stephenson et al., 2013), increasing the risk of accidental release of contaminants onto sea ice. The
lack of risk management policies regulating the release of pollutants in these international waters
combined with a short operational season, large distances to ports and other infrastructure, and the
generally challenging Arctic environment will likely make this region very vulnerable to long-term
contamination. Compared to the Russian shelf seas, the Central Arctic covers mostly deep waters,
so contamination of surface waters by oil spills and atmospheric deposition of black carbon and

other emissions are likely the main concerns for this region.

4.5 Conclusions

In this study, we have addressed the question: “How will the exchange of transnational sea ice
evolve in the future?”, using two ensemble experiments of the CESM that range from 2°C to over
4°C of global warming by 2100. We find a large increase in the area of transnational ice exchanged

in the Arctic throughout the 215 century, continuing the trend reported by Newton et al. (2017)
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over the observational period. The CESM captures the exchange of transnational ice in the Arctic
well when compared to satellite observations over the 1990s and 2000s, with a few disagreements
that can be attributed to a bias in the simulated atmospheric circulation over the Arctic during
the ice-covered season. When looking at future projections, we found that the CESM projects the
largest increase in the amount of transnational ice exchange between the end of the 20" century
and the middle of the 215 century, under both forcing scenarios. This increase is associated with
the expansion of the SIZ from the peripheral seas toward the middle of the Arctic Ocean, as global
and Arctic temperatures continue to rise. The expansion of the SIZ in 2031-2050 allows for more
ice to be formed each year which, combined with a decrease in the average time it takes for an ice
floe to go from one EEZ to another, acts to promote transnational ice exchange in the Arctic.

The increase in transnational ice exchange by midcentury and until 2100 is not uniform
everywhere in the Arctic, but is dominated by Russia and the Central Arctic as they include a
large fraction of the SIZ. We find that by 2031-2050, 78% of transnational ice originated from
these two regions, while also accounting for 44% of the melt of transnational ice in the CESM-LE.
Long exchange pathways that are characterized by an average transit time of more than two years
in 1981-2000 see a large reduction in travel time as less ice transits along these routes, with all
pathways exchanging ice in two years or less by midcentury. We also find that differences in the
forced sea ice response to a high versus low emissions scenario become most apparent toward the
end of the 215 century. By 2081-2100, the CESM-LW has a longer ice-covered period than the
CESM-LE, due to earlier ice formation and later ice melt. This gives ice floes more time to travel
from one EEZ to another before the start of the melt season, promoting transnational ice exchange
in the CESM-LW. Indeed, we find that all exchange pathways have average transit times of one to
two years for the CESM-LW that persist through 2081-2100, similar to midcentury transit times for
both scenarios. By comparison, average transit times are all less than one year for the CESM-LE
by 2081-2100 due to consistent nearly ice-free summers of three to five months for all 40 ensemble
members (Jahn, 2018).

Ice transport along long-distance pathways are predicted to diminish in favor of ice exchange
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between neighboring EEZs by the end of the 21%° century under the high emissions scenario, specif-
ically shifting to the EEZs downstream of each EEZ of formation. This is the result of a projected
lengthening of the melt season, which decreases average transit times to less than one year for the
CESM-LE, continuing the trend recently reported by Krumpen et al. (2019) and Newton et al.
(2017). In fact, the CESM-LE shows a decrease in the fraction of transnational ice exchange be-
tween the periods of 2031-2050 and 2081-2100, whereas the CESM-LW continues to see an increase.
Even though the total areal flux of transnational ice continues to increase slightly for the CESM-LE
over the same time window, the decline of the fraction of transnational ice exchange has impor-
tant implications for transnational ice exchange after 2100. A previous version of the CESM, the
Community Climate System Model Version 4 (CCSM4), RCP8.5 simulations and their extension
to 2300 show that September ice extent will not recover under this business-as-usual scenario, and
March ice extent will continue to decrease and reach nearly ice-free conditions toward the middle of
the 23" century (Jahn and Holland, 2013). Our results suggest that the predicted increase in melt
season length associated with continuously warmer Arctic temperatures would eventually act to
reduce the total amount of transnational ice exchanged between the EEZs of the Arctic, reversing
the trend predicted by the CESM over the 215 century for all scenarios.

To conclude, our study shows that the characteristics of transnational ice exchange will change
dramatically over the 215 century, even under a low warming scenario. As a result, the potential for
ice-rafted contaminant transport across EEZs will increase greatly in the next few decades. Given
the associated societal risks, our results suggest that in order to support risk management strategies
for ice-rafted contaminants, more detailed modeling should be undertaken in the future, to simulate
specific pollutants. Such a model would have to include exchange and transport of multiple tracers
with a surface deposition source for atmospheric aerosols and particulates, sedimentary inclusion

for sea ice formed in shallow waters, and a potential for ice-trapped oil from open-water spills.
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4.7 Supplementary Material

4.7.1 Observational Datasets

The National Snow and Ice Data Center’s (NSIDC) Polar Pathfinder project provides sea ice
motion vectors on the 25 km EASE-Grid from the beginning of polar-orbiting satellite observations
in November 1978 to 2017 (Tschudi et al., 2016). This gridded product is derived through opti-
mal interpolation of observations from the International Arctic Buoy Program (IABP), as well as
the Scanning Multichannel Microwave Radiometer (SMMR), the Special Sensor Microwave Imager
(SSM/I), the Special Sensor Microwave Imager Sounder (SSMIS), the Advanced Microwave Scan-
ning Radiometer - Earth Observing System (AMSR-E) and the Advanced Very High Resolution
Radiometer (AVHRR) sensors. It is complemented with free drift estimates derived from 10 m
winds provided by the National Centers for Environmental Prediction and the National Center for
Atmospheric Research (NCEP/NCAR) reanalysis dataset where no observations were available. We
also use sea ice concentration data derived from passive microwave brightness temperature from the
National Oceanic and Atmospheric Administration (NOAA)/NSIDC Climate Data Record (Meier

et al., 2017; Peng et al., 2013). It is a product of different algorithms used to combine observations
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made by the SMMR, SSM/I and SSMIS sensors, available from late 1978 to 2017.

The Polar Pathfinder and Climate Data Record datasets were previously used in Newton
et al. (2017), where a similar analysis of transnational ice exchange over the observational period
was performed. Newton et al. (2017) used a weekly time resolution while we here use a monthly
resolution to allow for a direct comparison with model data, which is only available at a monthly
resolution for one of the two forcing scenarios analyzed here (see section 2.1). The reduction of
temporal resolution from weekly to monthly has been shown to lead to an increase of the error in
drift distance when compared to buoy data by approximately 45 km (less than two grid cells) after
a year of tracking when using the ice tracking system (DeRepentigny et al., 2016). In the context
of this study, we find that the flux of transnational ice is reduced slightly towards the end of the
215 century for most pathways when going from a monthly to a weekly resolution (Figure S4.2).
However, none of the conclusions from this study are affected by the change in time resolution from
monthly to weekly.

All observational analyses presented here use satellite-derived sea ice velocity and concen-
tration between January 1989 and December 2008. We begin the analysis in 1989 to avoid earlier
satellite-based drift vectors, based on retrievals from the relatively low-resolution SMMR sensor,
that exhibit a low bias in sea ice velocity compared to co-located buoy data (Bruno Tremblay,
Robert Newton and Charles Brunette, personal communication, May 16, 2019). Comparison be-
tween observations and model data presented in section 4.7.2 is therefore done over the 20-year

period of 1989-2008.

4.7.2 Comparison of the CESM with Observations

To provide an assessment of the performance of the CESM in simulating sea ice transport
between the different EEZs of the Arctic, we compare CESM results to results from SITU using
satellite observations from the period of 1989 to 2008. We find that the annual cycle of areal
ice formation and melt in the CESM-LE compares well with the observations (Figure S4.3). Ice

formation peaks in October and ice melt peaks in August (peak of ice formation/melt here refers
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to the month with the largest area of simulated ice formation/melt using SITU). Note, however,
that the average amount of formation and melt area obtained from the observations does not fall
within the spread of internal variability of the CESM-LE during the months of peak ice formation
and melt (i.e., October and August, respectively), with the CESM-LE simulating too little ice
formation and melt (Figure S4.3). The spatial distributions of areal ice formation and melt are
also well represented in the CESM-LE (Figures S4.4 and S4.5) despite slightly larger frequencies of
detected fall formation and summer melt over the peripheral seas for the observations (in agreement
with results presented in Figure S4.3).

The exchange of transnational ice between the different EEZs of the Arctic simulated by the
CESM-LE over the period of 1989-2008 is in good general agreement with observations (Figure
54.6). Both the observations and the CESM-LE show that most of the transnational ice formed in
Canada melts in the US EEZ, most of the transnational ice formed in the United States melts in
Russia, and most of the Russian transnational ice melts in Norway (Figure S4.6; see also Newton
et al., 2017). However, the observed transnational ice transport is slightly outside the range of
internal variability of the CESM-LE for two pathways: (1) ice forming in the United States and
melting in Russia is underestimated in the CESM, and (2) ice forming in Russia and melting in
Norway and Iceland is overestimated in the CESM (Figure S4.6).

The small inconsistencies in areal flux of US ice towards Russia and Russian ice towards
Norway and Iceland between observations and the CESM-LE do not extend throughout the full
area of the EEZ of formation, but are present only in the region directly upstream of the EEZ of
melt, following the general Arctic sea ice circulation (Figure S4.7). For the slightly lower simulated
flux of US ice towards Russia by the CESM compared to observations (Figure S4.6), there is
a smaller area of high transnational ice promotion probability within the US EEZ close to the
Russian border for the CESM-LE compared to the observations (Figures S4.7a, S4.7b, and S4.7d).
The slightly higher flux of Russian ice towards Norway and Iceland in the CESM-LE (Figure S4.6)
is mainly driven by higher simulated probabilities of transnational ice promotion in the Kara and

Barents Seas than what is observed (Figures S4.7a-S4.7c).
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Differences in transnational ice exchange between the CESM-LE and observations for US ice
melting in Russia and Russian ice melting in Norway and Iceland can be attributed to a bias in the
simulated atmospheric circulation over the Arctic during the ice-covered season and the resulting
sea ice circulation anomalies. DeRepentigny et al. (2016) showed that the variability in winter
sea-level pressure in the CESM-LE results in higher sea ice velocities off the coast of Russia in the
Kara and Barents Seas compared to observations, transporting more ice away from the coast and
into the Transpolar Drift Stream (see their Figures 6¢ and 6d). Moreover, the observations are
characterized by a strong current along the coast of Alaska, which is not simulated in the years of
low winter sea-level pressure in the CESM-LE (see their Figures 6a and 6b). As one would expect,
sea ice motion, and consequently transnational ice exchange, is intimately linked to the atmospheric

circulation over the Arctic that drives the sea ice.
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4.7.3 Supplementary Figures
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Figure S4.1: Annual cycle of ice formation (a, c, e) and melt (b, d, f) over the periods of 1990-2005
(a, b), 20262035 (c, d) and 2071-2080 (e, f) for the first 35 members of the CESM-LE using a
monthly (burgundy) and weekly (light blue) time resolutions. Only ice floes that formed and melted
between the specified time periods are considered. Note that some of the differences between the
weekly and monthly time resolution can be attributed to the way weeks are distributed into months
as every month contains either 29, 30 or 31 days and thus always includes part of a week.
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Figure S4.2: Annual mean average areal flux of transnational ice for the CESM-LE over the periods

of 1990-2005 (a, b), 2026-2035 (c, d) and 2071-2080 (e, f) using a monthly (a, c, e) and weekly

(b, d, f) time resolutions. The height of each colored portion within one bar represents the annual

mean areal flux of ice between the EEZ of formation (z axis) and the EEZ of melt (color). Note

that domestic ice is not included in this figure in order to focus on the features of transnational ice

exchange.
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Figure S4.3: Annual cycle of mean areal ice formation (a) and melt (b) in the observations (green)
and the CESM-LE (blue) for the period of 1989-2008. The error bars show the maximum and
minimum 20-year averaged formation/melt area for each month across the 40 ensemble members
of the CESM-LE, showing the range of internal variability for this ensemble. Only ice floes that
formed and melted between 1989-2008 are considered. Note that the values shown here are not
meant to represent the actual amount of ice that forms and melts in the Arctic every year, but
rather the area of ice formation and melt we obtain from SITU (see section 2.2).
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Figure S4.4: Average number of ice formation events per year in fall (SON) (a, ¢) and winter (DJF)
(b, d) over the period of 1989-2008 for both observations (a, b) and the CESM-LE (c, d). The
borders of the EEZs are indicated by red lines. Only ice floes that formed and melted between

1989—-2008 are considered.
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Figure S4.5: As in Figure S4.4, but for the average number of ice melt events per year in summer
(JJA) (a, c) and fall (SON) (b, d).
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Figure S4.6: Annual mean areal transnational ice flux for the observations (wide bar) and annual
mean minimum (left narrow bar), average (middle narrow bar) and maximum (right narrow bar)
areal transnational ice flux for the 40 members of the CESM-LE for the period of 1989-2008. The
height of each colored portion within one bar represents the annual mean areal flux of ice between
the EEZ of formation (z axis) and the EEZ of melt (color). The CESM-LE is consistent with the
observations when the observed value for each pathway lies between the range of the CESM-LE

(minimum to maximum). Note that domestic ice is not included in this figure in order to focus on
the features of transnational ice exchange.
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Figure S4.7: Probability of transnational ice promotion for observations (a), the ensemble mean of
the CESM-LE (b) as well as the ensemble mean + one standard deviation for the CESM-LE (c, d)
over the period of 1989-2008. The color represents the probability that an ice parcel forming at
each grid cell gets promoted from domestic ice to transnational ice. The borders of the EEZs are
indicated by red lines. Note that the probability is calculated for each grid cell in which at least
one ice parcel forms and thus gives no indication of how many ice parcels are considered in the
calculation.
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Table S4.1: Annual mean average areal flux of ice exchanged between all EEZs for the CESM-LE
over the three time periods. The EEZ of formation is indicated in the first column and the EEZ
of melt in the first row. All numbers are in km? /year. The last column contains the total annual
mean average areal flux of ice formed in each EEZ, only considering ice floes that melted before the
end of the time period. The numbers in bold highlight the pathways that are statistically different
between the CESM-LE and the CESM-LW over a same time period at the 95% confidence level
using a t-test.

From/To ‘ Canada USA Russia Norway  Iceland  Greenland  Central ‘ Total
1981-2000
Canada 39,426 32,741 3,177 32 218 96 631 76,321
USA 3,616 49,083 96,402 546 4,232 1,444 4,184 159,507
Russia 1,635 4,900 563,494 305,730 112,159 60,825 2,217 1,050,960
Norway 0 0 677 108,733 2,331 1,223 0 112,964
Greenland 0 0 0 4 113 31 0 148
Central 163 802 9,026 292 1,585 581 934 13,383
20312050
Canada 107,566 128,998 25,926 441 1,563 4,855 62,049 331,398
USA 6,297 105,809 176,848 0 0 0 34,613 323,567
Russia 11,480 10,188 1,597,911 385,601 37,521 122,715 452,339 | 2,617,755
Norway 10 0 737 135,196 33,191 31,475 18 200,627
Greenland 789 11 8 10,823 41,205 27,128 51 80,015
Central 184,175 52,953 352,701 69,168 81,513 194,498 833,752 | 1,768,760
2081-2100
Canada 327,395 114,877 33,716 3,209 175 70,427 102,810 652,609
USA 6,742 66,614 184,671 0 0 0 60,638 318,665
Russia 2,495 13,346 1,429,691 162,929 4 40,631 654,681 | 2,303,777
Norway 9 0 1,692 91,323 1,331 38,416 821 133,592
Greenland | 7,436 0 64 41,848 13,268 177,128 603 240,347
Central 437,773 17,441 250,289 111,080 410 310,993 1,360,152 | 2,488,138
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Table S4.2: As in Table S4.1, but for the CESM-LW and for the time periods of 2031-2050 and
2081-2100 only.

From/To ‘ Canada USA Russia Norway Iceland Greenland  Central Total
2031-2050
Canada 67,835 116,784 28,938 9 401 423 38,568 252,958
USA 4,134 102,824 181,077 3 28 20 20,594 308,680
Russia 17,224 13,310 1,529,744 416,960 73,301 137,656 311,557 | 2,499,752
Norway 0 0 918 137,622 29,449 24,446 0 192,435
Greenland 97 0 0 4,560 25,810 9,903 0 40,370
Central 95,631 53,653 357,849 40,909 78,207 117,193 540,412 | 1,283,854
2081-2100
Canada 84,594 139,616 41,702 85 1,153 2,207 67,080 336,437
USA 3,884 95,500 196,153 0 0 0 25,227 320,764
Russia 16,006 8,551 1,600,756 386,994 38,009 153,526 428,526 | 2,632,368
Norway 51 0 739 130,358 38,855 35,565 0 205,568
Greenland | 1,307 125 6 8,969 51,634 24,952 57 87,050
Central 192,349 55,827 411,670 53,332 84,082 189,324 813,423 | 1,800,007




CHAPTER 5

CONCLUSION

5.1 Summary of Major Findings

Climate model projections of Arctic sea ice are crucial tools for understanding how the
Arctic will change as global temperatures continue to rise. However, evaluation of sea ice changes
in climate models is complicated by the internal variability of the climate system, model differences
and scenario uncertainty. In this dissertation we explored processes that lead to Arctic sea ice
retreat and their implications in the context of these different sources of uncertainty in climate
change projections.

In Chapter 2, we assessed the current and future states of Arctic sea ice in
two different configurations of the CESM2. We found several differences in the simulated
Arctic sea ice cover between the two CESM2 configurations, as well as compared to the previous
generation of the CESM model, the CESM-LE. Over the historical period, the CESM2(CAMSG6)
model simulates a winter ice cover that is too thin, which leads to lower summer ice coverage
compared to the CESM2(WACCM6) model and observations. In both CESM2 configurations,
the timing of first summer ice-free conditions is found to be insensitive to the choice of CMIP6
future emissions scenario, which implies that the year of a first-ice free Arctic will be determined
by internal variability and model uncertainty only. This finding is also confirmed in the CMIP6
models overall (SIMIP Community, 2020). In addition, the probability of an ice-free Arctic summer
remains low only if global warming stays below 1.5°C, which none of the CMIP6 scenarios achieve

in the CESM2. Towards the end of the 215 century, the CESM2 simulates a strong acceleration
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in winter and spring sea ice decline associated with reduced net surface ocean heat flux during
the preceding fall that was not sampled in the CESM-LE simulations. It is important to note,
however, that the two versions of the CESM model are consistent in their winter sea ice response to
atmospheric CO9 and Arctic temperature, which suggest that reaching COy concentration higher
than 900 ppm and annual mean Arctic temperatures higher than -4°C could lead to an accelerated
loss of winter and spring sea ice in the Arctic. This rapid decline in winter ice cover results in
open-water conditions for 200 to 365 days of the year depending on the region, which would have
tremendous consequences on the polar ecosystems, human activities, as well as the global climate.

In Chapter 3, we showed that increased inter-annual variability in boreal biomass
burning emissions in CMIP6 causes a strong acceleration in sea ice decline in the early
215t century in the CESM2-LE and potentially some other CMIP6 models. Another type
of uncertainty that does not affect climate projections but historical simulations is the uncertainty
related to the prescribed forcing used in climate models. In CMIP6, a large increase in the inter-
annual variability of biomass burning emissions was introduced in 1997 until the end of the historical
period in 2014 based on new satellite-based estimates that provide a more realistic depiction of
biomass burning emissions in climate models. Using sensitivity experiments in which we removed
the biomass burning variability from 1997-2014 but the integrated amount of emissions over that
same period is retained, we were able to demonstrate that the excessive early 215 century Arctic
surface warming and strong decline in September Arctic sea ice area in the CESM2-LE compared to
the CESMI1-LE can be attributed to the increased biomass burning variability. There is indication
that model uncertainty affects how other CMIP6 models respond to this forcing, as a similarly
forced sea ice decline is found in some other CMIP6 models but not all. We also show that the
increased inter-annual variability in biomass burning emissions explains in large part the increase in
sea ice sensitivity to cumulative anthropogenic CO2 emissions and global warming from the CMIP5-
forced to the CMIP6-forced versions of the CESM. Our finding of how biomass burning variability
impacts Arctic sea ice, together with the good qualitative match of the sea ice evolution between the

CESM2-LE and observations, raises the question as to whether biomass burning emissions could
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have also affected the observed Arctic sea ice loss since the late 1990s.

Finally, in Chapter 4, we evaluated the impact of scenario uncertainty on the
amount of sea ice exchanged between the different regions of the Arctic as it transitions
towards a thinner, less extensive, more mobile sea ice cover. The undergoing rapid
transition of the Arctic Ocean toward a seasonal ice regime has widespread implications for the
polar ecosystem, human activities, as well as the global climate. Using the Sea Ice Tracking Utility,
we were able to track ice floes from formation to melt and quantify the exchange of sea ice across the
different exclusive economic zones of the Arctic. By the middle of the 215 century, transnational
ice exchange is projected to triple compared to historical conditions, with most of the transnational
ice originating from Russia and the Central Arctic. Scenario uncertainty becomes really important
for sea ice transport toward the end of the 215 century. Consistent ice-free summers in the high
emissions scenario limit the amount of time ice floes have to travel from formation to melt to less
than one year, whereas transit times in the low emissions scenario are approximately twice as large.
As a result, the total fraction of transnational ice exchange is reduced by 2100 compared to mid-
century in the high emissions scenario but the low emissions scenario continues to see an increase
in the proportion of transnational ice.

Overall, this dissertation provides numerous insights into how to best interpret
climate projections of Arctic sea ice in the context of the three main sources of pro-
jection uncertainty. We showed that scenario uncertainty does not affect the timing of first
summer Arctic ice-free conditions in the CESM2 nor the probability of ice-free conditions for a
specific degree of global warming, consistent with other recent studies (Jahn, 2018; SIMIP Com-
munity, 2020). When assessing the impact of increased inter-annual variability in biomass burning
emissions on Arctic sea ice loss, we focused on the ensemble mean to partly remove the influence of
internal variability and isolate the forced response. Even so, CMIP6 models showed a large variety
of responses to the biomass burning forcing, which implies a strong influence of model uncertainty
on these short-term projections. At long lead times, scenario uncertainty accounts for most of the

uncertainty in projections of Arctic sea ice changes (Bonan et al., 2021), and results in large differ-
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ences in the amount of ice exchanged between the different regions of the Arctic and the potential

for ice-rafted contaminants to be released far away from where they initially originated.

5.2 Future Work

The results from this dissertation open up many opportunities for future work. First, the
accelerated decline in winter and spring sea ice area towards the end of the 215 century in the
CESM2 was shown to be driven in large part by changes in ocean heat loss during the preceding
fall (Chapter 2). However, the processes that lead to this reduced rate of oceanic heat loss are still
unclear. The fact that some other CMIP6 models show a similar acceleration of the March sea
ice area decline over the last 20-30 years of the 215 century (see Figure 2c of SIMIP Community,
2020) also raises the question as to whether the same processes are driving the late 215° century
reduction in winter and spring ice area in CMIP6 models in general, while keeping in mind that
model uncertainty accounts for most of the uncertainty in long-term projections of Arctic sea ice
area change in the winter months (Bonan et al., 2021).

Understanding the effect of changing wildfires on a changing Arctic is very much an under-
studied problem, particularly when considering coupled climate feedbacks such as cloud feedbacks
and aerosol deposition onto sea ice. In Chapter 3, we were able to attribute the excessive Arctic
warming and sea ice loss in the CESM2-LE to the increase in inter-annual variability of biomass
burning emissions over the GFED era, but the details of the physical mechanisms that drive this
warming and reduction in sea ice have not yet been identified. In addition, this high biomass burn-
ing variability in the GFED dataset raise the question as to whether the prescribed biomass burning
variability in the pre-GFED historical simulations is unrealistically low, and how that affects the

0" century Arctic sea ice. Furthermore, the impact of the complete lack of inter-annual

simulated 2
variability in the pre-industrial spin-up simulations and in future climate simulations on Arctic sea
ice and the global climate in general should to be investigated, as it could have important implica-

tions for our estimation of internal climate variability both in the absence and presence of climate

change.
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The cause of the sea ice trend reversal around the historical-scenario transition in the CESM2
first presented at the end of Chapter 2 and discussed further in Chapter 3 still remains an open
question. We were able to rule out a number of forcings as potential explanations for this sea
ice recovery, and although its magnitude was much reduced in our sensitivity experiments with
homogenized biomass burning emissions, it could not be explain solely by the increased inter-
annual variability in biomass burning emissions. As the trend reversal is also present in some but
not all CMIP6 models, as well as in observations, this behavior is even more intriguing and deserves
to be further investigated, both in models and the real world.

Finally, the Sea Ice Tracking Utility (SITU) is a great tool that allows for a quantitative
assessment of sea ice transport in the Arctic (Chapter 4). However, in its current form, SITU only
tracks ice area, providing a 2-D picture of the dynamics of sea ice and assuming that any particles
trapped in the sea ice will be released into the ocean once the ice floe melts out completely. To
more realistically represent the full sea ice physics, further developments of SITU should include
tracking sea ice volume and allowing for convergence/divergence of ice floes, such that ridging and
lead opening are taken into account. In addition, particle tracers could be incorporated to more

robustly quantify the potential risk associated with ice-rafted contaminants.
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