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Secondary organic aerosols (SOA) have detrimental effects on human health and can 

influence the Earth’s climate by altering radiative forcing. Their sources, fates, and chemical 

composition across the globe, however, remain poorly constrained. A better understanding is 

necessary to improve predictive air quality models and enable effective mitigation strategies. 

This thesis presents advances in instrumentation and technique for the analysis of secondary 

organic aerosols, and applies them to laboratory and field studies.  

First, this work describes a new SOA formation pathway in which isoprene formed low 

volatility gas-phase compounds that condensed onto preexisting aerosol. Results from 

environmental chamber experiments and a field measurement campaign identified product 

elemental formulas from chemical ionization mass spectrometry measurements (CIMS). It also 

produced SOA mass yields for the new pathway and estimated its importance in the atmosphere.  

The development of a method to quantify the loss of gaseous compounds to the Teflon 

walls of chambers using real-time measurements is described. The method used short bursts of 

light to produce oxidants in situ, which in turn produced a several gas-phase products with 

differing volatilities. In the subsequent absence of aerosol and oxidants, the gas-phase products 

were observed to decay, with the only possible fate being absorption by the chamber walls. The 

time scale of this process was short (< 700 s) enough to be on the order of other processes in 

SOA chamber experiments and is thus important enough to necessitate accounting for. 
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Additional experiments are described in which the above method is used with different aerosol 

seed surface areas to quantify the effect of wall losses on aerosol mass yield.   

Finally, we demonstrate the application of ion mobility spectrometry-mass spectrometry 

(IMS–MS) to the simultaneous characterization of the elemental composition and collision cross 

section of organic species in the gas and particulate phases.  Time-resolved measurements (5 

min) of oxidized organic molecules were obtained with IMS–MS during the 2013 Southern 

Oxidant and Aerosol Study (SOAS) ambient field campaign in rural Alabama. The ambient 

IMS–MS signals are consistent with laboratory spectra obtained from single-component 

carboxylic acids and multicomponent mixtures of isoprene and monoterpene oxidation products.  
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Chapter 1: Introduction 
 

1.1 Atmospheric organic aerosols  

Atmospheric chemistry research endeavors to understand the complex interplay between 

gaseous, liquid, and solid chemical compounds and their various inputs and outputs in the indoor 

and outdoor environment. Aerosols, liquid or solid suspensions, are one of the least understood 

parts of the atmospheric system. Aerosols can affect the Earth’s climate via direct or indirect 

radiative forcing,1 cause disease in humans,2 alter the Earth’s hydrological cycle,3 and reduce 

visibility.  

Organic aerosol (OA) species constitute a major fraction of fine particulate matter, 

comprising 20–90% of fine particle mass in many regions.4–6 Organic aerosols can be primary 

(POA), which are directly emitted (e.g. combustion-powered vehicles) into the atmosphere, or 

secondary (SOA), which are formed from the oxidation and condensation of emitted volatile 

organic compounds (VOC). SOA has been shown to make up a major fraction of fine particulate 

matter in both pristine and anthropogenically dominated areas.7  

Understanding SOA sources and fates is necessary to build predictive capabilities in 

aerosol, climate, and geochemical models. Despite previous work in this area, large discrepancies 

between SOA measurements and model predictions persist.8,9 

Studying SOA formation pathways often involves measurements of volatile SOA 

precursors and semivolatile gaseous intermediates. As there are thousands of different SOA-

relevant gases in the troposphere,10 new instrumentation and techniques are necessary to separate 

and measure the multitude of chemical compounds.   

1.2 Chemical ionization mass spectrometry  
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Chemical ionization mass spectrometry (CIMS)11 is an analysis technique in which one 

ionized chemical (a reagent ion) is used to impart charge to another analyte chemical. The analyte 

is then transported into a mass spectrometer, which produces a mass-to-charge ratio (m/z) for the 

analyte ion. By varying the type of reagent ion, one can selectively and sensitively analyze 

chemical compounds of many different types.  

CIMS was originally developed for tropospheric and stratospheric chemistry 

measurements using quadrupole mass analyzers.12,13 Since the 1970s, researchers have employed 

mass spectrometers configured for different CIMS reagent ions including Iodide, Acetate, NO+, 

SF6
-, CF3O

-, and H3O
+ (alternatively branded as Proton-Transfer Reaction MS, or PTR-MS).14,15 

Quadrupole instruments, however, suffer from poor time resolution when monitoring many ions 

due to a slow duty cycle. They are also limited to unit mass resolution.  

Due to the large number of atmospheric chemical constituents, CIMS instruments that 

utilize a time-of-flight (ToF) mass analyzer have gained extensive use in atmospheric chemistry.16–

33 ToF-CIMS instruments allow for rapid (< 1 Hz) and continuous measurements of a large mass-

to-charge (m/z) range, in contrast to quadrupoles. ToF instruments also allow for determination of 

accurate mass, from which elemental formulas can be extrapolated. They can also be configured 

with a multitude of reagent ions, or even to operate with alternating multiple reagent ions.34  

1.3 Environmental (“smog”) chambers 

Environmental, or “smog,” chambers have been indispensable tools of atmospheric 

chemistry research for at least six decades.35 Commonly constructed of Teflon sheets, they can be 

situated outside, to use natural sunlight as a source of photochemical oxidants, or indoors, 

commonly surrounded by UV-emitting black lights. They vary in size from so-called “pillow bags” 

that hold tens of Liters of air, to massive installations that can be over 100 m3
.  
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Environmental chambers are frequently used to probe complex chemical reactions, study 

particle-phase chemical reactions, and determine secondary organic aerosol fractional mass yields. 

Fractional mass yields, which cannot be determined in flow tubes, are critical parameters in aerosol 

and climate models. SOA mass yield is a parameter that defines the mass of SOA formed per unit 

of SOA gaseous precursor.  

A major drawback of environmental chambers is that the chamber walls provide a surface 

in which chemical compounds can be absorbed, in the case of Teflon-walled chambers, or onto 

which they can be adsorbed, in the case of steel-walled chambers. The loss of SOA-precursors to 

chamber walls can affect aerosol mass yields and reaction chemistry.    

1.4 Thesis overview 

This thesis describes three advances in the study of SOA formation in laboratory and field 

experiments.  

Chapter 2 describes a new SOA formation pathway from isoprene. Chamber and field 

measurements are presented in which identified low volatility organic compounds condense 

directly into the particle phase. This pathway may help close the discrepancy between modeled 

and measured SOA in pristine areas and may prove to be an important aerosol source in pre-

industrial conditions.  

In Chapter 3 we describe a new experimental technique for measuring the extent of gas-

phase wall losses in Teflon environmental chambers. Gas-phase wall losses are shown to be 

significant in SOA chamber experiments. We also provide a complete model and parameters for 

aerosol experimentalists and modelers attempting to quantitate SOA chamber experiments.  

Chapter 4 details the application of an ion mobility mass spectrometer (IMS-MS) to 

atmospheric chemistry laboratory and field studies. We present results from the SOAS 2013, in 
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which the instrument was deployed in a biogenic emission-dominated environment. The IMS-MS 

was able to separate isomers of isoprene and monoterpene oxidation products in the gas-phase and 

lend insight into the chemical oxidation processes of such products. BVOC oxidation products are 

generated in an oxidation flow reactor and analyzed with the IMS. We then compare the 

laboratory-generated products with field data to help identify potential sources of those products.  

Chapter 5 describes the results of laboratory chamber experiments with varying liquid 

organic aerosol seed surface areas. We observe a temporal difference between time series with 

increasing amounts of seed aerosol, proving that it is possible to study gas-particle partitioning in 

environmental chambers. We then construct a kinetic box model that accurately reproduces the 

behavior of the gas-phase measurements with simple gas-particle partitioning theory. From that 

box model we measure the mass accommodation coefficient, α.   
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Chapter 2:  

Formation of low volatility organic compounds and secondary 

organic aerosol from isoprene hydroxyhydroperoxide low-NO 

oxidation 
 

Reprinted with permission from Krechmer, J. E., Coggon, M. M., Massoli, P., Nguyen, T. B., 

Crounse, J. D., Hu, W., Day, D. A., Tyndall, G. S., Henze, D. K., Rivera-Rios, J. C., Nowak, J. B., 

Kimmel, J. R., Mauldin, R. L., Stark, H., Jayne, J. T., Sipilä, M., Junninen, H., Clair, J. M. St., 

Zhang, X., Feiner, P. A., Zhang, L., Miller, D. O., Brune, W. H., Keutsch, F. N., Wennberg, P. 

O., Seinfeld, J. H., Worsnop, D. R., Jimenez, J. L. and Canagaratna, M. R.: Formation of low 

volatility organic compounds and secondary organic aerosol from isoprene 

hydroxyhydroperoxide low-NO oxidation, Environ. Sci. Technol., 49(17), 10330–10339, 

doi:10.1021/acs.est.5b02031, 2015. Copyright 2015 American Chemical Society.  

 

2.1 Introduction 

Atmospheric aerosols can have detrimental effects on human health2 and are known to affect 

global climate both directly and indirectly.36 Secondary Organic Aerosol (SOA) forms in the 

atmosphere by the oxidation of volatile organic compounds (VOCs), and typically is a major 

fraction of submicron aerosol mass.6,7 VOCs can be emitted by human activity (anthropogenic) or 

vegetation (biogenic). While significant progress has been made in identifying VOC precursors 

and formation pathways of SOA, there is still significant uncertainty in these chemical processes 

and in the SOA global budget.6,9,37 

Isoprene is a biogenic VOC and represents the largest emission of non-methane hydrocarbons 

to the Earth’s atmosphere with global emissions of ~535 Tg C yr-1.38,39 In the atmosphere, isoprene 

reacts readily with hydroxyl radicals (OH) to produce organic peroxyl radicals (RO2) that, under 

low-NO conditions, subsequently react with hydroperoxyl radicals (HO2) and form isoprene 

hydroxyhydroperoxides (ISOPOOH, C5H10O3).
40,41 Of the ISOPOOH isomers, two are 

atmospherically important: 4,3-ISOPOOH and 1,2-ISOPOOH.42 The further oxidation of 
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ISOPOOH by OH produces key isoprene low-NO SOA precursor intermediates, isoprene 

epoxydiols (IEPOX, C5H10O3), at yields greater than 75%.41,43 Isoprene has been shown to form 

SOA under a variety of atmospheric conditions through various chemical pathways, including the 

heterogeneous uptake of IEPOX onto wet sulfate aerosol.41,44–48 With reported SOA yields from 

isoprene that range 1-6% (although these may be lower limits)49,50 biogenic emissions are thought 

to dominate the global sources of SOA with isoprene accounting for a substantial fraction.8  

To date, most biogenic SOA formation and evolution mechanisms include equilibrium 

partitioning between semi-volatile gas-phase compounds (SVOC) and a liquid organic particle 

phase.51,52 Recently Ehn et al. reported a new source of SOA from the irreversible condensation of 

extremely low-volatility organic compounds (ELVOC) produced from the ozonolysis of 

monoterpenes both in laboratory studies and ambient conditions.20 In the laboratory, ELVOC were 

produced on rapid time scales from α-pinene, β-pinene, limonene, and cyclohexene and 

irreversibly condensed onto seed aerosol. High molar yields were observed: 7% for α-pinene and 

17% for limonene. Detailed follow-up studies suggest that this process results from a peroxy 

radical (RO2) autoxidation mechanism,53 first proposed by Crounse et al.54 Compared to SVOC, 

the extremely low volatility of ELVOC makes their relative contribution to SOA yields larger at 

low OA loadings, and makes them relevant to the growth of nanoparticles.  

In this work, we directly investigate, using simultaneous gas-phase and particle composition 

measurements obtained during a chamber experiment, the link between low volatility organic 

compounds (LVOC) and SOA generated from the photo-oxidation of ISOPOOH and associated 

species under low NO conditions. We use a kinetic box model to investigate this production 

pathway, and present ambient measurements from the recent Southern Oxidant and Aerosol Study 

(SOAS; June-July 2013; http://soas2013.rutgers.edu/) to illustrate the impact of this pathway under 
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ambient conditions. The properties of the identified condensing gas-phase species and the potential 

importance of this pathway for SOA formation from isoprene are discussed.  

2.2 Experimental  

2.2.1. Atmospheric Chamber Experiments.  

Chamber experiments were performed as part of the Focused Isoprene eXperiment at the 

California Institute of Technology (FIXCIT) laboratory campaign during January 2014. FIXCIT 

was designed to be complementary to SOAS with the goal of elucidating the mechanisms behind 

key ambient observations of biogenic VOC chemistry in the southeast U.S. The laboratory effort 

involved an array of state-of-the-art instrumentation, with 18 gas- and aerosol-phase instruments 

operating throughout the study. Experiments were performed in two 24 m3 FEP Teflon bags housed 

in an 8 × 5 × 3m insulated enclosure. A detailed description of the Caltech chamber facilities, the 

entire set of FIXCIT experiments, instrumentation and methods is provided in the campaign 

overview publication.55  

This study focuses on FIXCIT experiment #17 (17 January 2014), which explored the OH-

initiated oxidation of isoprene 4-hydroxy-3-hydroperoxy (4,3-ISOPOOH). 4,3-ISOPOOH is one 

of the two main atmospherically important ISOPOOH isomers (1,2-ISOPOOH is the other) 42. ~56 

ppb of synthesized 4,3-ISOPOOH was injected into the chamber and oxidized with a steady-state 

concentration of 1.2×106 molecules cm-3 of OH generated from the photolysis of 750 ppb hydrogen 

peroxide (H2O2) by UV black lights (peak at 350 nm).55 After 2.5 hours, ~42 ppb of the ISOPOOH 

had reacted away. Aerosol growth was observed through increases in the AMS organic mass 

signals but no seed aerosol was added. The UV lights were then switched off and the chamber was 

sampled for an additional 4 hours. The reaction proceeded at 26°C and less than 5% relative 
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humidity (RH). The experiment was performed under “low-NO” conditions with NO 

concentrations of less than 25 pptv during the experiment and a NO:HO2 ratio of < 1:5.  

2.2.2. Nitrate Chemical Ionization Mass Spectrometry (NO3
--CIMS) 

Measurements of highly oxidized gas-phase organic species were made with an Aerodyne 

high-resolution time-of-flight chemical ionization mass spectrometer (HRToF-CIMS), which has 

been described in previous publications.56,57 In this work, the CIMS was equipped with an 

atmospheric-pressure nitrate-ion (NO3
-) ionization source (Airmodus, Ltd.; hereafter NO3

--CIMS). 

Originally developed and used for the detection of gas phase sulfuric acid and methanesulfonic 

acid,58 the NO3
- ions also cluster with highly oxidized organic species at high efficiency without 

fragmentation.19,59  

Air from the chamber was drawn into the NO3
- source at a rate of 3 SLPM through FEP tubing 

2.0m long and with a 7.9mm inner diameter. The sample flow was then diluted with 8 SLPM of 

clean zero air (RH <8%) to provide ~ 11 SLPM of total sample flow into the NO3
- source. A flow 

of 0.7 SLPM of the total 11 SLPM flow was drawn directly into the mass spectrometer from the 

source via a 300 µm pinhole.  

Raw negative-ion spectra were acquired at a rate of 1 Hz and subsequently averaged to 1 

minute. Data were analyzed using the Tofware (Tofwerk, AG and Aerodyne Research, Inc., 

version 2.4) toolkit developed for the IGOR Pro 6 analysis software package (Wavemetrics, Inc.). 

The NO3
--CIMS was operated in “V-mode” and achieved a mass resolution of ~4100 at m/z 212 

and above and a mass accuracy of < 5ppm, which enabled assignment of elemental composition 

to observed mass-to-charge values. A representative high-resolution fit is shown in Fig. 2.1.  
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Figure 2.1. The high resolution mass spectrum peak fit for m/z 214, which is dominated by the C5H12O5 LVOC. 

The instrument was zeroed periodically by shutting off the flow from the chamber and drawing 

only clean house air for several minutes. Mass-to-charge calibrations were performed before and 

after every experiment and were further corrected point-by-point in data analysis using a 

combination of both nitrate reagent ions and previously identified Teflon-related ions coming from 

the inlet lines that bracket the m/z region of interest.  

NO3
--CIMS Quantification.  

The concentration of gas-phase species X measured by the NO3
--CIMS is quantified as 20

:  

 [𝑋]𝑐ℎ𝑎𝑚𝑏𝑒𝑟 =  
𝑆𝑋∙𝑁𝑂3

−

𝑆𝑁𝑂3
−+𝑆𝐻𝑁𝑂3𝑁𝑂3

−+𝑆(𝐻𝑁𝑂3)2𝑁𝑂3
−

 × 𝐶𝑥        (2.1) 

where 𝐶𝑥 is a compound-dependent calibration coefficient for a given temperature and pressure 

with units of molecules cm-3, 𝑆𝑋∙𝑁𝑂3
−  is the signal of the XNO3

- cluster, and the denominator is 

the sum of all reagent ions.  
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The calibration coefficient also includes signal loss due to diffusion-limited wall loss in the 

inlet tubing. This loss is included in the value of 𝐶 as a multiplicative factor:20 

𝐶𝐿𝑉𝑂𝐶 =
1

 ƒ𝑖𝑛𝑙𝑒𝑡 𝑘𝑖𝑜𝑛 𝑅𝑇
          (2.2) 

where finlet is the fraction of analyte that reaches the ionization source, and (1-finlet) is the 

fraction lost to the inlet walls via gaseous diffusion 60. In this case, RT is the 200ms residence time 

of the analyte molecules in the ion/molecule reaction region, and represents the effect on the 

calibration coefficient from the amount of ion collisions in the charger. kion is the rate coefficient 

for ion formation from the analyte.   

The value of finlet for the FIXCIT inlet was calculated to be ~7% using standard equations to 

calculate the loss of a species in a tube assuming laminar flow 60. Inputs for this calculation include 

temperature (26C), pressure (98 kPa for a 252 m altitude in Pasadena, CA, USA), species diffusion 

coefficient for a model LVOC in air (~5 x10-6 m2 s-1) estimated using the SPARC calculator 61,62, 

sample tube inner diameter (0.00476 m), tube length (2m), and air flow rate of 5x10-5 m3 s-1 

corresponding to the sample gas flow of 3 SLPM. This process assumes that these species are of 

sufficiently low volatility that they are irreversibly lost to the walls (uptake coefficient of 1) and 

that there is no re-partitioning back to the gas-phase,20 which is consistent with their behavior in 

the chamber as discussed elsewhere in this work. There is some uncertainty from this assumption, 

which is probably comparable with the uncertainty arising from the ion-molecule reaction rates. 

We also note that non-condensing species may also not be lost to the walls of the tubing. Thus we 

may overestimate the concentration of non-condensing species, but this is of no consequence to 

our analyses since these species do not contribute to the novel aerosol formation pathway discussed 

here.   
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The value of kion was estimated experimentally from laboratory calibrations.  Low-volatility 

oxidized species were introduced into the NO3
--CIMS via a heated diffusion cell and quantified 

via conversion to CO2 by a heated platinum catalyst. The CO2 was then measured using a LI-840A 

CO2 analyzer (LI-COR).63 The FIXCIT inlet was used in the calibrations to maintain the same finlet 

values.  Malonic acid (C3H4O4) was the most sensitive organic compound tested and was used as 

the primary LVOC calibrant since it is thought to cluster at rates close to the collision limit 59. The 

calibration factor calculated from Equation 2.2 using the malonic acid kion measurements and 

FIXCIT finlet of 7% is C = 7.9 x 1010 molec. cm-3.  We apply the experimentally obtained value of 

C = 7.9×1010 molec. cm-3 for malonic acid to all of the measured LVOC because it has the highest 

sensitivity and therefore provides a lower bound on the LVOC concentrations.   For comparison, 

the calibration factor calculated for sulfuric acid, which charges at a collision limited rate in the 

nitrate source,64  is within 11 % (CLVOC of 7.0×1010 molec. cm-3, using kion value of 5×109 molec. 

cm-3  from previous work65 and our calculated value of finlet = 0.07)  of the calibration factor 

calculated for malonic acid in this work. The assumption that all the detected LVOC species cluster 

with the reagent ion at or close to the collision limit is dependent on the LVOC having highly 

oxidized functional group contributions (e.g., hydroxyl and hydroperoxy) resulting in large dipole 

moments and polarizabilities, which is consistent with their measured elemental compositions and 

condensing behavior (discussed below).66   

To track system stability and repeatability, a signal calibration was performed periodically, 

before or after experiments, by flowing a steady concentration of diethylene glycol (DEG) for 

several minutes, which was quantified using a catalytic converter and CO2 analyzer following the 

method of Veres et al.63 The instrument showed excellent stability and repeatability.  
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Fragmentation and clustering are not thought to play a significant role in the detection of 

LVOC. First, previous work has shown that formation of water clusters is not a preferred pathway 

in the ionization process.67 Second, the NO3
--CIMS efficiently measures oxidized dimers and 

trimers.19 No dimers or trimers were detected and thus it is very unlikely that the LVOC are 

fragments of larger molecules. 

CIMS bulk elemental analysis and uncertainty. The following equation was used to estimate 

the bulk elemental oxygen to carbon ratio (O:C) contribution to the aerosol phase from the 14 

LVOC detected by the NO3
--CIMS: 

 
O

C
= 

∑ [LVOC]nOn
14
n=1

∑ [LVOC]mCm
14
m=1

          (2.3) 

 

where On  and Cm are the number of oxygen or carbon atoms, respectively, for a selected LVOC 

and [LVOC]n is the fractional contribution of each LVOC to the total condensed LVOC signal. 

The [LVOC]n were assigned based on the percent mixing ratios observed lost to the aerosol-phase. 

A similar equation was used for the elemental hydrogen to elemental carbon ratio, H:C:  

 
𝐻

𝐶
=

∑ [𝐿𝑉𝑂𝐶]𝑛𝐻𝑛
14
𝑛=1

∑ [𝐿𝑉𝑂𝐶]𝑚𝐶𝑚
14
𝑚=1

         (2.4) 

where Hn and Cm are the number of hydrogen and carbon atoms, respectively for a selected 

LVOC.  

A Monte Carlo simulation was performed to estimate the uncertainty of the O:C and H:C bulk 

elemental ratios for gas-phase organics measured by the NO3
--CIMS. We assumed a relative 

uncertainty in the calibration factors between different LVOCs of 100%. In each run of the Monte 

Carlo method, the concentration of each LVOC was scaled with a random sensitivity consistent 

with the estimated uncertainty, and then used to calculate the weighted average O:C and H:C ratios. 
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The simulation was run 100,000 times (Figure 2.2) and the value of the 2σ deviation for each bulk 

elemental ratio was used as the uncertainty. 

 

Figure 2.2. Histograms showing the results of the Monte Carlo simulation to determine the uncertainty of the 

CIMS elemental bulk ratios. The Monte Carlo simulation was run 100,000 times.   

2.2.3. Aerosol Mass Spectrometer 

Aerosol mass was measured by an Aerodyne High Resolution Time-of-Flight Aerosol Mass 

Spectrometer (hereafter AMS).68 The instrument was calibrated with 350 nm NH4NO3 particles, 

and bulk composition was analyzed using the high resolution data analysis software package 

PIKA.68 Elemental analysis (EA) was performed using the recently updated parameterization by 

Canagaratna et al.69  
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Aerosol liquid water was removed using a Nafion membrane diffusion drier prior to the AMS 

measurement. Aerosol losses due to particle bounce upon the AMS vaporizer were corrected using 

a collection efficiency (CE) of 0.75. The same CE factor was used by Nguyen et al.45 during a 

study of IEPOX uptake onto ammonium sulfate seed. Line losses were observed to account for 

20% of aerosol mass; accordingly, a correction factor of 1.2 was applied to all AMS data. 

PMF analysis of ambient AMS data during SOAS. We obtained a time series of ambient 

ISOPOOH-SOA in the SOAS dataset by using the constrained positive matrix factorization (PMF) 

method as implemented in the multilinear engine (ME-2) software. In this analysis one of the 

factors extracted from the ambient organic data was constrained to have a mass spectrum that is 

similar to the FIXCIT ISOPOOH-SOA AMS spectrum. The theoretical principles of PMF ME-2 

are described by Paatero.70 ME-2 was run via the SoFi interface, v.4.6.71 For the ME-2 setup, a 

range of a-values between 0 – 0.3 (fully constrained to partially constrained) were tested. We found 

clear and consistent time series of ISOPOOH-SOA in these different cases. We could not extract 

an ISOPOOH-SOA component in the free-PMF source apportionment, likely due to the low 

abundance of this factor (~2%) in the total OA being below the estimated detection limit of PMF 

(~5%).72 Other sources of OA, including isoprene epoxydiols-derived SOA (IEPOX-SOA), 

monoterpene-derived SOA, and biomass burning OA (BBOA), are also resolved out concurrent 

with ISOPOOH-SOA, consistent with published PMF results for this study and site from another 

group.44   

 

2.2.4. CF3O--CIMS 

IEPOX, ISOPOOH, and other OVOC (oxygenated volatile organic compounds) measurements 

were obtained using CF3O
--CIMS methods.41,73,74  
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2.2.5. Compounds associated with ISOPOOH 

Other compounds (~7% by mole) present in the synthesized 4,3-ISOPOOH standard were 

introduced into the chamber with ISOPOOH. Two of the larger associated species initially present 

in the reaction chamber with potential importance to observed LVOC signals are thought to be 

4,3-dihydroxy-C5-alkene (~1% of ISOPOOH) and 4-hydroxy-3-keto-C5 alkene (~0.1% of 

ISOPOOH) (Fig. 2.3). These compounds will react with OH at rates similar to ISOPOOH, and 

could have higher LVOC yields than ISOPOOH. While these species likely originated from the 

ISOPOOH synthesis or degradation, they will also be produced in the atmospheric oxidation of 

isoprene at levels not unlike those observed in this experiment (RO2 + RO2 reactions being the 

most obvious production pathway).  Here, we consider the sum of LVOC formed from all reactants 

present in the chamber, as there is currently insufficient information to distinguish their origin.   

For several reasons, we believe that it is improbable that the majority of LVOC and resulting 

SOA produced in this experiment arose from the impurities rather than the 4,3-ISOPOOH itself. 

First, the yield of SOA from all species in this experiment is ~4.2%. The LVOC that condense are 

not the contaminants themselves, since they are only observed when the UV lights are turned on 

and photochemical oxidation is active. Therefore, the contaminants would have to have SOA 

yields of ~60% in order to explain all the SOA formation. There are no known 4 or 5 carbon 

organic species that have an SOA yield of ~60%, and it is extremely unlikely that most of the 

diverse molecules comprising the impurities could have such high SOA yields. With a more typical 

SOA yield comparable to that of ISOPOOH, the contribution of the impurities to be observed SOA 

would be minor.  
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Figure 2.3. A mechanism showing the tentatively identified impurities of the 4,3-ISOPOOH standard (on the 

left) and their possible low-NO OH·-initiated reaction products on the right. Only products of addition to the double 

bond are shown, although it is estimated that 30% of the reaction proceeds via hydrogen abstraction for the lower 

structure.   

The likely major oxidation product of the tentatively-identified 2-carbonyl-3-methyl-3-butane-

1-ol impurity (Fig. 2.3) has an estimated vapor pressure (Table 2.1) 100 times too large to be 

condensing quickly at an OA level of 0.2 µg m-3, as observed during this experiment. Even taking 

into account the uncertainty of the vapor pressure estimation method of a factor of 10 75, this 

discrepancy is still too large by x10. Also, its amount is 25 times too small to explain the amount 

of C5H10O5 observed in this experiment. Therefore we do not expect a significant contribution 

from this impurity to the observed condensing C5H10O5 species. 

The C5H12O5 LVOC signal also is a possible product of from the tentatively-identified 3-

methyl-3-butane-1,2-diol impurity (Fig. 2.3). The molar yield of a C5H12O5 product could be ~60% 

from the impurity, based on structure-reactivity relationships.76 Since this impurity is present at a 

level of ~1% of ISOPOOH and is estimated to react with OH at a similar rate, we can derive an 

upper limit yield of 0.6% as the molar ratio of the C5H12O5 arising from the contaminant. Thus the 

SOA yield may be lower by that amount, assuming the identification, mechanisms, and estimated 
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volatility of the products of this impurity are correct. We note that if that is the case, this 4,3-

alkene-diol would represent a unique case of a C5 species with a phenomenal 60% SOA yield via 

condensation at OA levels below 1 g m-3, which is at least an order-of-magnitude larger than has 

been determined from any C5 species including isoprene and ISOPOOH, to our knowledge. In any 

case the reduction of the SOA yield arising from this potential correction is small compared to 

other uncertainties in the experimental and modeling system. 

 

2.2.6. Kinetic Box Model 

A chemical kinetic box model (KinSim v2 for IGOR Pro; 

http://www.igorexchange.com/node/1333) was used to simulate key experimental observations. 

KinSim uses the Backwards Differentiation Formula method to solve a system of chemical 

reactions treated as ordinary differential equations. The initial conditions were based on measured 

quantities and kinetic rate coefficients obtained from recent references (Table 2.2).  

Hydroxyl radical (OH) concentrations in the chamber were estimated using the observed decay 

rate of ISOPOOH and its published reaction rate with OH.41,77  

The aerosol uptake rate was modeled using the following equation:  

kuptake=
1

4
𝑐̅𝐴𝛾            (2.5) 

where 𝑐̅ is the mean speed of LVOC molecules in the gas-phase, 𝛾 is the uptake coefficient, 

and 𝐴 is the aerosol surface area.78  Because the particles are small (< 50 nm), the correction for 

the transition regime is small and can be neglected.78 Aerosol surface area was not measured for 

this experiment, so this quantity was estimated from measurements of a non-seeded, low-NO 

isoprene+OH oxidation experiment carried out on a different date with similar conditions in the 
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same chamber. The total aerosol surface area time series in the model was reduced using the 

surface-area-to-mass ratio (
2

3
 power relationship) to account for the lower amount OA observed in 

this FIXCIT experiment. A loss rate for gas-phase species to the walls (kwall) is also included in 

the model. As a first guess we utilize a value of 0.002 s-1, which was taken from previous modeling 

of the Caltech chamber,79 and this value is optimized with the model. It is important to note that it 

is not possible to experimentally determine wall uptake coefficients larger than ~6×10-6 from 

chamber experiments.80 Wall loss rates for gas-phase species determined by the model were used 

to correct all SOA formation yields presented in this work.  

The loss rate for organic aerosol to the chamber walls (2.5×10-4 s-1) was constrained from the 

observed AMS SOA signal decay after the end of the photochemistry, which agrees with typical 

values for the particle sizes expected in this experiment for the Caltech chamber.81 While the 

particle loss rate has a dependency on particle size, we estimate the range of particles observed in 

the AMS to be of a narrow size range from 50 to 150 nm. Particles smaller than 50 nm are not 

detected by the AMS and the particles are likely not larger than 150 nm because there is so little 

mass in this experiment.  This would result in a variation of the particle wall loss rate of the order 

of a factor of 1.5 at most, for any realistic size distribution.82 This is similar or smaller than the 

uncertainty in other parameters. 

NO3
--CIMS observations were used to constrain the values of kwall, γSOA, and the yield of 

LVOC from their formation reactions.  

Because the structures of LVOC are relatively similar to IEPOX (and do not contain double 

bonded carbon atoms), the loss rate for LVOC via reaction with OH is assumed to be similar to 

those of IEPOX with OH (0.8 -1.5 ×10-11 cm3 molec-1 s-1, isomer-dependent).43 The integrated 
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reaction rates are a few percent of the LVOC loss rates via aerosol formation or deposition to the 

chamber walls and are therefore not included in the model.  

Some of the LVOC may contain hydroperoxide groups that are susceptible to photolysis. We 

can estimate their photolysis lifetime as 4.1 days using the chamber light intensity and spectrum, 

and the absorption cross section of hydroxymethylhydroperoxide (HHMP, HOCH2OOH) as a 

surrogate species of similar functionality.83 This results in a decay of 2% over the course of our 

experiment. Since the functional group composition of each LVOC is not precisely known and the 

photolyzed fraction of hydroperoxides is very small, photolysis is neglected in our model.  

Uncertainty estimation for the model parameters, kwall, γSOA, and the reaction yield (Y).             

Estimation of the model parameters (kwall, γSOA, and Y) that provide the best fit to experimental 

data was treated as a nonlinear regression problem. The optimization was based on minimizing the 

sum of the squares of the residuals (2) between the model and observations. The optimization was 

performed in two ways: automatically, using the FuncFit function in Igor Pro 6, and manually. In 

the manual mode the model was run 10,000 times, stepping through different values of kwall, γSOA, 

and Y. For each model result, the 2 of the model and measured traces were evaluated.  

The uncertainties in the fitted model parameters (mL2 = [kwall, γSOA, Y]T) were evaluated using 

the statistics of nonlinear regression.84 We obtain 95% confidence limits on the model parameters 

by:84 

σ =  1.96 diag(Cov(mL2 ))
1/2        (2.6) 

We estimate the covariance matrix (inverse Hessian) for the fitted model parameters as:84   

Cov(mL2) ≈ s2 (J(mL2)
T J(mL2))

−1       (2.7) 
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where Cov(mL2) is the covariance matrix for the model results linearized about mL2, s is the 

measurement standard deviation, and J(mL2) is the Jacobian matrix (dr/dm) of the residual vector 

r, calculated about the least-squares solution mL2 using finite differences.  

2.3 Results and Discussion 

2.3.1 Dynamics of Gas-Phase LVOC and SOA 

The time-dependent behavior of key species throughout the experiment is detailed in Fig. 2.4. 

After the reactant concentrations stabilized following injection (Fig. 2.4a), the UV lights were 

switched on at 20:30 UTC. From that point, ISOPOOH decreased due to reaction with OH and the 

IEPOX and LVOC concentrations increased rapidly; 45 minutes later, SOA was detected by the 

AMS and kept increasing while the LVOC concentration leveled and then decreased together with 

the SOA. This contrasts with the behavior of IEPOX, which continued to rise until the UV lights 

were turned off, at which point its concentration leveled out. 

We can extrapolate the slope of the initial LVOC increase to follow the time trend of IEPOX 

past the point where SOA appears. The difference between the extrapolated concentration and the 

actual LVOC trace is used as an estimate of the amount of LVOC lost to aerosol up to that point 

in time (ΔLVOC in Fig. 1b). At 21:45 UTC, ΔLVOC was 62 pptv (0.39 µg m-3) and SOA was 0.45 

µg m-3. The two concentrations are in good agreement within the uncertainties (± 100% for CIMS, 

± 35% for AMS)85,86. Therefore the condensation of gas-phase LVOC from oxidation of 4,3-

ISOPOOH and associated OVOC likely accounts for all or most of the SOA observed here.  
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Figure 2.4. Time evolution of key species in the chamber during 4,3-ISOPOOH + OH oxidation: (a) ISOPOOH, 

(b) total observed LVOC, AMS SOA (with no adjustment to account for particles outside the size cutoff), and IEPOX, 

(c) AMS and LVOC atomic O:C and H:C, and (d) fraction of AMS signal at C5H6O+ (fC5H6O). Shaded yellow indicates 

UV lights on and active photochemistry. 

FIXCIT included two other experiments (No. 2 & 21) in which isoprene OH-initiated oxidation 

was investigated under low-NO conditions. Many of the same LVOC were also observed; but SOA 

was not detected by the AMS in those experiments. It is unlikely that the LVOC alone would be 

able to homogenously nucleate, as their estimated vapor pressures (discussed below) are not low 

enough for that process. Therefore, we hypothesize that the ISOPOOH experiment led to SOA 

growth and the isoprene ones did not due to differences in the concentrations of pre-existing 

background nanoparticles between the experiments. Unfortunately, nanoparticle measurements 

were not performed due to space and flow constraints. Particles were detected and characterized 

after they grew to exceed the AMS size cutoff of ~50 nm diameter. It is also possible that some 

SOA was formed in the isoprene experiments, but that it was present in particle sizes below the 

AMS lower particle size transmission limit. Additionally, the upper limit concentration of 4,3-
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ISOPOOH consumed in experiments 2 and 21 can be estimated at ⅓ and 1/7 of the 42 ppb of 4,3-

ISOPOOH that reacted away in this experiment. SOA formation, limited by a high loss rate of 

LVOC to the walls, will be dependent on the ISOPOOH oxidation rate (ppbv/min), which was 

much higher in the ISOPOOH experiment. The much smaller LVOC production combined with 

the strong sink to the walls may explain why the AMS did not detect aerosol mass above 50 nm in 

the other isoprene experiments. 

2.3.2 SOA Composition 

The AMS spectrum of the SOA is characterized by electron impact mass fragment ions with a 

high fraction of m/z 43, typical of fresh SOA (Fig. 2.5) and m/z 29 (CHO+), typical of species with 

alcohol functional groups.69 C2H3O
+ dominates m/z 43 and is thought to be associated with non-

acid oxygenated functional groups.87
 The SOA measured by the AMS and the gas-phase 

condensing species measured by the NO3
--CIMS had consistent elemental composition: O:C of 

0.90 ± 0.2 (AMS) vs. 1.1 ± 0.1 (CIMS), and H:C of 1.75 ± 0.25 (AMS) vs. 2.1 ± 0.1 (CIMS) (Figs. 

2.4). No detectable organic N was present in either the gas or the particle phase, supporting the 

lack of prevalence of high-NO pathways in these experiments.  
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Figure 2.5. AMS spectrum at the point of peak gas-phase LVOC condensation (SOA concentration 0.61 µg m 
3). The signals at m/z 29 and 43 are similar by coincidence. 

Previous studies have shown that a key pathway for the formation of SOA in the low-NO 

isoprene system is the uptake of IEPOX followed by aerosol phase reactions. However, such 

uptake is thought to require particle liquid water and is accelerated by wet acidic sulfate 

particles,45,88 which makes it unlikely to be active in our experiment. The lack of such uptake is 

also consistent with the fact that IEPOX concentrations in the chamber do not decrease when the 

photochemistry stops. The fraction of signal at m/z 82, C5H6O
+ (𝑓𝐶5𝐻6𝑂 ) in the HR-AMS 

spectra is a good tracer of IEPOX-SOA89 in well-characterized isoprene photochemical systems. 

𝑓𝐶5𝐻6𝑂 observed for IEPOX-SOA (~22×10-3) in laboratory and field studies is far higher than 

observed here. In this experiment, 𝑓𝐶5𝐻6𝑂 averages 0.9×10-3 (Fig. 2.4d). This value is 25 times 

lower than expected for pure IEPOX-SOA, and below typical background values from locations 

not influenced by IEPOX-SOA (urban, biomass-burning plumes, non-biogenic chamber SOA) and 

non-IEPOX forming isoprene studies (1.7-3.5×10-3). Therefore SOA formation from IEPOX 

uptake plays at most a minor role in this experiment.  
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2.3.3. LVOC Composition 

A representative NO3
--CIMS mass spectrum (averaged over 30 minutes of peak LVOC 

production) and a list of the identified ions are given in Fig. 2.6 and Table 2.1. All of the LVOC 

are observed as clusters with the nitrate reagent ion ([X·NO3]
-). None of the LVOC was detected 

in appreciable quantity as deprotonated molecules, indicating that the cluster chemical ionization 

mechanism is efficient for these particular species. To our knowledge, this is the first published 

nitrate-ion spectrum of these isoprene/ISOPOOH oxidation products, although some of them have 

been identified in previous iodide-ion CIMS ambient data.90 

 

Figure 2.6. (a) NO3
--CIMS gas-phase mass spectrum at the point of peak LVOC concentration (22:00 UTC). Species 

whose time evolution indicates condensation into the aerosol phase are highlighted in red. All species are detected as 

clusters with NO3
- (m/z 62), which has been omitted for clarity, as have reagent ions, known contaminants, and isotopic 

peaks. (b) Estimated relative contributions of LVOC to the observed SOA. 

Elemental 

Formula 

Ion Exact 

Mass 

Species 

Mass [Da] H:C O:C OSC 

C2H4O4 153.9993 92.0110 2.00 2.00 2.00 

C4H8O4 182.0306 120.0423 2.00 1.00 0.00 

C5H8O4 194.0306 132.0423 1.60 0.80 0.00 

C4H6O5 196.0099 134.0215 1.50 1.25 1.00 

C4H8O5 198.0255 136.0372 2.00 1.25 0.50 

C5H12O4 198.0619 136.0736 2.40 0.80 -0.80 

C5H8O5 210.0250 148.0372 1.60 1.00 0.40 

C4H6O6 212.0048 150.0164 1.50 1.50 1.50 
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C5H10O5 212.0412 150.0528 2.00 1.00 0.00 

C4H8O6 214.0205 152.0321 2.00 1.50 1.00 

C5H12O5 214.0568 152.0685 2.40 1.00 -0.40 

C5H10O6 228.0356 166.0477 2.00 1.20 0.40 

C5H12O6 230.0518 168.0634 2.4 1.2 0 

 C5H8O8 258.00979 196.02196 1.6 1.6 1.6 
Table 2.1. Elemental formulas, exact masses, and elemental properties of the 14 ions observed condensing into the 

aerosol-phase. 

Fourteen LVOC signals whose time series are indicative of condensation are highlighted in the 

mass spectrum and displayed in a pie chart (Fig. 2.6b) representing the relative contributions of 

individual LVOC to the total amount of condensing LVOC. The total condensing gas-phase 

amount is dominated (~75% by mixing ratio) by four ions, C5H10O5 being the largest. All 

condensing LVOC are highly oxidized with O:C ≥ 0.8 (0.8-1.2). Thirteen have a 4- or 5-carbon 

backbone, which is consistent for products arising from the oxidation of ISOPOOH and associated 

C5 compounds, ruling out gas-phase oligomerization reactions in their formation pathways. 

C2H4O4 has a time series consistent with SOA formation, but its short carbon chain (and thus high 

vapor pressure) is consistent with condensation onto the aerosol via reactive uptake.  The extent 

of condensation by reactive uptake of the C4 and C5 LVOC species is not known, however, we 

note that the observations can be explained from a simple condensation mechanism (i.e., no 

reactive uptake, see following section). 

2.3.4. LVOC Functional Groups and Vapor Pressures 

The fact that the LVOC are observed to condense onto the particle phase at SOA concentrations 

below 1 µg m-3 indicates that their saturation concentrations (C*) must be similar to or lower than 

the SOA concentration.52 Some information about the functional groups that are likely to be 

present on the LVOC can be obtained by estimating their C* based on their elemental composition 

and different functional group assumptions. A list of possible functional group combinations for 
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each of the assigned elemental formulas is shown in Table 2.2. The SIMPOL.1 structure-activity 

relationship91 was used to estimate C*.  
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C2H4O4 5.79E+05 2   1     1   0.42 

C2H4O4 2.05E+04 2     1 1      

                 

C4H8O4 4.88E+01 4   2 1       0.32 

C4H8O4 1.25E+02 4 1 3          

C4H8O4 3.53E+03 4     1 1      

C4H8O4 9.08E+03 4 1 1   1      

C4H8O4 2.68E+04 4       2   1  

C4H8O4 9.96E+04 4   1     1    

                   

C5H8O4 1.55E+01 5   2 1     1 0.01 

C5H8O4 3.98E+01 5 1 3       1  

C5H8O4 1.48E+02 5     2        

C5H8O4 3.80E+02 5 1 1 1        
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C5H8O4 9.76E+02 5 2 2          

C5H8O4 1.12E+03 5     1 1   1  

C5H8O4 2.88E+03 5 1 1   1   1  

C5H8O4 3.16E+04 5   1     1 1  

C5H8O4 7.07E+04 5 2     1      

C5H8O4 7.75E+05 5 1       1    

                   

C4H6O5 2.43E+00 4   1 2       0.29 

C4H6O5 6.25E+00 4 1 2 1        

C4H6O5 4.74E+01 4 1 2   1   1  

C4H6O5 4.53E+02 4 1   1 1      

C4H6O5 1.16E+03 4 2 1   1      

C4H6O5 3.44E+03 4 1     2   1  

C4H6O5 4.97E+03 4     1   1    

C4H6O5 1.28E+04 4 1 1     1    

C4H6O5 3.77E+04 4       1 1 1  

                   

C4H8O5 3.25E-01 4   3 1       0.21 

C4H8O5 2.36E+01 4   1 1 1      

C4H8O5 6.06E+01 4 1 2   1      

C4H8O5 6.64E+02 4   2     1    
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C4H8O5 4.39E+03 4 1     2      

C4H8O5 4.81E+04 4       1 1    

                    

C5H12O4 2.65E+00 5   4         0.86 

C5H12O4 1.92E+02 5   2   1      

C5H12O4 1.39E+04 5       2      

                   

C5H8O5 1.29E-01 5   3 1       0.17 

C5H8O5 3.30E-01 5 1 4          

C5H8O5 9.75E-01 5   1 2        

C5H8O5 2.51E+00 5 1 2 1        

C5H8O5 6.44E+00 5 2 3          

C5H8O5 7.40E+00 5   1 1 1   1  

C5H8O5 2.39E+01 5 1 2   1      

C5H8O5 1.82E+02 5 1   1 1      

C5H8O5 2.09E+02 5   2     1 1  

C5H8O5 4.67E+02 5 2 1   1      

C5H8O5 1.73E+03 5 1     2      

C5H8O5 4.07E+03 5 1 1   1      

C5H8O5 5.12E+03 5 1 1     1    

C5H8O5 1.51E+04 5       1 1 1  
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C4H6O6 1.60E-02 4   2 2       0.4 

C4H6O6 6.68E-01 4         2    

C4H6O6 1.16E+00 4     2 1      

C4H6O6 2.98E+00 4 1 1 1 1      

C4H6O6 2.26E+01 4 1 1   2   1  

C4H6O6 3.27E+01 4   1 1   1    

C4H6O6 8.41E+01 4 1 2     1    

C4H6O6 5.56E+02 4 2     2      

C4H6O6 6.09E+03 4 1     1 1    

C4H6O6 2.21E+05 4 2     1      

                   

C5H10O5 1.30E-01 5   3 1       0.69 

C5H10O5 2.43E+01 5 1 2   1      

C5H10O5 7.16E+01 5   1   2   1  

C5H10O5 1.76E+03 5 1     2      

C5H10O5 3.35E-01 5 1 4      

                   

C4H8O6 3.99E-01 4 1 3   1     0.3 

C4H8O6 2.89E+01 4 1 1   2      

C4H8O6 3.17E+02 4   1   1 1    
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C5H12O5 1.26E+00 5   3   1     0.48 

C5H12O5 9.15E+01 5   1   2      

C5H12O5 9.15E+01 5   1   2      

                   

C5H10O6 6.15E-02 5   2 1 1     0.9 

C5H10O6 1.44E-01 5   3 1        

C5H10O6 1.58E-01 5 1 3   1      

C5H10O6 4.67E-01 5   2   2   1  

C5H10O6 3.38E+01 5       3   1  

C5H10O6 1.26E+02 5   1   1 1    

                   

C5H12O6 5.95E-01 5   2   2     0.14 

C5H12O6 4.31E+01 5       3      

                   

C5H8O8 1.10E-05 5   2     2   0.27 

C5H8O8 1.91E-05 5   2 2 1      

C5H8O8 1.45E-04 5   2 1 2   1  

C5H8O8 7.96E-04 5       1 2    

C5H8O8 1.38E-03 5     2 2      

C5H8O8 3.56E-03 5 1 1 1 2      
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C5H8O8 4.08E-03 5   3   1 1 1  

C5H8O8 1.05E-02 5     1 3   1  

C5H8O8 1.00E-01 5 1 2   1 1    

C5H8O8 2.96E-01 5   1   2 1 1  

C5H8O8 6.62E-01 5 2     3      

C5H8O8 6.94E-01 5   2   1 1 1  

C5H8O8 1.63E+00 5   3     1 1  

C5H8O8 7.26E+00 5 1     2 1    

Table 2.2. List of possible functional group compositions for all elemental formulas of observed LVOC, along with 

their estimated saturation concentrations (C*) estimated with the SIMPOL model.91 Contributions are listed from: 

“Nc”, the number of carbon atoms; “C=O”, ketones and aldehydes; “OH,” hydroxyl groups; “COOH,” carboxylic 

acids; “OOH,” hydroperoxyl groups; “CO(O)OH,” peroxy acids; and “C=C,” carbon-carbon double bonds. The 

impact of C* of aldehydes and ketones are only slightly different, so they were grouped together here for simplicity. 
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The base vapor pressure for a 4- or 5-carbon structure (without oxygenated functional groups) 

is high (e.g. 0.72 Atm. for isoprene), but decreases substantially with the addition of functional 

groups. Unlike e.g. terpene oxidation products, which have larger carbon numbers, isoprene 

oxidation products will only have low enough C* to condense if their oxygen is present in 

functional groups that efficiently reduce C*. We consider only O and H atoms because nitrogen-

containing functional groups are not consistent with the observed signals. Isoprene low-NO 

chemistry tends to produce neighboring hydroperoxyl and hydroxyl functional groups.92 For 

example, C5H10O5 has a double bond equivalency (DBE, the number of double bonds or rings) of 

one. It is unlikely that the C=C bond in ISOPOOH and associated OVOC survived oxidation, and 

thus we could assign one O to one epoxide, carboxyl, or carbonyl group. The four remaining O 

could be present as either two hydroperoxyl groups (C* = 1.8 × 103 µg m-3), one hydroperoxyl and 

two hydroxyl groups (C* = 24 µg m-3) or four hydroxyl groups (C* = 0.34 µg m-3). Thus the 

presence of different functional groups can result in a difference of 4 orders-of-magnitude in C*. 

Although the addition of a hydroperoxyl group results in a larger decrease of C* than the addition 

of a hydroxyl group, the latter is more efficient at reducing C* per O atom. The most likely identity 

of the condensing C5H10O5 species is thus a C5 epoxyl- or carbonyl-tetrol, although a C5 epoxyl- 

(or carbonyl-) hydroperoxydiol, and  C5 carboxyl triol are also plausible given the fact that C* 

estimation methods have uncertainties of about one order of magnitude.75 On the other hand, a 

carbonyl dihydroperoxide is not expected to partition through simple condensation based on vapor 

pressure, although it could still contribute to the particle phase via heterogeneous reactive uptake 

reactions. The large number of possible structures and variability of associated C* values 
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demonstrate the difficulty of parameterizing these species’ wall and aerosol loss rates based on 

bulk properties such as the number of oxygen and carbon atoms.79  

 Fig. 2.7 illustrates the results of this method for all condensing LVOC. Structures 

containing the maximum number of –OOH groups consistent with the measured composition tend 

to be too volatile to result in the observed condensing behavior. On the other hand, structures 

containing the maximum number of –OH groups are consistent with condensation at SOA ~ 1 µg 

m-3 in most cases. As for the case of C5H10O5, some structures containing a mixture of –OH and –

OOH may also condense under the conditions of our experiment. Thus we do not need to invoke 

oligomerization reactions to explain the observed SOA growth. Note that two or more isomers of 

differing volatility may comprise some of the detected signals. Unfortunately, a more precise 

determination of the molecular structures of the condensing LVOC is not possible with the 

available data.  

 

Figure 2.7. Left axis: fraction of gas-phase LVOC lost to aerosol uptake (estimated as described in main text) vs. 

their estimated saturation concentrations (C*) from SIMPOL. Right axis: equilibrium particle-phase fraction for the 

peak aerosol concentration (0.85 µg m-3) vs C*. For each detected ion, a range of C* was estimated for different 

possible functional group contents. Error bars are the estimated uncertainty (1σ) of SIMPOL 75. 
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2.3.5. Model Results  

To better understand the observed LVOC temporal behavior, we implemented a kinetic box 

model. Model results for C5H10O5 are compared to experimental data in Fig. 2.8a and its structure 

and key parameters are shown in Fig. 2.8b and Table 2.3. The model was constrained to match all 

observed variables, while keeping its structure as simple as possible and the number of fitted 

parameters as low as possible. It was possible to reproduce the behavior of the largest-

concentration and SOA-condensing LVOC assuming that LVOC were formed from ISOPOOH + 

OH and were lost to the chamber walls and to the aerosol.  

 

Figure 2.8. a) Time series of modeled (red) and measured (black) gas and aerosol concentrations for the largest LVOC 

by contribution to SOA mass, C5H10O5. The model SOA (middle, right axis) gives the fractional contribution of 

C5H10O5
 to the aerosol and the surface area has been binomially smoothed across 10 points. The LVOC was fit with 

two modeled isomers: one with γSOA=1.0, kwall = 3.0 × 10-3 s-1 and a branching ratio of 2.5%; and another with γSOA=0, 

kwall = 7.0 × 10-5, and a branching ratio of 0.6%. b) Schematic of the kinetic box model used to simulate the production 

of LVOC C5H10O5 and its losses to organic aerosol (OA) and chamber walls. The dashed lined represents the proposed 

LVOC formation pathways. Isoprene is shown for reference, but was not present in the main experiment discussed in 

this work. Rate coefficients are in units of molec. cm-3 s-1 unless otherwise specified. 
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Species or condition Initial value  

ISOPOOH 

1.29 x 1012 

molecules cm-3  

Temperature  25 °C  

RH < 5%  

   

Reaction 

Rate Coefficient at 

25 °C (cm3 

molecule-1 s-1 unless 

noted otherwise) Reference 

   

ISOPOOH + OH 7.9 × 10-11 

Paulot et al. 2009, 

2012 41,77, Xie et al. 2013 
93 

                             IEPOX + OH 88%  

                              C5H10O5
c      2.5% This work 

                   C5H10O5
nc 0.6% This work 

                   Other Products 8.9%  

IEPOX + OHOther Products 1.5 × 10-11 Bates et al. 2014 43 

OAWall 2.5 × 10-4 s-1         Cocker et al. 2001 81 

C5H10O5
c Wall 3.0 × 10-3 s-1  This work  

C5H10O5
c  SOA  

2.2 × 10-3 at peak  

1.4 × 10-5  mean  

(γ = 1.0) 

Seinfeld & Pandis 78 

This work 

C5H10O5
nc 
 Wall 7 × 10-5 s-1  This work  

C5H10O5
nc 
 SOA 0 s-1  

   

Table 2. 3. Kinetic box model initial conditions, reactions, and rate coefficients to reproduce the observed 

time-dependent behavior of C5H10O5. The non-condensing isomer of C5H10O5 is denoted with a “nc” superscript, the 

condensing isomer with a “c” superscript.   
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The initial rise of the LVOC concentrations allows constraining the extent to which these 

species are predominantly formed from ISOPOOH + OH, or from the oxidation of IEPOX (or 

other 1st generation products) by OH. Fig. 2.9a-b show the relative rise in concentration from the 

LVOC and IEPOX before the appearance of SOA, as well as the expected time dependences for 

1st, 2nd, and later generation products of ISOPOOH. The rate coefficient used for OH oxidation 

of IEPOX and subsequent IEPOX products is 1.52 × 10-11 cm3 molec.-1 s-1, as recently reported 

for cis-β IEPOX (the isomer with the largest rate coefficient, providing an upper bound for the 

reaction rate)43. The time when LVOC and IEPOX rise represents a period when only one source 

and one sink (chamber walls; shown in Fig. 2.10) are dominant. When LVOC are modeled as 1st 

generation products of ISOPOOH + OH, the model curve lies in the middle of the measured 

traces and follows almost the same path as the IEPOX measurement (as expected since IEPOX is 

a 1st generation product of ISOPOOH+OH). The later generation product assumptions produce 

traces that are significantly delayed, then exhibit a sharper relative increase later in this period. 

Thus we conclude that most LVOC are formed as minor products of the ISOPOOH+OH 

reaction. Two LVOC lie in between the 1st and 2nd generation curves in Fig. 2.10b. This may just 

be due to experimental variability and instrument noise, as several LVOC lay just as far to the 

other side of the 1st generation curve. Potentially a few LVOC may have a contribution of later 

generation reactions.  
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Figure 2. 9. Time series of the measured LVOC and gas-phase IEPOX. Traces in panels (a) and (b) are 

scaled to overlap at the time in the experiment in which SOA was first detected, and the point when UV lights are 

turned off in panels (c) and (d). Panel b is a close-up of a. Panel d depicts the highlighted region in panel c, with the 

starting concentration scaled to one arbitrary point and the concentration observed at 23:35 scaled to zero.  Model 

results for a range of wall loss rates and aerosol uptake coefficients are also shown. This has been modeled with the 
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parameters also used in Fig. 4. For clarity, not all LVOC are shown in panel d. In panels a and b IEPOX has been 

binomially smoothed (5 points) and in panel d the LVOC have been binomially smoothed (5 points).   

 

Next, we turn our attention to constraining the uptake coefficient for LVOC uptake to SOA 

(γSOA) and the wall loss rate (kwall) (Fig. 2.9d). The time evolution of this experiment contains 

information to potentially constrain these values separately due to drastic changes in their 

relative importance within different time periods. First, there is an initial period (20:30-21:10 

UTC) before SOA appears when wall loss dominates as a sink, then a second period (21:30-end) 

when SOA is present in variable concentrations.  

 

Figure 2.10. Time evolution of the products from different generations of oxidation calculated with the kinetic 

model with and without wall losses. The contribution of wall losses during the initial period shown is small. The 

traces are all scaled to the value of the largest trace at 21:10 UTC. 

 

An aerosol uptake coefficient γSOA=1.0 ± 0.1, a wall loss rate of kwall = 3.0 × 10-3 s-1 ± 7.5 × 

10-4 s-1, and an ISOPOOH + OH branching ratio for C5H10O5 of 2.5% ± 0.6% best reproduces the 

observed time series for the SOA-condensing C5H10O5 isomer. These values correspond to a 

first-order uptake rate (lifetime) of kSOA ~ 2.2 × 10-3 s-1 (τ ~8 min) at the peak of OA surface area 
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and a wall-loss time scale of ~6 min. A detailed explanation of the parameter estimation method 

and related uncertainty is provided above in the methods section.  

The time-dependent LVOC behavior after the lights are turned off shows substantial 

variations in the LVOC relative loss rates to wall plus aerosol (Fig. 2.9c and d, respectively). The 

measured LVOC traces are compared with the results of several model runs for multiple values 

of γSOA and kwall (Fig. 2.10d). The majority of traces lie within a relatively narrow range of 

uptake coefficients (kwall = 1.0 × 10-4 to ~5.0 × 10-3 and γSOA~0.5-1).  

We note that most detected LVOC reach a plateau ~ 2 h. after the lights are turned off. This 

could be due to two different reasons: (a) equilibrium is being reached and a substantial gas-

phase fraction remains for all LVOC; or (b) the presence of (at least) one condensing and one 

non-condensing isomer for each compound detected. Gas-wall partitioning for oxidized species 

can be approximately modeled with an equivalent OA mass of ~ 5 mg m-3.94,95 Since these 

LVOC are observed to condense on OA concentrations 104 times lower, their C* must be of the 

order of 1 µg m-3, and a substantial gas-phase fraction cannot remain in equilibrium with the high 

equivalent wall concentrations. Thus we conclude that the presence of at least one non-

condensing isomer is the most likely explanation, which is consistent with the range of possible 

C* shown in Fig. 2.7. For example, the observed time series of C5H10O5 (Fig. 2.8b) could only be 

matched by simulating the formation of two isomers, one of which is lost to the aerosol and one 

of which was not (Fig. 2.11). The non-condensing isomer was fit with a kwall = 7.0 × 10-5 (τwall ~ 

4 hr). Branching ratios of 2.5% and 0.6% (Table 2.3) for the condensing and non-condensing 

isomers, respectively, provided a quantitative match with the observations.  
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Figure 2.11. Time series for the two modeled isomers that comprise the C5H10O5 modeled trace. The isomer 

that condenses is of low-volatility and is rapidly lost to the walls and aerosol as soon as the lights are turned off. The 

non-condensing isomer is slowly lost to the walls and accounts for the large amount of sum C5H10O5 remaining at 

the end of the experiment. Note that the non-condensing isomer may be lost to the inlet less efficiently than the 

condensing isomer, and thus may have an overestimated concentration, but this is of no consequence for the SOA 

modeling. 

The second and third highest aerosol-contributing LVOC, C5H12O5 and C5H12O6 were also 

modeled and are shown in Figs. 2.12, 2.13 along with their uptake coefficients. These wall loss 

rates are consistent and are in the expected range for low volatility species based on previous 

modeling studies of experiments in the Caltech chamber and other facilities (Fig. 2.14).79  

C5H12O6 is the largest observed signal in the gas phase spectrum, contributing the third-

largest amount of mass to SOA. Previous works41,49,96 have proposed that this species could 

possibly form from the gas-phase oxidation of ISOPOOH by OH with a subsequent reaction with 

O2 and HO2, resulting in a C5 dihydroxy dihydroperoxide (Fig. 2.15), although this species was 

not observed in that study. However, the time dependence of the C5H12O6 increase (Fig. 2.13) 

appears intermediate between a first-generation and second-generation mechanism, suggesting 

multiple potential formation pathways.  
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Figure 2.12. Time series of measured (red) and modeled (black) gas and aerosol concentrations for C5H12O5. 

The LVOC was fit with one modeled species with optimized values of γSOA = 0.2, kwall = 1 × 10-4, and an ISOPOOH 

+ OH reaction rate branching ratio of 0.4%. The model SOA (middle, right axis) gives the approximate fractional 

contribution of C5H12O5 and the surface area has been binomially smoothed across 10 points. 

 

Figure 2.13. Model time series for C5H12O6. The model was run with C5H12O6 as a first-generation product of 

ISOPOOH oxidation. This LVOC was fit with one modeled species using values of γSOA = 0.1 and kwall = 1.5×10-4 s-

1 and an ISOPOOH + OH reaction rate branching ratio of 1.0%. The model SOA (middle, right axis) gives the 

approximate fractional contribution of C5H12O6 and the surface area has been binomially smoothed across 10 points. 



42 

 

 

Figure 2.14. Gas-wall equilibrium time scales from gas-phase species in this work compared to 

values presented in previous works. Previous values are taken from Zhang et al., Yeh and 

Ziemann 95, McMurry and Grosjean80, Matsunaga and Ziemann 94, and Kokkola et al. 97. 
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Figure 2.15. Possible formation mechanism for one of the observed LVOC: C5H12O6, as originally proposed in 

Paulot et al.41 A species consistent with the elemental composition of the species in the square was detected in this 

study by the NO3
--CIMS. Reaction b proceeds via addition of the hydroxyl radical one side of the double bond in 

ISOPOOH, producing the same intermediate as for IEPOX. However, then addition of O2 occurs at the adjacent 

tertiary carbon followed by reaction with HO2 that transfers a hydrogen atom, forming a hydroperoxy group. The 

established IEPOX formation mechanism (a) is shown above for comparison. 

2.3.6. Ambient Observations  

The fourteen condensing species detected during the ISOPOOH chamber experiment were 

also observed in the ambient environment by the same NO3
--CIMS (with a shorter (0.7m) inlet) 

at the Centreville, AL supersite during the SOAS campaign in summer 2013. The site was a 

rural, mixed-forest site where a substantial fraction of isoprene oxidation proceeds through the 

low-NO isoprene pathway. The diurnal cycles for the four most abundant LVOC are shown in 

Fig. 2.16a. ISOPOOH concentrations show a broad maximum, peaking at 16:00 (CDT) as shown 

in Fig. 2.16b. These LVOC show temporal behavior consistent with isoprene + OH oxidation 

products, and not of other biogenic hydrocarbons, such as monoterpenes, or of NO3 chemistry 

products, which peaked at night. The diurnal cycle of modeled LVOC production rates is also 

presented in Fig. 2.16a. The production is estimated as:  



44 

 

 P[LVOC] =  YLVOC kISOPOOH−OH[ISOPOOH][OH]      

where YLVOC is the total LVOC yield determined from the chamber experiments, and the 

[ISOPOOH] and [OH] concentrations are from the actual SOAS measurements (Fig. 2.16b). The 

estimated production rate is consistent with the LVOC diurnal profiles observed in the atmosphere. 

The main loss of the LVOC is expected to be condensation onto the aerosol. Scaling the time scales 

observed in the chamber by the ratio of the surface areas provides a time constant for this process 

of the order of 30 min., which is consistent with the rapid decrease in LVOC concentrations in the 

afternoon.  

 

Figure 2.16. Diurnal cycles of ambient measurements during the SOAS field study from a 10-day period beginning 

22 June 2013: (a) key LVOC identified in the laboratory; and (b) OH and ISOPOOH. Also shown in panel (a) is the 

LVOC production rate (k[ISOPOOH][OH]) multiplied by a yield of ~1%. All of the diurnal cycles peak around 13:00 

CDT when solar radiation and OH are at peak levels. (c) ISOPOOH SOA estimated with factor analysis of ambient 

AMS data and ambient IEPOX. ISOPOOH and OH were binomially smoothed using over 5 or 2 data points, 

respectively, before diurnal averaging. The time scale of aerosol uptake is estimated at ~4 min. 
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We also performed a Positive Matrix Factorization analysis of the ambient AMS SOAS data 

in which we constrained the spectrum from FIXCIT ISOPOOH-SOA. The details and results of 

this analysis are provided above in the methods section of this chapter and Fig. 2.16c, respectively. 

We obtained an average ISOPOOH-SOA SOAS ambient concentration of ~95 ng m-3, which 

accounts for ~2% of the observed ambient OA. This is consistent with our estimated peak 

concentration of 85 ng m-3 by integrating the area under the production rate curve in Fig. 2.16a 

and assuming a comparatively slow loss (~12 h) via dry deposition.98  

A full model for the observed ambient traces would also need to consider surface deposition 

as well as growth of the boundary layer and entrainment at its top,99 which is beyond the scope of 

this work. The fact that some LVOC signals persist into the night when production should be much 

slower suggests that some fraction of the signal is composed of more volatile non-condensing 

isomers.  

2.3.7 Atmospheric Implications 

 Assuming that all of the maximum chamber SOA peak concentration of 0.85µg m-3 was due 

to LVOC condensation from oxidation of 42 ppbv of ISOPOOH, we obtain a wall-loss corrected 

SOA mass yield of 4.2% from 4,3-ISOPOOH. The relatively large gas-phase loss to the walls (Fig. 

2.17) results from the large ratio of wall surface area to aerosol surface area. At the peak of the 

aerosol surface area, this ratio is 1:2 × 10-5. The total estimated uncertainty of the SOA yield has 

contributions from the instruments, aerosol surface area, standard impurities, and wall loss 

correction uncertainties. We estimate the overall uncertainty on the SOA yield from 4,3-ISOPOOH 

via the LVOC pathway as a factor of 2.5. Compared to values in a previous study of the effect of 

seed-to-chamber surface area ratio on aerosol mass yields (Table 1 in ref. 79), the surface area ratio 

in this study is in a range in which vapor wall deposition has been shown to reduce SOA yields. 
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These small SOA concentrations (< 1 µg m-3) are unusual for most SOA-focused experiments at 

Caltech or other chambers. Our results suggest that SOA yields determined at low 

“atmospherically relevant” SOA loadings may have significant low biases if vapor losses to walls 

are not accounted for (Fig. 2.18).100,101 

 

Figure 2.17. Model results for runs with and without sinks to the chamber walls for C5H10O5. The difference between 

the two models is used to calculate the increase in SOA yield as it incorporates the amount of gas-phase material that 

could have formed SOA, if losses to the walls had not been active. The traces are stacked on top of one another. 

Under the assumption that all SOA in the chamber experiment was formed from the oxidation 

of 4,3-ISOPOOH (see above text for possible role of other OVOC present in chamber), we estimate 

the implied global SOA production rates via this mechanism.  First, we estimate the 4,3-ISOPOOH 

yield from isoprene. The total ISOPOOH yield from isoprene + OH + O2 + HO2 reactions is 

estimated to be > 75% (molar) yield.41. Here, we assume the 4,3-ISOPOOH isomer to 

compose~40% (±10%) of ambient ISOPOOH production.42,102 We do not know the LVOC yield 
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from 1,2-ISOPOOH. Thus, the non-IEPOX SOA yield from isoprene via 4,3-ISOPOOH is 

estimated at 2.3%. If 1,2-ISOPOOH  has the same yield of condensing SOA as observed in this 

experiment,  the calculated non-IEPOX SOA yield from isoprene would be 5.8%. To estimate the 

global SOA production we use the estimated fraction of isoprene peroxy radicals reacting with 

HO2 (43%),103 giving a final global production of 5 Tg yr-1 (via 4,3-ISOPOOH only) of SOA, or 

~ 3.3% of the estimated annual SOA production from all sources of ~150 Tg yr-1. 8,37 This non-

IEPOX SOA source is comparable in magnitude to the maximum potential SOA formation of the 

ELVOC pathway (6.5 Tg yr-1)20 though not in nucleation potential, meaning the new SOA 

formation pathway is likely to be atmospherically significant. Furthermore, because this SOA was 

observed to grow nanoparticles and to condense on OA below 1 µg m-3 at room temperature, this 

pathway would be operative in clean ambient environments with low OA concentrations and 

especially contribute to the growth of nanoparticles, which traditional SVOCs cannot do.104  
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Figure 2.18. The fraction of gas-phase LVOC lost to the chamber walls versus the Wall:Aerosol surface area 

ratio, calculated using the kinetic box model and assuming a constant aerosol surface area for each case, for simplicity. 

Note that this figure assumes irreversible condensation with the SOA uptake coefficient SOA = 1.0 determined for 

C5H10O5 in this study. 

Although IEPOX forms from isoprene at high yields, its uptake into atmospheric aerosol is 

often at a slow rate,88 leading to large losses to dry deposition and OH reaction.98 The non-IEPOX 

SOA source proposed in this work forms from small amounts of gas-phase LVOC with high yields, 

as the LVOCs rapidly condense onto existing particulate matter. It has recently been proposed46 

that IEPOX uptake may only explain half of aerosol formed from low-NO isoprene oxidation; the 

SOA pathway in this work may account for a fraction of that missing SOA source.  

Future laboratory studies should investigate the molecular identities and formation 

mechanisms of these LVOC, the effect of conditions such as temperature and aerosol water, and 

the potential formation of LVOC from other isoprene reaction pathways. Of special interest is the 
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yield of LVOC and SOA from 1,2-ISOPOOH.  In addition, the lifetime of the SOA produced via 

this chemistry should be investigated.105,106  
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Chapter 3:  

Quantification of Gas-Wall Partitioning in Teflon Environmental 

Chambers Using Rapid Bursts of Low-Volatility Oxidized Species 

Generated in Situ 

 
Reprinted with permission from Krechmer, J. E., Pagonis, D., Ziemann, P. J. and 

Jimenez, J. L.: Quantification of Gas-Wall Partitioning in Teflon Environmental Chambers 

Using Rapid Bursts of Low-Volatility Oxidized Species Generated in Situ, Environ. Sci. Technol., 

50(11), 5757–5765, doi:10.1021/acs.est.6b00606, 2016. Copyright 2015 American Chemical 

Society 

 

 

3.1 Introduction 

Environmental or “smog” chambers have played an integral role in atmospheric aerosol 

research for decades.35 Commonly constructed from sheets of fluorinated ethylene propylene 

(FEP) Teflon, these chambers are often employed as reaction vessels in which volatile organic 

compounds (VOC) are reacted with atmospheric oxidants to form secondary organic aerosols 

(SOA). SOA comprises a substantial fraction of fine particular matter,7 which is the subject of 

intense study because of large but uncertain effects on radiative forcing36 and negative impacts on 

human health.2 Quantification of the SOA yield, defined as the mass of SOA formed per unit mass 

of volatile organic compound (VOC) precursor reacted, is often the primary objective of SOA 

chamber experiments. Yields from chamber experiments are typically parameterized and used in 

three-dimensional computer models, which are used to study the effects of aerosols on air quality 

and climate.  

Gas-wall partitioning (GWP) of organic compounds is a recently reported phenomenon that 

can lead to substantial underestimation of SOA yields. Loss of gas-phase organic compounds to 

Teflon chamber films was first investigated systematically in 1985 by McMurry and Grosjean,80 

although those authors focused on very volatile compounds and reported undetectable partitioning 
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to Teflon walls over a 5 h period.107 In contrast to these results, Ziemann and co-workers94,108 have 

recently observed that substantial fractions of semivolatile hydrocarbons and oxidized organic 

compounds partitioned reversibly to the walls of Teflon chambers with equilibration time scales 

of tens of minutes, and that the absorptive partitioning capacity of the walls was equivalent to an 

organic aerosol mass concentration of ~10 mg m-3. Since then, several studies have attempted to 

account for the effects of gas-wall partitioning in chamber experiments by using model parameters 

similar to those measured by Ziemann and co-workers, and report that it can lead to underestimates 

of SOA yields by factors ranging from 1.1 to 6 109 and loss of ~35% of primary organic aerosol 

emitted from biomass burning.110 

Despite these recent studies, the time scales for reaching GWP equilibrium, GWE, and the 

equivalent organic mass concentration of the walls, Cw, and consequently the effect of GWP on 

SOA yields, remain controversial. Studies conducted by adding known concentrations of standard 

compounds to the chamber and then measuring GWP using gas chromatography have reported 

GWE ~10–100 min and Cw ~2–40 mg m-3, 94,108  whereas other studies that have employed CIMS 

or Laser-Induced Phosphorescence (LIP) to measure GWP of compounds generated in situ from 

reactions ranging in length from 10 min to 7 h have reported volatility-dependent values of these 

parameters with much different ranges of GWE  ~8–300 h and Cw ~0.0004–300 mg m-3.111–113 

In this work we demonstrate a new technique to study GWP that removes some of the 

uncertainties inherent in previous experimental studies. We generated semi- and low-volatility 

organic compounds in situ in an environmental chamber and used real-time “inlet-less” mass 

spectrometry to monitor the formation and wall loss of several classes of gaseous compounds 

simultaneously, whose volatilities span six orders of magnitude. We present values of GWE and Cw 

from these experiments, compare to the literature, and present recommended parameters for 
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modeling GWP. We also demonstrate potential biases when using CIMS with inlets and ion 

sources that allow for significant contact of compounds with the walls.  

3.2 Experimental Methods 

3.2.1 Chemicals 

The following chemicals, with purities and supplier, were used: 1-hexanol, 1-heptanol, 1-

octanol, 1-nonanol, 1-decanol, 1-undecanol, and 1-dodecanol (>99.9%; PolyScience); NO (99%, 

Matheson Tri-gas); and methyl nitrite was synthesized according to Taylor et al.114 and stored in 

liquid nitrogen under vacuum until used. 

3.2.2 Environmental chamber  

Experiments were conducted in an 8 m3 Dupont Teflon FEP environmental chamber filled with 

clean, dry air from an AADCO (Cleves, OH, USA) Model 737-14A clean air generator. The bag 

is suspended inside a curtained frame with UV blacklights on two sides. The bag temperature 

(when lights are off) is the same as the laboratory temperature, typically about 22oC due to the 

laboratory ventilation system. Other chamber details have been described previously.108 The 

chamber can be actively mixed by turning on a small Teflon-coated fan.  

Using CO2 as a tracer it was determined that the chamber contents could be completely mixed 

by turning the fan on for 20 s (Figures 3.1), so that mixing time was used in the experiments 

reported here. We used an LI-840A (LI-COR, Lincoln, Nebraska, USA) non-dispersive infrared 

CO2 analyzer to measure sudden changes in the concentration of CO2 in the chamber following 

rapid injections of a CO2 standard gas. CO2 data were acquired at a rate of 1 Hz, which was 

necessary to visibly observe the rapidly changing concentrations involved in measuring the active 

mixed time scale.  
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To measure the active mixing time scale, a set quantity of CO2 was injected from a cylinder 

via a glass bulb. The exact quantity of CO2 is unimportant; it is only necessary that the injected 

quantity be significantly higher than the concentration in the chamber and that it is injected quickly 

through a single chamber port. A small Teflon-coated fan was then turned on inside the bag. The 

fan creates eddies in the bag, which are visible as variances in the measured CO2 concentration 

observed by the analyzer. This behavior is shown for four such injections in Figure 3.1, with the 

final concentrations subtracted so that the traces lay on top of one another at the end of the 

experiment. Every trace shows oscillating concentrations for ~ 15 seconds, but all four settle down 

to a stable value after 20 s. This point of stability defines the actively mixed time scale. Note that 

this should be understood as a ~95% time scale, as opposed to the 1/e (63%) time scales derived 

for GWE via fitting, as described in the rest of this text. 

 

Figure 3.1. Results of an experiment to determine the active mixing time scale (when using a fan) for our 

environmental chamber. CO2 time series traces are scaled so that their ending values are the same. The oscillations 

in the beginning are due to incomplete mixing of CO2 in the bag. The dotted vertical line on the left denotes when 
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the fan was turned on and the one on the right denotes the point at which the chamber is well-mixed (20 s). Note that 

this should be understood as a ~95% time scale, as opposed to the 1/e (63%) time scales derived for GWE via fitting, 

as described on the main text. 

The same procedure was followed to measure the passive mixing time scale, when no fan was 

used. As expected, the passive mixing time scale was much longer (~700 s) than the actively mixed 

time scale (~20 s). The passive time scale mixing traces are shown in Figure 3.2 in the same format 

as Figure 3.1.  

 

Figure 3.2. Results of an experiment to determine the passive mixing time scale for our environmental chamber. 

CO2 time series traces are scaled so that their ending values are the same. The irregular oscillations in the beginning 

are due to incomplete mixing of CO2 in the bag. The dotted vertical line denotes the point at which the chamber is 

considered to be well-mixed (~ 700 s). Note that this should be understood as a ~95% time scale, as opposed to the 

1/e (63%) time scales derived for tGWE via fitting, as described on the main text. 

 

3.2.3 Chemical ionization mass spectrometry (CIMS) measurements.  

Gas-phase reaction products were monitored using an Aerodyne high-resolution time-of-flight 

mass spectrometer employing chemical ionization sources (HR-ToF-CIMS; hereafter CIMS).22 

The CIMS acquires the entire high-resolution mass-to-charge (m/z) spectrum at a time resolution 
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of 1 s. This enabled us to simultaneously monitor dozens of compounds, including isobaric species 

(e.g. C7H13NO6 and C8H17NO5, both m/z 207), in real time.  

 A key feature of these experiments was the use of a nitrate ion source (hereafter: NO3-CIMS; 

AirModus Oy and Aerodyne Research, Inc.) for measurements of semi- and low-volatility 

oxidized organic compounds in the gas-phase. This instrument has been described in previous 

publications.22,24,58 Critical to this work, it is considered to be an “inlet-less” source design. That 

is, the source is constructed with concentric sample and sheath flows and a short residence time in 

order to minimize diffusive losses of sample to the source walls prior to ionization.115 This enables 

the NO3-CIMS to measure “sticky” compounds like sulfuric acid (H2SO4),
58 which would 

otherwise be irreversibly lost to the source walls on first contact. 10 standard L min-1 (SLPM) of 

sample air was drawn from the chamber to the NO3
- source through an electropolished stainless 

steel tube 0.7 m in length and 0.015 m inner diameter. Using standard equations and assuming 

laminar flow and irreversible uptake (γwall = 1),60 we estimate that 35% of the analyte is lost via 

gaseous diffusion to the NO3-CIMS inlet walls. Figure 3.3 shows how the time response of the 

NO3-CIMS to a finite period of zero air is nearly instantaneous, supporting the lack of inlet 

memory effects for this instrument. An explanation of how to calculate diffusive losses can be 

found below.    
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Figure 3.3. Time series of trihydroxynitrates (THNs) in which the NO3-CIMS inlet was removed from the 

chamber and flooded with air from a clean air generator. Two such “zeroing” periods are depicted in the figure. The 

bottom panel is a zoomed in version of the first “zeroing.” The time response of the instrument was < 5 s, which 

corresponds to the residence time of the inlet and source. 

In addition, an iodide ion source (I-CIMS) was used for comparison purposes.90,116 I- reagent 

ions were generated by running 2 SLPM of ultra-high purity (UHP) nitrogen gas (N2) through a 

polonium-210 ionizer and into an ion molecule reaction region (IMR; Aerodyne Research, Inc.). 

2 SLPM of sample air was simultaneously drawn from the chamber to the IMR through a 0.7 m 
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long PTFE Teflon line with a 0.0048 m inner diameter. The I-CIMS inlet is estimated to have 

larger diffusive losses to the inlet walls than the NO3-CIMS at ~77%. The IMR is a stainless steel 

chamber with a volume of 47 cm3 and residence time of 100 ms 16 under typical operating 

conditions. Flow in the IMR is complex due to mixing of two equal perpendicular flows and can 

enhance contact of analyte with IMR chamber walls. 

Data from both CIMS configurations were saved and analyzed at a time resolution of 1 s. 

Longer experiments (>10 hr) were averaged to 1 min resolution before analysis to reduce 

processing time. Analysis was performed using the Tofware (Tofwerk, AG and Aerodyne, version 

2.5) toolkit within the IGOR Pro 6 software package (Wavemetrics, Inc.). Because this study was 

only concerned with relative changes in gas-phase concentrations of individual compounds in time, 

for which the CIMS response is linear,57,90 we did not calibrate compound sensitivities and so 

report results in units of ions s-1.  

 Wall losses of gas-phase species to CIMS’ inlet walls due to gaseous diffusion were 

estimated using equations provided in60.   

The fraction of species penetrating a tube can be expressed by 𝜂 Ref: 60: 

     𝜂𝑡𝑢𝑏𝑒 = exp [−𝜉𝑆ℎ]     (3.1) 

where Sh is the Sherwood number and is calculated for laminar flow as60: 

     𝑆ℎ = 3.66 +
0.2672

𝜉+0.10079 𝜉1/3
     (3.2) 

in which 𝜉 is a dimensionless diffusion parameter60: 

      𝜉 =  
𝜋𝐷𝐿

𝑄
      (3.3) 

and D is a species diffusion coefficient, L is the tube length, and Q is the volumetric rate of 

flow through the tube. In this work, we used the online SPARC calculator61,62 to calculate a 
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diffusion coefficient for an example molecule. We refer the reader to the literature reference for 

more detailed information on these calculations.60 

 

3.2.4 Experimental design.  

Chamber experiments were conducted over a several-month period (Table 3.1). In a typical 

experiment, 4 to 7 1-alcohols with carbon numbers ranging from C6 to C12 were added 

simultaneously to the chamber and the fan was turned on for 20 s. Initial concentrations were 0.63, 

0.42, 0.37, 0.22, 0.14, 0.10, and 0.09 ppmv for C6–C12, respectively, with a total concentration ≤ 

2 ppmv. Using compound vapor pressures calculated using SIMPOL.191, these concentrations 

correspond to saturation ratios for each compound of <10-3. After adding the alcohols, 5 ppmv 

each of methyl nitrite and NO were added and the fan was again turned on for 20 s to ensure that 

all precursors were well mixed. Concentrations NO and NO2 were measured using a Model 42 

Thermo Gas Analyzer. 3 to 5 minutes later, the UV blacklights were turned on at 100% intensity 

(corresponding to JNO2 ~ 0.61 min-1) for precisely 10 s to initiate production of OH radicals and 

subsequent VOC reactions,117 and the gas-phase products were monitored using the CIMS. 

Although the amount of alcohol that reacted was too small to be measured, based on GC-FID 

measurements made in a previous study when 2-decanol was reacted under similar conditions for 

60 s, it is estimated that the fraction of each alcohol reacted here was ~2–3%, corresponding to a 

total of ~50 ppbv.   
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No. HC 

Precursor

(s) 

[HC] [NO] 

(ppm) 

[MeNO2] 

(ppm) 

Reagent 

Ion 

Line 

Length 

Light 

Burst 

Duration 

Other 

1 1-Alkanols: 

C6, C8, C10, 

C12 

2.1 2.9 2.8 NO3
- 0.7 m 10 s  

2 1-Alkanols: 

C6, C8, C10, 

C12 

0.9 3.3 2.7 NO3
- 0.7 m 10 s  

3 1-Alkanols: 

C6-C12 

2.0 2.9 2.7 NO3
- 0.7 m 10 s  

4 1-Alkanols: 

C6-C12 

1.9 3.0 2.8 NO3
- Variable 10 s  

5 1-Alkanols: 

C6-C12 

2.0 3.3 2.9 I- Variable 10 s  

6 1-Alkanols: 

C6-C12 

2.0 3.2 2.6 I- 0.7 m 10 s > 10 hr 

7 1-Alkanols: 

C6-C12 

2.0 3.1 2.7 I- 0.7 m 10 s Long 

experiment; 

open holes in 

bag to test 

leak 

hypothesis 

8 1-Alcohols: 

C6, C8, C10, 

C12 

0.05 3.1 0.35 I- 0.7 m 1 hr > 20 hr 

Long 

oxidation 

time 

Table 3.1. Summary of relevant conditions under which some experiments were performed. Multiple wall loss 

measurements were obtained for many of the experiments. 

It important to note that the experiments were designed to isolate the effects of GWP on the 

measured concentrations of gas-phase products by minimizing or eliminating competing 

partitioning processes.  

 First, to avoid partitioning of gaseous compounds to particles, all experiments were 

performed with no detectable condensation sink to particles present in the chamber (corresponding 

to an infinite (or very long compared to the experiments) condensation sink time scale. The 

condensation time scale (τ, in units of s) can be calculated using the following formulas78:  
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     kuptake=
1

4
𝑐̅𝐴𝛾      (3.4) 

     𝜏𝑐𝑜𝑛𝑑 =
1

𝑘𝑢𝑝𝑡𝑎𝑘𝑒
     (3.5) 

where 𝑐̅ is the mean speed of LVOC molecules in the gas-phase,  γ is the uptake coefficient, 

and A is the aerosol surface area. 𝑐̅ was calculated for a representative molecular weight of 250 

amu. Because any particles present would be <50  nm, the Fuchs-Sutugin correction for the 

transition regime is small118 and can be neglected. Particle number concentrations and surface area 

were continuously monitored using an ultrafine condensation particle counter (UCPC, TSI 3776) 

with a particle size cutoff of 2.5 nm and a counting efficiency of 100% at 3 nm and 60% at 2.5 nm. 

Prior to each experiment the chamber was thoroughly flushed for at least 24 hr and irradiated with 

full-strength UV lights for several hours. Initial particle concentrations were 0 cm-3, corresponding 

to a condensation sink of 0 s-1
. The UCPC size cutoff of 2.5 nm means that there could have been 

particles smaller than 2.5 nm in the chamber, but the condensation sink would still be negligible.  

 Experiments were aborted if they rose above 200 cm-3 during an experiment. In select 

experiments the particle mass concentration was also monitored using a TSI 3081 scanning 

mobility particle sizer (SMPS) with a TSI 3772 condensation particle counter, with a particle size 

cutoff of 10 nm and a counting efficiency of 100% at 30 nm and 60% at 12 nm. No measurable 

particle mass was observed when particle number concentrations were less than 200 cm-3. 

Second, initial total concentrations of added VOCs were low enough and the irradiation time 

short enough to prevent VOC precursors from partitioning into the aerosol phase and to limit the 

amount of oxygenated low-volatility products formed in a short photochemical reaction period. 

Only a very small fraction (~2–3%) of the VOCs was consumed in an experiment. This very 

short “burst” of photochemical oxidation was deliberate: longer irradiation by UV lights would 
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have resulted in a less precisely defined start time for the GWP process, and may have also 

resulted in SOA formation, thus providing a competing sink for vapors. Since only a very small 

fraction of the VOCs reacted during one burst, the lights could be turned on for three or four of 

these 10 s bursts (while allowing time between for products formed in the previous burst to 

equilibrate with the walls) before particle concentrations exceeded 200 cm-3 and forced 

termination of the experiment, thus providing multiple opportunities per experiment to monitor 

dynamic gas-wall partitioning. No dependence of GWE on the burst number within a given 

experiment was observed (Figure 3.4). 

 

Figure 3.4. GWE measurements from the NO3-CIMS as a function of the time elapsed since the fan was turned 

off in the chamber. 

 

3.3 Results and Discussion 

3.3.1 Determination of gas-wall partitioning time scales 
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The CIMS detected small quantities (estimated to be in the ppt range) of first and second 

generation trifunctional and tetrafunctional products formed from the OH radical-initiated 

oxidation of the 1-alcohols under high-NO conditions. The same products, consisting of 

dihydroxynitrates (DHN), trihydroxynitrates (THN), and dihydroxycarbonylnitrates (DHCN), 

were formed from each of the C6-C12 1-alcohol precursors, consistent with previous studies of 

alkane and alkene oxidation.119,120 The I-CIMS also detected first generation hydroxynitrates that 

were not detected by the NO3-CIMS. All detected products and some of their molecular properties 

are listed in Table 3.2, and a mechanism for their formation is shown in Figure 3.5. 
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Compound 

Class Formula MW 

NO3
- 

MW I- MW Precursor 

SIMPOL c*
 

(μg m-3) 

DHCN C6H11NO6 193 255 320 Hexanol 3.34E+01 

DHCN C7H13NO6 207 269 334 Heptanol 1.30E+01 

DHCN C8H15NO6 221 283 348 Octanol 5.05E+00 

DHCN C9H17NO6 235 297 362 Nonanol 1.95E+00 

DHCN C10H19NO6 249 311 376 Decanol 7.50E-01 

DHCN C11H21NO6 263 325 390 Undecanol 2.88E-01 

DHCN C12H23NO6 277 339 404 Dodecanol 1.10E-01 

DHN C6H13NO5 179 241 306 Hexanol 2.46E+02 

DHN C7H15NO5 193 255 320 Heptanol 9.65E+01 

DHN C8H17NO5 207 269 334 Octanol 3.76E+01 

DHN C9H19NO5 221 283 348 Nonanol 1.46E+01 

DHN C10H21NO5 235 297 362 Decanol 5.57E+00 

DHN C11H23NO5 249 311 376 Undecanol 2.16E+00 

DHN C12H25NO5 263 325 390 Dodecanol 8.29E-01 

THN C6H13NO6 195 257 322 Hexanol 1.69E+00 

THN C7H15NO6 209 271 336 Heptanol 6.59E-01 

THN C8H17NO6 223 285 350 Octanol 2.55E-01 

THN C9H19NO6 237 299 364 Nonanol 9.85E-02 

THN C10H21NO6 251 313 378 Decanol 3.79E-02 

THN C11H23NO6 265 327 392 Undecanol 1.45E-02 

THN C12H25NO6 279 341 406 Dodecanol 5.55E-03 

HN C6H13NO4 163 225 290 Hexanol 3.56E+04 

HN C7H15NO4 177 239 304 Heptanol 1.40E+04 

HN C8H17NO4 191 253 318 Octanol 5.49E+03 

HN C9H19NO4 205 267 332 Nonanol 2.14E+03 

HN C10H21NO4 219 281 346 Decanol 8.30E+02 

HN C11H23NO4 233 295 360 Undecanol 3.21E+02 

HN C12H25NO4 247 309 374 Dodecanol 1.23E+02 
Table 3.2. Formulas, molecular weights, detected ion masses for both the I- and NO3

- ionization techniques, alkanol 

precursor, and estimated saturation concentration for all detected oxidation products. The functional group 

composition of each molecule is given in the first column, where DHCN=dihydroxycarbonylnitrate, 

DHN=dihydroxynitrate, THN=trihydroxynitrate, and HN=hydroxynitrate. 



64 

 

 

 

Figure 3. 5. Chemical mechanism for the formation of the oxidized gas-phase products detected in this work. 
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As an example, the time profiles of the C6-C12 THN formed during one experiment in which 

the UV lights were turned on for 10 s are shown in Figure 3.6. The ion signals increased almost 

immediately after the lights were turned on and then reached a peak at 16 s. We attribute the slight 

delay in the peak time to the residence time of the sample air in the inlet and ion source (estimated 

to be 1 and 3 s, respectively), as well as a short initial warm-up period for the UV lights (1-2 s), 

and believe that the observed peak signals correspond to the maximum concentrations of products 

in the chamber. In previous studies94,108 in which VOCs were added to the chamber (rather than 

being formed in situ) and concentrations were measured over time using gas chromatography, the 

peak concentration was not observable because the sampling line was allowed to equilibrate for 

20 min prior to sample collection. Instead, the initial concentration was determined from the 

amount of VOC injected.   

 

Figure 3.6. Time series for gas-phase C6-C12 trihydroxynitrates (THN) as observed by the NO3-CIMS during 

one typical gas-wall partitioning experiment. The UV lights were turned on for 10 s, leading to a rapid increase in 

the concentrations of reaction products for ~16 s, and then a rapid decline for ~20 min before gas-wall equilibrium 

was reached after ~45 min. The dotted black lines show single exponential fits used to extract gas-wall partitioning 

timescales, which are listed for each compound in the legend along with an uncertainty (standard deviation). Data 
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were acquired at 1 Hz, but the traces shown here have been smoothed over 30 seconds using a binomial algorithm to 

reduce random noise and improve visual clarity. 

After reaching their peak, the gas-phase concentrations of the observed reaction products 

decreased monotonically. This decay was not due to further reactions, since there were no OH 

radicals in the chamber after the UV lights were turned off (the lifetime of OH radicals estimated 

from the total 1-alcohol concentration of ~2ppmv and an OH radical rate constant121 of 1.4 × 10-

11 cm3 molecule-1 s-1 was ~1 ms), and the added NO prevented formation of O3 and NO3 radicals. 

There were also no particles in the chamber into which the gas-phase products could partition and 

thus not be observable with the CIMS. The only sink available was therefore gas-wall partitioning. 

The time scale for reaching gas-wall partitioning equilibrium was determined from least-squares 

fits of the observed product decays to the following exponential equation: 

 𝑦(𝑡) = 𝑦𝐸 + (𝑦0 − 𝑦𝐸) 𝑒𝑥𝑝(−
𝑡−𝑡0

𝜏𝐺𝑊𝐸
)     (3.6) 

where t0 is the time of the peak in the compound concentration, y0 is peak value of y, yE is an 

offset that is held at the final or equilibrium concentration, and GWE is the time scale of the decay 

to equilibrium. The value of GWE depends on the time scales of both condensation and 

evaporation.94 However, under the conditions of most of our experiments (c* << Cw) theoretical 

analysis (Figure 3.7) shows that GWE is also the time scale for condensation to the walls.  
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Figure 3.7. Results of a simple chamber model, in which a single gas-phase species condenses into the wall and 

evaporates off of it (assuming Cw = 1 mg m-3). The model was solved analytically and also implemented numerically 

in the KinSim software within Igor Pro,24 which produced consistent results (as shown). The gas-wall equilibrium 

time scale (τ) was determined by fitting the model results in a similar way as the experimental data. It is observed 

that the equilibrium time scale is equal to the condensation time scale (i.e., the inverse of the condensation rate, 

specified here as 0.001 s-1) until the species c* value approaches and exceeds the equivalent wall concentration (Cw). 

For higher c*, most of the species remains in the gas-phase, and thus there is only a very small change due to wall 

partitioning, and the time scale reaches very low values. When the model output is used with 1 s time resolution to 

match the measurements in this work, time scales much shorter than 1 s cannot be reliably determined with this 

procedure. This leads to the observed departure between the analytical and fitted results. Note that there is an 

apparent disagreement between the trend of decreasing τGWE predicted in Fig. 3.7 at C* > Cw and the lack of 

observation of that trend for the most volatile species (from the Ziemann group) in Figure 3.9. One plausible 

explanation for this difference is that the wall accommodation coefficient is α << 5 x 10-6 for the most volatile 

molecules studied (C* ~ 1 x 105 -1 x 106 μg m-3) but not for less volatile molecules. This could lead to longer τGWE 

than predicted in Fig. 3.7 for those molecules. We note, however, that other explanations may also be possible. 

3.3.2 Potential artifacts in I-CIMS measurements  

We performed the same experiments in the I-CIMS configuration and observed differences in 

time series between the two CIMS techniques, as shown in Figure 3.8. The NO3-CIMS trace rose 

immediately when the lights were turned on and reached a peak 16 s into the experiment. The I-

CIMS (2 SLPM through a 0.7 m Teflon FEP 4.8 mm ID sampling line; residence time of 0.5 s), 

however, reached a peak 100 to 500 s into the experiment, depending on the volatility of the 
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measured compound. As stated above, the NO3-CIMS is considered to be an “inlet-less” source 

and is designed to minimize sample contact with source surfaces. The I-CIMS, however, employs 

an aluminum IMR in which the reagent-ion molecules mix turbulently with sample air to enhance 

mixing and allow efficient clustering of reagent ions and sample molecules. The residence time 

and flow pattern of sample in the IMR appears to be long enough for gas-wall adsorptive 

partitioning to the IMR surfaces. Therefore, we attribute this delay to the time required for the 

surfaces in the IMR to reach gas-wall adsorptive partitioning equilibrium. This delay causes the I-

CIMS to falsely observe a later and lower-value peak than it otherwise would. Because of the 

observed delay, we separately report the gas-wall partitioning time scales and partitioning fractions 

measured using the I-CIMS and NO3-CIMS.  
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Figure 3.8. Time profiles of product formation and wall loss measured with the NO3-CIMS and I-CIMS for 

selected dihydroxynitrates (DHN) and trihydroxynitrates (THN). All traces have been smoothed over 30 points (= 

30 s) using a binomial algorithm to improve signal-to-noise ratio and scaled to achieve similar peak concentrations. 

The arrows denote the approximate time at which the I-CIMS time profile reaches a peak. 

3.3.3. Range of time scales for reaching gas-wall partitioning equilibrium 

Average time scales for reaching gas-wall partitioning equilibrium for all compounds 

investigated in this study are presented as a function of estimated saturation concentration (c*) in 

Figure 3.9. c* for each species was estimated using the SIMPOL vapor pressure estimation 

method,91 which has an uncertainty of approximately one order of magnitude in each direction.75 
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We observed time scales that range from 7 to 13 min across all species, with an average value of 

10 min. Also in Figure 3.9, the data from this experiment are compared with data from previously 

published gas-wall partitioning measurements.94,108,111–113,122 The time scales determined by 

Ziemann and co-workers94,108,122 fall within the range of 8–140 minutes. In combination, these 

results suggest that gas-wall partitioning operates quickly enough to affect most SOA chamber 

experiments, which typically range from several minutes to hours. The relative impact of wall 

losses on a given experiment will depend on the time scale and volatility distribution of the 

products formed, the size of the chamber, and the competing time scales of partitioning to aerosols.  

 

Figure 3.9. Relationship between gas-wall partitioning timescales and compound saturation concentration. 

Values determined in this study and those from M&Z 2010, Y&Z 2014, 2015 are timescales for reaching gas-wall 

partitioning equilibrium, while those from Zhang et al. 2015 are timescales for first-order loss without 

equilibration.94,108,111,122 Values from this study are averages for replicate experiments, and error bars denote the 

standard error of the mean. Some error bars are smaller than their symbol and thus not visible. Saturation 

concentrations were estimated using SIMPOL.91 I-CIMS measurements are overlaid as gray points for comparison 

with NO3-CIMS values. Because hydroxynitrates were not detected by the NO3-CIMS, timescales for these 

compounds are only reported for the I-CIMS, and no values are included for the two most volatile hydroxynitrates 

due to lack of sufficient replicates. Values from Ziemann and co-workers are only included for compounds that 
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underwent sufficient partitioning for timescale measurements, and monofunctional compounds are highlighted in 

green.   

The values of GWE measured with the NO3-CIMS displayed no dependence on compound 

chemical-physical properties, such as functional groups, oxidation state (OSc)123, elemental 

oxygen to elemental carbon ratio (O/C), or volatility, unlike results from Ziemann and co-

workers,94,108,122 who reported some higher values for alkanes and monofunctional ketones and 

nitrates. Nonetheless, the majority of the values they measured lie in the same range measured 

here, as shown in Figure 3.9. Differences in either the turbulent mixing coefficient or wall 

accommodation coefficients could account for the range of values,80 but the evidence presented 

here or previously does not clearly point to one or the other. Therefore, when modeling SOA 

chamber experiments, we recommend using two values: a faster time scale of 600 s for 

multifunctional compounds, and a slower time scale of 1800 s for monofunctional compounds and 

hydrocarbons (Figure 3.10; 7).  
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Figure 3.10. Proposed parameterizations of GWE for use in simulations of chamber experiments. The value of each 

constant fit is provided in Table 3.3. All of these values were obtained in 8 m3 chambers. A correction for chamber 

size is also shown in Table 3.3 and Figure 3.12. 
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Recommendations for Quantification of Gas-Wall Partitioning Measurements 

1. No particles should be present in the chamber 

2. Check and repair all leaks in the chamber 

3. Use species formed in-situ 

4. Use very short oxidation times  

5. Minimize contact between sample and surfaces (short inlet lines, laminar 

flow, high flow rates, IMR with low wall interactions, etc.)  

6. If possible, monitor several species of different c* simultaneously 

 
Recommended Parameters for Modeling Gas-Wall Partitioning 

1. Cw as a function of c* a 

Cw = 10 - 30 × 103 μg m-3 for c* > 104 

Cw
 = 16(c*)0.6 μg m-3 for c* < 104 

Cw = 16 μg m-3 for c* < 1 

2. GWE (Gas-wall equilibrium timescale)   

For multifunctional compounds: GWE  = 600 s 

For monofunctional compounds: GWE  = 1800 s 

3. Chamber-size correction to GWE
80 

1

𝜏𝑐𝑜𝑛𝑑
= 𝑘𝑐𝑜𝑛𝑑 =

𝐴

𝑉

2

𝜋
√𝑘𝑒𝐷  

𝑘𝑒 = 0.004 + (5.6 × 10−3)(𝑉)0.74 

(See the Supplement for more information on this correction) 

 
a Using SIMPOL-derived saturation concentrations 

Table 3.3. Recommendations for experimental measurements of GWP, and recommended parameters for modeling 

GWP in chamber experiments. 
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Across different NO3-CIMS experiments, GWE varied with an average relative standard 

deviation of 33%, as shown in Figure 3.11. The causes of experiment-to-experiment variation are 

not understood, but may be related to changes in the natural convection time scale in the chamber 

due to differences in the room ventilation operation, or to other unknown factors. Time scales 

measured with the I-CIMS were consistent with NO3-CIMS measurements for low volatility 

compounds, but were approximately four times higher at high volatilities (c* > 0.1 g m-3). We 

tentatively attribute this discrepancy to adsorptive processes in the I-CIMS inlet and IMR. The 

better agreement of GWE at low c* may stem from irreversible loss of low-volatility species to inlet 

and IMR walls, thus leading to detection of only molecules that have not interacted with walls with 

a similar time scale as the NO3-CIMS. For species of larger c*, adsorption to the wall is likely 

followed by slow re-evaporation, leading to the observed much longer I-CIMS time scales. In 

support of our claim that the 7–13 min time scales measured with the “inlet-less” NO3–CIMS are 

essentially artifact-free values, and that the longer time scales measured with the I-CIMS are due 

to sampling effects, we note that the values measured with the NO3-CIMS are essentially the same 

as the time scales of 6 and 10 min measured previously for irreversible loss of ClONO2 and N2O5 

to the walls of a humidified, passively mixed 6 m3 Teflon-coated chamber by using in situ FTIR 

to monitor compound loss from the gas phase.124 
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Figure 3.11. Equilibrium time scale (GWE) vs. estimated c* for all of the wall loss measurements in this study, 

colored by CIMS ionization source. This figure gives an indication of the experiment-to-experiment variability, as 

well as longer apparent time scales in I-CIMS measurements of higher volatility species (c* > 0.1 g m-3), which are 

thought to be due to wall interactions (adsorption followed by slow re-evaporation) in the inlet line and ion source. 

 Finally, in order to use the recommended time scales for environmental chambers of other 

sizes, we suggest that for an approximately cubic chamber the recommended GWE values of 10 and 

30 min be adjusted with the equations shown in Table 3.3. The expected dependence of GWE on 

surface-area-to-volume ratio (A/V) is weak, and the chambers used in this and Caltech’s work are 

estimated to have the slowest GWE for any chamber size. For typical chamber sizes used in the 

community, GWE is estimated to vary by ~20 % due to chamber size (Figure 3.12). 
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Figure 3.12. Estimated wall condensation time scale versus chamber surface-area-to-volume ratio (A/V) for a 

various chamber sizes using the equations in Table 3.3. 

3.3.4 Equivalent wall mass concentrations 

It has been observed in these and earlier experiments94,108,122 that compounds do not undergo 

continuous loss to the chamber walls, but instead partition between the gas phase and Teflon film 

until an equilibrium is reached. This equilibrium state depends on compound volatility, and can be 

modeled analogously to gas-particle absorptive partitioning theory,94 as originally developed by 

Pankow.51 Briefly, gas-wall partitioning theory treats the chamber walls as having an “equivalent 

mass concentration,” Cw, into which gas phase compounds can partition. The fraction of an organic 

compound that partitions into the walls at equilibrium approximately follows the equation  

    
[𝑂𝐶]𝑤

[𝑂𝐶]𝑔
=  𝐾𝑤𝐶𝑤 =

𝑅𝑇𝐶𝑤

𝑀𝑤𝛾𝑤𝑃0
      (3.7) 
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where Kw is the gas-wall partitioning coefficient and is equal to RT/MwγwP0, where Mw is the 

mean molecular mass of the Teflon film (assumed to be 250 g mol-1)94, R is the gas constant, T is 

the temperature (295 K in this case), and P0 is the liquid vapor pressure of the compound at the 

experimental temperature. 

 γw is the activity coefficient for the compound absorbed into the Teflon film. γw is assumed 

here to be 1, following Matsunaga and Ziemann,94 who selected this value for simplicity since no 

information is available to constrain it and in order to enable a quick comparison between aerosol 

and wall partitioning. Real values of γw >> 1 are possible, and there is some limited evidence for 

different γw for hydrocarbons and oxygenates.108  

 The actual value has important implications for the physical model of wall partitioning. 

The physical thickness of the Teflon film needed to account for Cw is 1.5 nm or smaller (see Supp. 

Info.) This is similar to a monolayer, which appears to conflict with the absorptive partitioning 

assumption. However, this estimate assumes both γw=1 and a mean molecular weight (MW) of the 

absorbing phase of 250.94 It is likely that a much deeper layer of Teflon is interacting with the 

absorbed organic molecules. That can be explained by a higher MW for the Teflon films, as is 

clearly the case. Complementary to that, it is possible that γw>>1, which would also favor the 

participation of a thicker teflon layer in the partitioning. These considerations remain speculative, 

and future studies to clarify the wall-organic interaction at the molecular level would be useful. 

 Substituting the saturation concentration52  

𝑐∗ =
𝑀𝑤𝛾𝑤𝑃0

𝑅𝑇
       (3.8) 

then gives the equation   



78 

 

[𝑂𝐶]𝑤

[𝑂𝐶]𝑔
=  𝐾𝑤𝐶𝑤 =

𝐶𝑤

𝐶∗
       (3.9) 

In this work, we use Fg = [OC]g/[OC]T, the ratio of the concentration of an organic compound 

in the gas phase at equilibrium relative to its total (initial) concentration, to represent the fraction 

of compound remaining in the gas phase at equilibrium. Using equations (3.8) and (3.9), the extent 

of gas-wall partitioning, represented by Fg, can be calculated for a range of equivalent mass 

concentrations, Cw, as a function of compound saturation concentration as 

𝐹𝑔 = (1 −
1

1+
𝐶𝑤
𝐶∗

)       (3.10) 

Five such gas-wall partitioning curves are shown in Figure 3.13 for values of Cw ranging 

from 0.3 to 30 mg m-3.  

 

Figure 3.13. Relationship between extent of gas-wall partitioning (represented as the fraction of gas-phase 

species remaining in the chamber after equilibrium is achieved, Fg) and compound saturation concentration. 

Measurements obtained in this work are shown with literature values from the Ziemann group.94,108,122 For the data 

from Zhang et al.111, in which no partitioning values (Fg vs. c*) were provided, Cw is shown as a range. Values of Fg 

from this work are mean values from all the experiment replicates, and the error bars denote the standard error of the 
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mean. Saturation concentration for all included species was estimated using SIMPOL.91 Hydroxynitrates were only 

observed by the I-CIMS. 

Figure 3.13 also shows measured values of Fg as a function of c* for all organic compounds 

investigated in this study, together with literature data. Results from Ziemann and co-workers 

94,108,122 are consistent with Cw ~ 3-30 mg m-3, whereas Zhang et al.111 reported a much wider range 

of Cw values from ~0.0004–300 mg m-3. It is difficult to determine the values of Cw
 for most of the 

trifunctional and tetrafunctional compounds formed in the present study, because they lie in a c* 

range (10-2 to 101) in which all of the model partitioning curves converge to Fg = 0, and thus are 

more susceptible to small errors due to background subtractions or other reasons. The 

hydroxynitrates and some of the lower carbon number (C6-C8) dihydroxynitrates lie along model 

partitioning curves with Cw ~ 0.3-3 mg m-3.  

There are several possible explanations for the somewhat lower values of Cw  determined in 

this work compared to those reported previously. First, the SIMPOL method for estimating vapor 

pressures and c*
 is potentially a large source of error. SIMPOL calculations have an estimated 

uncertainty of one order of magnitude for the monofunctional and difunctional compounds used 

to develop the method,75 but uncertainties will grow with increasing functionalization. SIMPOL 

also does not account for intramolecular interactions between functional groups, which are certain 

to be important for the multiple hydroxyl groups present in the compounds studied here. Second, 

the values of Cw calculated from experimental results are actually values of γwCw, and for simplicity 

it is assumed that the compounds form an ideal solution in the FEP Teflon film, so that γw = 1. 

Because the compounds and the –[CF2CF2]n– and –[CF2CF(CF3)]n– subunits that make up the 

polymer film have very different composition, however, and the actual amount of Teflon material 

available for partitioning (i.e., the “true” Cw) is likely to be similar for all compounds, it is likely 

that differences in reported values of Cw also reflect differences in γw. Third, there is an apparent 
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trend of decreasing Cw with increasing compound functionalization, which is in contrast with the 

more nearly constant values reported by Ziemann and co-workers.94,108 Many of the compounds 

measured here are trifunctional or tetrafunctional, whereas most of those measured by Ziemann 

and co-workers were monofunctional or difunctional,94,108,122 and thus the impact of errors in 

SIMPOL and activity coefficients may be different.  

Our data indicate a dependence of Cw on c* (Figure 3.14), and for the purposes of modeling 

chamber studies we recommend a volatility-dependent parameterization of Cw in Table 3.3, which 

is shown graphically in Figure 3.14. We performed additional vapor pressure calculations with the 

SPARC61,62 calculator, but the data did not collapse into clearer trends when doing so. Therefore, 

we caution that these parameters depend on the SIMPOL estimated vapor pressures, and that the 

dependence may reflect systematic errors in the vapor pressure estimations for the investigated 

compounds, as discussed above. Thus, we recommend that SIMPOL be used when employing our 

parameterization for modeling for purposes, even if a different vapor pressure estimation method 

is used elsewhere in the model. 
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Figure 3.14. Average equivalent wall mass concentration (Cw) values for measured species in this work, as 

determined by both CIMS techniques, and previously reported values from the Ziemann Group94,108,122 as a function 

of c*. Cw values could not be reliably determined in this work for species with c* < 1, as Fg values in Figure 3.13 are 

close to zero. A piecewise function is provided to parameterize this dependence on the simulation of chamber 

experiments (equations shown in Table 3.3). c* values are estimated from SIMPOL91, and we recommend that 

SIMPOL is used as well before applying our parameterization to any species. Note that the I-CIMS values are 

thought to be biased low (see main text) and are shown by reference, but not used to determine the fits. 

For the first time, gas-wall partitioning measurements for the entire range of c* values relevant 

to SOA formation are now available (Figure 3.13), and can be used to estimate the wall-loss of 

compounds formed in chamber reactions and determine the degree to which SOA yield corrections 

may be required. Compounds with c* > 106 μg m-3 will remain almost entirely in the gas phase and 

will not partition significantly to the walls, whereas those with c* < 102 μg m-3 will eventually 

(after the chamber-dependent equilibrium time scale and depending on the amount of organic 

aerosol present) reside almost entirely in the walls. Compounds with 102 > c* > 106 μg m-3 will 

partition to very different extents, ranging from ~10-90%, depending on their volatility and 

functional group composition. Since SOA formation in most chemical systems is likely to involve 
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reaction products in that c* range, corrections for gas-wall partitioning should be incorporated into 

the analysis of all SOA chamber experiments. We also note that when the parent compound in a 

chamber reaction is an intermediate- or semi-volatile compound (IVOC and SVOC) in the c* = 

102-106 μg m-3 range, the effects of gas-wall partitioning of the parent compound on the yields of 

SOA and specific products must also be considered. However, as long as the parent compound is 

in gas-wall partitioning equilibrium when its concentration in the gas phase is measured before 

and after reaction, partitioning corrections are simple.122 

3.3.5 Sensitivity studies  

We also conducted several experiments in which we selectively changed one variable at a time 

to explore the impact of key experimental variables on the quantification of gas-wall partitioning.  

Effect of experiment duration: In addition to the ~1 h experiments discussed above, we also 

recorded data for ~10-h duration to evaluate whether a much slower decrease in compound 

concentrations could be observed after the initial rapid decay and equilibration observed following 

a typical 10 s reaction. Compound concentrations were extremely stable, however, changing by 

<5% during the ~10 h measurement period following gas-wall partitioning equilibrium.  

Effect of chamber leaks: Next, we performed an experiment in which four small (6.4 mm 

diameter) holes were opened in the Teflon bag to mimic the effects of substantial leaks prior to 

turning on the lights for 10 s. As in previous experiments, we observed a rapid exponential decrease 

in compound concentrations due to gas-wall partitioning after the lights were turned off, which in 

this case was followed by a slow, prolonged decay as ambient air slowly leaked into the chamber 

(which was under slight negative pressure due to the sampling instruments) and diluted the 

compound concentrations. Most of the decay in the compound concentrations again occurred 

within the first hour, but the gas-wall partitioning time scale increased by a factor of ~3 due to the 
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leaks. This indicates that leaks of the size created here, which are not uncommon in environmental 

chambers that are not carefully maintained, can distort the interpretation gas-wall partitioning 

measurements.  

Effect of active mixing: In a few experiments we also investigated the effects of active mixing 

on time scales of gas-wall partitioning. The results of these experiments are shown in Figure 3.15. 

When the fan was turned on for an entire burst, the average value was τGWE=100 s. The fan-on time 

scale is a factor of 6 less than the average value of 600 s reported in Fig. 3.15. In other experiments, 

we turned the fan on for 60 s at different points during the decay. The results in Fig. 3.15b show 

that the wall loss decay is accelerated by the fan, but returns to its original trajectory as soon as the 

fan is turned off. The timing of active mixing thus appears to influence the effect on gas-wall 

partitioning. 

 

Figure 3.15. (a) Time series for select THNs in two separate wall loss bursts: one in which the fan was left on 

for the experiment duration and one in which it was off for the duration. (b) Averaged time series for several DHNs 

in three different bursts in which the fan was turned on for 1 minute either 0, 3, or 5 minutes into the experiment. 
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Exponential fits were applied to each of the three time periods in the burst: when before the fan, during the fan, and 

after the fan. 

It is important to note in this regard that in the experiments conducted by Ziemann and 

coworkers7,8,29 the same type of fan was turned on for 1 min to mix compounds that had been 

added to the chamber over a period of ~5 min. Although the above results indicate that the time 

scales measured in those experiments were influenced by the use of the fan, its effect was not 

always sufficient to achieve time scales <8 min, the minimum value that could be measured by 

their methods. Instead, time scales ranged from <8 min to ~100 min, with an average of ~25 min. 

The fan may have had a smaller effect in those experiments because most of the compounds 

investigated were hydrocarbons or monofunctional that partitioned more slowly to the walls, and 

also because the compounds first had to be mixed in the chamber before significant partitioning 

could occur, a process that takes ~20 s. 

 Effect of longer oxidation period: We also conducted an experiment with a longer 

oxidation period (10% UV lights for 1 hr) and longer total duration (22 hours). During this 

experiment, we observed a rapid initial increase in compound concentrations, followed by a long 

slow decay. In this case, values of τGWE obtained by fitting the exponential decay curves using the 

procedure described above were much larger than those measured in our previous experiments, 

ranging from about 2 to 8 h. A possible reason is that when the oxidation period is of similar or 

longer duration than the gas-wall partitioning time scale the system may not be far from 

equilibrium when the UV lights are turned off and oxidation ends. Subsequent decays will then be 

smaller, making it more difficult to determine the time scale. However that was not observed in a 

previous experiment with a 2 hr oxidation time using the NO3-CIMS.24 Unlike in other 

experiments, in this experiment a small amount of aerosol (1 μg m-3 maximum) was produced, 
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which could have introduced a weakly competing gas-particle partitioning process that contributed 

to the increase in gas-wall partitioning time scale. Further investigation of this topic is 

recommended. 

3.3.6 Calculation of additional chamber parameters 

Correction of GWE for chamber size. This formulation was originally proposed by McMurry 

and Grosjean80 and parameterized by Palm et al.,125 as follows:  

  
1

𝜏𝑐𝑜𝑛𝑑
=

𝑘𝑐𝑜𝑛𝑑

0.59
=

𝐴

𝑉

2

𝜋
√𝑘𝑒𝐷       (3.10) 

where A (V) is the chamber surface area (volume), D is the coefficient of molecular diffusion 

(here: 7 × 10-6 m2 s-1), and ke is the coefficient of eddy diffusion, represented as a chamber volume-

dependent function:125 

  𝑘𝑒 = 0.004 + (5.6 × 10−3)(𝑉)0.74      (3.11) 

where V is the chamber volume in m3. We add a scaling factor of 0.59 to the value of 𝜏𝑐𝑜𝑛𝑑 

determined in Equation 1 to match the observed average time scale from this work (600 s). 

Equation 3.11 is plotted in Figure 3.12 as a function of A:V for a cubic chamber, with the Caltech 

chamber and the chamber used in this work highlighted.   

 Note that the chamber size correction supplied in Equation (3.11) depends on the wall 

mass accommodation coefficient of organic vapors, α, being larger than ~6 x 10-6. In the case 

where α is much smaller, then the following equation applies80:  

    (
𝐴

𝑉
) (

𝛼𝑤,𝑖𝐶𝑖̅

4
) = −𝑘𝑐𝑜𝑛𝑑      (3.12) 

In cases of intermediate α, the full equation should be used80: 
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 The evaporation rate can be calculated from the following expression94: 

     𝑘𝑒𝑣𝑎𝑝 =  𝑘𝑐𝑜𝑛𝑑
𝐶∗

𝐶𝑤
     (3.14) 

while noting that the following expression also applies94: 

     𝜏𝑔𝑤𝑒 =
1

𝑘𝑐𝑜𝑛𝑑+𝑘𝑒𝑣𝑎𝑝
     (3.15) 

Estimate of physical thickness of wall mass concentration (Cw). Here, we provide an 

estimate of the thickness of FEP chamber surface necessary to account for an equivalent wall mass 

concentration (Cw) similar to the values determined in this study. The surface area of the bag used 

in these experiments is 24 m3 and its volume is 8 m3. The density of FEP is reported to be 2.2 g 

cm-3.126 Using a Cw
 of 10 mg m-3 in the following equation:  

     𝑇 =
𝐶𝑤𝑉

𝐴𝜌𝑤
      (3.16) 

where V is the volume of the bag, A is the surface area of the chamber walls and 𝜌 is the 

density of Teflon, we obtain an equivalent thickness value (T) of 1.5 nm.  

 This estimate is only provided for reference, as the physical details of the roughness and 

depth of Teflon film that may be interacting with the gas-phase are not well understood.  

Estimate of physical thickness due to particle deposition to chamber walls. Here, we 

provide an estimate of the thickness of material buildup on chamber walls due to particle 

deposition during SOA experiments. We assume 2 years before FEP bag replacement and an 

average of 3 experiments per week. We use 1.3 g m-3 as a typical material density for chamber 

SOA.127 We use this equation: 

     𝑇 = 𝑓𝑤
𝐶𝑆𝑂𝐴𝑉

𝐴𝜌𝑆𝑂𝐴
       (3.17) 
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which is analogous to the previous one. We assume a chamber in which the average experiment 

produces 300 µg m-3 of particles, of which 50 % deposits on the walls (fw = 0.5), with the rest of 

the particles being either sampled by the instrumentation or exhausted at the end of the experiment. 

Under those assumptions, the mass of deposited particles accumulated would be equivalent to a 

12 nm thick after 2 years of experiments. For an experimental regime at lower concentrations in 

which the average experiment produces 3 µg m-3 (with all other parameters kept constant), the 

layer of particles would be 0.12 nm thick after 2 years of experiments. We note that much of the 

particle material can be removed during chamber cleaning procedures (e.g. continuous flushing 

with zero air, UV light irradiation, ozone injection, added humidity, and heating), and thus these 

values represent upper limits.  

3.3.7 Recommendations and implications 

Recommended experimental guidelines for quantifying gas-wall partitioning and 

recommended parameters for modeling and analyzing chamber experiments are shown in Table 

3.3. Additional research is needed to increase the accuracy and precision of the parameters and to 

ascertain their true variability and its causes. The effect of parameters such as temperature and 

humidity on gas-wall partitioning should also be characterized. Differences in activity coefficients 

or possibly accommodation coefficients for interactions of different types of organic compounds 

with Teflon films may explain some of the differences in reported values of Cw and GWE. Turbulent 

mixing in chambers is weakly forced by small temperature gradients and the resulting buoyancy, 

as well as intermittent deformation of the bag from ventilation systems. Thus it seems likely that 

some variability in GWE values measured in different chambers and in replicate experiments in one 

chamber may be due to variations in turbulent mixing time scales. However, the reasons for the 

large differences between the results presented here and those of Zhang et al.111 remain unclear. 
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While differences in turbulent mixing can likely explain differences of a factor of 2 to 3, it seems 

unlikely that they could result in differences of several orders of magnitude. On the basis of the 

results presented here, the use of long chamber reaction times and/or the effects of compound 

sorption in the inlet and IMR of the CIMS used in the Caltech study might be at least part of the 

reason for the differences. 

The values ofGWE measured without and with active mixing in our study are of the order of 

the mixing time scales for a passive tracer (Fig. 3.1 and 3.2), consistent with transport to the walls 

being the limiting process for achieving gas-wall partitioning equilibrium.80 Thus, we recommend 

similar use of passive tracers to characterize turbulent mixing in chambers, which will be useful 

for modeling gas-wall partitioning and will allow comparison with the mixing observed in our 

chamber and others. We also recommend that the experimental protocol used in this study be tested 

in other chambers, if possible with instrumentation that reduces any inlet and tubing effects 

The implications of our results for correcting chamber SOA yields reported in past studies are 

complex and require detailed investigations that take into account the volatility distributions of 

precursors, intermediates, and SOA species, as well as the amount and properties of the seed 

aerosol and SOA formed. 
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Chapter 4:  

Ion Mobility Spectrometry-Mass Spectrometry (IMS-MS) for on- 

and off-line analysis of atmospheric gas and aerosol species 

 
Adapted from: Krechmer et al. Atmos. Meas. Tech. 2016, 9(7), 3245–3262 

 

4.1 Introduction 

Organic aerosol (OA) species constitute a major fraction of airborne particles globally, 

comprising 20–90% of fine particle mass in many regions4–6 and is either directly emitted into the 

atmosphere in the particle phase (“primary” OA, POA) or formed from gas-to-particle conversion 

processes (“secondary” OA, SOA). Estimates of global SOA budgets from current atmospheric 

chemistry models are uncertain.8,9 OA and its gas-phase precursors comprise thousands of unique 

molecules.10,128 Obtaining comprehensive and speciated measurements of all of these organic 

molecules strains the limits of conventional instrumentation.6,129  

Ultra-high-resolution mass spectrometry (UHRMS; mass resolution > 50,000) techniques, 

such as FTICR-MS or Orbitrap-type instruments,128 can be combined with direct infusion 

techniques to characterize thousands of organic compounds simultaneously. Direct infusion 

comprises a number of soft ionization sources, such as electrospray ionization (ESI), that introduce 

the sample into an ionization source without prior separation. Despite the increase in mass 

resolution, UHRMS cannot, however, resolve structural isomers without a prior separation step 

and accurate quantification of observed species is complicated by ion suppression/matrix effects. 

129 Instruments with MS/MS fragmentation capability (as in a triple-quadrupole mass analyzer), 

can also be used to identify organic molecules, including isomers. Since MS/MS is usually 

performed by scanning over a narrow range of mass-to-charge ratios (m/z), these measurements 
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typically have a limited range of species that can be monitored during time-resolved 

measurements. An authentic standard is also necessary to verify a compound’s unique 

fragmentation pattern.  

Thus, molecular-level identification of individual organic species is often achieved by coupling 

mass spectrometry with a separation technique such as liquid chromatography (LC) or gas 

chromatography (GC). Reverse-phase (RP) LC followed by mass spectrometry using ESI, a very 

“soft” ionization technique due to the almost exclusive formation of molecular ions,96,130–132 is 

often used to separate and identify OA constituents. LC/MS methods (and GC/MS) require 

authentic standards, however, and solvent matrix effects and solvent-analyte reactions can 

potentially have detrimental effects on the sample.129 GC methods are also inefficient for 

characterizing aerosol constituents like WSOC because prior derivatization steps are needed to 

convert these species into volatile derivatives that can be resolved by GC columns. Derivatization 

methods have been found to degrade species such as oligomers and organosulfates, resulting in 

misidentification.6 GC techniques also require heating, which has been shown to decompose some 

organic species to CO2 or other small molecules.133 Recent analytical advances such as the 

Volatility and Polarity Separator (VAPS) have increased the fraction of WSOC that is amenable 

to GC/MS analysis without derivatization, but a large portion remains uncharacterized134 

Ion mobility spectrometry (IMS) is a well-established separation technique, the principles of 

which were first laid out in 1903.135 Previously known as plasma chromatography or gaseous 

electrophoresis,136 IMS has gained prominence and utility over the last 15 years with rapidly 

increasing numbers of commercially available instruments.137 IMS separates gas phase ions based 

on a property known as ion mobility, K, which is sensitive to molecular structure (i.e., ion size and 
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shape/conformation) and ion-molecule interactions with a buffer gas such as nitrogen, helium, or 

air. Since IMS separations are based on gas-phase mobility rather than polarity, they are not limited 

by solvent or stationary phase constraints. Thus, IMS can be used to separate species with different 

structures that are not easily separated by LC and GC techniques. Such species include isomers, 

which are species with the same atomic composition arranged in different structures, and isobars, 

which are compounds of different atomic composition but overlapping mass numbers.138 In fact, 

IMS-MS (IMS separation coupled with mass spectrometric detection of ions) has been 

demonstrated as a powerful replacement for LC/MS in complex fields of analysis such as lipids, 

metabolites, water quality, and pharmaceuticals.139–142  

In this work we demonstrate the first application of IMS-MS for molecular-level analysis of 

both aerosol- and gas-phase atmospheric constituents. All measurements are carried out on a 

TOFWERK IMS-TOF (Thun, Switzerland). We present offline filter analyses of aerosol 

constituents using an ESI source coupled to an IMS-TOF instrument. Separation of WSOC species 

and aerosol-phase organosulfate isomers are demonstrated. Collisionally induced dissociation 

(CID) is used to distinguish chemically bound oligomers from weakly bound clusters and for 

identification of molecules. We also present measurements of gas phase species using a custom 

NO3
- chemical ionization (CI) source coupled to the IMS-TOF. This ion source was used to enable 

detection of highly oxidized species in the gas phase that are likely to directly condense onto 

particles.58,115 Time-resolved on-line IMS-MS measurements (time resolution of 5 minutes) with 

this source from a field campaign (SOAS 2013 in Centreville (CTR), Alabama) and from 

laboratory flow reactor studies are discussed. The use of trend lines in the 2-dimensional IMS-MS 
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plots to identify species with related molecular structures, even within complex high-resolution 

mass spectra, is highlighted.  

4.2 Experimental 

4.2.1 IMS-MS 

A schematic of the IMS-TOF instrument is provided in Fig. 4.1a. The IMS cell of the 

instrument is both pressure and temperature-controlled and contains two resistive coated glass 

tubes143 separated by a Bradbury-Nielsen (BN) ion gate144 along which a uniform electric field is 

applied (reduced electric field strength approx. 2 Townsend (1 Td = 10-21 V m2)). The IMS cell is 

maintained at or above atmospheric pressure to increase IM resolving power and can be operated 

between room temperature and 150°C. Nitrogen (N2) is usually used as the buffer gas and IMS 

pressure can be set between 800 and 1400 mbar.  

 

Figure 4.1. A schematic diagram of the IMS-TOF (panel a). The instrument can be used with different 

ionization sources, including the ESI source shown in panel (a) and the custom-built nitrate-ion chemical ionization 

source (NO3--CI) attached to the front. 
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Ions from an ionization source are pulsed through the BN gate and separated in the 20.5 cm-

long drift tube. A clean, dry N2 gas counter current flow of 1.2 standard L min-1 (SLPM at 21 °C 

and 101.3 kPa) is introduced from a liquid N2 dewar into the drift tube to induce ion-neutral 

collisions. After exiting the drift tube, ions are transferred to the pressure reduction interface 

(containing two quadrupole ion guides) and through a 0.3 mm pinhole before being detected with 

a TOFWERK HTOF time-of-flight mass spectrometer (TOF MS). IMS separation occurs on the 

millisecond time scale and thus couples well with TOF MS, which operates on a microsecond time 

scale. IMS-TOF instruments can therefore acquire many mass spectra for each ion mobility 

spectrum.140 The mass spectral resolution m/dm50 of the instrument is typically 3500 - 4000 

FWHM at m/z 250. 

As described in the following sections, ions from condensed-phase samples are generated by 

ESI and from gas-phase samples by a custom online CI that utilizes NO3
- as a reagent ion. To 

improve signal intensity, sensitivity, signal-to-noise, and duty cycle, ions are pulsed into the drift 

region using a multiplexed gating scheme.145,146 With multiplexing, the IMS-TOF achieves a 50% 

IMS duty cycle (i.e., 50% of the ions generated could be analyzed), as opposed to < 1% in standard 

pulsed mode, leading to an increase in ion transmission of approximately 100 fold. With post-

processing, the IMS resolution (t/dt50) routinely exceeds 200. Data analysis is performed using the 

data analysis package “Tofware” (version 2.5.3, www.tofwerk.com/tofware) running in the Igor 

Pro (WaveMetrics, OR, USA) environment. All IMS drift time plots and IMS-MS spectra shown 

in the chapter have been post-processed in the multiplexed domain for reduction of systematic and 

random noise during the multiplexing process and enhancement of the modulation.147  
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The IMS-TOF used in this work can also provide CID analyses in which ions are fragmented 

immediately after the IMS drift cell and before they are transmitted into the TOF.143 The 

information obtained from CID is similar to that obtained from traditional MS/MS measurements, 

but since CID occurs immediately after ion mobility separation (IMS-CID-MS), it has two key 

advantages: 1) fragment and precursor ions appear at the same IMS drift time, allowing for easy 

correlation between fragments and precursor; and 2) CID spectra can be simultaneously obtained 

over the entire m/z range without need for pre-selection or limited scanning of mass regions as in 

traditional MS/MS measurements. For the examples reported in this work, we utilized typical CID 

potential differences between the exit of the first quadrupole and the entrance of the second 

quadrupole ranging from 1 to 30 V. 

Drift times measured during any given IMS-MS experiment are dependent on the pressure and 

temperature of the drift tube. These dependencies as well as the instrument electric field can be 

accounted for to obtain a related parameter known as reduced mobility, K0:  

𝐾0 =  
𝐿2

𝑉𝑡𝑑

𝑃

𝑃0
 
𝑇0

𝑇
          (4.1) 

where L is the length of the drift tube, V is the applied electric field potential, td is the drift time 

of the analyte, P and P0 are the actual and reference pressures, respectively, and T and T0 are the 

actual and reference temperatures, respectively.137 If the instrument is calibrated and conditions 

are well-controlled, molecular collision cross sections (Ω) can be extracted from the measured 

reduced mobilities by using the Mason-Schamp equation.148–150  
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in which K0 is mobility, q is the elementary charge, z is the charge number, N is the neutral gas 

number density, µ is the reduced mass of the analyte-buffer gas pair, k is the Boltzmann constant, 

and Teff is the effective temperature.  

Collision cross sections can more accurately be calculated using a momentum transfer scan 

law that includes field-dependent corrections for both collisional momentum transfer and collision 

frequency (α and β terms, respectively).151  
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in which K0 is mobility, q is the elementary charge, z is the charge number, N is the neutral gas 

number density, µ is the reduced mass of the analyte-buffer gas pair, k is the Boltzmann constant, 

T is the standard temperature, vd is the drift velocity, and vT is the thermal velocity.151 αMT and βMT 

are calculated as follows: 

𝛼𝑀𝑇 =  
2

3
[1 +  𝑚̂𝑐̂ + 𝑀̂ℎ̂]         (4.4) 

𝛽𝑀𝑇 =  [
2

𝑚̂(1+𝑚̂)
]

1

2
           (4.5) 

where m and M are the ion and neutral masses, respectively; 𝑚̂ and 𝑀̂ are the mass fractions 

of the colliding pair; 𝑐̂ is the fraction of collisions that cool the ion; and ℎ̂ is the fraction of 

collisions that heat the ion.151 
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IMS drift times and mobilities obtained under the same buffer gas conditions are reproducible 

and transferable. The measured Ω can be compared with literature or previous experiment values 

to identify molecular structures without the use of an analytical standard.  

4.2.2 ESI-IMS-TOF and filter samples  

Ambient filters were collected during the 2013 Southern Oxidant and Aerosol Study (SOAS; 

https://soas2013.rutgers.edu/) at the Look Rock, TN, USA site (LRK; Budisulistiorini et al., 2015). 

Detailed description of aerosol filter collection, storage, and extractions during SOAS at the LRK 

site was previously reported.152 In the current study, an aerosol extract from June 16, 2013 

(intensive sample 3, which was collected from 4-7 PM local time) was used to demonstrate the 

abilities of ESI-IMS-MS in the chemical characterization of ambient SOA at the molecular level. 

In addition, laboratory-generated SOA produced from the reactive uptake of authentic trans-β-

IEPOX, cis-β-IEPOX, and δ-IEPOX onto acidified sulfate aerosol under dark conditions were 

collected onto Teflon filters (1.0-µm pore size, Tisch Environmental, EPA PM2.5 membrane) for 

analysis by the ESI-IMS-MS technique. Details of chamber experiments, including filter extraction 

procedures for Teflon filters and operating conditions, have been previously described by Lin et 

al.153,154 Certain isoprene SOA constituents, including the organosulfate derivatives of 2-

methylglyceric acid and of the 2-methyltetrols, were synthesized in-house as recently described 

by Rattanavaraha et al.136 and Budisulistiorini et al.152 respectively. Synthesis details for authentic 

trans-β-IEPOX, cis-β-IEPOX, and δ-IEPOX (as a racemic mixture of the diastereomers) were 

described by Lin et al.153,154 and Zhang et al.156 It is noted here that since the multiphase chemistry 

of IEPOX isomers contributed greatly to the SOA mass at the LRK site,152 these chamber 

experiments were used to complement the ESI-IMS-MS results from LRK. 
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Aerosol filter samples were analyzed offline using an ESI source coupled to the IMS-MS 

instrument. 5 µL of the sample were injected for analysis at a flow rate of 1 µL min-1. The IMS 

was operated at 50°C and 1000 mbar, mass spectra were recorded from m/z 10 to 1200 in both 

positive and negative ion mode. ESI potential was at 1600 V.  

4.2.3 NO3
- CI-IMS-MS  

In this work gas-phase ions were generated and coupled to the IMS-TOF with a custom built 

nitrate ion chemical ionization source (hereafter CI-IMS-TOF). The design constraints on the CI 

source for this IMS-TOF are: 1) ions must be formed at a pressure ~1 atmosphere (atm) so that 

they can be directly coupled to the drift tube of the IMS-TOF which is operated at a pressures of 

about 1 atm; and 2) the ions formed from the CI source must be formed at, or be efficiently 

transferred into, the high voltage (~10 kV) of the inlet of the IMS-TOF. The main components and 

operating principles of the source are shown in Fig. 4.1b. An X-ray ionizer (Hamamatsu, Inc., 

Japan) was aimed into the reaction/desolvation region to initiate ionization. To provide the 

precursor for the reagent ion, 5 standard cm3 min-1 (sccm) of clean, dry N2 gas from the boil-off of 

a liquid N2 dewar flowed across a glass vial of fuming nitric acid (HNO3) into the reaction region.  

The nitrate CI mechanism comprised a series of reactions. First, an X-ray emitter initiated an 

ionization process that resulted in the formation of nitrate ions (NO3
-) from the gas-phase nitric 

acid (HNO3). The nitrate ions then clustered with sample molecules to form an ion-molecule 

cluster:  

(n + 1)HNO3 → (HNO3)nNO3
− + H+            (4.6)  
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The nitric acid-nitrate clusters then collided with analyte molecules in the sample air, initiating 

ion-molecule reactions that either deprotonated (Eq. (4.7)) or clustered (Eq. (4.8)) with the target 

analytes:  

(HNO3)nNO3
− + HX → (HNO3)n + HNO3 + X−      (4.7) 

(HNO3)nNO3
− + HZ → (HNO3)n + (NO3

−)HZ       (4.8) 

where HX in (4.7) must be a highly acidic compound such as sulfuric acid (H2SO4) or 

methanesulfonic acid (MSA) and HZ in (4.8) is a highly functionalized and oxidized species 

22,58,115 . All of these reactions take place inside a reaction region floated at a voltage above that of 

the BN gate. Thus, ions were formed at maximum electrical potential and moved at a steady speed 

through the drift tube. 

The single-chamber design of our NO3
- source differs from the source design of Eisele and 

Tanner58 in its lack of concentric sample and sheath flows. As a result, the X-rays directly interact 

with sample air molecules without time for conversion of all ions to NO3
-. While clustering with 

NO3
- is the dominant ionization mechanism, we also observe additional minor ionization 

pathways. The most significant of the additional mechanisms is deprotonation via O2
-, which 

primarily produced [M-H]- ions from carboxylic acids and has been studied extensively in 

atmospheric pressure chemical ionization sources (APCI).157–159 

The CI-IMS-TOF was deployed for a 7-week period during the SOAS field campaign at the 

Centreville, AL, USA supersite (CTR). Data were acquired at 5-minute time resolution for the 

duration of the campaign. This 5-minute time resolution was chosen due to low ambient signals. 

Time resolutions as low as a data point every 5 seconds were utilized in laboratory experiments in 
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which generated analyte concentrations were higher. The drift and desolvation tubes were 

maintained at 60° C for the first half of SOAS and 150° C for the second half. Higher temperatures 

reduced clustering between analyte and water molecules (due to high ambient humidity levels) in 

the drift tube but decreased ion mobility resolution. Dry N2 gas counterflow can also be used to 

limit such clustering in the drift tube, but it was not employed during the campaign. The pressure 

in the drift tube typically fluctuated from 5-20 mbar above atmospheric pressure. Variations in 

pressure and temperature are corrected for during post-processing using Eq. (4.1).  

Laboratory experiments were also conducted to investigate the gas-phase chemistry of 

biogenic VOC oxidation with the CI-IMS-TOF. In these experiments, a counterflow of N2 was 

utilized with the drift tube maintained at a temperature of 100° C. Oxidation products of isoprene, 

α-pinene, and limonene were generated by reaction with ozone (O3) and/or hydroxyl (OH) radicals 

inside a Potential Aerosol Mass (PAM) oxidation flow reactor 160,161 via the reaction O3 + hν →O2 

+ O(1D) followed by the reaction O(1D) + H2O→2OH. O3 was generated by irradiating O2 with 

a mercury lamp (λ = 185 nm) outside the PAM reactor.  

4.3 Offline IMS-MS Measurements of ambient SOA  

4.3.1 ESI-IMS-MS of Ambient Aerosol filter 

Figure 4.2 shows an example of a 2D ESI-IMS-MS spectrum measured from a SOAS (LRK 

site, June 16, 2013) aerosol filter sample. In the two-dimensional (2D) image, IMS drift time is 

shown on the vertical axis and m/z is displayed on the horizontal axis. Because we have not 

corrected the data for transit times outside of the IMS drift cell, we report drift times as “apparent 

drift times.” The panel above the 2D plot shows the mass spectrum that results from summing 
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across all displayed IMS drift times. The ion mobility spectrum on the right of Fig. 4.2 is the sum 

ion mobility spectrum for all displayed high-resolution m/z values (m/z 50 – 600). 

 

Figure 4.2 A typical representation of IMS-MS data in two-dimensional (2D) format for a SOAS filter sample 

(LRK site, June 16, 2013) analyzed via ESI-IMS-MS. The 2D graph plots drift time vs. mass-to-charge (m/z) ratio. 

The top mass spectrum is the total mass spectrum for all displayed drift times (20-60 ms). The plot on the right is a 

total ion mobility spectrum for the entire displayed m/z rage (50 - 600). The light blue line points out an example 

mass mobility correlation, or “trend line.” 

Hundreds of individual features are visible as dark-colored points in the 2D plot. Each feature 

corresponds to an individual molecule that was ionized, separated, and detected with ESI-IMS-

MS; the horizontal position of each feature corresponds to a high-resolution m/z from which the 

elemental composition is derived. The vertical position of each feature is the IMS drift time, which 

is used to obtain its reduced mobility and thus information about its molecular structure. Since 
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compounds with different structures will generally have different drift times, the mobility 

separation helps deconvolve complex mass spectral features (including isomers and isobars) that 

are otherwise unresolvable by TOF-MS alone. Stark et al.162 have shown that a high resolution 

TOF with a MS resolution m/dm50 of 4000 cannot unambiguously resolve peaks beyond m/z 100 

due to the multitude of species present. The addition of an extra drift time dimension increases 

effective resolving power of the spectrometer while also providing valuable structural information 

about the analyte. In addition to individual features, mass-mobility correlations, or “trend lines” in 

the 2D spectrum can be used to elucidate bulk chemical composition in complex samples.140 For 

example, a distinct series of high-intensity peaks in the top right of the Fig. 4.2 2D plot that begins 

at m/z 458 and DT ~46 ms and ends at m/z 590 and DT ~55 ms. Trend lines of relevance to 

atmospheric chemistry will be discussed in detail in section 4.4.2.  

4.3.2 Separation of unresolved WSOC and Isomeric Species 

Previous LC/MS analyses of the filter material collected from the LRK site shown in Fig. 4.2 

indicated the presence of WSOC species that could not be chromatographically resolved using LC 

due to solvent and column constraints.152 For example, Figure 4.3a shows that during LC analysis, 

m/z 215 (trihydroxymethylbutylsulfate)163 co-elutes with m/z 199 (sulfate ester of 2-methylglyeric 

acid)48 and other WSOC species at m/z 183 (sulfate ester of 3,4-dihydroxybutan-2-one),164 155 

(glycolic acid sulfate), 165,166 and 133 (malic acid). On the other hand, as shown in Figure 4.3b, 

some of these WSOC ions can be distinguished from each other by their ion mobility drift times: 

m/z 215 has a drift time that is clearly larger than the others, m/z 199 and 183 have intermediate 

drift times, and m/z 155 and 133 have the lowest drift times.  The drift times of m/z 155 and m/z 
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133 differ from each other slightly.  Further ion mobility separation of m/z 199 and m/z 183, 

however, appears to be limited by similarity in their CCS.  

 

Figure 4.3 (a) An ESI-LC-MS filter mass spectrum (MS) extracted from the liquid chromatogram peak 

corresponding to the water-soluble organosulfate signal at m/z 215. The filter was taken during the SOAS campaign 

at the LRK site on June 12, 2013. LC is unable to resolve all of the compounds shown in the chromatogram. The ion 

mobility spectra for the MS peaks highlighted in (a) are shown in (b). The IM spectra were extracted from separate 

mass spectra and then placed together in the graph above for clarity. The water-soluble organic compounds are 

resolved by the IMS-TOF. The intensity for the ion mobility peak at m/z 215 has been scaled by a factor of 0.5 for 

visibility, as indicated in the legend. 

In Fig. 4.3a, the dominant signal is due to m/z 215, a particle-phase organosulfate formed from 

isoprene oxidation under low-NO conditions.154,167 Figure 4.4 provides a mechanism for this 

process. Isoprene (C5H8), the largest non-methane hydrocarbon emission39 can form organosulfate 

aerosol in the presence of acidified sulfate aerosol under low-NO conditions.49,167–170 Isoprene 

forms several epoxydiol isomers (collectively IEPOX) via OH radical-initiated oxidation of 
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hydroxyhydroperoxide (ISOPOOH) intermediates.40,41 IEPOX can be taken up by acidic aerosol 

at relatively short time scales88,171 and reacts in the particle phase to form organosulfates. Several 

previous publications163,167–169,172,173 specifically identified a hydroxy sulfate ester (HSE; 

C5H11O7S
-, 215.02 Da) as a large component of ambient and laboratory filter samples. Its 

molecular structure, however, has up to eight possible isomers,163 three of which are thought to be 

the major ones (Fig. 4.5) that depend on the IEPOX isomer from which it is derived. It is not well 

established which isomers predominate in atmospheric aerosol.  

 

Figure 4.4 A formation reaction series for the hydroxy sulfate ester (HSE) under acidic aerosol uptake of 

IEPOX, as originally outlined in 167. Gas-phase IEPOX is taken up into acidic aerosol. Then, in the presence of 

sulfate, it can undergo esterification to form the hydroxy sulfate ester, an isomer of which is shown on the far right. 

To investigate whether IMS-MS can be utilized to distinguish between the different HSE 

isomers, we analyzed laboratory samples of organosulfate aerosol generated from the reactive 

uptake of different IEPOX isomers along with one ambient filter from the LRK site (June 16, 

2013). A reference standard, sodium dodecyl sulfate (SDS; NaC12H25SO4; 288.372 g mol-1) was 

added to each filter analysis to correct any changes in drift times between experiments. Structures 

of the different HSE products and their IEPOX precursors can be found in Fig. 4.5. 
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Figure 4.5 A scheme depicting the different HSE structural isomers from IEPOX reactive uptake under acidic 

particle-phase conditions. 

The IMS spectra obtained from the laboratory HSE species are shown in Fig. 4.6, along with 

assigned structures. Three main isomers characterized by distinct drift times are observed as 

expected based on the mechanism shown in Fig. 4.4. The laboratory standard HSE derived from 

cis-β IEPOX and trans-β IEPOX both show isomers at drift times 41.75 and 41.95 ms, but the 

relative ratios of the isomers at these drift times are different for the two precursors. The third peak 

in the cis-β IEPOX IMS spectrum at 41.6 ms does not appear to be related to HSE. It is linked, 

instead, to another ion that is isobaric with HSE and is observed as a shoulder on the HSE peak in 

the high resolution mass spectrum. The reactive uptake of δ-IEPOX also yields two 

trihydroxybutylsufate (also hydroxy sulfate ester, or HSE) isomers as expected. One isomer that 

is observed at 41.75 ms is identical to that produced from cis-β IEPOX while the other is observed 

at a drift time of 42.03 ms.  
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Figure 4.6. Ion mobility spectra of HSE (C5H11O7S- ) in four different aerosol filter samples. Dashed vertical 

lines indicate the three different IMS peaks/isomers observed in different combinations in each sample. All spectra 

have been normalized to facilitate qualitative comparison. The bars on the top denote the uncertainty in the drift time 

dimension for each peak and were determined from the standard error of the mean of a mobility calibration 

compound from its average drift time. 

The HSE species in the LRK ambient sample produces one broad ion mobility peak at a drift 

time of 41.82 ms. This 41.82 ms peak lies between the drift times observed for HSE isomers 1 and 

3. The HSE isomer 1 can be produced from both β-IEPOX and δ-IEPOX, but the absence of the 

HSE isomer 2, which is also a product of δ-IEPOX, suggests that δ-IEPOX does not contribute 

significantly to the observed ambient HSE. These observations are consistent with recent results 

which found that δ-IEPOX is only produced with a 3% yield.43 The measured IMS drift time of 

ambient HSE lies between the two different IMS drift times measured for HSE produced from 

chamber experiments with cis-β and trans-β IEPOX products. This suggests that both cis-β and 

trans-β IEPOX contribute to the observed ambient HSE at LRK. This is consistent with recent ab 

initio calculations in the literature174 that have also concluded that 1,2-ISOPOOH (the 

atmospherically dominant isomer42) has a 58% reaction pathway preference for cis-β IEPOX and 
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an 42% preference for trans-β IEPOX, although the same work showed an experimental preference 

for trans-β IEPOX.  

The ambient and laboratory filter results shown in Fig. 4.6 were analyzed without any pre-

separation of the inorganic sulfate seeds from the organic aerosol species. Although the capability 

to separate the HSE isomers was demonstrated, resolution was likely reduced due to clustering in 

the drift tube between HSE ions and neutral sulfuric acid molecules formed from the acidic seed. 

The data in Fig. 4.6 were obtained at a drift tube pressure that was slightly higher than ambient 

(1400 mbar) to improve the ion mobility resolution.  

4.3.3 Molecular Information from IMS-CID-MS 

In section 4.3.2, isomer identification is achieved by direct measurements of the ion mobilities 

of laboratory standards. Molecular-level information can also be achieved by utilizing the IMS-

MS technique with CID. Figures 4.7a and 4.7b show CID analysis of a synthesized standard of the 

2-methylglyeric acid organosulfate derivative (C4H7O7S
-; exact calculated mass: 198.99 g mol-1). 

This compound produces a CID pattern that contains two distinct peaks that appear at the same 

drift time as the precursor ion; identical drift times for precursor and fragment ions are expected 

as the fragmentation takes place after IMS separation (IMS-CID-MS). Taken together, the ions at 

m/z 199 (which corresponds to the 2-methylglyeric acid organosulfate derivate), m/z 119 (neutral 

loss of SO3) and at m/z 97 (which corresponds to HSO4
-) confirm the chemical structure of the 

standard and the fact that it contains sulfate. The peaks mentioned above in IMS-CID-MS spectrum 

corresponding to the precursor drift time (Fig. 4.7b) match the MS/MS spectrum published in 

Gómez-González et al.,169 demonstrating that IMS-CID-MS fragmentation patterns are consistent 

with traditional tandem mass spectrometry measurements.  
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Figure 4.7. (a) 2D IMS-CID-MS plot for a synthesized chemical standard of 2-methylglyeric acid organosulfate 

derivative and (b) its characteristic fragment ion mass spectrum. The CID mass spectra match previously published 

MS/MS measurements.169 (c) 2D IMS-CID-MS plot of a chamber-generated aerosol filter sample. Organic aerosol 

was generated in the UNC smog chamber from the reactive uptake of authentic IEPOX onto acidic sulfate aerosol 

under dark conditions.153,154 Deprotonated and dehydrated organosulfate dimers and monomers are observed. The 

organosulfate dimer (m/z 333) is observed decaying into the organosulfate monomer (m/z 215) and both are 

observed further decomposing into HSO4
-, which also matches previous literature results.168 

Figure 4.7c shows the 2D plot for an aerosol filter sample derived from the reactive uptake of 

authentic IEPOX onto acidified sulfate aerosol under dark chamber conditions and analyzed using 

ESI-IMS-CID-MS. The plot shows a series of signals that correspond to elemental formulas of 

deprotonated ([M-H]-) and dehydrated ([M-H2O]-) hydroxyl sulfate ester dimers and trimers from 

condensed­phase accretion reactions. These oligomers are readily identified in the 2D IMS-MS 

spectrum because they lie along the same diagonal trend line (See section 4.4.2 below for more 

discussion of trend lines). Figure 4.7c was achieved with a CID potential of 28 volts (fragmentation 

occurs in the region of the second quadrupole). The fragmentation of the dimer at m/z 333 results 

in the loss of neutral C5 dihydroxycarbonyl, which leaves the original trihydroxybutylsulfate at 
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m/z 215 as an observable fragment ion. This pathway was previously established in the literature 

168. The CID fragmentation pattern of m/z 215 is also consistent with previous MS/MS analysis 169 

which shows that HSE fragments into HSO4
-, detected at m/z 97, and an undetectable neutral 

molecule. As in the case of Figs. 4.7a and 4.7b, the presence of the HSO4
- fragment in the CID 

spectra of both the dimer and the monomer is a clear indication that they both contain sulfate 

moieties. 

4.4 Online IMS-MS of Biogenic VOC (BVOC) Oxidation Products in Gas Phase 

One goal of the SOAS 2013 campaign was to understand the reactions that lead to oxidation 

of BVOC. During SOAS the NO3
- IMS-TOF was deployed at the Centreville, Alabama field site, 

which is influenced by isoprene and terpene BVOCs. Previous studies have shown that NO3
- CI 

can be used to efficiently and selectively detect highly oxidized molecules with multiple 

oxygenated functional groups that are photochemically produced from isoprene and terpenes in 

the gas phase.19,22,175 In ambient environments these highly oxidized gas-phase species are present 

at low ambient concentrations (ppt levels), but they can condense onto particles and be a significant 

contribution to particle growth and particle composition.20 The IMS-MS measurements described 

here provide the opportunity to detect the isomeric and isobaric variants of these species that 

cannot be resolved with the NO3
- CIMS techniques measurements alone. This information is 

important for developing a better understanding of the reaction pathways that form these highly 

oxidized species and for characterizing their partitioning behavior between the gas and particle 

phases. To our knowledge, this is the first deployment of an IMS-MS instrument for field 

measurements of gas phase species.  
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During SOAS 2013 the NO3
- IMS-MS data was collected at high-time resolution with a 2D 

IMS-MS spectrum every 5 min. Figure 4.8a shows a 2D NO3-IMS-MS plot obtained by averaging 

over one 8-hour period of SOAS CTR field data. The grey crosses in the background of the plot 

are peaks observed in the ambient measurements. On top of the ambient data are markers 

corresponding to BVOC oxidation products generated from ozonolysis and low-NO 

photooxidation of specific BVOC precursors (isoprene, limonene, and α-pinene) in the laboratory 

PAM oxidation flow reactor. High-resolution peak fitting of the IMS-TOF mass spectra176 is used 

to assign molecular formulas to the ion signals obtained for the data in Fig. 4.8a. The reduced 

mobility of each ion in the lab and field measurements shown in Fig. 4.8a was calculated from the 

measured drift times and pressure using Eq. (4.1). 
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Figure 4.8. 2D plot showing an 8-hour average of SOAS NO3-IMS-MS spectra acquired at the CTR supersite. 

Data from laboratory measurements of chemical standards and BVOC oxidation studies are plotted on top of the 

ambient data. Monoterpene and isoprene products were generated in a PAM oxidation flow reactor by oxidation 

with O3 and OH and analytical standards were sublimated before ionization. (b) Diurnal cycles for the sum of the 

monoterpene and isoprene peaks highlighted in (a) over a 2-week period during the SOAS campaign. Dicarboxylic 

acid standards comprised C3, C4, C5, C7, and C9 dicarboxylic acids and polyol standards included threitol, xylitol, 

and mannitol. 

The molecular formulas obtained from the field and laboratory data are consistent with 

previously published NO3-CIMS gas phase BVOC product spectra.19,23,24 Many of the elemental 

compositions detected in the mass spectral range of m/z 180 - 250 correspond to previously 
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identified products of isoprene oxidation23,24 and the majority of the ion signals detected between 

m/z 300 - 425 match the formulas of α-pinene and limonene monomeric products that were 

previously identified as highly oxidized multifunctional organic compounds (HOMs).20,23 Also 

highlighted are the α-pinene HOMs peroxy radicals,177 which will be discussed in the next section. 

Ion signals detected between m/z 425- 600 in Fig. 4.8a correspond to α-pinene and limonene HOMs 

dimers that are observed in the laboratory experiments.19,23 Although some HOMs dimer signals 

were observed, most of the HOMs dimer signals did not have sufficient S/N during the ambient 

measurements, likely due to inlet losses and poor ion transmission. Two isomers of a key high-NO 

α-pinene ozonolysis product (C10H15NO8 clustered with NO3
-, m/z 339) are included in Fig. 4.8a. 

This product was previously identified as a high-NO nitrate-containing oxidation product of α-

pinene in ambient NO3
-178 and I--CIMS measurements.26 Other organic nitrate gas-phase 

compounds were not observed with sufficient S/N in the CI-IMS-TOF ambient data.  

Ambient diurnal cycles of the summed mass spectral signals of the isoprene and monoterpene 

oxidation products are shown in Fig. 4.8b. The diurnal averages are derived over a two-week 

period in the middle of the SOAS campaign. The isoprene-attributed signal peaks in the late 

afternoon and declines rapidly at night. On the other hand, the monoterpene signal, which is 

obtained by summing over all ions identified as α-pinene and limonene oxidation products in Fig. 

6a, peaks in the early morning and decline throughout the day. Both are consistent with other 

published SOAS results.24 

The new information provided from the IMS-TOF is the reduced mobility of each ion, which 

as shown in Fig. 4.8a can be calculated from the measured drift times and pressure using Eq. (4.1). 

The reduced mobilities measured for ambient ions lie in the same regions of the 2D IMS-MS space 
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as the laboratory products of the isoprene and terpene products. Comparisons between IMS 

measurements of laboratory and field IMS measurements for the same ion could provide a valuable 

means of identifying the precursors of the isobaric/isomeric species that are separated with the 

IMS. However, such detailed intercomparisons are precluded in this case by the fact that the two 

datasets were obtained under different operating conditions that cannot be accounted for with Eq. 

(4.1). In particular, the ambient data was collected without a nitrogen counterflow in the IMS drift 

tube and under conditions of high ambient humidity (mean temperature and relative humidity (RH) 

of ambient air were 25 °C and 83%)179 while the laboratory data was collected with a nitrogen 

counterflow and negligible humidity (~15%). It is also important to note that the absolute values 

of the reported reduced mobilities for this study should be taken with caution since they were not 

explicitly calibrated with an IMS standard. Most accepted ion mobility standards,180 and many of 

the molecules studied in this work strongly cluster with the NO3
- reagent ion from the CI source 

or water, which were both present in large quantities in the drift tube, particularly during SOAS. 

As a result, the typical conditions used for mobility calibrations (ESI-IMS-MS) do not reproduce 

the drift tube conditions under which the ambient and/or PAM IMS-TOF measurements were 

made. Future studies should address the issue of validating ion mobility calibration compounds 

that work well with different CIMS ionization schemes.   

Figure 4.8a depicts many examples of isomeric and isobaric compounds in the ambient and 

laboratory data that are separated in the ion mobility drift space and that would not have been 

separated in m/z space with a medium resolution (~ 4000 resolving power) TOF-MS. A list of the 

BVOC HOM ions observed following BVOC oxidation in the PAM reactor is given in Table 4.1, 

along with the number of isomers observed for each HOM. Examples of the types of separations 
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observed in the laboratory and ambient data are illustrated in Fig. 4.9 with three MS peaks. All 

three MS peaks (two from laboratory experiments and m/z 339 from ambient data) in Fig. 4.9 have 

been analyzed with multi-peak high-resolution analysis.162 The peaks at m/z 240 and 310 (C5H6O7, 

C9H12O8, C10H16O7 clustered with NO3
-) were previously identified as low-NO α-pinene 

ozonolysis products19 and the peak at m/z 339 (C10H15NO8 clustered with NO3
-) was previously 

identified as a high-NO nitrate-containing oxidation product of α-pinene with I--CIMS 

measurements.26 For m/z 240 (C5H6O7
 clustered with NO3

-), the fact that the IMS drift time profile 

shows a single peak confirms the existence of only a single compound at this mass. The MS peak 

at m/z 310 is fit using two isobaric peaks corresponding to NO3
- clusters of C9H12O8 and C10H16O7. 

Two IMS peaks are observed for the unit mass MS peak, confirming the two-constituent fit, but a 

key advantage of the IMS in this case is that it clearly helps identify the presence of two distinct 

species without the need for any multi-peak fitting. Given systematic uncertainties in mass spectral 

peak fitting,176 the ratio of the IMS peaks could give a more accurate intensity ratio. Finally, the 

MS peak at m/z 339 is fit entirely with one elemental formula (NO3
- cluster of C10H15NO8) but two 

IM peaks are observed. In this case, the IMS provides new information not available from MS 

alone, indicating that it is likely comprised of at least two structural isomers. Taken together, the 

examples in Fig. 4.9 illustrate the fact that separation along the IMS dimension can significantly 

increase the number of organic species that are measured and identified compared to MS alone.  
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Formula 

Ion m/z 

clustere

d with 

NO3
- 

Number 

of 

isomers Precursor Ref. Formula 

Ion m/z 

clustered 

with NO3
- 

Num

ber of 

isome

rs 

Precurs

or Ref. 

C7H10O4 220.05 1 α-pinene 1 C9H14O5 264.07 1 limonene 3 

C5H6O6 224.00 1 α-pinene 1 C9H16O5 266.09 1 limonene 3 

C5H6O7 240.00 1 α-pinene 1 C10H16O5 278.09 1 limonene 3 

C7H8O8 282.01 1 α-pinene 1 C9H14O6 280.07 1 limonene 3 

C8H12O7 282.05 1 α-pinene 1 C9H15O6 281.08 1 limonene 3 

C8H12O8 298.04 1 α-pinene 1 C9H16O6 282.08 1 limonene 3 

C10H14O7 308.06 1 α-pinene 1 C10H14O6 292.07 1 limonene 3 

C9H12O8 310.04 1 α-pinene 1 C10H16O6 294.08 1 limonene 3 

C10H16O7 310.08 1 α-pinene 1 C9H14O7 296.06 1 limonene 3 

C8H12O9 314.04 1 α-pinene 1 C9H15O7 297.07 1 limonene 3 

C10H14O8 324.06 1 α-pinene 1 C9H16O7 298.08 1 limonene 3 

C10H16O8 326.04 1 α-pinene 1 C10H14O7 308.06 2 limonene 3 

C9H12O9 326.07 1 α-pinene 1 C10H16O7 310.08 2 limonene 3 

C9H14O9 328.05 1 α-pinene 1 C10H17O7 311.09 1 limonene 3 

C10H14O9 340.05 2 
α-pinene 1 

C9H15O4(HN

O3) 
312.08 1 

limonene 3 

C9H12O10 342.03 2 α-pinene 1 C9H15O8 313.07 1 limonene 3 

C10H16O9 342.07 1 α-pinene 1 C9H16O8 314.07 1 limonene 3 

C10H14O10 356.05 2 α-pinene 1 C10H14O8 324.06 2 limonene 3 

C10H16O10 358.03 2 α-pinene 1 C10H15O8 325.07 1 limonene 3 

C9H12O11 358.06 1 α-pinene 1 C10H16O8 326.07 1 limonene 3 

C10H14O11 372.04 1 
α-pinene 1 

C9H14O5(HN

O3) 
327.07 1 

limonene 3 

C10H16O11 374.02 1 α-pinene 1 C10H14O9 340.05 3 limonene 3 

C10H14O13 404.03 1 α-pinene 1 C10H15O9 341.06 2 limonene 3 

C17H26O11 468.14 1 α-pinene 1 C10H16O9 342.07 2 limonene 3 

C18H26O11 480.14 3 α-pinene 1 C10H14O10 356.05 1 limonene 3 

C19H28O11 494.15 2 α-pinene 1 C10H15O10 357.05 1 limonene 3 

C20H32O11 510.18 2 α-pinene 1 C10H16O10 358.06 1 limonene 3 

C17H26O14 516.12 1 α-pinene 1 C10H14O11 372.04 1 limonene 3 

C20H30O12 524.16 2 α-pinene 1 C10H15O11 373.05 1 limonene 3 

C19H28O13 526.14 2 α-pinene 1 C10H16O11 374.06 1 limonene 3 
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C18H26O14 528.12 2 α-pinene 1 C9H22O12 384.10 1 limonene 3 

C18H28O14 530.14 2 
α-pinene 1 

C10H15O8(H

NO3) 
388.06 1 

limonene 3 

C17H26O15 532.12 2 α-pinene 1 C9H22O13 400.09 1 limonene 3 

C20H30O13 540.16 2 α-pinene 1 C20H24O7 438.14 1 limonene 3 

C20H32O13 542.17 2 α-pinene 1 C21H28O6 438.18 1 limonene 3 

C17H26O16 548.11 2 α-pinene 1 C22H26O6 448.16 1 limonene 3 

C20H30O14 556.15 2 α-pinene 1 C19H30O8 448.18 1 limonene 3 

C18H28O16 562.13 2 α-pinene 1 C18H28O9 450.16 1 limonene 3 

C20H30O15 572.15 2 α-pinene 1 C22H28O6 450.18 1 limonene 3 

C20H32O15 574.00 1 α-pinene 1 C21H26O7 452.16 2 limonene 3 

C20H30O16 588.14 2 α-pinene 1 C20H24O8 454.14 2 limonene 3 

C18H28O18 594.12 3 α-pinene 1 C19H28O9 462.16 1 limonene 3 

C20H30O18 620.13 2 α-pinene 1 C21H26O8 468.15 1 limonene 3 

C2H4O4 154.00 0 isoprene 2 C19H28O10 478.16 1 limonene 3 

C4H8O4 182.03 1 isoprene 2 C22H26O8 480.15 1 limonene 3 

C5H8O4 194.03 2 isoprene 2 C18H28O11 482.15 1 limonene 3 

C4H6O5 196.01 1 isoprene 2 C20H22O10 484.11 1 limonene 3 

C4H8O5 198.03 1 isoprene 2 C21H26O9 484.15 1 limonene 3 

C5H12O4 198.06 1 isoprene 2 C22H30O8 484.18 1 limonene 3 

C5H8O5 210.03 1 isoprene 2 C20H30O10 492.17 2 limonene 3 

C4H6O6 212.00 1 isoprene 2 C19H28O11 494.15 2 limonene 3 

C5H10O5 212.04 1 isoprene 2 C18H26O12 496.13 2 limonene 3 

C4H8O6 214.02 0 isoprene 2 C19H30O11 496.17 1 limonene 3 

C5H12O5 214.06 1 isoprene 2 C18H28O12 498.15 1 limonene 3 

C5H10O6 228.04 2 isoprene 2 C22H28O9 498.16 1 limonene 3 

C5H12O6 230.04 1 isoprene 2 C20H36O10 498.22 2 limonene 3 

C5H9O7 243.02 1 isoprene 3 C20H30O11 508.17 2 limonene 3 

C5H10O7 244.03 1 isoprene 3 C20H32O11 510.18 1 limonene 3 

C5H8O8 258.01 1 isoprene 3 C19H30O1 512.16 2 limonene 3 

C5H9O8 259.02 0 isoprene 3 C20H30O12 524.16 3 limonene 3 

C5H10O8 260.03 2 isoprene 3 C19H28O13 526.14 2 limonene 3 

C5H9O9 275.01 1 isoprene 3 C22H26O11 528.14 2 limonene 3 

     C19H30O13 528.16 2 limonene 3 

Table 4.1. Elemental formulas, m/z values, and the number of isomers measured with IMS-TOF. Data were 

extracted from O3 and/or OH oxidation of the BVOCs (isoprene, limonene, and -pinene) in the PAM reactor. 
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Elemental formulas were previously identified in the literature: 1. 19, 2. 24, 3. 23. All compounds were detected as 

clusters with the nitrate ion (NO3
-). Some compounds previously identified in the abovementioned literature were 

not observed in these laboratory experiments and are listed as having 0 isomers. 

 

Figure 4.9. High-resolution peak fits for three gas-phase compounds along with the corresponding IM spectrum 

for each of the displayed mass-to-charge regions. The compounds selected include a single isomer (m/z 240), 

isobaric compounds (m/z 310), and isomeric compounds (m/z 339). The elemental formulas at m/z 240 (C5H6O7 

clustered with NO3
-) and m/z 310 (C9H12O8 and C10H16O7 clustered with NO3

-) were previously identified as α-

pinene ozonolysis products.19 In this work they were extracted from spectra obtained during PAM flow reactor 

experiments of α-pinene oxidation with O3 and OH. C10H15NO8 (m/z 339 clustered with NO3
-) was previously 

identified as a high-NO α-pinene oxidation product.26 The HR peak fits and IMS data shown for m/z 339 are 

extracted from ambient SOAS data. 

As discussed earlier, the custom NO3
- CI source used in this study has a minor contribution 

from O2
- ion chemistry that primarily deprotonates acids, in addition to the dominant NO3

- 

ionization scheme. IMS-TOF measurements of commercially available dicarboxylic acids in the 

laboratory show a distinctly different trend line with a higher drift times per m/z than the 

isoprene/monoterpene trend lines. The BVOC oxidation products show signals that lie along this 
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acid trend line and match the elemental formulas corresponding to many deprotonated acidic, 

monoterpene oxidation products that were identified in the aerosol phase in previous literature.181 

The acids were detected at uncharacteristically high drift times, but with m/z values that 

corresponded to the [M-H]-. The higher drift time measured for these small acid anions indicates 

that they traveled through the drift tube as a weakly bound cluster, likely with the neutral HNO3 

molecules present in the drift tube, and were subsequently declustered in the instrument 

quadrupoles and detected in the TOF as the [M-H]- ion. In fact, weak [M+NO3]
- cluster signals are 

observed at the same high drift time for all of the acids in Fig. 4.8. This capability of using the ion 

mobility drift time correlations to distinguish between clustered and deprotonated molecules can 

be particularly valuable for analyzing complex CIMS spectra obtained with reagents such as the 

acetate ion which are known to participate in multiple ionization pathways (i.e. deprotonation and 

clustering).182  

4.4.1 Time-resolved measurement of gas-phase isomers 

As an additional example of high-resolution MS peak fitting, we provide the mass spectral 

peak at m/z 220 observed during SOAS (see Fig. 4.6). The high-resolution mass spectral peak was 

completely fit (Fig. 4.10b) with one elemental formula: C7H10O4 (m/z 220.046), clustered with 

NO3
-. This elemental formula was identified in previous NO3

--CIMS literature as a HOM produced 

from α-pinene ozonolysis.19 In Figure 4.10c, we provide extracted IM spectra from the identified 

MS peak at three different points in the time series. The SOAS IMS data for this ion indicates the 

presence of two isomers. Two IMS peaks were detected with the same drift times on all four dates 

and times, but with different relative concentrations. The signals of these two isomers is plotted as 

a function of time for an 8-day period during the SOAS campaign in Fig. 4.10a. The fact that the 
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time series of both compounds are similar suggests that they are both monoterpene oxidation 

products with sources and sinks that are similar in composition and magnitude. This is consistent 

with the laboratory measurements of α-pinene oxidation products that also indicate the presence 

of isomeric constituents at m/z 220.  

 

Figure 4.10. (a) is a time series of two isomers observed in ion mobility space in the high resolution (HR) mass 

spectral fit for the identified HOM 19, C7H10O4 (detected as a cluster of NO3
-), produced from α-pinene ozonolysis. 

The HR peak (b) for this mass is fit by a single (NO3)C7H10O4
- species. (c) shows the ion mobility spectrum for 

C7H10O4 at three different points in the time series. IM spectra shown are obtained after post-processing of the raw 

multiplexed ion mobility data. 

Organic molecules with the same elemental formula can have vastly different vapor pressures 

depending on the chemical functional groups they contain.24 Thompson et al.,183 recently utilized 

the time-resolved IMS-TOF data from SOAS to confirm that the gas-particle partitioning of pinic 
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acid that was measured during SOAS with the Filter Inlet for Gases and AEROsols High-

Resolution Chemical Ionization Mass Spectrometer (FIGAERO-CIMS; Lopez-Hilfiker et al., 

2014) technique was affected by interference from isomeric species. The IMS-TOF detected two 

different mobility peaks at the ion corresponding to pinic acid (C9H10O4
-) with very different 

relative time trends and concentrations during day and night. The IMS-TOF observations were in 

agreement with other evidence, such as thermograms, that also suggested the presence of 

additional isomeric or isobaric compounds with different vapor pressures from pinic acid. 

4.4.2 IMS-MS Trend Lines of α-pinene HOMs 

Consistent correlations between mass and mobility are visible in 2D plots of complex samples 

such as Fig. 4.8a. These correlations, also known as “trend lines”, describe the increase in collision 

cross section or decrease in mobility resulting from increasing functionalization of the molecule. 

As a result, they can be used to resolve structurally similar (similar size/shape) compounds that 

are otherwise unresolved in a standard the mass spectrum. Previously, trend lines have been used 

to separate classes of structures as diverse as large biomolecules,184 metabolites,141,143,185 lipids,139 

and petroleum constituents.186  

Figure 4.11 shows an example of trend lines observed in the ambient SOAS 2D NO3
-IMS-MS 

spectra of α-pinene HOMs radicals and neutral molecules. Mentel and coworkers (2015) have 

proposed that stable α-pinene HOMs molecules are formed from α-pinene peroxy radicals by three 

possible termination steps: formation of a carbonyl group; formation of a hydroxy group; and 

formation of a hydroperoxy group. Peroxy radicals are key intermediates in the rapid chemical 

formation of monoterpene HOM.20,53,177,187 The peroxy radicals identified in this work have 

elemental formulas C10H15Ox, where x = 7 - 10. Some higher-oxygen radicals (O11-O15) were 
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detected in the high-resolution mass spectrum, but had too little signal to extract statistically 

significant IMS peaks. While only the most intense isomers are shown in Fig. 4.11, multiple 

isomers are observed for the radicals and the neutral products. The trend lines are drawn for 

reference between the most intense isomers of each class of species. Termination products for each 

of the identified peroxy radicals are shown in Fig. 4.11 with arrows denoting their peroxy radical 

precursors. The hydroxy and hydroperoxy termination products were not separated in the IM 

spectra, however. We suspect this may be due to less-than-ideal operating ambient operating 

conditions, or because the two products have such similar CCS that they cannot be separated by 

this instrument. The most intense carbonyl termination products lie along a line with drift times 

that are consistently much lower than the radicals. The carbonyl products also lie along a different 

line than the -OOH/-OH termination products. The elemental formulas for the hydroperoxy and 

hydroxy termination products overlap for neighboring radicals. For example, the C10H15O9 radical 

produces a hydroxy termination product with the same elemental formula (C10H16O8) as the 

hydroperoxy termination product of C10H15O8 peroxy radical. This example illustrates the utility 
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of the IMS-MS 2-D space for readily identifying groups of ions with similar functionalities and/or 

formation pathways within a complex mass spectrum. 

 

Figure 4.11. 2D IMS-MS plot of select extracted masses from ambient SOAS NO3-IMS-MS data. Peroxy 

radicals (C10H15Ox, where x = 7 - 10) are presented in 2D space, along with their hydroperoxy (-OOH; C10H16Ox), 

hydroxy (-OH; C10H16Ox-1), and carbonyl (=O; C10H14Ox-1) termination products, as identified in 177. 

In Fig. 4.11 the relative difference between the reduced mobility trend lines of the peroxy 

radicals and their hydroxyl/hydroperoxy and carbonyl products changes with degree of oxidation 

of the peroxy radical. This indicates changes in molecular structure of the peroxy radical and/or 

product structures with the degree of oxidation. In the α-pinene system, several large changes in 

structure are expected to take place during oxidation due to the opening of the 4-membered ring 

as well as potential ring-closure reactions of peroxy radicals.177,187 A detailed investigation of the 

structural information that can be extracted from these reduced mobility trends is beyond the scope 
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of this chapter. A forthcoming publication will focus on modeling molecular structures and 

collisional cross sections of these species. 

4.4.3 Investigation of bonding in α-pinene HOM dimers  

Previous isotopic substitution (H/D) experiments with NO3
--CIMS187 suggest that terpene 

HOM dimers are formed from covalent peroxy bonds between corresponding monomer units 

rather than weak intermolecular interactions. Here, we utilize the CID capability of the IMS to 

investigate the intermolecular bond strength in α-pinene HOM dimers. IMS-CID-MS data was 

measured for CID voltages ranging from 0 to 20 V. Since the HOM dimers are detected as NO3
- 

clusters, this CID experiment allowed for investigating the strength of the monomer-monomer 

bond relative to the weakly bound dimer-NO3
- bond. Figure 4.12 shows the average 1-D MS 

obtained for 20V CID of the HOM dimer. The mass spectrum is averaged only over the drift time 

region that corresponds to the dimer signals in the 2D IMS-CID-MS. A key result from Fig. 4.12 

is that this CID MS only contains nitrate ion (NO3
-) as the primary ionic fragmentation product. 

These ions result from fragmentation of the weakly bound cluster between the nitrate ion and the 

HOMs dimer. The absence of monomer signals in the CID-MS (they would have been found in 

the blue highlighted region) suggests that the monomer units in the dimer are not weakly bound 

clusters (i.e. they are bound more strongly, likely with a covalent bond). In the future, this 

technique can be calibrated for standard molecules and be used in a similar manner to characterize 

relative chemical bond strengths within gas phase molecules and clusters.  
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Figure 4.12. A 20V CID-MS of laboratory -pinene ozonolysis products averaged over the drift time region of 

the HOMs dimers (52-55 ms) in the 2D IMS-MS plot. Note that these data were acquired under different operating 

conditions than those in Figure 4.8, leading to slightly different IMS drift times. The appearance of NO3
--signal in 

the CID-MS results from fragmentation of the weak bond between NO3
--and the -pinene HOMs dimer. The 

absence of monomer fragments in the CID-MS at this same voltage suggests that the monomer units within the 

dimers are bonded to each other more strongly (likely via covalent bonding). The large peak in the monomer region 

is a perfluoroheptanoic acid calibrant (m/z 363). 

4.5 Conclusions 

We apply ion mobility spectrometry-mass spectrometry as a new technique for the analysis of 

atmospheric gas- and aerosol-phase species. Aerosol-phase data were taken from the offline ESI-

IMS-MS analysis of filter samples. Using the filter samples, we demonstrated the capability of this 

technique to separate water soluble species and structural isomers of species such as 

trihydroxybutylsulfate that are not readily separated by other techniques such as LC/MS and 

GC/MS. The use of IMS-CID-MS to obtain spectra that are analogous to conventional MS/MS 

spectra is demonstrated. The fact that precursor and fragment ions are aligned in 2D IMS-MS plots 

is used to obtain molecular structure information and to elucidate the monomer building blocks 

that make up higher molecular weight oligomers observed from experiments involving the reactive 

uptake of IEPOX onto wet acidic sulfate aerosol.  
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Online gas-phase IMS-MS data was acquired for laboratory ozonolysis and photooxidation 

experiments (using isoprene, α-pinene, and limonene precursors) and from ambient measurements 

during the SOAS 2013 field campaign. The NO3
- CI source used for these measurements allowed 

for detection of highly oxidized molecules in the gas phase. The HOMS produced from oxidation 

of α-pinene, in particular, are investigated in more detail and time-resolved separation of isomeric 

and isobaric species produced from this system is demonstrated. The 2D IMS-MS space (m/z vs. 

IMS drift time) measured for α-pinene HOMs is used to identify trend lines that separate out 

reactants and products from different chemical reaction pathways. Moreover, IMS-CID-MS 

spectra of the HOMS dimers are used to confirm that the monomer units within these molecules 

are not weakly bound. Taken together, the gas and aerosol IMS-TOF datasets provide valuable 

chemical information that cannot be obtained from high-resolution mass spectrometry alone. More 

characterization of compound trend lines in 2D space and theoretical collisional cross section 

(CCS) calculations is necessary to realize the IMS-TOF’s potential as a tool for bulk analysis. 
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Chapter 5:  

Direct measurements of gas-particle partitioning and mass 

accommodation coefficients in an environmental chamber  

 
 

5.1 Introduction 

Gas/particle partitioning (GPP) is a fundamental physical process describing the 

interaction between atmospheric organic gases and particles. Originally treated as an adsorptive 

process,188,189 most atmospheric models currently treat GPP of organic compounds as an 

absorptive process.51,52,190 In this model, semivolatile organic gases condense into and evaporate 

from particles until quickly reaching a volatility- and available organic aerosol mass-dependent 

equilibrium.51,190 Semivolatile equilibrium partitioning is often parameterized using a volatility 

basis set, which lumps the amount of condensable material in the air in multiple bins spaced 

typically by a decade of the saturation mass concentration of the compound.52 GPP has been 

incorporated into numerous box, regional, and global model191–195 as a default treatment of 

organic aerosol formation and evolution.  

Still, modeling of GPP by rapid absorptive equilibrium remains controversial. There are 

now several real-time analysis techniques capable of measuring GPP of trace organic compounds 

at relatively high time resolution in the field.28,134,196,197 Many of these measurements have shown 

substantial disagreements with theory and one another, however.198,199 Some recent works have 

even suggested that GPP is not valid under certain conditions due to strong kinetic limitations, 

and more detailed treatments are required to match atmospheric observations.200–204  

GPP is expected to have a large influence on secondary organic aerosol (SOA) mass 

concentrations predicted by atmospheric models. Most models use parameterizations of the SOA 
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yield, i.e. the mass of SOA formed per unit mass of volatile organic compound (VOC) precursor 

reacted.205 Almost all experiments quantifying SOA mass yields that have been used in models 

were performed in Teflon-walled environmental chambers.49,205–208 However, it has recently been 

reported that Teflon chambers suffer from losses of semivolatile gaseous compounds to chamber 

walls.79,94,209,210 Wall losses can have strong effects on aerosol mass yields,79 and could also affect 

conclusions about chemical composition and processes gleaned from chamber experiments. The 

question even arises: if wall losses are substantial for a certain range of compounds, and fast 

enough to be on similar time scales as the approach to equilibrium GPP, is it possible to observe 

and accurately characterize GPP in environmental chambers?  

In mathematical representations of the kinetics of GPP, the mass accommodation 

coefficient (α; also known as the sticking coefficient; and equal to the evaporation coefficient at 

equilibrium) is a critical parameter that defines the fraction of gas/particle collisions that result in 

a colliding species being taken up by a particle. α for organic species was historically assumed to 

be 1, mostly from liquid evaporation measurements.211–213 More recent measurements of mass 

accommodation coefficients for aerosol-phase compounds214–216 range across two orders of 

magnitude and do not resolve this question. A very wide range of values (as low as 0.001) has 

been used in models and data fitting, sometimes as a tuning parameter which might obscure other 

model structural limitations.79,217–220   

Given the discrepancies that persist between ambient SOA measurements and models,8,9 

the substantial fraction of organic material in the atmosphere which is thought to be semivolatile,25 

and the difficulty of quantifying GPP in field studies,199 it is important to closely examine the 

validity of GPP theory under as simple experimental conditions as possible. It is also important to 

further evaluate the impact that losses of vapors to Teflon chamber walls may have in SOA yield 
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measurements. Herein, we conduct fundamental gas/particle partitioning experiments in an 

environmental chamber. A well-characterized simple chemical system is used to produce low-

volatility organic compounds very rapidly, which are taken up by liquid organic seed particles 

and/or the Teflon chamber walls. Both gas-phase products and total aerosol volume and surface 

area concentrations are continuously monitored. A simple but comprehensive box model is used 

to quantify c*and α. We discuss the implications for quantifying gas/particle partitioning under 

more complex conditions.  

5.2 Materials and Methods 

5.2.1 Environmental chamber experiments  

 A schematic outlining the chamber and instruments used in this work is shown in Figure 

5.1. We conducted all of our experiments in the one of the two chambers in the CU Environmental 

Chamber (CUEC) Facility. The CUEC bag was constructed of FEP Teflon with a maximum 

volume of 20 m3. The enclosure temperature was maintained at 26 ± 1° C for all experiments. The 

chambers were filled with clean, dry (< 1% RH) air from two AADCO Model 737-15 clean air 

generators (Cleaves, OH, USA). The chambers were equipped with an automated flushing system 

that alternately evacuated and refilled the bag when it was not in use (~5% of full volume every 5 

minutes), while maintaining the bag volume at ~95% of maximum volume using differential 

pressure between the bag and climate-controlled enclosure. Running the automated flushing 

sequence overnight before each experiment ensured that each experiment started with aerosol 

concentrations of 0 particles cm-3 as measured with an ultrafine condensation particle counter 
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(UCPC, TSI model 3776 with a diameter cutoff of 2.5 nm).   

 

Figure 5.1 A schematic of the chamber experiment setup used in this study. 

The experimental procedure is similar to the one detailed in Krechmer et al.209 to measure 

vapor wall losses to Teflon walls, but with the addition of seed aerosol. First, we injected dioctyl 

sebacate (DOS; >97%; Sigma-Aldrich; c* < 0.1 g m-3 91) liquid seed aerosol into the chamber 

using a custom-built evaporation-condensation generator.221 We then diluted the chamber with 

clean air until the DOS seed surface area reached a desired level. The evaporation-condensation 

generator was tuned to produce aerosol with a lognormal surface area distribution centered at 200 

nm. A scanning mobility particle sizer (SMPS) comprised of a TSI model 3080 electrostatic 

classifier and model 3775 condensation particle counter monitored aerosol volume, surface area, 

and number concentration. We provide a summary of different experiments and seed 

concentrations in Table 5.1.  
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Exp. 

Number Seed CS s-1 

~ Start Conc. 

μg m-3 S.A. μm2 cm-3 

1 DOS 0.0042 2.9 130 

2 DOS 0.0060 4.5 180 

3 DOS 0.0087 5.8 210 

4 DOS 0.013 11 400 

5 DOS 0.016 13 500 

6 DOS 0.031 23 900 

7 DOS 0.11 80 3100 

8 DOS 0.16 120 4600 

9 DOS 0.15 140 4800 

Table 5.1. A list of the experiments with initial DOS seed surface area, concentration, and 

calculated condensation sink rates (assuming α=1).  

After the seed aerosol concentration stabilized, we injected 50 µL of 1-hexanol, 40 µL of 

1-octanol, 25 µL of 1-nonanol, 18 µL of 1-decanol, and 12 µL of 1-dodecanol (all >99% purity; 

Sigma-Aldrich) into the chamber by gently heating the liquids into a clean nitrogen stream (UHP 

liquid nitrogen evaporate) flowing into the chamber. This resulted in a total VOC concentration in 

the chamber of 1.4 ppm. We then turned on a Teflon-coated fan inside the bag for 1 min to mix 

the contents. Finally, we injected 4 ppm of NO (99%, Matheson Tri-gas) and 4 ppm of methyl 

nitrite (MeNO2, synthesized via114) into the chamber as pure gases using a small glass bulb and 

mixed the contents again for 1 min.  

 To initiate chemical production, we turned on the chamber UV black lights (~300-400 nm) 

at 100% intensity (JNO2 = 7.7 × 10-3 s-1) for precisely 10 s via computer-control. MeNO2 formed 

OH radicals, which then oxidized the alkanols forming several oxidized products,209 including 

hydroxynitrates (HN), dihydroxynitrates (DHN), trihydroxynitrates (THN), and carbonyl 

dihydroxynitrates (CDHN). A list of the compounds, along with their exact masses and estimated 

saturation concentrations (c*) is provided in Table 5.2. We were able to continuously monitor the 

latter three types of products with a chemical ionization mass spectrometer (CIMS). This “rapid 
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burst” method, developed previously,209 is critical to these experiments because it produces 

compounds over a wide range of volatiles over the entire volume of the chamber much faster than 

the vapors can equilibrate with the particles and walls. After each burst, the system was left to 

come to equilibrium for either 1 or 1.5 hr.  

Compound 

Class Formula MW 

NO3
- 

MW Precursor 

SIMPOL c*
 

(μg m-3) 

CDHN C6H11NO6 193 255 Hexanol 3.34E+01 

CDHN C8H15NO6 221 283 Octanol 5.05E+00 

CDHN C9H17NO6 235 297 Nonanol 1.95E+00 

CDHN C10H19NO6 249 311 Decanol 7.50E-01 

CDHN C12H23NO6 277 339 Dodecanol 1.10E-01 

DHN C6H13NO5 179 241 Hexanol 2.46E+02 

DHN C8H17NO5 207 269 Octanol 3.76E+01 

DHN C9H19NO5 221 283 Nonanol 1.46E+01 

DHN C10H21NO5 235 297 Decanol 5.57E+00 

DHN C12H25NO5 263 325 Dodecanol 8.29E-01 

THN C8H17NO6 223 285 Octanol 2.55E-01 

THN C9H19NO6 237 299 Nonanol 9.85E-02 

THN C10H21NO6 251 313 Decanol 3.79E-02 

THN C12H25NO6 279 341 Dodecanol 5.55E-03 
Table 5. 2. The gas-phase alkanol oxidation products measured in this study. Products are grouped by compound 

and classified as the following: CDHN=dihydroxycarbonylnitrate, DHN=dihydroxynitrate, THN=trihydroxynitrate, 

and HN=hydroxynitrate.  

 The amount of aerosol produced by each photooxidation burst comprised an average of 7% 

of the total aerosol volume in the chamber (Figure 5.2). Therefore, the system can be modeled 

assuming that the gas-phase compounds are partitioning into pure DOS particles and not into a 

product compound mixture. The specific molecules studied here are estimated to form ~ 20 ppt 

and account for < ~5% of the SOA. The majority of the aerosol formed is likely to be semivolatile 

hydroxynitrates, which are not detectable by the nitrate CIMS.209   
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Figure 5. 2. The ratio of the amount of OA before and after each burst, showing that only a small amount of aerosol 

is produced relative to the amount of seed. A line is provided at 1 for guidance. Removing the outlier does not alter 

results for α or model-derived c*. 

5.2.2 NO3-CIMS  

A chemical ionization time-of-flight mass spectrometer equipped with a nitrate ion 

ionization source (NO3-CIMS) monitored gas-phase product concentrations. The instrument16,22 

and nitrate source58 have been described extensively in previous works. We used the instrument in 

a configuration similar to the one in Krechmer et al.209 Notably here, we placed the instrument 

inside the CUEC enclosure directly adjacent to the reactor bag. This allowed us to use a 0.6 m long 

electropolished stainless steel inlet to isothermally bring 10 standard L min-1 (defined as 25° C, 1 

Atm) of sample air directly from the bag to the instrument without dilution. The short inlet with a 

sub-sampled center flow minimizes wall losses and results in a residence time of sampled air in 

the instrument inlet and source of < 4 s. The NO3-CIMS acquired spectra at 1 Hz. We then 

processed instrument data using Tofware (Tofwerk, AG and Aerodyne, version 2.5.8) toolkit 

within IGOR Pro 6 (Wavemetrics, Inc.) at the same time resolution. The NO3-CIMS detected 

gaseous product molecules as clusters with the nitrate ion, but the NO3
- prefix has been removed 
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from reported formulas throughout this paper for clarity. An example mass spectrum of some of 

the product compounds is provided in Figure 5.3. 

 

Figure 5.3 A NO3-CIMS mass spectrum averaged over a 5-minute period at the peak of one of the bursts. The axes 

have been split to show both the reagent ions and the smaller-signal oxidized products 

 

5.2.3 Box model 

A chemical kinetic box model was used to simulate the behavior of gas- and aerosol-

phase compounds, accounting for partitioning and evaporation of each oxidized products to walls 

and particles. A schematic of the model is shown in Figure 5.4. The model was solved using 

KinSim v3.24 within IGOR Pro222.  
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Figure 5.4. A schematic diagram of the kinetic box model used in this work. All rate constants are first order and in 

units of s-1.    

The vapor wall loss rate, or condensation rate kc was determined using the procedure of 

Krechmer et al.,209\ the results of which are shown in Figure 5.5. Repeated measurements resulted 

in an average rate of 9.5 × 10-4 ± 1 × 10-4 s-1 (τGW E= 1060 ± 60 s) for the 20 m3 CUEC bag at 27° 

C. The evaporation rate of gases from the walls (ke) was determined using partitioning theory, 

since the forward rate and the equilibrium constant are known. ke depends on the measured 

condensation rate, the saturation concentration of the gaseous compound (c*), and the equivalent 

wall mass concentration:94  

     𝑘𝑒 =
𝑘𝑐𝐶∗

𝐶𝑤
     [5.1]

 The value of the equivalent wall concentration was taken from the parameterization in 

Krechmer et al.209  
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Figure 5.5. Wall loss rates for the 20 m3 chamber, shown with previously reported measurements from Matsunaga 

and Ziemann,94 Yeh and Ziemann,108 Krechmer et al.,209 and Ye et al.210 The CUEC values are the ones determined 

for this work. Select experiments were conducted to evaluate the effect of humidity on vapor-phase wall loss rates. 

No systematic effect of humidity was detected.   

 The aerosol onto which gases can condense is represented by the suspended particle 

condensation sink (CS). The CS can be calculated using the following formula:78,213 

   𝐶𝑆 = ∫ 𝑟
∞

0
∙ 𝐹𝐹𝑆(𝑟) ∙ 𝑁(𝑟) ∙ 𝑑𝑟    [5.2] 

in which 𝑟 is the particle radius, 𝑁(𝑟) is the particle number size distribution, and 𝐹𝐹𝑆(𝑟) 

is the Fuchs-Sutugin correction for gas-phase diffusion in the transition regime:78,213  

    𝐹𝐹𝑆 =  
𝐾𝑛+1

0.377𝐾𝑛+1+
4

3
𝛼−1𝐾𝑛

2+
4

3
𝛼−1𝐾𝑛

    [5.3]  

where 𝐾𝑛 is the Knudsen number and α is the mass accommodation coefficient. Using the 

CS, we can calculate the lifetime for gaseous condensation:78,118,213  

    𝜏𝑐𝑜𝑛𝑑 =  
1

4𝜋 ∙𝐷∙ 𝐶𝑆
      [5.4] 

where D, the molecular diffusion coefficient, was estimated to be 7 × 10-6 m2 s-2 223. The 

rate (kc) of gases condensing on particles is the inverse of the time scale, τcond. 
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Mass accommodation coefficients exist for uptake of gaseous compounds to both the 

chamber walls and particles. This work will deal exclusively with α to particles, however, as values 

of αwall cannot be quantified by our procedures above values of 6 × 10-6,80,209 which is the case 

here.  

We calculated the evaporation rate of gas-phase products from the aerosol in the same 

manner as for the walls, but with the SMPS-measured aerosol organic mass concentration (COA) 

in the denominator in place of the equivalent wall concentration (CW).  

We estimated the mass accommodation coefficient (α) and the compound saturation 

concentration (c*) from a model fit to experimental data by treating the system as a nonlinear 

regression problem. The optimization was based on minimizing the sum of the squares of the 

residuals (χ2) between the gas-phase model and observation time series. This optimization was 

performed using the FuncFit built-in function in Igor Pro 7, which uses the Levenberg-Marquardt 

method. The uncertainties in the fitted model parameters were evaluated using the statistics of 

nonlinear regression224 and expressed as 2σ confidence intervals.   

5.3 Results and Discussion  

5.3.1 Dependence on seed surface-area  

Figure 5.6 shows examples of the time evolution of gas-phase products for a range of initial 

DOS seed aerosol concentrations. When there was no seed aerosol in the chamber, the gas-phase 

compounds were lost to the walls of the chamber with an e-folding lifetime of ~1000 s. Low-

volatility compounds such as C12H25NO6 and C10H21NO6 (both trihydroxynitrates) decreased at an 

increasingly rapid rate with increasing DOS surface areas. Even a relatively small aerosol surface 

area increased the CS enough relative to the wall loss rate (0.001 s-1) to strongly increase the vapor 

loss rate. A surface area of 180 µm2 cm-3 corresponded to a CS of 0.006 s-1, or a factor of 6 larger 
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than the wall loss rate. At larger seed surface areas, such as the experiment conducted at an aerosol 

surface area of 900 µm2 cm-3, the CS (0.03 s-1) was thirty times larger than the wall loss rate and 

dominated the vapor sink.   

 

Figure 5.6. NO3-CIMS time series depicting gas-phase loss kinetics. Low-volatility compounds (middle and top) 

such as the C12H25NO6 and C10H21NO6 trihydroxynitrates (THN) condense at increasingly rapid rates with higher 

aerosol surface areas. Compounds were detected as clusters with the NO3- ion, which has been removed for clarity 

here. All traces have been binomially smoothed across 10 (1s) points for visual clarity and scaled to the maximum 

for comparison. 

The seed surface area dependence observed here is qualitatively consistent with that 

reported by Zhang et al.,79 who measured the SOA formed from toluene oxidation at different seed 

surface areas. The strong dependence of the compound decay rate on aerosol surface area indicates 

that it should be possible to separate vapor uptake to the walls vs. particles.  

To that end, Figure 5.6 provides clear evidence that SOA experiments conducted with large 

amounts of absorbing seed aerosol should not suffer from low biases in yields due to vapor-phase 
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wall losses to the same extent as experiments conducted under lower concentrations. In 

experiments with large seed concentrations, a major fraction of the low and semi-volatile vapor 

mass will be rapidly taken up by the particle-phase, rather than the walls. At longer experimental 

times, however, the walls will continue to take up semivolatile compounds that are approximately 

in equilibrium with the particles due to the large equivalent wall mass concentrations, Cw,94. 

Eventually the continuous vapor-phase uptake by the walls will denude the particles.210  

5.3.2 Kinetic box model results 

In experiments with seed aerosol, two sinks acted on the vapors in parallel: loss to the walls 

and loss to the aerosol. In addition, the vapors also had two additional sources from volatility-

dependent evaporation from the walls and particles.  

First, we quantified the e-folding equilibrium timescale of the combined loss processes by 

fitting the measured compound time series to an exponential decay equation: 

 𝐶(𝑡) = 𝑦𝐸 + (𝑦0 − 𝑦𝐸) 𝑒𝑥𝑝(−
𝑡−𝑡0

𝜏𝐺𝐸
)     [5.5] 

in which t0 is the time of the peak in the compound concentration (immediately after the 10 

s formation burst), y0 is peak value of 𝐶(𝑡), where 𝐶(𝑡) is the concentration as a function of time, 

yE is an offset concentration that is established at the final or equilibrium concentration, and τGE is 

the timescale of the gas’ approach to total equilibrium.    

We then used a box model (see methods) to reproduce the behavior of the decaying time 

series. Generally, two degrees of freedom can be constrained by this method as there are two 

unique pieces of information in the experimental trace: the initial rate of decay, and the ending 

equilibrium concentration. Kinetics (i.e. accommodation coefficient, α) are especially constrained 
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by the initial rate of decay, while the system thermodynamics (c*) are constrained by the 

equilibrium concentration.  

The values of c* produced by the model may not represent the actual vapor pressure of the 

molecule, however. First, an activity coefficient for each compound in a DOS-dominated matrix 

may apply. Second, there could be a systematic error in the derived c* because the fitting model 

uses the Cw parameterization in Krechmer et al.,209 which was derived based on c* estimates from 

SIMPOL.91 In Figure 5.7 we have plotted the model-derived c* against SIMPOL-derived c* for the 

compounds used in this study. Figure 5.7 shows that c* determined by both methods evolve similar 

with carbon number, and are within the estimated uncertainty of SIMPOL75 for species with 2 

hydroxyl groups. However, c* from our model are systematically higher than SIMPOL estimates 

for compounds with 3 hydroxyl groups. This could be due to intramolecular hydrogen bonding of 

those compounds leading to higher c* than expected from the simple group contribution method 

in SIMPOL.225 It is also possible that those more polar species have a higher activity coefficient 

in the relatively nonpolar DOS matrix, although a difference of 1.5 orders-of-magnitude on the 

activity coefficient upon addition of a functional group would be unexpected. In addition, the c* 

values reported in this work have an implicit dependence on the Cw parameterization in Krechmer 

et al.209 from which they cannot be separated. In the rest of this work we make it clear in the text 

if we are referring to a SIMPOL-derived c* value or a model-derived c*
 value. Future studies should 

target the direct quantification c* values for low volatility compounds, which would enable more 

accurate quantification of c* and Cw for multifunctional compounds, and thus smaller uncertainties 

in applying our results to atmospheric systems.  
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Figure 5. 7. Model-fitting determined saturation concentrations (c*) as a function of SIMPOL-estimated c* values 

for the compounds in this study. The gray area represents the estimated uncertainty of SIMPOL of +/- 1 order of 

magnitude.75 c* values derived from both methods decrease linearly as carbon number increases, but with different 

lines for different functionality types (THN: trihydroxynitrate; DHN: dihydroxynitrate: CDHN: 

carbonyldihydroxynitrate). Model-determined c* values are systematically higher than SIMPOL-determined ones. 

The discrepancy increases at lower volatilities.  

Figure 5.8 provides an example of how the model was used to quantify  and c* for an 

example compounds. The equilibrium concentration is dependent on the value of c*, while the 

initial loss rate is dependent on . The C12 CDHN declined rapidly in the first few minutes of the 

experiment. Two model runs, in which  = 1, matched the decrease very closely, despite having 

very different c*values. The model runs with  = 0.1 and 0.01 declined far too slowly, supporting 

that the value of  is well constrained close to ~1. Model traces with c*= 0.26 would eventually 

arrive at the same equilibrium value at the end of the experiment, but do not in the time displayed 

due to the lower  values of 0.1 and 0.01. 
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Figure 5.8. Example measurement trace for one compound, together with the best fit from the model and several 

model traces with alternative α and c* parameters. The latter are shown to qualitatively illustrate the ability of the 

model to constrain these parameters. Measurement traces were binomially smoothed across 10 points. 

5.3.3 Inferring the value of  

Figure 5.9 shows all the decay timescales extracted from fits to measurements for 

experiments with different CS values. Each point represents the decay timescale of one compound 

during one experiment and is colored according to c* from SIMPOL.91 Also shown are predicted 

timescale values, generated by running the kinetic box model for different values for  and the 

CS, and fitting the model output gas-phase time series with an exponential fit.  
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Figure 5.9. Measurement-derived equilibrium time scales (τGE, datapoints) for each gas phase compound at different 

seed aerosol CS values. The predicted time scales were determined by running the box model for different values of  

 and with varying amounts of organic seed aerosol. Compounds are colored according to SIMPOL-estimated c*. 

The lowest volatility compounds (generally THNs and CDHNs) lie along the modeled line 

corresponding to  = 1, while no measured decays have substantially faster timescales than the 

model prediction. This agreement suggests that the model captures the key processes controlling 

the timescales for these compounds. The compounds that lie above the  = 1 line are consistent 

with the model if values of  < 1 are used (dashed lines).     

We then run the model using the fitting algorithm to determine the values of  and c* that 

best fit the measured trace. In Figure 5.10,  values from this work are presented as averages for 

each compound across all different seed experiments along with previously reported literature 

values for liquid organic particles. The literature values included are split into two categories: 
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older measurements of bulk organic liquid compounds,211,226,227 and more recent studies that 

attempt to quantify  for aerosol particles.214–216,223 The values from this work for liquid particles 

average 0.7. The error bars shown describe the standard error of the mean of the set of 

measurements from different seeded experiments. The literature aerosol data, if averaged, are 

similar to our results over the range of overlap. Values of  for the lowest volatility compounds 

are better constrained than for the semivolatile compounds.  as a function of carbon number is 

also shown as an alternate parameterization in Figure 5.11.  

 

Figure 5.10. Mass accommodation coefficients determined by this study along with literature values for liquid 

organics as a function of model-determined c*. The points from this study are the average for each compound across 

multiple experiments. Error bars from this work represent the standard error of the mean for all experiments for each 

compound. Error bars in historical works are as reported. Literature values are from 211,214–216,223,226,227. The data have 

been fit with an exponential of the form: 𝛼 = 0.42 + 0.49𝑒−0.03𝑐∗
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Figure 5. 11. Average values of  as a function of the number or elemental carbon atoms per molecule. This provides 

an alternative, carbon number-based view of the α results. 

A dependence of  on volatility is observed, with  decreasing at higher volatility. This 

relationship was not previously apparent in any one study, nor the ensemble of available 

literature reports. No very low values (e.g. 0.001), that have been invoked in literature fitting 

exercises,79,217,218,220 are observed for any of the compounds in this study. Due to the reasons 

discussed above regarding the linkage between c*  and Cw, the parameterization provided in the 

caption should be calculated in models using SIMPOL-derived c*  values, even if other 

estimation methods are used for other purposes within the model.  

We focus next on the uncertainties on these results. Experiments with different initial CS 

show little variation in , but some variation in c* of about x10 (Fig. 5.12-13). Experiments with 

very low CS have more uncertainty due to potential variations of the wall loss timescale (due to 

random variations on chamber turbulence and mixing209), while experiments with very high CS 

have higher uncertainty because condensation is so fast that it already proceeds to a significant 

extent while the UV lights are on, and when there could be some inhomogeneity in the chamber 

due to spatial variation in the UV light field. However, no significant difference on the averaged 
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results is observed if we exclude experiments with the highest and lowest CS (Figure 5.14).  We 

performed several sensitivity studies to investigate the impact of the assumed Cw on the retrieved 

parameters (Figure 5.15-5.19), which show little impact for low-volatility species. Higher 

volatility compounds have a noticeable effect for large changes in Cw, but without impacting our 

conclusions.   

 

Figure 5. 12. Values of  determined for each compound for each individual DOS seed surface area experiment. 

Also shown are arithmetic means for each compound across the entire set of different seeded experiments. Error 

bars shown represent are fitting uncertainties as two standard deviations (2σ). 
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Figure 5.13.  and c* values derived from model fits for each compound and the first burst of each seeded 

experiment. Error bars shown represent the fitting uncertainties as two standard deviations (2σ).  
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Figure 5.14. Average (arithmetic mean) values of   and modeled c* values. One set is averaged across all 

experiments. The other is only averaged over intermediate aerosol seed surface areas (400 - 3000 μm2 cm-3). 

 

 

Figure 5.15.Average (arithmetic mean)  values of  and c* when the model is run for every compound and every 

experiment with different values of Cw.   
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Figure 5.16. Plots for each compound showing the sensitivity of model-derived values of c* as a function of Cw. 

The dashed black line indicates the value of c* for the base case Cw parameterization using the values in Krechmer 

et al.209      

 

Figure 5.17. The logarithm of the standard deviation of the set of c* measurements derived for all the experiments of 

each compound (for the different DOS CS) vs. the Cw used in the model fit. A value of 1 indicates a standard 

deviation of one order of magnitude. No obviously better Cw value emerges that would greatly reduce the 

differences in c* values derived for experiments with different seed CS. 
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Figure 5.18. Model-determined values of c*, for each compound, normalized to the value determined from the 

lowest aerosol seed experiment. The plot suggests a trend of increasing c* as a function of condensation sink.  
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Figure 5.19. Model-determined values of α, for each compound, normalized to the value determined from the 

lowest aerosol seed experiment. No systematic trend is evident.  
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5.3.4 Implications for aerosol mass yield measurements 

In this work we have established that GPP theory can accurately capture gas/particle 

partitioning during chamber experiments, provided that vapor wall losses are taken into account 

and the accommodation coefficient is estimated from the measurements. This allows us to explore 

quantitatively how vapor losses to Teflon walls may impact aerosol mass yields for experiments 

with a liquid absorbing seed. Since uptake onto highly viscous particles might be slower, the 

impacts on yields determined here represent a lower limit. 

To obtain estimates of the yield underestimation (i.e. correction) factor, hereafter Φ, we 

ran the box model with an aerosol-forming compound twice, with gas-phase wall losses turned on 

or off. We performed model runs for a wide range of CS and c*/Cw values, and determined the 

modeled aerosol mass yield for that single compound with and without wall losses. Finally, the 

amount of aerosol produced without wall losses was divided by the amount produced with wall 

losses to derive a yield correction factor, hereafter Φ. Results are shown in Figure 5.20. Φ ranges 

from 1 to ~4, which is a similar to the range of ~1.1-4.2 reported in Zhang et al.79 based on 

experimental yield measurements with varying amounts of initial solid ammonium sulfate seed. Φ 

is highest for semivolatile compounds (c* ~5-25 μg m-3) in experiments with low aerosol 

concentrations. Φ is lowest for low volatility species if CS is larger than the wall loss rate, or when 

a large CS overwhelms the walls as a possible vapor-phase sink, as previously suggested.79,94,228,229 

Figure 5.20 shows two markers denoting example compounds. If an experiment measured aerosol 

formation from pinic acid (c* = 3.6 μg m-3) at a seed concentration of 1.4 μg m-3, much of the 

compound would be lost to the walls and Φ~ 2.5. An experiment that studied SOA formation from 
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tricarballylic acid (c* = 2 × 10-2 μg m-3) using a large amount of seed aerosol (75 μg m-3) would 

not need an SOA yield correction (Φ = 1).  

Figure 5.20 is intended as a guide to inform the design of future environmental chamber 

SOA yield quantification experiments while minimizing the impact of vapor wall losses. Our 

results have been derived for a specific experimental arrangement, however, and do not 

recommend that they be used to quantitatively correct previous SOA experiments conducted using 

very different experimental methods and sequences. In particular, the yield correction analysis in 

this work assumed that the oxidation period is relatively short, so that semivolatile species that 

condense first onto the particles are not completely denuded by the effect of the walls. The addition 

of gas-phase production over an extended period would change the time evolution of the approach 

to equilibrium with the particle and wall phases, as well as potentially result in substantial changes 

of CS vs. time. Furthermore, our model runs did not incorporate the simultaneous presence of a 

wide range of compounds with different c*, which is expected to be the case for any realistic SOA 

system, nor include particle-phase chemistry such as oligomerization, which would change the 

equilibrium conditions. Finally, we have focused this study on liquid organic seeds. Future work 

should perform similar experiments and modeling using solid, inorganic, glassy, and other types 

of aerosol seed to determine the effects of aerosol phase on GPP experiments.  
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Figure 5.20. A matrix providing an aerosol mass yield correction factor (Φ) for an SOA experiment given the c* of 

an aerosol forming product SVOC and the CS. This assumes that production of the SVOC ends quickly after the 

experiment start so that the system reaches equilibrium. It does not account for product mixes, oligomerization, or 

heterogeneous particle-phase chemistry.     
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Chapter 6: Thesis Conclusions 
  

 First, this thesis described a new SOA formation pathway from isoprene that provides a 

missing source of tropospheric organic aerosol. Gas-phase low volatility organic compounds 

(LVOC), produced from oxidation of isoprene 4-hydroxy-3-hydroperoxide (4,3-ISOPOOH) under 

low-NO conditions, were observed during the FIXCIT chamber study. Decreases in LVOC 

directly correspond to appearance and growth in secondary organic aerosol (SOA) of consistent 

elemental composition, indicating that LVOC condense (at OA below 1 μg m−3). This represents 

the first simultaneous measurement of condensing low volatility species from isoprene oxidation 

in both the gas and particle phases. The SOA formation in this study is separate from previously 

described isoprene epoxydiol (IEPOX) uptake. Assigning all condensing LVOC signals to 4,3-

ISOPOOH oxidation in the chamber study implies a wall-loss corrected non-IEPOX SOA mass 

yield of ∼4%. By contrast to monoterpene oxidation, in which extremely low volatility VOC 

(ELVOC) constitute the organic aerosol, in the isoprene system LVOC with saturation 

concentrations from 10−2 to 10 μg m−3 are the main constituents. These LVOC may be important 

for the growth of nanoparticles in environments with low OA concentrations. LVOC observed in 

the chamber were also observed in the atmosphere during SOAS-2013 in the Southeastern United 

States, with the expected diurnal cycle. This previously uncharacterized aerosol formation pathway 

could account for ∼5.0 Tg yr−1 of SOA production, or 3.3% of global SOA 

 A new technique for quantifying vapor-phase wall losses in environmental chambers is 

presented. Partitioning of gas-phase organic compounds to the walls of Teflon environmental 

chambers is a recently reported phenomenon than can affect the yields of reaction products and 

secondary organic aerosol (SOA) measured in laboratory experiments. Reported time scales for 
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reaching gas- wall partitioning (GWP) equilibrium (τGWE) differ by up to 3 orders of magnitude, 

however, leading to predicted effects that vary from substantial to negligible. The technique 

involves photochemically generating semi- and low-volatility oxidized organic compounds 

(saturation concentration c* < 100 μg m−3) in rapid bursts in situ in an 8 m3 environmental 

chamber, so that their decay in the absence of aerosol could be measured using a high-resolution 

chemical ionization mass spectrometer (CIMS) equipped with an “inlet-less” NO3
− ion source. 

Measured τGWE were 7−13 min (rel. std. dev. 33%) for all compounds. The fraction of each 

compound that partitioned to the walls at equilibrium follows absorptive partitioning theory with 

an equivalent wall mass concentration in the range 0.3−10 mg m−3. Measurements using a CIMS 

equipped with a standard ion−molecule reaction region showed large biases due to the contact of 

compounds with walls. On the basis of these results, a set of parameters is proposed for modeling 

GWP in chamber experiments. 

 A new instrumental analysis technique, ion mobility mass spectrometry, is applied to the 

analysis of gas- and aerosol-phase compounds for the first time. Molecular ions of gas-phase 

organic species are measured online with IMS–MS after ionization with a custom-built nitrate 

chemical ionization (CI) source. This CI–IMS–MS technique is used to obtain time- resolved 

measurements (5 min) of highly oxidized organic molecules during the 2013 Southern Oxidant 

and Aerosol Study (SOAS) ambient field campaign in the forested SE US. The ambient IMS–MS 

signals are consistent with laboratory IMS–MS spectra obtained from single-component 

carboxylic acids and multicomponent mixtures of isoprene and monoterpene oxidation products. 

Mass-mobility correlations in the 2-D IMS–MS space provide a means of identifying ions with 

similar molecular structures within complex mass spectra and are used to separate and identify 
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monoterpene oxidation products in the ambient data that are produced from different chemical 

pathways. Water-soluble organic carbon (WSOC) constituents of fine aerosol particles that are not 

resolvable with standard analytical separation methods, such as liquid chromatography (LC), are 

shown to be separable with IMS–MS coupled to an electrospray ionization (ESI) source. The 

capability to use ion mobility to differentiate between isomers is demonstrated for organosulfates 

derived from the reactive uptake of isomers of isoprene epoxydiols (IEPOX) onto wet acidic 

sulfate aerosol. Controlled fragmentation of precursor ions by collisionally induced dissociation 

(CID) in the transfer region between the IMS and the MS is used to validate MS peak assignments, 

elucidate structures of oligomers, and confirm the presence of the organosulfate functional group. 

 The results of environmental chamber experiments with varying seed surface areas were 

presented. Experiments utilizing the burst method described above were performed with liquid 

organic DOS seed in the chamber. We observed quantifiable differences in the behavior of the gas-

phase measurements that depended on the aerosol seed surface area. A kinetic box model was able 

to reproduce the behavior of the time series with simple gas-particle partitioning theory. From the 

model we inferred a measurement of the mass accommodation coefficient, α.  

 The advances described in this thesis have contributed to greater understanding of 

secondary organic aerosols in laboratory and chamber studies. Future work should focus on using 

knowledge of vapor-phase wall losses to reevaluate SOA mass yields in chamber studies. 

Additional work characterizing specific SOA precursors with the IMS-MS instrument will enable 

structural determination and identification.   
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