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## Chapter 1

## Introduction

### 1.1 Exploration of Near-Earth Asteroids

Small solar system bodies are remnants of the early stage of planetary formation, and studying their orbital evolution, surface morphology, internal structures, and chemical compositions can give us a clue to better understand the formation and evolution of our solar system and other planetary systems. Unlike massive planets, small bodies are believed to have experienced little or only partial differentiation, which constrains the model of the solar system formation. Furthermore, small bodies are considered to be the source of water on Earth and thus provide us critical information to decipher the origin of life [2, 3].

A class of small bodies that is of particular interest is near-Earth asteroids (NEAs), whose perihelion distance is less than 1.3 astronomical units (AU). NEAs are part of a larger group that includes both asteroids and comets, referred to as near-Earth objects (NEOs). Comets are characterized by their coma, and exploration of such bodies requires additional precaution. Thus, the current work limits its focus on NEAs. Besides, the fact that the vast majority of NEOs are NEAs justifies the exclusion of comets.

One interesting aspect of NEA studies is planetary defense. Due to their proximity to Earth, NEAs have non-zero probabilities of Earth impact, which can cause destructive events. NEAs are categorized as potentially hazardous asteroids (PHAs) when they have a minimum distance from the Earth orbit of 0.05 AU or less and have an absolute magnitude of 22 or less [4, 5]. These bodies are large enough to cause catastrophic events upon Earth impact. As of June 20, 2022,
there are 29,131 NEAs discovered, with 2,270 of them being PHAs, and the discovery is still in progress through several surveys [6]. Information such as a PHA's ephemeris, bulk density, shape, and porosity is all critical in assessing the risks posed by PHAs and in studying the feasibility of asteroid deflection techniques. The observations by spacecraft provide us with great details of these bodies for further understanding [7].

From an economic viewpoint, there is an interest in NEAs for in-situ resource utilization (ISRU), owing to their greater accessibility from Earth. Some fractions of NEAs are considered to contain hydrated minerals, and extracting water from such materials could lower the cost of space exploration [8, 9]. The extracted water could be used as a propellant or as a resource to support human activities in space. There are a number of proposed architectures aimed at mining asteroids [10, 11, 12, 13].

The reasons described above easily motivate scientists and engineers to design missions to send probes to NEAs for detailed characterization, and there have been several rendezvous missions to NEAs to date [14, 15, 16, 17]. In a conventional mission operation, the observation data acquired on board are sent to ground stations to obtain a navigation solution, which in turn is used for maneuver planning. The spacecraft then receives control commands and performs the orbit control. While it has been demonstrated that a precise measurement of an asteroid's physical properties is possible through such an approach, frequent communications between the spacecraft and ground stations could be costly.

The capability of spacecraft to autonomously operate in proximity to asteroids could open up a new approach to NEA exploration. Along with the recent advances in small satellite missions, the autonomy in proximity operation could enable us to distribute multiple cost-effective satellites to a wide range of small bodies [18]. In this study, the feasibility of removing the ground in the loop based on onboard optical navigation and other measurements is evaluated in a rendezvous mission to a small NEA. Additionally, the onboard guidance and control algorithms in various phases of a proximity operation are of interest. For orbital phases, strategies to insert a spacecraft into more stable orbits are investigated analytically. Also, the application of reinforcement learning
(RL) for the design of autonomous guidance algorithms is studied. As an example, a controller design in a close reconnaissance phase for surface imaging using RL is presented. Given the end-to-end architecture of the proximity operation, the operational load could be reduced significantly. The capability to navigate and guide the spacecraft without ground intervention could also reduce operational margins for safety as the spacecraft could respond to contingencies with more agility. Such benefits may be a key to realizing future asteroid missions, where a fleet of small satellites is distributed to various NEAs more frequently.

### 1.2 Research Overview

Proximity operations at asteroids can be divided into a few different phases. This section highlights the specific phases we focus on for autonomous capabilities and presents an overview of the research. Some common assumptions we make regarding the target bodies throughout the research are also summarized herein.

### 1.2.1 Operational modes

Recent missions to NEAs have identified several distinctive phases in proximity operations, each corresponding to unique mission objectives. These phases include an approach from the end of an interplanetary trajectory, multiple slow hyperbolic flybys, near-inertial or body-fixed hovering, orbiting, and interaction with the asteroid's surface. Each phase has different dynamical constraints, and the level of complexity required for automation varies [18]. In this study, the focuses are on the fundamental operations that are likely to be required by many asteroid missions, leaving out the more challenging operations such as surface interaction. The specific phases considered here are approach after arrival at the target body, near-inertial hovering for reconnaissance at various observation geometries, mass estimation with a gradual descent to lower altitudes, and orbit insertion.

The hovering-oriented approach used herein is based on the approach employed by the Hayabusa2 mission, where a robotic probe rendezvoused with (162173) Ryugu, a carbonaceous

NEA, whose diameter is about 900 m [19]. The Hayabusa2 spacecraft was nominally placed at its home position, a point 20 km above the asteroid on the sub-Earth line on the Sun side [16]. Whenever a critical operation occurs, the spacecraft departs from the home position and transitions to a different operational mode, such as gravity field estimation, rover deployment, and surface sampling. The success of the Hayabusa-2 mission motivates our use of it as a template for developing a fully autonomous algorithm.

The insertion phase into a stable orbit is motivated by the OSIRIS-REx mission's use of such orbits. The OSIRIS-REx spacecraft visited a 500 -meter-sized NEA (101955) Bennu, and after the initial characterization, the spacecraft stayed on stable Sun-synchronous orbits, called terminator orbits, for the majority of its proximity phase. Because of its stability, the final phase of an exploration mission to an asteroid is likely a long-term observation from such an orbital platform, and thus considering such operation will be beneficial [20, 21].

In these phases, it is convenient to define a spacecraft's position relative to the Sun-asteroid fixed rotating frame, as the direction of the sunlight, which causes strong perturbing force, becomes constant. Thus, throughout the study, the Hill frame is used to describe the asteroid-relative motion of the spacecraft. The Hill frame is centered on an asteroid's mass center, and its $x$-axis and $z$-axis are in the direction of the Sun-asteroid vector and the asteroid orbit's angular momentum vector, respectively. The $y$-axis is defined to form a right-handed system.

The following is a typical motion of a spacecraft assumed in this study. After arrival at an asteroid, the spacecraft is delivered to a position about 1000 km away from the asteroid on the Sun side. Then, the probe approaches the asteroid, moving along the Sun-asteroid line while properly performing orbit controls to reach a distance of several dozens of km as shown in Fig. 1.1. Spacecraft then performs various scientific observations such as mass estimation and surface imaging from multiple phase angles. Then, it is inserted into a stable orbit for long-term monitoring.


Figure 1.1: Schematic of a spacecraft approaching an asteroid.


Figure 1.2: The estimated and discovered number of NEAs as a function of absolute magnitude $H$ or equivalently diameter, assuming an albedo of 0.14 . The figure is taken from [1].

### 1.2.2 Target body assumptions

The size distribution of NEAs is widespread. Figure 1.2 shows the estimated number of NEAs as well as the number of discovered NEAs as of August 2014 for different absolute magnitudes, which is converted to diameter assuming an albedo of 0.14 [1]. Because appropriate modes of proximity operations change significantly depending on the target body size, it is important to clarify assumed targets. It should be reasonable to limit the target size range to 100 m to 1 km , in accordance with the Hayabusa2 and OSIRIS-REx missions that this study uses as templates. For larger NEAs, hovering oriented approach may not be feasible in terms of fuel consumption. Even with the size limit, there are plenty of target asteroids, substantiating the original motivation for autonomous exploration.

### 1.2.3 Thesis Statement

Autonomous navigation and guidance capabilities in proximity operations at small nearEarth asteroids are enabling technologies to realize future asteroid missions where cost-effective satellites are distributed to a wide range of targets, providing increased opportunities for scientific and engineering returns. To that end, it is necessary to understand the limitations and improve the robustness of autonomous algorithms in various modes of operation.

### 1.2.4 Research goals

In this study, four different research goals are defined as follows.

- Goal 1: Study of Frozen Orbit Design at Small Bodies
- Goal 2: Design of an Adaptive Policy via Reinforcement Learning
- Goal 3: Covariance Analysis of Onboard Navigation
- Goal 4: End-to-End Simulation of Autonomous Navigation and Trajectory Control

The first research focus is the frozen orbit design at small asteroids. A conventional solution to specify a terminator orbit suffers the effect of perturbing forces that are not necessarily captured in its formulation when the orbit size is too small or too large. When the orbit size is small, the contributions from the higher-order gravity field must be taken into consideration. When the orbit size is large, the relatively stronger SRP causes a large short-period oscillation. Analytical corrections to resolve these issues have been studied.

The second goal is to study the application of reinforcement learning (RL) to design an offline feedback policy for trajectory control. Specifically, the study focuses on the hovering trajectory controller for the surface global imaging task. The poor a priori information of the target body means that an autonomous spacecraft needs to adaptively change its behavior after asteroid arrival rather than sticking to a predefined nominal trajectory. Besides, the control of the spacecraft is usually noisy, and the spacecraft needs to take it into consideration. The design of such an adaptive policy is studied by formulating the global mapping task as a continuous sequential decision-making problem and by training the agent with various asteroid models.

The third focus is the navigation analysis, where the information content of various measurement types is investigated. Specifically, navigation capability with onboard optical and accelerometerbased Delta-V measurements is of interest. The core concept is to study how well the Delta-V measurements can address the issue of scale invariance inherent to the optical measurements. Covariance analyses have been performed using simpler dynamics models for the approach, home position hovering, and gravity estimation phases. This simplified analysis helps us understand the limitations of different measurement types and the benefit of combining different measurements to observe the system accurately.

The fourth goal is to perform higher fidelity numerical simulations of end-to-end autonomous operations that incorporate both onboard navigation and guidance algorithms. The feasibility and robustness of the proposed onboard navigation and guidance algorithms are evaluated by introducing realistic errors in the dynamical models. This goal encompasses the results from the other research focuses, and the overall performance of the autonomous exploration scheme is studied.

As part of the analysis, the application of the proposed navigation and guidance scheme for much smaller asteroids whose diameters are smaller than the assumed nominal range of $100 \mathrm{~m}-1 \mathrm{~km}$ is studied as well.

The thesis first explains the dynamical models used throughout the study. Then, each of the research goals $1-4$ is described in detail, namely, frozen orbit design, RL-based hovering controller design, covariance analysis with simple dynamics, and end-to-end numerical study. The concluding remarks are made at the end, summarizing the findings and potential future work.
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## Chapter 2

## Dynamical Models

### 2.1 Equations of Motion

With the assumption of a small NEA, solar radiation pressure (SRP) tends to have a significant impact on a spacecraft's motion. A natural choice of frame to describe the motion in such an environment is the Sun-relative orbit fixed frame, as the direction of the SRP force is fixed. The origin is at the mass center of the asteroid. The $x$-axis is aligned with the direction from the Sun to the asteroid, and the $z$-axis is in the direction of the asteroid's orbit normal. The $y$-axis is defined to form a right-handed system. The most general form of the equations of motion in the orbit fixed frame is given as follows.

$$
\begin{equation*}
\ddot{\boldsymbol{r}}+\ddot{F} \tilde{\boldsymbol{z}} \cdot \boldsymbol{r}+2 \dot{F} \tilde{\boldsymbol{z}} \cdot \dot{\boldsymbol{r}}+\dot{F}^{2} \tilde{\tilde{\boldsymbol{z}}} \cdot \tilde{\boldsymbol{z}} \cdot \boldsymbol{r}=\frac{\partial U_{g}}{\partial \boldsymbol{r}}+\frac{\partial U_{s}}{\partial \boldsymbol{r}}+C_{\mathrm{SRP}} \boldsymbol{a}_{\mathrm{SRP}}+\sum_{i} \Delta \boldsymbol{V}_{i} \delta\left(t-\tau_{i}\right) \tag{2.1}
\end{equation*}
$$

Throughout the thesis, bold letters are used to represent vectors. The single and double dot notation is used for first and second time derivatives. The dot products represent products with a contraction such as $(a \cdot b)_{i k}=\sum_{j} a_{i j} b_{j k}$, while the products without dots indicate outer products such as $(a b)_{i j k l}=a_{i j} b_{k l}$. A spacecraft's position vector is represented by $\boldsymbol{r}$. The hat over a vector represents a unit vector. The tilde over a vector forms a skew-symmetric matrix for cross-product operation such that $\tilde{\tilde{\boldsymbol{z}}} \cdot \boldsymbol{r}=\hat{\boldsymbol{z}} \times \boldsymbol{r} . F$ is the true anomaly of the asteroid's orbit and its first and second derivatives are functions of $F$.

$$
\begin{align*}
& \dot{F}=\sqrt{\mu_{s} /\left[A\left(1-E^{2}\right)\right]^{3}}(1+E \cos F)^{2}  \tag{2.2}\\
& \ddot{F}=-2 E \sqrt{\mu_{s} /\left[A\left(1-E^{2}\right)\right]^{3}} \sin F(1+E \cos F) \dot{F} \tag{2.3}
\end{align*}
$$

where $\mu_{s}$ is the gravitational parameter of the Sun. $A$ and $E$ are the semimajor axis and eccentricity of the asteroid's orbit, respectively, and Kepler's equation is solved at each time step to compute the true anomaly. In Eq. (2.1), $U_{g}$ is the asteroid's gravitational potential, and the potential $U_{s}$ is the Sun's third body effect. The vector $\boldsymbol{a}_{\mathrm{SRP}}$ is the SRP acceleration acting on the spacecraft, and $C_{\text {SRP }}$ is its scaling coefficient. The vector $\boldsymbol{\Delta} \boldsymbol{V}_{i}$ represents an instantaneous velocity change that occurs at $t=\tau_{i}$. Because the velocity change is modeled as impulsive, its corresponding acceleration is defined by the Dirac delta $\delta\left(t-\tau_{i}\right)$. In general, there are multiple maneuvers during a mission period, and the subscript $i$ is used as a label for each maneuver.

Different parts of the analysis in this thesis use dynamics models with different complexity. As for the gravity from the asteroid, the gravitational field expressed by spherical harmonics is the most detailed model used in this study.

$$
\begin{equation*}
U_{g}=\frac{\mu}{r} \sum_{n=0}^{5} \sum_{m=0}^{n} P_{n m}(\sin \phi)\left[C_{n m} \cos (m \lambda)+S_{n m} \sin (m \lambda)\right] \tag{2.4}
\end{equation*}
$$

where $\phi$ and $\lambda$ are the latitude and longitude of the spacecraft's position as seen in the asteroid's body frame respectively, $r$ is the norm of $\boldsymbol{r}, \mu$ is the gravitational parameter of the asteroid, and $P_{n m}$ is the associated Legendre polynomials. For the computation of its partial derivatives, recursive structures of $P_{n m}$ are used [22, 23]. We assume the asteroid's pole orientation and orbital elements are given relative to J2000 Earth Ecliptic frame, which is denoted as $N$-frame. The attitude of the asteroid's body frame ( $B$-frame) relative to $N$-frame is computed by the direction cosine matrix (DCM): $R_{[B N]}=R_{3}\left(\dot{\theta}_{p} t+\theta_{0}\right) \cdot R_{1}\left(\pi / 2-\delta_{p}\right) \cdot R_{3}\left(\pi / 2+\alpha_{p}\right)$ where $R_{i}(\theta)$ is a DCM for i-th axis rotation by angle $\theta$. The relationship between the body and inertial frames is shown in Fig. 2.1. By computing the DCM of the orbit frame ( $O$-frame) relative to the inertial frame ( $R_{[O N]}$ ) by a similar 3-1-3 Euler angle rotation, relative attitude between the body and orbit frames can be computed as $R_{[B O]}=R_{[B N]} \cdot R_{[O N]}^{T}$. The initial phase angle of the body frame $\theta_{0}$ and the asteroid's true anomaly are both set to zero at $t=0$. When a simple gravity model suffices, the point mass gravity model is used, namely,

$$
\begin{equation*}
U_{g}=\mu / r \tag{2.5}
\end{equation*}
$$



Figure 2.1: Relationship between the body frame and ecliptic frame.

As for the third body acceleration, the Hill approximation is made in this study assuming that the distance between the Sun and asteroid is much larger than the distance between the spacecraft and asteroid [24]. Thus,

$$
\begin{align*}
& U_{s}=\frac{\mu_{s}}{2 d^{3}} r^{2}\left(3(\hat{\boldsymbol{r}} \cdot \hat{\boldsymbol{d}})^{2}-1\right)  \tag{2.6}\\
& \frac{\partial U_{s}}{\partial \boldsymbol{r}}=\frac{\mu_{s}}{d^{3}}(3 \hat{\boldsymbol{d}} \hat{\boldsymbol{d}}-I) \cdot \boldsymbol{r} \tag{2.7}
\end{align*}
$$

where $\boldsymbol{d}$ is a vector pointing from the asteroid to the Sun and $I$ is an identity matrix. The Sunasteroid distance is given by $d=A\left(1-E^{2}\right) /(1+E \cos (F))$.

Accurate modeling of the complex interaction between the incident solar photons and the spacecraft's surface is nontrivial and not addressed in this work. However, it is interesting to study the performance of the overall navigation and orbit control algorithms when there are modeling errors in SRP. Therefore, in some cases, the SRP acceleration is computed as a combination of the flat-plate model and the cannonball model. When a simple model is sufficient, the cannonball model is used, where the area-to-mass ratio is assumed constant regardless of the attitude. The complex SRP model is used to simulate a trajectory that is treated as truth in the end-to-end numerical study. The cannonball SRP acceleration is given by

$$
\begin{equation*}
\boldsymbol{a}_{\mathrm{SRP}, \mathrm{CB}}=\frac{P_{0}(1+\rho)(1 \mathrm{AU})^{2} A_{\mathrm{SC}}}{M_{\mathrm{SC}}} \frac{\boldsymbol{r}-\boldsymbol{d}}{|\boldsymbol{r}-\boldsymbol{d}|^{3}} \tag{2.8}
\end{equation*}
$$

where $\rho$ is the surface reflectivity. $P_{0}=4.56 \times 10^{-6} \mathrm{Nm}^{-2}$ is the SRP at 1 AU [25, 23, 24]. $A_{\mathrm{SC}}$ is the area of the spacecraft's surface, and $M_{\mathrm{SC}}$ is the total mass of the spacecraft. Assuming that
$r \ll d$, the expression can be further simplified [24].

$$
\begin{equation*}
\boldsymbol{a}_{\mathrm{SRP}, \mathrm{CB}}=\frac{P_{0}(1+\rho) A_{\mathrm{SC}}}{M_{\mathrm{SC}}} \frac{(1 \mathrm{AU})^{2}}{d^{2}} \hat{\boldsymbol{x}} \tag{2.9}
\end{equation*}
$$

where $\hat{\boldsymbol{x}}$ points from the Sun to the asteroid as defined earlier. For the flat-plate components, the acceleration is computed by

$$
\begin{equation*}
\boldsymbol{a}_{\mathrm{SRP}, \mathrm{FP}}=\frac{P_{0}}{M_{\mathrm{SC}}} \frac{(1 \mathrm{AU})^{2}}{d^{2}} \sum_{i} A_{\mathrm{SC}, i}\left(\hat{\boldsymbol{n}}_{i} \cdot \hat{\boldsymbol{u}}\right)\left(\rho\left(\frac{2}{3}(1-s)-2 s\left(\hat{\boldsymbol{n}}_{i} \cdot \hat{\boldsymbol{u}}\right)\right) \hat{\boldsymbol{n}}_{i}-(1-\rho s) \hat{\boldsymbol{u}}\right) \tag{2.10}
\end{equation*}
$$

where $\hat{\boldsymbol{n}}_{i}$ and $A_{\mathrm{SC}, i}$ are a surface normal vector and area for the i-th surface [25]. The vector $\hat{\boldsymbol{u}}$ represents the direction of the incident light, pointing from the Sun to the spacecraft. The parameter $s$ is the fraction of specular reflection out of the reflected light. Details about the used model parameters are provided in each chapter.

Finally, the simplest dynamics model is derived by setting $E$ to zero, which is true when the asteroid's orbit about the Sun is circular. In this case, the dynamics can be represented as the following Hill three-body model with SRP.

$$
\begin{equation*}
\ddot{\boldsymbol{r}}=-2 n \tilde{\tilde{\boldsymbol{z}}} \cdot \dot{\boldsymbol{r}}+n^{2}(3 \hat{\boldsymbol{x}} \hat{\boldsymbol{x}}-\hat{\boldsymbol{z}} \hat{\boldsymbol{z}}) \cdot \boldsymbol{r}-\mu \frac{\boldsymbol{r}}{r^{3}}+C_{\mathrm{SRP}} a_{\mathrm{SRP}} \hat{\boldsymbol{x}} \tag{2.11}
\end{equation*}
$$

where $n=\dot{F}$ is no longer time-varying. As the Sun-asteroid distance is constant, $a_{\text {SRP }}$ is also constant.

### 2.2 Linearized Dynamics

A state transition matrix (STM) describes the evolution of a small deviation from a reference trajectory. The STM $\Phi\left(t ; t_{0}\right)=\partial \boldsymbol{X}(t) / \partial \boldsymbol{X}\left(t_{0}\right)$ linearly maps a state deviation at time $t_{0}$ to the state deviation at time $t$, where $\boldsymbol{X}=[\boldsymbol{r} ; \dot{\boldsymbol{r}}]$. The STM is used in the navigation filters and in the computation of orbit transfers. The STM can be obtained by numerically integrating the following set of differential equations.

$$
\begin{align*}
& \dot{\Phi}\left(t ; t_{0}\right)=\frac{\partial \dot{\boldsymbol{X}}(t)}{\partial \boldsymbol{X}} \cdot \Phi\left(t ; t_{0}\right)  \tag{2.12}\\
& \Phi\left(t_{0} ; t_{0}\right)=I \tag{2.13}
\end{align*}
$$

The partial derivative can be computed as follows.

$$
\frac{\partial \dot{\boldsymbol{X}}(t)}{\partial \boldsymbol{X}}=\left[\begin{array}{cc}
0_{3 \times 3} & I_{3 \times 3}  \tag{2.14}\\
\partial \ddot{\boldsymbol{r}} / \partial \boldsymbol{r} & \partial \ddot{\boldsymbol{r}} / \partial \dot{\boldsymbol{r}}
\end{array}\right]
$$

With the general form of the spacecraft's dynamics in Eq. 2.1), the derivatives can be given by

$$
\begin{align*}
& \frac{\partial \ddot{\boldsymbol{r}}}{\partial \boldsymbol{r}}=-\ddot{F} \tilde{\boldsymbol{z}}-\dot{F}^{2} \tilde{\tilde{\boldsymbol{z}}} \cdot \tilde{\tilde{\boldsymbol{z}}}+\frac{\partial^{2} U_{g}}{\partial \boldsymbol{r}^{2}}+\frac{\partial^{2} U_{s}}{\partial \boldsymbol{r}^{2}}+C_{\mathrm{SRP}} \frac{\partial \boldsymbol{a}_{\mathrm{SRP}}}{\partial \boldsymbol{r}}  \tag{2.15}\\
& \frac{\partial \ddot{\boldsymbol{r}}}{\partial \dot{\boldsymbol{r}}}=-2 \dot{F} \tilde{\tilde{\boldsymbol{z}}} \tag{2.16}
\end{align*}
$$

The second partial derivative of the point-mass gravity potential is given by

$$
\begin{equation*}
\frac{\partial^{2} U_{g}}{\partial \boldsymbol{r}^{2}}=\frac{\mu}{r^{3}}(3 \hat{\boldsymbol{r}} \hat{\boldsymbol{r}}-I) \tag{2.17}
\end{equation*}
$$

The current study does not use the spherical harmonics gravity model in the navigation filter or guidance algorithms. The spherical harmonics model is only used to simulate truth trajectories. Thus, the computation of the second-order partials for the spherical harmonics gravity potential is omitted.

The partial derivative for the third-body acceleration after the Hill approximation can be readily obtained from Eq. (2.7) as

$$
\begin{equation*}
\frac{\partial^{2} U_{s}}{\partial \boldsymbol{r}^{2}}=\frac{\mu_{s}}{d^{3}}(3 \hat{d} \hat{d}-I) \tag{2.18}
\end{equation*}
$$

As for the SRP acceleration, the partial derivatives are nonzero when the acceleration is computed by Eq. (2.8). The partial derivative is given by

$$
\begin{equation*}
\frac{\partial \boldsymbol{a}_{\mathrm{SRP}, \mathrm{CB}}}{\partial \boldsymbol{r}}=\frac{P_{0}(1+\rho)(1 \mathrm{AU})^{2} A_{\mathrm{SC}}}{M_{\mathrm{SC}}}\left(I-3 \frac{\boldsymbol{r}-\boldsymbol{d}}{|\boldsymbol{d}-\boldsymbol{d}|} \frac{\boldsymbol{r}-\boldsymbol{d}}{|\boldsymbol{r}-\boldsymbol{d}|}\right) \tag{2.19}
\end{equation*}
$$

### 2.3 Two-Point Boundary Value Problem

The trajectory control in this study is based on the solution of the two-point boundary value problems (TPBVPs). In TPBPVs, the goal is to find an initial velocity $\boldsymbol{v}_{0}$ such that the final
position reaches a given target position $\boldsymbol{r}_{f}$ for a given transfer time $T$ starting from an initial position $\boldsymbol{r}_{0}$. Thus, we need to find the root of

$$
\begin{equation*}
\boldsymbol{G}\left(\boldsymbol{v}_{0} ; \boldsymbol{p}\right) \equiv \boldsymbol{r}_{T}\left(\boldsymbol{r}_{0}, \boldsymbol{v}_{0} ; \boldsymbol{p}\right)-\boldsymbol{r}_{f}=\mathbf{0} \tag{2.20}
\end{equation*}
$$

where $\boldsymbol{p}$ is a set of parameters for the dynamics and could be used for continuation as explained shortly; $\boldsymbol{r}_{T}$ is a position vector obtained by propagating $\boldsymbol{r}_{0}$ and $\boldsymbol{v}_{0}$ with $\boldsymbol{p}$ for a given transfer time $T$.

Assuming there is an initial guess of $\boldsymbol{v}_{0}$, the solution to Eq. 2.20 can be obtained by the Newton-Raphson method with a given tolerance. In this method, a correction to a guess is computed based on linearization, and the correction is applied iteratively to the guess until the solution $\boldsymbol{v}_{0}=\boldsymbol{v}_{0}^{*}$ is found. If a correction $\boldsymbol{\delta} \boldsymbol{v}$ to a guess $\boldsymbol{v}_{0}=\hat{\boldsymbol{v}}_{0}$ solves the problem, then $\boldsymbol{r}_{T}\left(\boldsymbol{r}_{0}, \hat{\boldsymbol{v}}_{0}+\boldsymbol{\delta} \boldsymbol{v} ; \boldsymbol{p}\right)-\boldsymbol{r}_{f}=\mathbf{0}$ holds true. Linearizing this equation gives

$$
\begin{equation*}
\left.\left(\frac{\partial \boldsymbol{r}_{T}}{\partial \boldsymbol{v}_{0}}\right)\right|_{\boldsymbol{v}_{0}=\hat{\boldsymbol{v}}_{0}} \cdot \boldsymbol{\delta} \boldsymbol{v}=-\boldsymbol{G}\left(\hat{\boldsymbol{v}}_{0} ; \boldsymbol{p}\right) \tag{2.21}
\end{equation*}
$$

where $\partial \boldsymbol{r}_{T} / \partial \boldsymbol{v}_{0}$ is obtained by numerically integrating the STM for the guessed trajectory. From the equation, a necessary correction $\boldsymbol{\delta} \boldsymbol{v}$ is computed. Because the correction is based on the linear approximation, update of the guess $\left(\hat{\boldsymbol{v}}_{0} \leftarrow \hat{\boldsymbol{v}}_{0}+\boldsymbol{\delta} \boldsymbol{v}\right)$ must be repeated until $\hat{\boldsymbol{v}}_{0} \simeq \boldsymbol{v}_{0}^{*}$.

Once a solution of Eq. 2.20 is obtained for a set of parameter values, a neighboring solution with slightly different parameter values can be computed as well. Assuming $\boldsymbol{r}_{T}\left(\boldsymbol{r}_{0}, \boldsymbol{v}_{0} ; \boldsymbol{p}\right)$ and $\boldsymbol{r}_{T}\left(\boldsymbol{r}_{0}, \boldsymbol{v}_{0}+\boldsymbol{\delta} \boldsymbol{v} ; \boldsymbol{p}+\boldsymbol{\delta} \boldsymbol{p}\right)$ both satisfy $\boldsymbol{G}=\mathbf{0}$, a necessary correction is

$$
\begin{equation*}
\boldsymbol{\delta} \boldsymbol{v}=-\left(\frac{\partial \boldsymbol{r}_{T}}{\partial \boldsymbol{v}_{0}}\right)^{-1} \cdot\left(\frac{\partial \boldsymbol{r}_{T}}{\partial \boldsymbol{p}}\right) \cdot \boldsymbol{\delta} \boldsymbol{p} \tag{2.22}
\end{equation*}
$$

If we can compute a solution to the TPBPV when $\boldsymbol{p}=\mathbf{0}$, then an initial guess of a solution with a small perturbation $\boldsymbol{\delta} \boldsymbol{p}$ can be found by Eq. (2.22). The desired solution is then computed through the iterative Newton-Raphson updates, which is again used to find a solution with a slightly larger perturbation. This study uses such a continuation scheme to find a solution $\boldsymbol{v}_{0}^{*}$ of a TPBVP with the desired parameter value $\boldsymbol{p}$ for the simplest form of the relative motion dynamics for heliocentric asteroid rendezvous defined in Eq. (2.11) with SRP defined by Eq. 2.9.

For the SRP augmented Hill three-body problems in Eq. 2.11, there are two approaches to compute the solution of the TPBPV for given parameter values. When the spacecraft is far away from the target asteroid, the gravitational attraction of the asteroid may be ignored. In such a case, the equations of motion become linear, and the closed-form solution to the TPBPVs can be computed. In this case, the continuation parameter is $p=\mu$. When $p=0$, by variation of parameters, the solution is obtained as

$$
\begin{equation*}
\boldsymbol{X}(t)=\Phi(t ; 0) \cdot \boldsymbol{X}(0)+\Phi(t ; 0) \cdot \int_{0}^{t^{\prime}} \Phi\left(t^{\prime} ; 0\right)^{-1} d t^{\prime} \cdot \boldsymbol{c} \tag{2.23}
\end{equation*}
$$

where $\boldsymbol{X}=[\boldsymbol{r}, \boldsymbol{v}]$ and $\boldsymbol{c}=\left[\mathbf{0}_{3}, a_{\mathrm{SRP}}, 0,0\right]$. Here, $\Phi$ is an STM for the homogeneous Clohessy-Wiltshire (CW) equations, and it is computed analytically. Given initial and final positions, the necessary velocity vector for the transfer is obtained as

$$
\begin{equation*}
\boldsymbol{v}_{0}=\Phi_{r v}^{-1} \cdot\left(\boldsymbol{r}_{f}-\Phi_{r r} \cdot \boldsymbol{r}_{0}-\boldsymbol{c}_{r}^{\prime}\right) \tag{2.24}
\end{equation*}
$$

where $\boldsymbol{c}_{r}^{\prime}$ is the position components of the second term in the right-hand side of Eq. (2.23).
When the spacecraft is so close to the target asteroid that the gravitational attraction from the asteroid is stronger than SRP, then the solutions of the TPBVPs can be found by setting $\boldsymbol{p}=\left[n, C_{\mathrm{SRP}}\right]$. When $\boldsymbol{p}=\mathbf{0}$, the spacecraft follows the simple two-body equations of motion. The solution to this problem is obtained by solving Lambert's problem. Then, the effects of SRP, thirdbody, and frame rotation are gradually introduced to the dynamics. As for the Lambert solver, Gooding's algorithm is used because it can find a solution even for a rectilinear motion, which is necessary for hovering at a fixed position [26].

### 2.4 Relative Motion Dynamics for TCO Rendezvous

The current work also studies the feasibility of autonomous rendezvous with small temporarily captured orbiters (TCOs), while the main focus is the rendezvous with heliocentric asteroids. This section describes the dynamical models and some observations about the spacecraft's relative motion for a TCO rendezvous scenario. TCOs are a group of asteroids that move on Earth-like orbits and
are captured by the gravitational attraction of Earth for a short period. Granvik et al. define a TCO as an object that makes at least one revolution around Earth in a co-rotating frame and estimate that there is at least one TCO whose diameter is larger than one meter at any given time [27]. The proximity of TCOs to Earth provides a great opportunity for a detailed investigation of these bodies. TCOs are of interest as potential targets for retrieval missions and for in-situ extraction of resources [28]. Even when the size of a target TCO is small and thus the project is less profitable, rendezvous missions with TCOs could pave the way for future retrieval and extraction missions by serving as technological demonstrations and by giving us a deeper insight into the distribution of valuable resources [29].

In general, the target TCOs for rendezvous missions are much smaller than the heliocentric asteroids considered in this study. This study uses asteroids Bennu and Itokawa as hypothetical targets of the heliocentric asteroid exploration missions, and they are several hundred meters in diameter. We assume target TCOs are a few orders of magnitude smaller. Specifically, this study uses a know TCO, 2006 RH120, whose diameter is a few meters [28]. A primary goal is to understand the behavior of the navigation solutions when the target is a few orders of magnitude smaller than Bennu. In addition, unlike rendezvous missions with a larger asteroid on a simple heliocentric orbit, the asteroid and a nearby spacecraft are under the strong influence of Earth's gravity. Thus, the dynamical modeling is not as simple, which necessitates further analysis.

This section first describes dynamical models to propagate the trajectories of an asteroid and spacecraft. The effect of an asteroid's ephemeris errors is discussed. Then, hovering control and the dynamics are discussed.

### 2.4.1 Equations of Motion

This study assumes the motion of the TCO in the vicinity of the Earth can be modeled by the Hill three-body equations. Unlike Eq. (2.11), the contribution of SRP on the TCO's trajectory is ignored as the area-to-mass ratio is small. The equations of motion of objects flying in the vicinity
of the Earth are given by

$$
\begin{equation*}
\ddot{\boldsymbol{r}^{*}}=-2 n \tilde{\tilde{\boldsymbol{z}}} \cdot \dot{\boldsymbol{r}}^{*}+n^{2}(3 \hat{\boldsymbol{x}} \hat{\boldsymbol{x}}-\hat{\boldsymbol{z}} \hat{\boldsymbol{z}}) \cdot \boldsymbol{r}^{*}-\frac{\mu_{e}}{r^{* 3}} \boldsymbol{r}^{*} \tag{2.25}
\end{equation*}
$$

where $\hat{\boldsymbol{r}}^{*}$ is the position vector of the asteroid wrt. Earth; $\mu_{e}$ is the gravitational parameter of Earth; $n$ is the mean motion of the Earth's orbit. We note that for TCO analyses, the Hill frame is defined for the Earth's orbit around the Sun and that the origin of the coordinate frame is at the Earth. This model only considers the gravity of the Sun and Earth. According to [28], the lunar gravity cannot be ignored if we wish to reproduce the trajectory of 2006 RH120 accurately. However, in this study, lunar gravity is ignored for the sake of simplicity.

The current TCO rendezvous analysis uses 2006 October 1, 0:00:00 UTC as an initial epoch. The initial position and velocity of 2006 RH120 at this epoch are retrieved from the JPL Horizons system [30]. Figure 2.2 shows the trajectories of 2006 RH120 and a nearby spacecraft propagated by our model for 360 days. The spacecraft is placed 10 km away from the asteroid on the Sun side with zero asteroid-relative velocity. The spacecraft dynamics additionally have a simple Solar Radiation Pressure (SRP) acceleration in Eq. (2.9). The mass-to-area ratio is set to $M_{\mathrm{SC}} / A_{\mathrm{SC}}=50$ $\mathrm{kg} / \mathrm{m}^{2}$.

The relative trajectory of the spacecraft with respect to the asteroid can be constructed by looking at the difference between the trajectories of the TCO and the spacecraft propagated for 360 days. Figure 2.3 shows the resulting relative position. It is evident that the spacecraft moves away from the target without any control.

Instead of looking at the difference in the position vectors of the asteroid and spacecraft relative to Earth to construct the relative trajectory, we can directly define the relative motion dynamics. The assumption here is that we have access to the nominal position of the asteroid, or the ephemeris. In this study, a prepropagated trajectory of 2006 RH120 using the models explained earlier is used as the ephemeris. If we take the difference in the accelerations between two objects


Figure 2.2: Trajectories of 2006 RH120 and nearby spacecraft propagated by the simplified models.
that follow Eq. 2.25, we get

$$
\begin{align*}
\ddot{\boldsymbol{r}} & =\ddot{\boldsymbol{r}}_{\mathrm{s} / \mathrm{c}}-\ddot{\boldsymbol{r}}^{*} \\
& =-2 n \tilde{\tilde{\boldsymbol{z}}} \cdot \dot{\boldsymbol{r}}+n^{2}(3 \hat{\boldsymbol{x}} \hat{\boldsymbol{x}}-\hat{\boldsymbol{z}} \hat{\boldsymbol{z}}) \cdot \boldsymbol{r}-\frac{\mu_{e}}{r_{\mathrm{s} / \mathrm{c}}^{3}} \boldsymbol{r}_{\mathrm{s} / \mathrm{c}}+\frac{\mu_{e}}{r^{* 3}} \boldsymbol{r}^{*} \tag{2.26}
\end{align*}
$$

where $\boldsymbol{r}=\boldsymbol{r}_{\mathrm{s} / \mathrm{c}}-\boldsymbol{r}^{*}$ is the relative position of the spacecraft as seen from the asteroid. Assuming $\mathcal{O}(|\boldsymbol{r}|) \ll \mathcal{O}\left(\left|\boldsymbol{r}^{*}\right|\right)$, the position vector of the spacecraft can be expanded around $\boldsymbol{r}^{*}$. Ignoring the higher order terms, the gravity gradient can be linearized as

$$
\begin{equation*}
-\mu_{e}\left(\frac{\boldsymbol{r}^{*}+\boldsymbol{r}}{\left|\boldsymbol{r}^{*}+\boldsymbol{r}\right|^{3}}-\frac{\boldsymbol{r}^{*}}{\left|\boldsymbol{r}^{*}\right|^{3}}\right)=-\frac{\mu_{e}}{\left|\boldsymbol{r}^{*}\right|^{3}}\left(I-3 \hat{\boldsymbol{r}}^{*} \hat{\boldsymbol{r}}^{*}\right) \cdot \boldsymbol{r}+\mathcal{O}\left(\left(r / r^{*}\right)^{2}\right) \tag{2.27}
\end{equation*}
$$

The spacecraft also experiences SRP acceleration. Furthermore, we can add the gravitational attraction of the asteroid experienced by the spacecraft. Also, we allow the spacecraft to perform impulsive maneuvers. Thus, the generic form of the relative motion dynamics can be written as

$$
\begin{align*}
\ddot{\boldsymbol{r}}= & -2 n \tilde{\hat{\boldsymbol{z}}} \cdot \dot{\boldsymbol{r}}+n^{2}(3 \hat{\boldsymbol{x}} \hat{\boldsymbol{x}}-\hat{\boldsymbol{z}} \hat{\boldsymbol{z}}) \cdot \boldsymbol{r}-\frac{\mu_{e}}{\left|\boldsymbol{r}^{*}\right|^{3}}\left(I-3 \hat{\boldsymbol{r}}^{*} \hat{\boldsymbol{r}}^{*}\right) \cdot \boldsymbol{r} \\
& +C_{\mathrm{SRP}} a_{\mathrm{SRP}} \hat{\boldsymbol{x}}-\frac{\mu}{r^{3}} \boldsymbol{r}+\boldsymbol{\Delta} \boldsymbol{V}_{i} \delta\left(t-\tau_{i}\right) \tag{2.28}
\end{align*}
$$

where $C_{\text {SRP }}$ is the SRP coefficient; $\boldsymbol{r}^{*}$ comes from the known ephemeris; $\mu$ is the gravitational parameter of the asteroid. One thing to note is that apart from the asteroid's gravity and Delta-


Figure 2.3: Relative position of the spacecraft as seen from 2006 RH120.

Vs, the model has linear dynamics. As for the asteroid's mass parameter, $\mu=8.7366 \times 10^{-15}$ $\mathrm{km}^{3} / \mathrm{s}^{2}$ is used, assuming a density of $2.0 \mathrm{~g} / \mathrm{cm}^{3}$.

Figure 2.4 shows the relative trajectory propagated by the relative motion dynamics. The spacecraft's relative state is initially set to $\boldsymbol{r}=[-10,0,0]$. There are no maneuvers. We can confirm that the resulting trajectory matches Figure 2.3 .

It is of interest to study the orders of magnitude of different accelerations experienced by the spacecraft. Figure 2.5 shows the different accelerations (solar tide, Earth's gravity gradient, SRP, and asteroid's gravity) at different altitudes throughout the asteroid's orbit around Earth. The solar tide effect is labeled as "Hill (solar gravity)" in Fig. 2.5, and it corresponds to the following acceleration

$$
\begin{equation*}
n^{2}(3 \hat{\boldsymbol{x}} \hat{\boldsymbol{x}}-\hat{\boldsymbol{z}} \hat{\boldsymbol{z}}) \cdot \boldsymbol{r} \tag{2.29}
\end{equation*}
$$

The spacecraft is assumed to be stationary relative to the asteroid. In general, the gravity gradient and solar tide become stronger when the spacecraft-asteroid distance is larger. On the other hand, the gravitational attraction from the asteroid becomes stronger at a shorter distance. SRP is constant. We can confirm that at a distance greater than 10 km , the gravity gradient is the major acceleration acting on the spacecraft. At $1 \mathrm{~km}, \mathrm{SRP}$ becomes the dominant acceleration. At 10 meters, the gravity from the asteroid becomes comparable with SRP. Thus, the study tells us that


Figure 2.4: TCO-relative trajectory generated by the relative motion dynamics
the asteroid's gravity is mostly negligible for navigation and orbit control unless the spacecraft is as close as 10 meters to the asteroid.

### 2.4.2 TCO Ephemeris Error Effect

Another aspect of interest is the effect of the ephemeris errors. With the relative motion dynamics, it is possible to compute the covariance matrix of the relative acceleration given the covariance matrix of the asteroid's position.

$$
\begin{align*}
C_{\ddot{\boldsymbol{r}}} & =\mathbb{E}[\delta \ddot{\boldsymbol{r}} \delta \ddot{\boldsymbol{r}}] \\
& =\frac{\partial \ddot{\boldsymbol{r}}}{\partial \boldsymbol{r}^{*}} \cdot \mathbb{E}\left[\delta \boldsymbol{r}^{*} \delta \boldsymbol{r}^{*}\right] \cdot\left(\frac{\partial \ddot{\boldsymbol{r}}}{\partial \boldsymbol{r}^{*}}\right)^{T} \\
& =\frac{\partial \ddot{\boldsymbol{r}}}{\partial \boldsymbol{r}^{*}} \cdot C_{\boldsymbol{r}^{*}} \cdot\left(\frac{\partial \ddot{\boldsymbol{r}}}{\partial \boldsymbol{r}^{*}}\right)^{T} \tag{2.30}
\end{align*}
$$

where $C_{\boldsymbol{r}^{*}}$ is the covariance matrix of the asteroid's position; $\mathbb{E}$ is the expectation operator. If we assume the position error is constant and is a spherical Gaussian, then $C_{\boldsymbol{r}^{*}}=\sigma_{\boldsymbol{r}^{*}}^{2} I$. Thus, the acceleration error covariance is defined as follows.

$$
\begin{equation*}
C_{\ddot{\boldsymbol{r}}}=\sigma_{\boldsymbol{r}^{*}}^{2}\left(\frac{\partial \ddot{\boldsymbol{r}}}{\partial \boldsymbol{r}^{*}}\right) \cdot\left(\frac{\partial \ddot{\boldsymbol{r}}}{\partial \boldsymbol{r}^{*}}\right)^{T} \tag{2.31}
\end{equation*}
$$

The partial derivative can be derived as follows. We use indices to represent an element of a
tensor and use Einstein's summation convention.

$$
\begin{align*}
\left(\frac{\partial \ddot{\boldsymbol{r}}}{\partial \boldsymbol{r}^{*}}\right)_{i j} & =\frac{\partial}{\partial r_{j}^{*}}\left[-\frac{\mu_{e}}{r^{* 3}}\left(\delta_{i k}-3 \hat{r}_{i}^{*} \hat{r}_{k}^{*}\right) r_{k}\right] \\
& =3 \frac{\mu_{e}}{r^{* 4}} \hat{r}_{j}^{*}\left(\delta_{i k}-3 \hat{r}_{i}^{*} \hat{r}_{k}^{*}\right) r_{k}+3 \frac{\mu_{e}}{r^{* 3}}\left(\frac{\partial \hat{r}_{i}^{*}}{\partial r_{j}^{*}} \hat{r}_{k}^{*}+\hat{r}_{i}^{\partial} \frac{\hat{r}_{k}^{*}}{\partial r_{j}^{*}}\right) r_{k} \tag{2.32}
\end{align*}
$$

Note that $\delta_{i j}$ is Kronecker's delta. If we use the following relationship

$$
\begin{equation*}
\frac{\partial \hat{r}_{i}^{*}}{\partial r_{j}^{*}}=\frac{1}{r^{*}}\left(\delta_{i j}-\hat{r}_{i}^{*} \hat{r}_{j}^{*}\right) \tag{2.33}
\end{equation*}
$$

then,

$$
\begin{equation*}
\left(\frac{\partial \ddot{\boldsymbol{r}}}{\partial \boldsymbol{r}^{*}}\right)_{i j}=3 \frac{\mu_{e}}{r^{* 4}}\left(\hat{r}_{i} \hat{r}_{j}^{*}-5 \hat{r}_{i}^{*} \hat{r}_{j}^{*} \hat{r}_{k}^{*} \hat{r}_{k}+\delta_{i j} \hat{r}_{k}^{*} \hat{r}_{k}+\hat{r}_{i}^{*} \hat{r}_{j}\right) r \tag{2.34}
\end{equation*}
$$

where $r=|\boldsymbol{r}|$. Therefore,

$$
\begin{equation*}
\frac{\partial \ddot{\boldsymbol{r}}}{\partial \boldsymbol{r}^{*}}=3 \frac{\mu_{e}}{r^{* 4}} r\left[\hat{\boldsymbol{r}} \hat{\boldsymbol{r}}^{*}-5\left(\hat{\boldsymbol{r}} \cdot \hat{\boldsymbol{r}}^{*}\right) \hat{\boldsymbol{r}}^{*} \hat{\boldsymbol{r}}^{*}+\left(\hat{\boldsymbol{r}} \cdot \hat{\boldsymbol{r}}^{*}\right) I+\hat{\boldsymbol{r}}^{*} \hat{\boldsymbol{r}}\right] \tag{2.35}
\end{equation*}
$$

From Eqs. 2.31) and 2.35, we can show that the acceleration noise is parameterized by a single value $r \sigma_{r^{*}}$. Figure 2.6 shows the acceleration errors computed by Eq. 2.31. At each time, $\sigma_{\ddot{\boldsymbol{r}}}=\sqrt{C_{\ddot{\boldsymbol{r}}, 1,1}+C_{\ddot{\boldsymbol{r}}, 2,2}+C_{\ddot{\boldsymbol{r}}, 3,3}}$ is plotted, which is the net acceleration error. The plot also has $100 \%, 10 \%$, and $1 \%$ of nominal SRP as references. For example, we can see that if $r \sigma_{r}^{*}=1 e 5 \mathrm{~km}$, namely, $r=100 \mathrm{~km}$ and $\sigma_{r^{*}}=1,000 \mathrm{~km}$ or $r=1,000 \mathrm{~km}$ and $\sigma_{r^{*}}=100 \mathrm{~km}$ and so on, then the acceleration errors are mostly less than $10 \%$ of the nominal SRP. The end-to-end simulations in this study nominally use a process noise covariance whose $1-\sigma$ value is about $10 \%$ of the nominal SRP. Thus, the noise due to the ephemeris errors up to $1,000 \mathrm{~km}$ should not change the result of the study here, assuming the hovering occurs at less than 100 km distance. To further assess the impact of the ephemeris errors, we need to actively include the ephemeris errors and perform covariance analyses. If the ephemeris errors are larger or the spacecraft's distance is larger, then we might be able to estimate the ephemeris itself by leveraging the information in the gravity gradient acceleration.

### 2.4.3 TCO Hovering Dynamics

As shown in the earlier sections, the spacecraft moves away from the target asteroid if no control is applied. The study first analyzes a simple box-based trajectory control scheme, where the direction of the relative velocity is corrected such that the spacecraft moves towards the center of the box every time the spacecraft is about to move outside a predefined control box in Cartesian position space. This approach can suffer from the issue of chattering, but it gives us a conservative bound on the necessary $\Delta V$ budget to track the target asteroid. Another approach is to solve TPBVPs to compute a $\Delta V$ that connects two position vectors in a given transfer time. To solve such a TPBVP, a numerically integrated state transition matrix (STM) of the relative motion dynamics can be used.

### 2.4.3.1 Box-based hovering for TCO tracking

First, a simple hovering control scheme is studied to understand the motion of the spacecraft performing hovering and to estimate the required $\Delta V$. In this approach, a cubic box centered at a nominal hovering position is defined, and every time the spacecraft reaches the box's boundaries, a maneuver is performed. The maneuver is applied such that the post-maneuver velocity points toward the center of the box. Three different cases are illustrated in this section: 100 km hovering, 10 km hovering, and 1 km hovering. The hovering occurs on the Sun side in all cases. The hovering distance, box size, number of maneuvers, and total $\Delta V$ for the 10 -month tracking for each of these cases are shown in Table 2.1. Figure 2.7 shows the resulting trajectories for these cases.

Table 2.1: 10-month box-control simulation conditions and results for TCO tracking

| Case | hovering distance $(\mathrm{km})$ | box size $(\mathrm{km})$ | number of maneuvers | total $\Delta V(\mathrm{~m} / \mathrm{s})$ |
| :--- | :---: | :---: | :---: | :---: |
| 1 | 100 | 1 | 277 | 8.8295 |
| 2 | 10 | 1 | 215 | 4.5857 |
| 3 | 1 | 0.1 | 678 | 4.5861 |

When the hovering distance is short, most of the acceleration comes from SRP. The nominal SRP is $1.2768 \times 10^{-10} \mathrm{~km} / \mathrm{s}^{2}$, thus, by multiplying the duration of the hovering period by the SRP
acceleration, we can estimate that the required $\Delta V$ is about $3.3095 \mathrm{~m} / \mathrm{s}$. Thus, the box-based control seems to give us a reasonable estimate of the total $\Delta V$, although it is slightly higher than the expected total $\Delta V$. Also, from the results, we can confirm that we will need to perform more maneuvers to control the spacecraft in a smaller control box. When the hovering is performed at a 100 km distance, the resulting total $\Delta V$ is significantly larger. The large $\Delta V$ would be required to counteract the additional acceleration of the gravity gradient.

### 2.4.3.2 TPBVP-based hovering for TCO tracking

If we ignore the contribution of the asteroid's gravity, the relative motion dynamics becomes a non-homogeneous linear time-varying (LTV) system.

$$
\begin{equation*}
\ddot{\boldsymbol{r}}=-2 n \tilde{\tilde{\boldsymbol{z}}} \cdot \dot{\boldsymbol{r}}+n^{2}(3 \hat{\boldsymbol{x}} \hat{\boldsymbol{x}}-\hat{\boldsymbol{z}} \hat{\boldsymbol{z}}) \cdot \boldsymbol{r}-\frac{\mu_{e}}{\left|\boldsymbol{r}^{*}\right|^{3}}\left(I-3 \hat{\boldsymbol{r}}^{*} \hat{\boldsymbol{r}}^{*}\right) \cdot \boldsymbol{r}+C_{\mathrm{SRP}} a_{\mathrm{SRP}} \hat{\boldsymbol{x}} \tag{2.36}
\end{equation*}
$$

We can solve a TPBVP using a numerically integrated STM of the LTV dynamics. Given $\boldsymbol{r}_{0}$ at $t=t_{0}$ and a target position $\boldsymbol{r}_{\mathrm{tgt}}$ at $t=\Delta t$, the solution of the TPBVP $\boldsymbol{v}_{0}$ can be obtained as follows. The numerical integration gives us the expected position $\boldsymbol{r}\left(t_{0}+\Delta t\right)$ at $t=t_{0}+\Delta t$ when no control is applied, as well as an STM $\Phi_{r v}\left(t_{0}+\Delta t ; t_{0}\right)$. By definition, the STM is $\partial \boldsymbol{r}\left(t_{0}+\Delta t\right) / \partial \boldsymbol{v}\left(t_{0}\right)$. Since the dynamics are a linear system, the solution is simply obtained as

$$
\begin{equation*}
\boldsymbol{\Delta} \boldsymbol{v}=\Phi_{r v}^{-1}\left(t_{0}+\Delta t\right) \cdot\left(\boldsymbol{r}_{\mathrm{tgt}}-\boldsymbol{r}_{0}\right) \tag{2.37}
\end{equation*}
$$

Figures 2.8 and 2.9 show the resulting relative trajectory for 10 km hovering and 100 km hovering respectively. Maneuvers are applied every two days. We can see that the solutions from the TPBVP solver keep bringing the spacecraft back to the target position. Another thing to note is that the gravity gradient becomes stronger when the hovering distance is farther away from the asteroid. At 100 km hovering, the transfer arc changes its direction depending on where Earth is located relative to the asteroid. In contrast, at 10 km hovering, the major acceleration is SRP. Thus, the maneuver is applied to push the spacecraft away from the asteroid along the $x$-axis. The shift in the acceleration direction would benefit the operation during an approach phase because the
spacecraft's motion becomes more predictable as the spacecraft gets closer to the target. In both cases, we observe the off $x$-axis motion around 100 days, 175 days, and 255 days. This behavior is also caused by the stronger gravity gradient acceleration as the asteroid travels closer to Earth, which can be confirmed by looking at Figure 2.5. For 10 -month hovering at 10 km , the total $\Delta V$ is $3.368 \mathrm{~m} / \mathrm{s}$. The total $\Delta V$ for 100 km hovering is $4.869 \mathrm{~m} / \mathrm{s}$. Thus, the approach based on the TPBVP solver is more efficient than the simple box-based control as there is no issue of chattering.


Figure 2.5: Relative accelerations experienced by the spacecraft at different distances from the TCO. ( $1000 \mathrm{~km}, 100 \mathrm{~km}, 10 \mathrm{~km}, 1 \mathrm{~km}, 0.1 \mathrm{~km}, 0.01 \mathrm{~km}$ ).

Acceleration errors due to ephemeris errors


Figure 2.6: Acceleration errors given the TCO's ephemeris errors.


Case 1: 100 km hovering, 1 km box.


Case 2: 10 km hovering, 1 km box.


Case 3: 1 km hovering, 0.1 km box.

Figure 2.7: 3D plots of trajectories for the 10-month box-based control.


Figure 2.8: 10 km hovering trajectory for 10 months obtained using a numerical STM to solve TPBVP.


Figure 2.9: 100 km hovering trajectory for 10 months obtained using a numerical STM to solve TPBVP.

## Chapter 3

## Frozen Orbit Design

Several useful orbits around an asteroid have been identified to date through two different approaches. The first approach is to compute periodic and quasi-periodic orbits in the framework of the Hill three-body problem with the addition of SRP [31, 32]. The wide variety of orbit geometries provided by these types of orbits can be beneficial for global mapping. However, designing such orbits requires iterative numerical computation. The focus of this study is the second approach, where perturbed Keplerian orbits are considered, and a specific orbit geometry that cancels out perturbations on average is studied. Conditions to realize such a frozen orbit are investigated analytically through averaged planetary equations; therefore, resulting orbits are specified by a set of mean orbital elements. With the analytical approach, we can immediately understand how a designed orbit depends on various parameters and evaluate how sensitive the orbit is to the change in these parameters. The capability to define desired orbits analytically is advantageous for onboard guidance and orbit correction in that the computation is simple and robust, as opposed to a numerical approach that requires larger computational resources and might not necessarily converge. Also, the solution from the analytical calculation can be used as an initial guess for the predictor-corrector algorithm to improve the convergence if there is a need for computing a periodic orbit.

A class of orbits found by the averaged analysis is terminator orbits, near-circular polar orbits that exist when there is a strong SRP perturbation. Its orbit normal points toward or away from the Sun; namely, the orbit lies in the terminator plane of an asteroid. The orbits are stable, although
there exists an upper bound on the possible orbit size [33, 34, 35]. When point mass gravity is assumed along with the SRP force, secular dynamics are integrable, which gives us closed-form frozen orbit conditions [36, 37, 38, 24.

This chapter addresses two kinds of corrections to the conventional frozen conditions for terminator orbits. The first correction accounts for the irregular gravity effect. As the orbit size becomes smaller, the point mass assumption starts to break down. We focus on the zonal terms of the asteroid's gravity field to derive analytical corrections, assuming the asteroid's rotation is fast enough to average out the longitudinal dependence. In this study, we specifically consider the contribution of $J_{2}$ and $J_{3}$. Furthermore, a common assumption is made that the rotation pole of the asteroid is aligned with the asteroid's orbit normal, which helps simplify the problem. For small asteroids whose diameters are less than 10 km , thermal re-emission and scattering of the sunlight at the surface have been considered to affect the spin state significantly, which is known as the YORP effect. Research to date indicates that YORP is responsible for driving the obliquity to $0^{\circ}, 90^{\circ}$, and $180^{\circ}$ [39, 40, 41]. The observations made by recent NEA exploration missions are consistent with the YORP models, and the asteroids Itokawa, Ryugu, and Bennu all have obliquities close to $180^{\circ}$ [42, 43, 44]. In that the obliquity of $0^{\circ}$ and $180^{\circ}$ are asymptotic cases of the YORP models and that they are what we have physically observed, making this assumption is reasonable. The joint effects of $J_{2}$ and SRP have been analyzed in several studies. In [38], the fluctuation of orbital elements due to the $J_{2}$ perturbation when a spacecraft is nominally in a terminator orbit is evaluated. In 45] and [46], new frozen orbit conditions are investigated when SRP and $J_{2}$ are both present. While their work focuses on equatorial orbits called Heliotropic orbits, the terminator orbit solutions are also identified. Furthermore, in 47], a detailed linear stability analysis is performed for a terminator orbit, which explains the instability when SRP and $J_{2}$ have a coupled effect. One novel contribution of this study is the analysis of the $J_{3}$ effect. Unlike a $J_{2}$ only case, symmetry regarding frozen orbit conditions is broken, which necessitates a distinction between two possible terminator orbits. A recent study of the frozen orbits in small-body environments analyzes the contributions of additional zonal terms of the gravity field, and their findings are consistent with the current study
[48. Another novelty is the formulation with the Milankovitch elements, which accomplishes a more comprehensive and simpler illustration of frozen orbit conditions. This formulation also enables us to derive a first-order approximation of the necessary correction to the original terminator orbit's mean orbital elements in a closed form.

The second correction stems from the fact that a terminator orbit has a geometric offset between mass and orbit centers as SRP pushes the orbit plane away from the Sun. Though a terminator orbit takes a simple near-circular shape, its orbital elements experience large variation over one orbit as the offset makes the motion non-Keplerian, as seen by the mass center. This large short-period variation leads to a significant bias between desired mean and initial values. Simply propagating the mean orbital elements that are obtained as a frozen orbit condition results in an orbit whose mean orbital elements are different from the target mean values. The offset effect becomes significant when the orbit size is large. A natural approach to eliminating the short-period variation is defining a set of orbital elements relative to the orbit center rather than the mass center. We generalize this idea and investigate the effect of shifting the origin at which we define orbital elements, moving it arbitrarily along the Sun-asteroid line.

Terminator orbits are an ideal option for long-term observation due to their stability, and thus it is of interest to study the long-term behavior of the orbits. Especially, studying the behavior of terminator orbits when the eccentricity of the asteroid's orbit is non-zero is meaningful. Leveraging the analytical insight of the problem, the effect of the asteroid orbit's eccentricity and the validity of the proposed offset corrections in such cases are studied.

In the first section of this chapter, we introduce models used to represent the dynamics. After reviewing the conventional terminator orbit, we address new frozen orbit conditions when the $J_{2}$ and $J_{3}$ perturbations are present. The thesis then describes two-dimensional maps that graphically show new frozen orbit conditions, followed by a discussion on analytical corrections for the original terminator orbit. The second part of the chapter focuses on the offset effect when SRP is the dominant perturbation. An optimal offset that minimizes the bias in the osculating orbital elements is derived from short-period analyses on the angular momentum vector. Additional
corrections to refine an initial condition when the offset effect is significant are further discussed, addressing the higher-order contribution of the offset. We then discuss applying both corrections to better define an initial condition of a terminator orbit for a wide range of orbit sizes. Finally, the long-term behavior of the terminator orbits for eccentric asteroid orbits and the offset corrections in such cases are described.

### 3.1 Dynamics

Insight into the evolution of a spacecraft's orbit is obtained by averaged planetary equations. While a set of desired orbital elements is derived from the averaged analysis, the results are based on the approximation that the change of the orbital elements is slow. For the purpose of verifying the averaged analysis, solutions of the numerically integrated equations of motion are used as a truth.

### 3.1.1 Perturbations

The study uses the Hill three-body model with SRP described in Chapter 2 to model the spacecraft's motion. Nominally, the eccentricity of the asteroid's orbit is assumed to be zero. Thus, the equations of motion have the form of Eq. 2.11). The contribution of the asteroid orbit's eccentricity is analyzed at the end of this chapter.

The current study additionally considers the contributions of zonal gravity field perturbations. The force potential for the zonal terms in the spherical harmonics gravity expansion is given by the following equations

$$
\begin{align*}
& U_{J_{\ell}}(\boldsymbol{r}, \hat{\boldsymbol{p}})=\mu R_{0}^{\ell} C_{\ell 0} \sum_{i=0}^{\mathrm{int}[\ell / 2]} T_{\ell i} \cdot \frac{(\hat{\boldsymbol{r}} \cdot \hat{\boldsymbol{p}})^{\ell-2 i}}{r^{\ell+1}}  \tag{3.1}\\
& T_{\ell i}=\frac{(-1)^{i}(2 \ell-2 i)!}{2^{\ell} i!(\ell-i)!(\ell-2 i)!} \tag{3.2}
\end{align*}
$$

where $R_{0}$ is the reference radius and $\hat{\boldsymbol{p}}$ is a unit vector in the direction of the asteroid's spin pole
[24]. When $\ell=2$ and 3 , we get the following potential respectively.

$$
\begin{align*}
& U_{J_{2}}=\frac{-\mu R_{0}^{2} C_{20}}{2 r^{3}}\left[1-3(\hat{\boldsymbol{r}} \cdot \hat{\boldsymbol{p}})^{2}\right]  \tag{3.3}\\
& U_{J_{3}}=\frac{\mu R_{0}^{3} C_{30}}{2 r^{4}}(\hat{\boldsymbol{r}} \cdot \hat{\boldsymbol{p}})\left[5(\hat{\boldsymbol{r}} \cdot \hat{\boldsymbol{p}})^{2}-3\right] \tag{3.4}
\end{align*}
$$

In numerical simulations, parameters listed in Table 3.1 are used, and the spin pole is assumed to satisfy $\hat{\boldsymbol{p}}=-\hat{\boldsymbol{z}}$. These values are closely aligned with the OSIRIS-REx spacecraft and asteroid Bennu [20, 49]. We note that these values do not reflect the best navigation solution to date; rather, they are used as a realistic reference.

Table 3.1: Parameters used for numerical computation of terminator orbits

| Symbol | Unit | Description | Value |
| :---: | :---: | :--- | :---: |
| $R_{0}$ | m | Reference radius | 246 |
| $\mu$ | $\mathrm{~m}^{3} / \mathrm{s}^{2}$ | GM of the asteroid | 5.2 |
| $\rho$ | - | spacecraft's surface reflectivity | 0.4 |
| $B$ | $\mathrm{~kg} / \mathrm{m}^{2}$ | spacecraft's mass-to-area ratio | 62 |
| $A$ | AU | SMA of the asteroid's orbit | 1.126 |
| $C_{20}$ | - | Unnormalized $J_{2}$ coefficient | $-3.9156 \times 10^{-2}$ |
| $C_{30}$ | - | Unnormalized $J_{3}$ coefficient | $1.4843 \times 10^{-2}$ |

### 3.1.2 Averaged Planetary Equations

A standard approach to describe the evolution of orbital elements is to use planetary equations. Lagrange Planetary Equations (LPEs) with averaged perturbing potentials are used to derive frozen orbit conditions where orbital elements stay constant on average. The LPEs are defined in terms of the Milankovitch elements. The advantage of using the Milankovitch elements is that it becomes easier to visualize the orbit geometry without assigning a particular frame, as they are vector elements. It turns out this property is helpful in considering frozen orbit conditions. Another benefit is that the averaged LPEs can be written in a simple form 50 .

$$
\begin{align*}
& \dot{\boldsymbol{h}}=\tilde{\boldsymbol{h}} \cdot \frac{\partial \bar{U}^{*}}{\partial \boldsymbol{h}}+\tilde{\boldsymbol{e}} \cdot \frac{\partial \bar{U}^{*}}{\partial \boldsymbol{e}}  \tag{3.5}\\
& \dot{\boldsymbol{e}}=\tilde{\boldsymbol{e}} \cdot \frac{\partial \bar{U}^{*}}{\partial \boldsymbol{h}}+\tilde{\boldsymbol{h}} \cdot \frac{\partial \bar{U}^{*}}{\partial \boldsymbol{e}} \tag{3.6}
\end{align*}
$$

where $\boldsymbol{h}$ and $\boldsymbol{e}$ are mean values of angular momentum and eccentricity vectors respectively. The angular momentum vector is scaled by GM and semi-major axis such that

$$
\begin{equation*}
\boldsymbol{h}=\frac{\boldsymbol{H}}{\sqrt{\mu a}} . \tag{3.7}
\end{equation*}
$$

Then the following condition holds true.

$$
\begin{equation*}
h^{2}+e^{2}=1 \tag{3.8}
\end{equation*}
$$

Similarly, an averaged perturbing potential $\bar{U}$ is scaled such that

$$
\begin{equation*}
\bar{U}^{*}=\frac{\bar{U}}{\sqrt{\mu a}} \tag{3.9}
\end{equation*}
$$

A perturbing potential is, in general, a function of mean anomaly $M$ and a set of orbital elements $\boldsymbol{\alpha}$. The first-order averaging is performed by evaluating the following quadrature, which eliminates the explicit time dependence.

$$
\begin{equation*}
\bar{U}(\boldsymbol{\alpha})=\frac{1}{2 \pi} \int_{0}^{2 \pi} U(\boldsymbol{\alpha}, M) d M \tag{3.10}
\end{equation*}
$$

Although orbital elements are typically defined relative to an inertial frame, it turns out that studying orbit geometry with respect to the Sun-asteroid fixed rotating frame simplifies the problem, as the direction of the SRP acceleration becomes constant. A frozen orbit in the rotating frame thus becomes a Sun-synchronous orbit. We follow the approach taken in [37, 38] to study the evolution of the mean orbital elements, where we first ignore the solar gravity effect and consider the dynamics in an asteroid-centered inertial frame. Then, the aforementioned averaged LPEs can be defined for other perturbations, such as SRP and the higher-order gravity field of the asteroid in this frame. We can then derive the LPEs relative to the rotating frame by applying the transport theorem. One assumption is that the asteroid's orbital motion is slow enough compared to the spacecraft's orbit rate such that the same averaging results hold true. To have LPEs defined in the rotating frame, we only need to have additional terms of $-\dot{F} \tilde{\tilde{\boldsymbol{z}}} \cdot \boldsymbol{h}$ and $-\dot{F} \tilde{\tilde{\boldsymbol{z}}} \cdot \boldsymbol{e}$ in the right-hand sides of the original equations.

### 3.1.3 Regular Terminator Orbit

In the conventional case where point mass gravity is assumed, the main perturbation is SRP. The perturbing potential for SRP is given as

$$
\begin{equation*}
U_{\mathrm{SRP}}=a_{\mathrm{SRP}} \hat{\boldsymbol{x}} \cdot \boldsymbol{r} \tag{3.11}
\end{equation*}
$$

and its average is found to be

$$
\begin{equation*}
\bar{U}_{\mathrm{SRP}}=-\frac{3}{2} a \cdot a_{\mathrm{SRP}} \hat{\boldsymbol{x}} \cdot \boldsymbol{e} \tag{3.12}
\end{equation*}
$$

because the position vector $\boldsymbol{r}$ averages to $-3 a \boldsymbol{e} / 2$. With Eqs. (3.5) and (3.6), the LPEs for the SRP dominant case are obtained as follows.

$$
\begin{align*}
\dot{\boldsymbol{h}} & =-\dot{F} \tilde{\boldsymbol{z}} \cdot \boldsymbol{h}+\frac{3}{2} a_{\mathrm{SRP}} \sqrt{\frac{a}{\mu}} \tilde{\boldsymbol{\boldsymbol { x }}} \cdot \boldsymbol{e}  \tag{3.13}\\
\dot{\boldsymbol{e}} & =-\dot{F} \tilde{\boldsymbol{z}} \cdot \boldsymbol{e}+\frac{3}{2} a_{\mathrm{SRP}} \sqrt{\frac{a}{\mu}} \tilde{\boldsymbol{\boldsymbol { x }}} \cdot \boldsymbol{h} \tag{3.14}
\end{align*}
$$

The equations represent a simple linear time-invariant system, and its general solution can be analytically obtained. It is shown that changing the independent variable from time to the asteroid's true anomaly results in a similar linear system even when an elliptic asteroid orbit is considered [38, 24]. This result is owing to the fact that both $\dot{F}$ and $a_{\mathrm{SRP}}$ are proportional to $1 / d^{2}$.

The secular SRP dynamics can be parameterized by a single parameter $\Lambda$, an angle indicating the relative strength of SRP. The parameter is defined by

$$
\begin{equation*}
\tan \Lambda=\frac{3(1+\rho) P_{0}(1 \mathrm{AU})^{2}}{2 B} \sqrt{\frac{a}{\mu \mu_{\operatorname{Sun}} A\left(1-E^{2}\right)}} \tag{3.15}
\end{equation*}
$$

where $E$ is the eccentricity of the asteroid's orbit. When SRP is weak, $\Lambda \rightarrow 0$, and when it is strong, $\Lambda \rightarrow \pi / 2$. We note that $\Lambda$ is a function of $a$, which suggests a stronger SRP effect when the orbit size is larger.

Detailed analysis of the null space of the linear secular dynamics reveals that there are two classes of frozen orbits: an equatorial family and a terminator plane family. Under a strong SRP environment, terminator orbits become preferable as the equatorial family becomes highly eccentric.

Besides, the equatorial orbits go through the asteroid's shadow, which complicates the trajectory design. The frozen orbit condition for a regular terminator orbit is summarized as

$$
\begin{align*}
& \hat{\boldsymbol{h}}= \pm \hat{\boldsymbol{x}}  \tag{3.16}\\
& \hat{\boldsymbol{e}}=\tilde{\hat{\boldsymbol{y}}} \cdot \hat{\boldsymbol{h}}  \tag{3.17}\\
& e=\cos \Lambda \tag{3.18}
\end{align*}
$$

Depending on whether the angular momentum vector points toward or away from the Sun, two different terminator orbits geometries can exist. The eccentricity is the same for both of the orbits, and the orbit becomes more circular as the influence of SRP grows larger. When $\hat{\boldsymbol{h}}$ points toward the Sun, $\boldsymbol{e}$ points above the ecliptic plane, and when $\hat{\boldsymbol{h}}$ points away from the Sun, $\boldsymbol{e}$ points below the ecliptic plane.

### 3.2 New Frozen Orbits

This section discusses the necessary correction when the joint effect of $\mathrm{SRP}, J_{2}$, and $J_{3}$ perturbations are considered. This correction becomes more important when the spacecraft's altitude is lower.

### 3.2.1 LPEs for $J_{2}$ and $J_{3}$

The contribution of $J_{2}$ and $J_{3}$ on the orbital elements are evaluated by averaging the original perturbing potentials defined in Eq. (3.1). The time dependence only shows up in the position vector. Thus we need to evaluate the following quadrature to find an averaged potential for a general $J_{\ell}$ perturbation.

$$
\begin{equation*}
\overline{\left(\frac{(\hat{\boldsymbol{r}} \cdot \hat{\boldsymbol{p}})^{\ell-2 q}}{r^{\ell+1}}\right)}=\frac{(\sin i)^{\ell-2 q}}{2 \pi a^{\ell+1}\left(1-e^{2}\right)^{\ell-\frac{1}{2}}} \times \int_{0}^{2 \pi}[\sin (\omega+f)]^{\ell-2 q}(1+e \cos f)^{\ell-1} d f \tag{3.19}
\end{equation*}
$$

where a frame is assigned such that the third axis is aligned with $\hat{\boldsymbol{p}}$. Since the choice of the frame is arbitrary, we can recast the averaged potential in a frame-independent expression. After some
algebra, we obtain

$$
\begin{equation*}
\overline{U_{J_{2}}}=\frac{\mu R_{0}^{2} C_{20}}{4 a^{3} h^{3}}\left[1-3(\hat{\boldsymbol{p}} \cdot \hat{\boldsymbol{h}})^{2}\right] \tag{3.20}
\end{equation*}
$$

and the averaged LPEs for the $J_{2}$ perturbation is

$$
\begin{align*}
& \dot{\boldsymbol{h}}_{J_{2}}=\frac{3 n R_{0}^{2} C_{20}}{2 a^{2} h^{5}}(\hat{\boldsymbol{p}} \cdot \boldsymbol{h}) \tilde{\boldsymbol{p}} \cdot \boldsymbol{h}  \tag{3.21}\\
& \dot{\boldsymbol{e}}_{J 2}=\frac{3 n R_{0}^{2} C_{20}}{4 a^{2} h^{5}}\left\{\left[1-\frac{5}{h^{2}}(\hat{\boldsymbol{p}} \cdot \boldsymbol{h})^{2}\right] \tilde{\boldsymbol{h}}+2(\hat{\boldsymbol{p}} \cdot \boldsymbol{h}) \tilde{\hat{\boldsymbol{p}}}\right\} \cdot \boldsymbol{e} . \tag{3.22}
\end{align*}
$$

Similarly, the averaged potential and LPEs for the $J_{3}$ perturbation are computed as

$$
\begin{equation*}
\overline{U_{J_{3}}}=\frac{3 \mu R_{0}^{3} C_{30}}{8 a^{4} h^{5}} \boldsymbol{e} \cdot \hat{\boldsymbol{p}}\left[1-5(\hat{\boldsymbol{p}} \cdot \hat{\boldsymbol{h}})^{2}\right] \tag{3.23}
\end{equation*}
$$

and

$$
\begin{gather*}
\dot{\boldsymbol{h}}_{J_{3}}=\frac{3 n R_{0}^{3} C_{30}}{4 a^{3} h^{5}}\left\{\frac{5}{h^{2}}(\hat{\boldsymbol{p}} \cdot \boldsymbol{e})(\hat{\boldsymbol{p}} \cdot \boldsymbol{h}) \tilde{\hat{\boldsymbol{p}}} \cdot \boldsymbol{h}-\frac{1}{2}\left[1-\frac{5}{h^{2}}(\hat{\boldsymbol{p}} \cdot \boldsymbol{h})^{2}\right] \tilde{\hat{\boldsymbol{p}}} \cdot \boldsymbol{e}\right\}  \tag{3.24}\\
\dot{\boldsymbol{e}}_{J_{3}}=\frac{3 n R_{0}^{3} C_{30}}{4 a^{3} h^{5}}\left\{\frac{-5}{2 h^{2}}(\hat{\boldsymbol{p}} \cdot \boldsymbol{e})\left[1-\frac{7}{h^{2}}(\hat{\boldsymbol{p}} \cdot \boldsymbol{h})^{2}\right] \tilde{\boldsymbol{e}} \cdot \boldsymbol{h}+\right. \\
\left.\frac{5}{h^{2}}(\hat{\boldsymbol{p}} \cdot \boldsymbol{e})(\hat{\boldsymbol{p}} \cdot \boldsymbol{h}) \tilde{\boldsymbol{p}} \cdot \boldsymbol{e}-\frac{1}{2}\left[1-\frac{5}{h^{2}}(\hat{\boldsymbol{p}} \cdot \boldsymbol{h})^{2}\right] \tilde{\hat{\boldsymbol{p}}} \cdot \boldsymbol{h}\right\} \tag{3.25}
\end{gather*}
$$

While the derived LPEs for the $J_{2}$ and $J_{3}$ are valid for any $\hat{\boldsymbol{p}}$, we assume that $\hat{\boldsymbol{p}}= \pm \hat{\boldsymbol{z}}$ meaning the obliquity is either $0^{\circ}$ or $180^{\circ}$. The vector specifying the north pole is then written as

$$
\begin{equation*}
\hat{\boldsymbol{p}}=\sigma_{p} \hat{z} \quad \text { where } \sigma_{p}= \pm 1 . \tag{3.26}
\end{equation*}
$$

If we combine Eqs. (3.13), (3.21), and (3.24) for $\boldsymbol{h}$ and Eqs. (3.14), (3.22), and (3.25) for $\boldsymbol{e}$, the averaged LPEs for the combined effect of SRP, $J_{2}$, and $J_{3}$ can be obtained. Our focus is to find equilibrium points of the full LPEs. As the resulting LPEs become complicated functions of $\boldsymbol{h}$ and $\boldsymbol{e}$ vectors, it is difficult to find all of the equilibrium points in a comprehensive manner. Instead, we focus on a specific group of frozen orbits that have common orbit geometry. If we look at the right-hand sides of the full LPEs, we notice that they are factored by several vector cross products, namely, $\tilde{\tilde{\boldsymbol{z}}} \cdot \hat{\boldsymbol{h}}, \tilde{\tilde{\boldsymbol{z}}} \cdot \hat{\boldsymbol{e}}, \tilde{\hat{\boldsymbol{x}}} \cdot \hat{\boldsymbol{h}}, \tilde{\hat{\boldsymbol{x}}} \cdot \hat{\boldsymbol{e}}, \tilde{\hat{\boldsymbol{e}}} \cdot \hat{\boldsymbol{h}}, \tilde{\hat{\boldsymbol{p}}} \cdot \hat{\boldsymbol{h}}$, and $\tilde{\hat{\boldsymbol{p}}} \cdot \hat{\boldsymbol{e}}$. When $\boldsymbol{h}$ and $\boldsymbol{e}$ lie in the x-z plane along with the assumption in Eq. (3.26), the differential equations on $\boldsymbol{h}$ and $\boldsymbol{e}$ only have non-zero
values along the $\hat{\boldsymbol{y}}$ direction. Thus, the first part of the frozen orbit conditions is to constrain the angular momentum and eccentricity vectors in the x -z plane. This condition is equivalent to setting the right ascension $\Omega= \pm \frac{\pi}{2}$ and the argument of periapsis $\omega= \pm \frac{\pi}{2}$ when the classical elements are used. The Heliotropic orbits and near-polar terminator orbits, which have been identified in other works, satisfy these conditions [45, 47]. A benefit of formulating the frozen orbit conditions in terms of the Milankovitch elements is that the orbit geometry is easier to visualize. Figure 3.1 shows the geometry of the Milankovitch elements in the x-z plane. The vectors $\boldsymbol{h}$ and $\boldsymbol{e}$ are not independent of each other. They must satisfy Eq. 3.8) and also $\hat{\boldsymbol{h}} \cdot \hat{\boldsymbol{e}}=0$ by definition. After all, we only need two degrees of freedom to specify $\boldsymbol{h}$ and $\boldsymbol{e}$ in the x-z plane. We define a base vector

$$
\begin{equation*}
\hat{e}_{+}=\hat{\boldsymbol{y}} \times \hat{\boldsymbol{h}} . \tag{3.27}
\end{equation*}
$$

Then the eccentricity vector is defined as $\boldsymbol{e}=e^{\prime} \hat{\boldsymbol{e}}_{+}$where $e^{\prime}$ is an augmented eccentricity. The augmented eccentricity is allowed to take negative values, and its norm is equivalent to the regular definition of eccentricity. Since the orbit is assumed to be bounded, $\left|e^{\prime}\right|<1$ must hold true. Another variable $\theta$, which is similar to an inclination $i$, is introduced to specify $\hat{\boldsymbol{h}}$ vector. While an inclination only takes values between 0 and $\pi$, the variable $\theta$ takes values in $0 \leq \theta<2 \pi$. Therefore, a set of variables $\left(e^{\prime}, \theta\right)$ can describe broader solution space than $(e, i)$. The resulting differential equations for the $\hat{\boldsymbol{y}}$ components of the LPEs are given as follows.

$$
\begin{align*}
\dot{\boldsymbol{h}}_{y}= & \dot{F} \sqrt{1-e^{\prime 2}} \sin \theta-\frac{3}{2} a_{\mathrm{SRP}} \sqrt{\frac{a}{\mu}} e^{\prime} \sin \theta-  \tag{3.28}\\
& \frac{3 n R_{0}^{2} C_{20}}{2 a^{2}\left(1-e^{2}\right)^{3 / 2}} \cos \theta \sin \theta+ \\
& \frac{3 n R_{0}^{3} C_{30}}{8 a^{3}\left(1-e^{\prime 2}\right)^{5 / 2}} \sigma_{p} e^{\prime} \cos \theta\left(15 \cos ^{2} \theta-11\right) \\
\dot{\boldsymbol{e}}_{y}= & -\dot{F} e^{\prime} \cos \theta-\frac{3}{2} a_{\mathrm{SRP}} \sqrt{\frac{a}{\mu}} \sqrt{1-e^{\prime 2}} \cos \theta+  \tag{3.29}\\
& \frac{3 n R_{0}^{2} C_{20}}{4 a^{2}\left(1-e^{\prime 2}\right)^{2}} e^{\prime}\left(1-3 \cos ^{2} \theta\right)+ \\
& \frac{3 n R_{0}^{3} C_{30}}{8 a^{3}\left(1-e^{\prime 2}\right)^{3}} \sigma_{p}\left(1+4 e^{\prime 2}\right)\left(1-5 \cos ^{2} \theta\right) \sin \theta
\end{align*}
$$

The new frozen orbit conditions are found by solving $\dot{\boldsymbol{h}}_{y}=0$ and $\dot{\boldsymbol{e}}_{y}=0$ for $e^{\prime}$ and $\theta$.


Figure 3.1: Geometry of the Milankovitch orbital elements confined in the x-z plane.

### 3.2.2 Frozen Condition in 2D Space

For a given value of semi-major axis, we can plot $\dot{\boldsymbol{h}}_{y}$ and $\dot{\boldsymbol{e}}_{y}$ over a grid of $\left(e^{\prime}, \theta\right)$, which enables us to graphically identify the frozen orbit conditions. As an example, Fig. 3.2 shows a contour plot for $\dot{\boldsymbol{h}}_{y}=0$ and $\dot{\boldsymbol{e}}_{y}=0$ when $a=0.7 \mathrm{~km}$. The red dotted lines correspond to the location where the time rate becomes zero. A set of $\left(e^{\prime}, \theta\right)$ that results in a frozen condition can be found by overlaying the plots for $\dot{\boldsymbol{h}}_{y}=0$ and $\dot{\boldsymbol{e}}_{y}=0$. Figure 3.3 shows 2D maps that disclose the locations of frozen orbits in the ( $\left.e^{\prime}, \theta\right)$ space for $a=0.8 \mathrm{~km}$ (top), 0.6 km (middle), and 0.4 km (bottom). The plots on the right include both $J_{2}$ and $J_{3}$ effects, whereas the plots on the left do not. The solid blue lines indicate $\dot{\boldsymbol{h}}_{y}=0$ and dotted red lines indicate $\dot{\boldsymbol{e}}_{y}=0$. Frozen orbits exist at the intersections of the two lines, which are marked by circles. Lines for $e^{\prime}=\cos \Lambda$ and $\theta=90^{\circ}, 270^{\circ}$ are also drawn in gray. The intersections of the gray horizontal and vertical lines correspond to the original terminator orbits. We can see that modified terminator orbits exist, indicated as T.O. near the original frozen orbit locations, and the deviations become large when $a$ is small in general. A family of equatorial orbits known as the Heliotropic orbits is also identified and indicated as H.O. Although the Heliotropic orbits have been typically discussed with the SRP and $J_{2}$ perturbations, similar orbits exist even when the $J_{3}$ effect is considered. The Heliotropic orbit under the $J_{3}$ effect is no longer a complete equatorial orbit. There are other frozen orbits identified, and the results are consistent with the analysis on the $J_{2}$ and SRP case [45]. However,
the other solutions have high eccentricities, and thus they may not be as useful as terminator orbits or heliotropic orbits for actual flight.


Figure 3.2: Time derivative of the angular momentum and eccentricity vectors' $y$ components for $a=0.7 \mathrm{~km}$.

An interesting point to note is that the symmetry of $\theta$ is broken once the $J_{3}$ term is included. This outcome can be confirmed by comparing the plots on the left and right in Fig. 3.3. With the simulated parameters, the terminator orbit with $\theta=90^{\circ}$ requires larger correction than the orbit with $\theta=270^{\circ}$. The difference becomes more evident if we look at Fig. 3.4 that shows the necessary corrections $\left(\delta e^{\prime}, \delta \theta\right)$ relative to the regular terminator orbit conditions $\left(\theta^{*}=90^{\circ}\right.$ or $270^{\circ}$ and $e^{* *}=\cos \Lambda$ ) to account for the higher-order gravity effect. The left and right plots correspond to the $J_{2}$ only case and the $J_{2}+J_{3}$ case, respectively. The circle and square markers each represent terminator orbits with $\theta=90^{\circ}$ and $\theta=270^{\circ}$. Each dot is for a different value of the semi-major axis. When $J_{3}$ is included, the corrections for the $\theta \simeq 90^{\circ}$ family are larger than the $J_{2}$ only case. On the other hand, for $\theta \simeq 270^{\circ}$, the corrections become smaller when $J_{3}$ is included. Thus, for one of the terminator orbit families, $J_{2}$ and $J_{3}$ perturbations jointly cause a larger disturbance than they individually do, and for another, they cancel out. We could argue that the orbit with $\theta^{*}=270^{\circ}$ is better in that it is less sensitive to the perturbations without correction. From the viewpoint of gravity field measurement, we could improve the observability of $J_{2}$ and $J_{3}$ if flight data from both terminator orbit geometries were combined. We note that this observation is based solely on the analysis without other harmonics terms, and they could also have a non-negligible effect. We can evaluate the $J_{2}$ and $J_{3}$ effect on the terminator orbit more quantitatively by evaluating $\dot{\boldsymbol{h}}$ and $\dot{\boldsymbol{e}}$ in


Figure 3.3: Locations of frozen orbits over $e^{\prime}$ and $\theta$ for three different semi-major axes.
the averaged LPEs.

$$
\begin{align*}
& \dot{\boldsymbol{h}}_{y}\left(e^{\prime *}, \theta^{*}\right)=0  \tag{3.30}\\
& \dot{\boldsymbol{e}}_{y}\left(e^{\prime *}, \theta^{*}\right)=\frac{3 n R_{0}^{2} C_{20} \cos \Lambda}{4 a^{2} \sin ^{4} \Lambda}+\frac{3 n R_{0}^{3} C_{30} \sigma_{p} \sigma_{\theta^{*}}}{8 a^{3} \sin ^{6} \Lambda}\left(1+4 \cos ^{2} \Lambda\right) \tag{3.31}
\end{align*}
$$

where

$$
\sigma_{\theta^{*}}= \begin{cases}1 & \text { if } \theta=90^{\circ}  \tag{3.32}\\ -1 & \text { if } \theta=270^{\circ}\end{cases}
$$

Depending on the sign of $C_{20}, C_{30}$, and $\sigma_{p}$, there is a choice of $\sigma_{\theta^{*}}$ that results in smaller $\left|\dot{e}_{y}\left(e^{\prime *}, \theta^{*}\right)\right|$.


Figure 3.4: Required corrections to the terminator orbit families to account for the higher-order gravity field.

### 3.2.3 Linearization around Nominal Terminator Orbit

While it is possible to numerically find a frozen condition, it is convenient if we can construct an analytical approximation of the necessary correction for the original terminator orbit. Assuming the correction is small, we can linearize Eqs. (3.28) and (3.29) relative to nominal values. Denoting the nominal values as $e^{\prime *}$ and $\theta^{*}$, the necessary corrections $\delta e^{\prime}$ and $\delta \theta$ satisfy

$$
\begin{align*}
& \dot{\boldsymbol{h}}_{y}\left(e^{\prime *}+\delta e^{\prime}, \theta^{*}+\delta \theta\right)=\dot{\boldsymbol{h}}_{y}\left(e^{\prime *}, \theta^{*}\right)+\left.\frac{\partial \dot{\boldsymbol{h}}_{y}}{\partial e^{\prime}}\right|_{e^{\prime *}, \theta^{*}} \delta e^{\prime}+\left.\frac{\partial \dot{\boldsymbol{h}}_{y}}{\partial \theta}\right|_{e^{\prime *}, \theta^{*}} \delta \theta=0  \tag{3.33}\\
& \dot{\boldsymbol{e}}_{y}\left(e^{\prime *}+\delta e^{\prime}, \theta^{*}+\delta \theta\right)=\dot{\boldsymbol{e}}_{y}\left(e^{\prime *}, \theta^{*}\right)+\left.\frac{\partial \dot{\boldsymbol{e}}_{y}}{\partial e^{\prime}}\right|_{e^{\prime *}, \theta^{*}} \delta e^{\prime}+\left.\frac{\partial \dot{\boldsymbol{e}}_{y}}{\partial \theta}\right|_{e^{\prime *}, \theta^{*}} \delta \theta=0 . \tag{3.34}
\end{align*}
$$

The zeroth order terms are defined as

$$
\begin{align*}
b_{1} & \equiv \dot{\boldsymbol{h}}_{y}\left(e^{\prime *}, \theta^{*}\right)  \tag{3.35}\\
b_{2} & \equiv \dot{\boldsymbol{e}}_{y}\left(e^{\prime *}, \theta^{*}\right) . \tag{3.36}
\end{align*}
$$

The terms $b_{1}$ and $b_{2}$ are same as the right hand sides of Eqs. 3.30 and 3.31. The partial derivatives evaluated at the nominal orbits are obtained as follows.

$$
\begin{align*}
& \left.a_{11} \equiv \frac{\partial \dot{\boldsymbol{h}}_{y}}{\partial e^{\prime}}\right|_{e^{\prime *}, \theta^{*}}=\frac{-\dot{F} \sigma_{\theta^{*}}}{\sin \Lambda \cos \Lambda}  \tag{3.37}\\
& \left.a_{12} \equiv \frac{\partial \dot{\boldsymbol{h}}_{y}}{\partial \theta}\right|_{e^{\prime *}, \theta^{*}}=\frac{3 n R_{0}^{2} C_{20}}{2 a^{2} \sin ^{3} \Lambda}+\frac{33 n R_{0}^{3} C_{30}}{8 a^{3} \sin ^{5} \Lambda} \cos \Lambda \sigma_{p} \sigma_{\theta^{*}}  \tag{3.38}\\
& \left.a_{21} \equiv \frac{\partial \dot{\boldsymbol{e}}_{y}}{\partial e^{\prime}}\right|_{e^{\epsilon^{*}, \theta^{*}}}=\frac{3 n R_{0}^{2} C_{20}\left(4-3 \sin ^{2} \Lambda\right)}{4 a^{2} \sin ^{6} \Lambda}+\frac{3 n R_{0}^{3} C_{30}\left(15-8 \sin ^{2} \Lambda\right)}{4 a^{3} \sin ^{8} \Lambda} \cos \Lambda \sigma_{p} \sigma_{\theta^{*}}  \tag{3.39}\\
& \left.a_{22} \equiv \frac{\partial \dot{\boldsymbol{e}}_{y}}{\partial \theta}\right|_{e^{\prime *}, \theta^{*}}=\frac{\sigma_{\theta^{*}} \dot{F}}{\cos \Lambda} \tag{3.40}
\end{align*}
$$

Then, an approximate correction is computed by

$$
\begin{align*}
& \delta e^{\prime}=-\frac{a_{12} b_{2}}{a_{11} a_{22}-a_{12} a_{21}}  \tag{3.41}\\
& \delta \theta=\frac{a_{11} b_{2}}{a_{11} a_{22}-a_{12} a_{21}} . \tag{3.42}
\end{align*}
$$

The variables $\left(e^{\prime}, \theta\right)$ continuously define the entire orbit geometry where $\boldsymbol{h}$ and $\boldsymbol{e}$ are in the $\mathrm{x}-\mathrm{z}$ plane. This property is helpful in linearization. For example, in Fig. 3.3, the plots on the right show that as the semi-major axis becomes smaller, the frozen terminator orbit with $\theta \simeq 90^{\circ}$ has smaller $e^{\prime}$. Eventually, $e^{\prime}$ becomes negative, which means the orbit flips the direction of periapsis. This transition is observed as a discontinuous change in the argument of periapsis from $\omega=\pi / 2$ to $\omega=-\pi / 2$ if the classical elements are used. With the current formulation, we can specify the frozen orbit simply with the deviation from the original terminator orbit, namely ( $\delta e^{\prime}, \delta \theta$ ), regardless of the periapsis flipping.

A numerical simulation is performed to validate the analytical correction. Figure 3.5 shows 3D plots of two trajectories. The propagation is performed using Eq. (2.11) with J2 and J3
perturbations in Eqs. (3.3) and (3.4). The trajectory on the left is generated by propagating the initial state obtained from the conventional terminator orbit conditions in Eqs. (3.16)-(3.18). The trajectory on the right is the result of applying the analytical correction. We note that no corrections are made to transform the mean orbital elements to the osculating orbital elements in both cases. The mean semi-major axis is 0.6 km , and the time of flight is 60 days. We can see that when the original condition is used, the orbit is no longer frozen and becomes gradually more eccentric. On the other hand, applying the correction keeps the orbit geometry more frozen. When the orbit size is smaller, errors due to the linearization become larger. However, errors originating from unmodeled gravity fields also become large in such a case, and trajectory design is challenging in the first place. Thus, finding an exact frozen orbit condition may not be essential. We note that the full dynamics only include the $J_{2}$ and $J_{3}$ perturbations; therefore, the simulation results do not show effects from other terms of spherical harmonics.


Figure 3.5: 3D plots of propagated example trajectories with and without the combined $J_{2}$ and $J_{3}$ correction.

### 3.3 Offset Effect

When the size of a terminator orbit is large, the point mass assumption is legitimate. However, the SRP effect becomes relatively stronger, which results in a larger geometric offset. The geometric offset, in turn, causes large short-period oscillation. Thus a correction for the offset is needed. We
first analyze the offset effect with LPEs and find an optimal value of the offset around which a set of orbital elements is defined. Then, corrections to further account for the higher-order offset effect are discussed, and two different approaches are presented to eliminate the bias caused by the short-period oscillation.

### 3.3.1 Orbital Elements Defined with Respect to an Offset



Figure 3.6: Asteroid centered coordinate frame and geometry of a position vector decomposed into an arbitrary offset and relative position vector.

We start from simple dynamics with point mass gravity and no rotation. The point mass gravity is employed throughout the section. The equations of motion are given by

$$
\begin{equation*}
\ddot{\boldsymbol{r}}=-\frac{\mu}{r^{2}} \hat{\boldsymbol{r}}+a_{\mathrm{SRP}} \hat{\boldsymbol{x}} \tag{3.43}
\end{equation*}
$$

where $\hat{\boldsymbol{x}}$ is assumed to be inertially fixed. We then decompose the position vector into an arbitrary offset $x_{0} \hat{\boldsymbol{x}}$ and relative position vector $\boldsymbol{R}$. The definition of the frame considered here and the geometry of the position vector are shown in Fig. 3.6. With the decomposition, the original equations of motion can be expressed in terms of the relative position vector. The result is based on a series expansion of $\boldsymbol{r}$ about $\boldsymbol{R}$ assuming $x_{0}$ is small compared to $R$. The expansion is truncated
at the second order.

$$
\begin{align*}
\boldsymbol{r} & =x_{0} \hat{\boldsymbol{x}}+\boldsymbol{R}  \tag{3.44}\\
\ddot{\boldsymbol{R}} & =-\frac{\mu}{R^{2}} \hat{\boldsymbol{R}}+\underbrace{\frac{\mu}{R^{3}}\left(3 \frac{\boldsymbol{R} \boldsymbol{R}}{R^{2}} \cdot \boldsymbol{x}_{0}-\boldsymbol{x}_{0}\right)+a_{\mathrm{SRP}} \hat{\boldsymbol{x}}}_{\equiv \boldsymbol{P}_{1}}+  \tag{3.45}\\
& \underbrace{\frac{3 \mu}{R^{5}}\left(\left(\boldsymbol{x}_{0} \cdot \boldsymbol{R}\right) \boldsymbol{x}_{0}+\frac{1}{2} x_{0}^{2} \boldsymbol{R}-\frac{5}{2} \frac{\left(\boldsymbol{x}_{0} \cdot \boldsymbol{R}\right)^{2}}{R^{2}} \boldsymbol{R}\right)}_{\equiv \boldsymbol{P}_{2}}+O\left(\left(x_{0} / R\right)^{3}\right)
\end{align*}
$$

The term $\boldsymbol{P}_{1}$ includes the SRP perturbation and the first-order contribution of the offset. The term $\boldsymbol{P}_{2}$ represents the second-order effect of the offset.

Treating $\boldsymbol{P}_{i}$ as a perturbing force on the two-body problem with $\boldsymbol{R}$, we can define a perturbing potential $U_{i}$ as follows.

$$
\begin{align*}
& U_{1}=-\mu \frac{\boldsymbol{x}_{0} \cdot \boldsymbol{R}}{R^{3}}+a_{\mathrm{SRP}}(\boldsymbol{R} \cdot \hat{\boldsymbol{x}})  \tag{3.46}\\
& U_{2}=\frac{\mu}{2}\left(3 \frac{\left(\boldsymbol{x}_{0} \cdot \boldsymbol{R}\right)^{2}}{R^{5}}-\frac{x_{0}^{2}}{R^{3}}\right)  \tag{3.47}\\
& \text { where } \quad \boldsymbol{P}_{i}=\frac{\partial U_{i}}{\partial \boldsymbol{R}}
\end{align*}
$$

The averaged potentials can be computed as well following Eq. (3.10). We note that orbital elements are defined with the relative position vector $\boldsymbol{R}$, not with $\boldsymbol{r}$ while averaging.

$$
\begin{align*}
& \overline{U_{1}}=-\frac{3}{2} a \boldsymbol{a}_{\mathrm{SRP}} \cdot \boldsymbol{e}  \tag{3.48}\\
& \overline{U_{2}}=\frac{\mu x_{0}^{2}}{4 a^{3}\left(1-e^{2}\right)^{3 / 2}}\left[1-3(\hat{\boldsymbol{x}} \cdot \hat{\boldsymbol{H}})^{2}\right] \tag{3.49}
\end{align*}
$$

The average of $U_{1}$ is exactly the same as $U_{\text {SRP }}$ defined in Eq. (3.12). This result tells us that the orbital elements defined around an arbitrary offset follow the same secular evolution as the regular case where $x_{0}=0$ as long as the offset is small compared to the orbit size. This is true even when the rotation effect is incorporated. Therefore, the conditions for a frozen terminator orbit, namely Eqs. (3.16) - (3.18), are still valid. The second-order contribution is ignored in the subsequent derivation of the optimal offset. However, we will revisit the $\boldsymbol{P}_{2}$ contribution because the term turns out to have a non-negligible impact if the orbit is nominally in the terminator plane.

### 3.3.2 Optimal Offset



Figure 3.7: Schematic of osculating orbital elements' evolution over one orbit.

Even though the secular dynamics are invariant to the introduction of a small offset, shortperiod oscillation depends on the offset. A differential equation for the short-period term is derived as follows. If we generally denote a set of osculating orbital elements as $\boldsymbol{\alpha}(t)$, it can be broken down as

$$
\begin{equation*}
\boldsymbol{\alpha}(t)=\boldsymbol{\alpha}_{0}+\overline{\boldsymbol{g}} t+\boldsymbol{\alpha}_{p}(t) \tag{3.50}
\end{equation*}
$$

where $\boldsymbol{\alpha}_{0}$ is the initial value and $\overline{\boldsymbol{g}}$ is the secular rate. The term $\boldsymbol{\alpha}_{p}$ is the short-period term. Thus, the time rate of the full solution is

$$
\begin{equation*}
\boldsymbol{g}(\boldsymbol{\alpha}, t)=\overline{\boldsymbol{g}}(\boldsymbol{\alpha})+\dot{\boldsymbol{\alpha}}_{p}(t) . \tag{3.51}
\end{equation*}
$$

Assuming an initial set of orbital elements defines the evolution of $\boldsymbol{\alpha}_{p}$ over one orbit, we have

$$
\begin{equation*}
\dot{\boldsymbol{\alpha}}_{p}(t)=\boldsymbol{g}\left(\boldsymbol{\alpha}_{0}, t\right)-\overline{\boldsymbol{g}}\left(\boldsymbol{\alpha}_{0}\right) \tag{3.52}
\end{equation*}
$$

where the explicit time dependence in the differential equation comes from the change in the mean anomaly. The short-period term is zero at the initial time by definition. Since the short-period term does not contribute to the secular evolution, it is periodic over one orbit. However, it is possible that the mean of $\boldsymbol{\alpha}_{p}$ is nonzero. Figure 3.7 shows the relationship between a short-period term and secular evolution. Typically we have a set of desired mean orbital elements that we want to realize, as is the case with a frozen orbit. Simply propagating the desired orbital elements as an
initial condition will not result in the target mean orbital elements. Usually, there is a bias caused by the short-period term, namely $\overline{\boldsymbol{\alpha}_{p}} \neq \mathbf{0}$, and we have to subtract it from the desired mean orbital elements.

The short-period analysis aims to formulate $\overline{\boldsymbol{\alpha}}_{p}$ as a function of the offset $x_{0}$ and to find an optimal offset that minimizes the bias. The evolution of orbital elements can be described by LPEs or Gauss Planetary Equations (GPEs). The formulation with the LPEs has the benefit that we only need to evaluate the quadrature of a perturbing potential. However, we need to take partial derivatives of the integrated potential function with respect to a set of orbital elements. This process is non-trivial; thus, the LPEs are not considered here. In this work, GPEs are used instead for the short-period analysis. Specifically, we focus on the short-period term of an angular momentum vector $\boldsymbol{H}_{p}$ as it can be constructed relatively easily. The general form of GPEs is $\dot{\boldsymbol{\alpha}}=(\partial \boldsymbol{\alpha} / \partial \boldsymbol{v}) \cdot \boldsymbol{P}$ where $\boldsymbol{v}$ is a velocity vector and $\boldsymbol{P}$ is a perturbing acceleration. The differential equations for $\boldsymbol{H}_{p}$ are obtained following Eq. (3.52) as

$$
\begin{align*}
\dot{\boldsymbol{H}}_{p}(t) & =\left.\left(\frac{\partial \boldsymbol{H}}{\partial \boldsymbol{v}} \cdot \boldsymbol{P}_{1}\right)\right|_{\boldsymbol{\alpha}_{0}}-\left.\overline{\left(\frac{\partial \boldsymbol{H}}{\partial \boldsymbol{v}} \cdot \boldsymbol{P}_{1}\right)}\right|_{\boldsymbol{\alpha}_{0}} \\
& =\left.\widetilde{\hat{\boldsymbol{x}}} \cdot\left[\mu x_{0} \frac{\boldsymbol{R}}{R^{3}}-a_{\mathrm{SRP}}\left(\boldsymbol{R}+\frac{3 a}{2} \boldsymbol{e}\right)\right]\right|_{\boldsymbol{\alpha}_{0}} \tag{3.53}
\end{align*}
$$

The effect of the frame rotation does not appear because $\dot{F} \widetilde{\tilde{z}} \cdot \boldsymbol{H}_{p}\left(t_{0}\right)=\mathbf{0}$, as the initial value of the short-period term is zero. Therefore, there is no distinction between the rotating and non-rotating cases when a short-period term is considered. We can integrate Eq. (3.53) to find

$$
\begin{align*}
\boldsymbol{H}_{p} & =\tilde{\hat{\boldsymbol{x}}} \cdot\left[\mu x_{0} \boldsymbol{Q}_{1}-a_{\mathrm{SRP}} \boldsymbol{Q}_{2}\right]  \tag{3.54}\\
\overline{\boldsymbol{H}}_{p} & =\tilde{\tilde{\boldsymbol{x}}} \cdot\left[\mu x_{0} \overline{\boldsymbol{Q}}_{1}-a_{\mathrm{SRP}} \overline{\boldsymbol{Q}}_{2}\right] \tag{3.55}
\end{align*}
$$

where $\boldsymbol{Q}_{1}$ and $\boldsymbol{Q}_{2}$ are time integrals of position dependent functions. The average of the shortperiod term is simply obtained by averaging $\boldsymbol{Q}_{1}$ and $\boldsymbol{Q}_{2}$. The terms $\boldsymbol{Q}_{i}$ and their averages are listed in Appendix A. The vectors $\boldsymbol{Q}_{i}$ and their averages are decomposed into two orthogonal unit vectors $\hat{\boldsymbol{e}}$ and $\hat{\boldsymbol{e}}_{\perp}$. The unit vector $\hat{\boldsymbol{e}}$ lies in the direction of an eccentricity vector and $\hat{\boldsymbol{e}}_{\perp}$ is in the direction of $\boldsymbol{H} \times \hat{\boldsymbol{e}}$. The mean value $\overline{\boldsymbol{H}_{p}}$ is parameterized by the offset $x_{0}$ and initial eccentric
anomaly $E_{0}$, which we can choose as free parameters. To have $\overline{\boldsymbol{H}_{p}}=\mathbf{0}$, both $\hat{\boldsymbol{e}}$ and $\hat{\boldsymbol{e}}_{\perp}$ components must be zero simultaneously. It turns out that with the following choice of $x_{0}$ and $E_{0}$, we can make the coefficients of $\hat{\boldsymbol{e}}$ and $\hat{\boldsymbol{e}}_{\perp}$ zero at the same time in the expression of $\overline{\boldsymbol{H}_{p}}$.

$$
x_{0}^{*}=\left\{\begin{array}{lll}
\frac{a^{3} a_{\mathrm{SRP}}}{\mu}(1-e)\left(1+\frac{e}{4}\right) & \text { if } & E_{0}=0  \tag{3.56}\\
\frac{a^{3} a_{\mathrm{SRP}}}{\mu}(1+e)\left(1-\frac{e}{4}\right) & \text { if } & E_{0}=\pi
\end{array}\right.
$$

If a frozen orbit is defined with the above offset values, we expect to find an orbit whose secular evolution is smaller than the regular case. As the bias in the angular momentum vector can be minimized with the optimal offset, the variation of the orbit plane can be suppressed. As detailed in the next sections, we numerically confirm that the obtained $x_{0}^{*}$ is the optimal choice for a terminator orbit when the first-order offset contribution is considered.

### 3.3.3 Higher Order Correction for Offset

The discussion on the choice of the offset does not assume any particular orbit; the argument is indeed valid for any type of orbit. When a terminator orbit is considered in an SRP-dominant environment, it is possible to devise further orbit-specific corrections to remove the bias caused by the offset. In the derivation of the optimal offset, we only focused on $\overline{\boldsymbol{H}}_{p}$. Since an eccentricity vector is confined to a plane perpendicular to an angular momentum vector, the out-of-plane variation of the eccentricity vector should also become small if the optimal offset is used. However, the in-plane variation of the eccentricity vector is not necessarily minimized. Thus, a natural next step is to inspect the eccentricity vector defined with the optimal offset.

For a better understanding of a frozen terminator orbit in the rotating frame, it is instructive to review a terminator orbit in the non-rotating case. This is because the non-rotating case has an analytical solution, and a numerically computed periodic terminator orbit in the rotating case inherits its properties. The terminator orbit in the non-rotating case is a circular orbit with an
offset in the positive $x$-direction. The following relationships define the orbits.

$$
\begin{align*}
& x=\frac{r^{3} a_{\mathrm{SRP}}}{\mu}  \tag{3.57}\\
& R=\sqrt{r^{2}-x^{2}}  \tag{3.58}\\
& v=R \sqrt{\frac{\mu}{r^{3}}} \tag{3.59}
\end{align*}
$$

The gravity and SRP forces along the x direction balance each other with these conditions. We recognize that the offset for this equilibrium solution is consistent with the optimal offset obtained from the short-period analysis. Once any of $x, r$, or $R$ is specified, a circular orbit is defined. In this case, a position vector $\boldsymbol{R}$, which is measured from the offset, is perpendicular to $\hat{\boldsymbol{x}}$.

It turns out that applying a certain scaling results in a better conversion between a Cartesian state vector and an eccentricity vector. Let $\boldsymbol{R}^{\prime}=R^{\prime} \hat{\boldsymbol{R}}$ be a scaled relative position vector. Though its direction is the same as the $\boldsymbol{R}$ vector, its magnitude is different. The magnitude $R^{\prime}$ is determined such that the eccentricity becomes zero. If the eccentricity vector is defined with $\boldsymbol{R}^{\prime}$, it becomes

$$
\begin{align*}
\boldsymbol{e}^{\prime} & =\frac{\boldsymbol{v} \times\left(\boldsymbol{R}^{\prime} \times \boldsymbol{v}\right)}{\mu}-\hat{\boldsymbol{R}} \\
& =\left(\frac{R^{\prime} v^{2}}{\mu}-1\right) \hat{\boldsymbol{R}} \tag{3.60}
\end{align*}
$$

and to have $\boldsymbol{e}^{\prime}=\mathbf{0}$, the magnitude of $\boldsymbol{R}^{\prime}$ must satisfy

$$
\begin{equation*}
R^{\prime}=\frac{r^{3}}{R^{2}} \tag{3.61}
\end{equation*}
$$

The result suggests that if we redefine a position vector relative to an offset, the magnitude of the position vector must be modified to represent a frozen orbit. The necessity of the scaling comes from the fact that the angular velocity of the circular orbit is governed by $r$, whereas the radius of the orbit is $R$. If we use the scaled radius $R^{\prime}$ in the energy equation of the Keplerian motion, the corresponding semi-major axis satisfies

$$
\begin{equation*}
a^{\prime}=R^{\prime} \tag{3.62}
\end{equation*}
$$

Thus, scaling the position vector is equivalent to scaling the semi-major axis.

To understand the impact of shifting a position vector and scaling it in the rotating case, sets of classical orbital elements are computed for a periodic terminator orbit in the Hill three-body problem with SRP. Four different definitions of a position vector are used. Vectors $\boldsymbol{R}$ and $\boldsymbol{R}^{\prime}$ point from the mean offset $\bar{x} \hat{\boldsymbol{x}}$ to the actual location of the spacecraft. Vectors $\boldsymbol{r}$ and $\boldsymbol{r}^{\prime}$ point from the asteroid center to the spacecraft's position. Vectors with prime are scaled so that their lengths are $r^{3} / R^{2}$ at each time step. The motivation for the scaling comes from Eq. 3.61. Figure 3.8 shows the errors in numerically computed $\bar{x}$ and $\bar{r}^{3} a_{\mathrm{SRP}} / \mu$. It is confirmed that the mean offset is almost identical to $\bar{r}^{3} a_{\mathrm{SRP}} / \mu$. As an example, time histories of orbital elements for a periodic orbit with $a \simeq 2 \mathrm{~km}$ are shown in Fig. 3.9. The mean offset is about 125 m in this case. True anomaly $f$ is zero at the initial time. In these plots, each line corresponds to a different definition of a position vector, while it represents the same periodic orbit. The plots of the inclination and right ascension show that the variation is smaller if the relative vectors $\boldsymbol{R}$ and $\boldsymbol{R}^{\prime}$ are used as position vectors. Note that the right ascension is defined relative to the rotating frame. As for the eccentricity and argument of periapsis, using the scaled position vectors $\boldsymbol{R}^{\prime}$ and $\boldsymbol{r}^{\prime}$ results in smaller short-period variations. One interesting finding is that even when the scaled position vector is used, the mean of the eccentricity seems to match the frozen orbit conditions in Eq. (3.18), which is derived from the analysis of the secular dynamics. These observations suggest that the shifted and scaled position vector $\boldsymbol{R}^{\prime}$ seems to be the most appropriate choice to represent a frozen terminator orbit, as the orbital elements stay nearly constant throughout the orbit.

The observation of Fig. 3.9 gives us a clue on two approaches to better define an initial condition for a frozen terminator orbit. The plot shows that the mean of the eccentricity is off from the initial value if the un-scaled position vectors are used. This is not the case for the argument of periapsis. Though the variation of the argument of periapsis is large if the un-scaled vectors are used, its mean and initial values are the same if $E_{0}=0$ or $\pi$. Thus, if we stick to the formulation with $\boldsymbol{R}$, there must be a correction to the initial eccentricity so that the mean value matches the frozen condition. Another approach is to take advantage of the scaling. We can use a scaled effective semi-major axis to define an initial condition.


Figure 3.8: Difference between numerically averaged offset and predicted offset, computed from various periodic orbits.


Figure 3.9: Time history of classical orbital elements with four different definitions of a position vector.

First, the method based on the short-period analysis of eccentricity is presented. The LPEs for an eccentricity are given by

$$
\begin{equation*}
\dot{e}=\frac{1}{n a^{2} e}\left[\left(1-e^{2}\right) \frac{\partial U}{\partial \sigma}-\sqrt{1-e^{2}} \frac{\partial U}{\partial \omega}\right] \tag{3.63}
\end{equation*}
$$

where $\sigma=-n \tau_{0}$ and $n$ is the mean motion. $\tau_{0}$ is the time of periapsis passage. In our notation, $U=U_{1}+U_{2}$, and they are defined in Eqs. (3.46) and (3.47). We make an assumption that the terms with $\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{x}}$ is zero in the perturbing potential when the orbit is nominally in the terminator plane. Then, there is no contribution from $U_{1}$ and what remains is the second term in $U_{2}$. This means the large variation of the eccentricity is driven by the second-order offset effect. In other words, the optimal offset removes the bias associated with the first-order offset contribution. To obtain a differential equation for the short-period term, we simply need to replace $U$ with $U-\bar{U}$ in the LPEs. After some simplification, the differential equation is obtained as

$$
\begin{equation*}
\dot{e}_{p}=\frac{\left(1-e^{2}\right)}{n a^{2} e} \frac{\partial}{\partial \sigma}\left(-\frac{\mu}{2} \frac{x_{0}^{2}}{R^{3}}\right) . \tag{3.64}
\end{equation*}
$$

With the assumption that the orbit geometry stays constant while the mean anomaly changes from $M_{0}$ to $M_{0}+2 \pi$, we can evaluate the quadrature twice using the orbit equation of the Kepler motion in place of $R$. Using an algebraic manipulator, the mean deviation is found as

$$
\overline{e_{p}}= \begin{cases}-\frac{x_{0}^{2}}{2 a^{2}} \frac{\left[1-\sqrt{1-e^{2}}-e\left(2-e+\sqrt{1-e^{2}}\right)\right]}{e(1-e)^{2} \sqrt{1-e^{2}}} & \text { if } E_{0}=0  \tag{3.65}\\ -\frac{x_{0}^{2}}{2 a^{2}} \frac{\left[1-\sqrt{1-e^{2}}-e\left(2-e+\sqrt{1-e^{2}}\right)\right]}{e(-1+e)(1+e)^{2}} & \text { if } E_{0}=\pi\end{cases}
$$

where $0<e<1$ is assumed. To define an initial eccentricity for a frozen orbit, we need to subtract $\overline{e_{p}}$ from the target mean value of $\bar{e}=\cos \Lambda$. Once the correction is made, we can find $\boldsymbol{R}$ and $\boldsymbol{v}$ from the orbital element set. The complete initial condition is defined by introducing an offset $x_{0}^{*}$ found in Eq. 3.56). The procedure to define an initial condition is summarized in Algorithm 1 . The semi-major axis is considered to be a design parameter.

Next, an approach based on the idea of an effective semi-major axis is described. The scaling is introduced to better define an eccentricity such that the discrepancy between an orbit size and corresponding two-body energy is resolved. As seen in the LPE for the eccentricity in Eq. (3.65),
further correcting the eccentricity means accounting for the higher-order offset effect. Thus, the introduction of the scaling also serves as a correction to account for the higher-order offset effect. The scaled radius is given in Eq. (3.61), and it can be expanded as follows using Eq. (3.57) and (3.58).

$$
\begin{equation*}
R^{\prime}=R\left(1+\frac{x^{2}}{R^{2}}\right)^{3 / 2} \tag{3.66}
\end{equation*}
$$

If we make an assumption that $x \simeq R^{3} a_{\mathrm{SRP}} / \mu$ in the above expression, then

$$
\begin{equation*}
R^{\prime}=R\left(1+\frac{R^{4} a_{\mathrm{SRP}}^{2}}{\mu^{2}}\right)^{3 / 2} \tag{3.67}
\end{equation*}
$$

As long as $e$ is small, $R \simeq a$ and we can define an effective semi-major axis in the same way as

$$
\begin{equation*}
a^{\prime}=a\left(1+\frac{a^{4} a_{\mathrm{SRP}}^{2}}{\mu^{2}}\right)^{3 / 2} \tag{3.68}
\end{equation*}
$$

The term multiplied by $a$ on the right-hand side is the scaling factor that converts a geometric semimajor axis to an effective semi-major axis. We use the effective semi-major axis in this method to compute an effective position vector and velocity vector for a frozen terminator orbit. Then, we apply the re-scaling of the position vector and use it as the actual state vector. The position vector $\boldsymbol{r}$ is again obtained by using the optimal offset. This process is summarized in Algorithm 2.

```
Algorithm 1 Initial condition with \(\overline{e_{p}}\)
Require: \(a\) (geometric SMA)
    get \(\Lambda=\arctan \left(\frac{3 P_{0}(1+\rho)(1 \mathrm{AU})^{2}}{2 B} \sqrt{\frac{a}{\mu \mu_{\text {Sun }} A\left(1-E^{2}\right)}}\right)\)
    get \(e=\cos \Lambda\)
    get \(x_{0}=x_{0}^{*}\) from Eq. (3.56)
    get \(\overline{e_{p}}\) from Eq. (3.65)
    set \(e=e-\overline{e_{p}}\)
    get \(\boldsymbol{h}= \pm \sqrt{\left(1-e^{2}\right)} \hat{\boldsymbol{x}}, \quad \boldsymbol{e}=\mp e \hat{\boldsymbol{z}}, \quad f=0\) or \(\pi\)
    get \(\boldsymbol{R}, \boldsymbol{v}\) from orbital elements
    get \(\boldsymbol{r}=\boldsymbol{R}+x_{0} \hat{\boldsymbol{x}}\)
```


### 3.3.4 Verification through Numerical Simulations

The validity of the short-period analysis is examined through numerical simulations. Also, the two methods' effectiveness in refining an initial condition for a frozen terminator orbit is inves-

```
Algorithm 2 Initial condition with effective SMA
Require: \(a\) (geometric SMA)
    get \(a^{\prime}=a\left(1+\frac{a^{4} a_{\text {SRP }}^{2}}{\mu^{2}}\right)^{\frac{3}{2}}\) (effective SMA)
    get \(\Lambda^{\prime}=\arctan \left(\frac{3 P_{0}(1+\rho)(1 \mathrm{AU})^{2}}{2 B} \sqrt{\frac{a^{\prime}}{\mu \mu_{\text {Sun }} A\left(1-E^{2}\right)}}\right)\)
    get \(e=\cos \Lambda^{\prime}\)
    get \(\boldsymbol{h}= \pm \sqrt{\left(1-e^{2}\right)} \hat{\boldsymbol{x}}, \boldsymbol{e}=\mp e \hat{\boldsymbol{z}}, \quad f=0\) or \(\pi\)
    get \(\boldsymbol{R}^{\prime}, \boldsymbol{v}^{\prime}\) from orbital elements
    get \(\boldsymbol{R}=\boldsymbol{R}^{\prime}\left(1+\frac{a^{4} a_{\text {SRP }}^{2}}{\mu^{2}}\right)^{-\frac{3}{2}}\)
    get \(x_{0}=x_{0}^{*}\) from Eq. (3.56) with geometric SMA
    get \(\boldsymbol{r}=\boldsymbol{R}+x_{0} \hat{\boldsymbol{x}}, \quad \boldsymbol{v}=\boldsymbol{v}^{\prime}\)
```

tigated. First, to justify that analytically derived $x_{0}^{*}$ in Eq. (3.56) is actually optimal, the initial condition for a frozen orbit, namely, $\boldsymbol{e}=\cos \Lambda \hat{\boldsymbol{z}}, \boldsymbol{h}=-\sqrt{1-\cos ^{2} \Lambda} \hat{\boldsymbol{x}}$, and $f=0$ is propagated. No correction to the eccentricity is considered at this point. We tested five different values of $x_{0}$, including $x_{0}^{*}$. Figure 3.10 shows the time history of the classical orbital elements defined around each offset. Note that each set of orbital elements is computed with a different definition of a position vector $\boldsymbol{R}(t)$, each corresponding to a different value of $x_{0}$. Though the initial orbital elements are the same for each case of $x_{0}$, the actual state vectors in the asteroid-centered Cartesian frame are different since each point around which we define the set of orbital elements is different. The semi-major axis is a design parameter for a frozen orbit, and Fig. 3.10 corresponds to $a=1 \mathrm{~km}$. The time of flight is about 10 orbit periods. In this case, $a^{3} a_{\mathrm{SRP}} / \mu \simeq 15.6 \mathrm{~m}$ and $x_{0}^{*} \simeq 14.4 \mathrm{~m}$. First, it is evident that in all cases, there is a secular evolution in eccentricity. We can also confirm that using $x_{0}^{*}$ results in the smallest drift, although the difference between the cases with $x_{0}=a^{3} a_{\mathrm{SRP}} / \mu$ and $x_{0}=x_{0}^{*}$ is small. This trend is clear in the plot of the argument of periapsis. The conclusion stays the same when other values of the semi-major axis are tested or the correction to the initial eccentricity is applied. If the size of the orbit becomes large, the mismatch between the initial and mean eccentricity has a more significant influence than the slight difference in the offset choice.

In order to assess the performance of various ways to define an initial condition for a frozen orbit, four different cases are simulated. Case 1 is the most naive approach, where no offset or eccentricity correction is considered. In case 2, the initial orbital elements are defined around the


Figure 3.10: Time history of orbital elements defined with various offsets with $a=1 \mathrm{~km}$.
optimal offset $x_{0}^{*}$, but no correction to the eccentricity is made. Case 3 further incorporates the eccentricity correction using the result of the short-period analysis. Finally, the initial condition of case 4 is generated by the process summarized in Algorithm 2, where the optimal offset and concept of the effective semi-major axis are employed. Figure 3.11 shows 3D plots of the four trajectories. The top row is the XZ view, and the bottom row is the YZ view. Each column represents one of the four cases. The initial semi-major axis is 3 km . In case 4 , using $a=3 \mathrm{~km}$ to compute $a^{\prime}$ results in a slightly smaller final semi-major axis as the re-scaling is only applied to a position vector. Thus, a slightly larger value of $a=3.12 \mathrm{~km}$ is used to have the resulting semi-major axis of 3 km when the orbital elements are defined with $\boldsymbol{R}$. The trajectories are propagated for about 10 orbits. It is evident that without the offset, the orbit wobbles a lot and the mean orbital elements have non-zero secular evolution. Since a terminator orbit in SRP dominant cases is stable, it does not diverge. However, if a larger semi-major axis is used to define an initial condition, the wobbling may cause an escape from the target body. The result from case 2 shows a more regular orbit, although we can still observe some variation in its orbit. When the initial eccentricity is modified by subtracting $\overline{e_{p}}$ from the desired mean along with the shift in the origin, the orbit becomes tighter. Nonetheless, a slight secular variation can be seen. The trajectory generated with the effective semi-major axis looks steadiest and is almost periodic. Figure 3.12 shows the time history of the orbital elements for cases 2 to 4 . Plotted elements are the classical orbital elements computed with $\boldsymbol{R}$. We can confirm that case 3 results in a smaller variation than case 2 . Whereas cases 2 and 3 have periodic secular trends, case 4 repeats almost identical orbital elements after one period.

### 3.3.5 Offset with the $J_{2}$ and $J_{3}$ Correction

As pointed out earlier, the offset and higher-order gravity effects inversely depend on the size of an orbit. Figure 3.13 shows the magnitude of the necessary corrections for different semi-major axes. The plots on the left and right are for eccentricity vector and angular momentum vector corrections, respectively. The yellow dash-dot lines indicate the correction to account for the offset. The solid blue and dashed red lines each indicate the $J_{2}$ and $J_{3}$ corrections for terminator orbits


Figure 3.11: 3D plots of the propagated trajectories with XZ view at the top and YZ view at the bottom.


Figure 3.12: Time history of orbital elements for cases 2 to 4 .
with their angular momentum vectors pointing toward the $\operatorname{Sun}\left(\sigma_{\theta^{*}}=1\right)$ and away from the Sun $\left(\sigma_{\theta^{*}}=-1\right)$. The negative correlation between the offset corrections and $J_{2}, J_{3}$ corrections is evident. Also, we can confirm terminator orbits with the Sun pointing angular momentum vector require larger corrections than their counterparts when $J_{2}$ and $J_{3}$ are considered. The offset correction and $J_{2}$ and $J_{3}$ correction have a similar magnitude around $a=1 \mathrm{~km}$. We need to incorporate both corrections to better define an orbit with a semi-major axis around this value.

With SRP being the only perturbation, the secular dynamics are invariant to the introduction of an offset at first order, as explained earlier. Generally, this is not the case once $J_{2}$ and $J_{3}$ perturbations are included. However, it turns out that as long as a terminator orbit is concerned with $0^{\circ}$ or $180^{\circ}$ obliquity, the secular dynamics still do not depend on $x_{0}$ to first order. Indeed, the invariance can be confirmed by expanding the perturbing potentials for the $J_{2}$ and $J_{3}$ in terms of a relative position vector $\boldsymbol{R}$. The position-dependent term in $U_{J_{2}}$ is expanded as follows:

$$
\begin{align*}
& \frac{1}{r^{3}}\left[1-3(\hat{\boldsymbol{r}} \cdot \hat{\boldsymbol{p}})^{2}\right]= \\
& \frac{1}{R^{3}}\left[1-3(\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{p}})^{2}\right]+3 \frac{x_{0}}{R^{4}}\left\{\left[5(\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{p}})^{2}-1\right](\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{x}})-2(\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{p}})(\hat{\boldsymbol{x}} \cdot \hat{\boldsymbol{p}})\right\}+O\left(\left(x_{0} / R\right)^{2}\right) \tag{3.69}
\end{align*}
$$

Since we assume $\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{x}}=0$ and $\hat{\boldsymbol{x}} \cdot \hat{\boldsymbol{p}}=0$, we can argue that $\left[1-3(\hat{\boldsymbol{r}} \cdot \hat{\boldsymbol{p}})^{2}\right] / r^{3} \simeq\left[1-3(\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{p}})^{2}\right] / R^{3}$. In the same way, the position dependent term in $U_{J_{3}}$ can be expanded as

$$
\begin{align*}
& \frac{(\hat{\boldsymbol{r}} \cdot \hat{\boldsymbol{p}})}{r^{4}}\left[5(\hat{\boldsymbol{r}} \cdot \hat{\boldsymbol{p}})^{2}-3\right]= \\
& \frac{(\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{p}})}{R^{4}}\left[5(\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{p}})^{2}-3\right]+ \\
& \frac{x_{0}}{R^{5}}\left\{5(\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{x}})(\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{p}})\left[3-7(\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{p}})^{2}\right]-3(\hat{\boldsymbol{x}} \cdot \hat{\boldsymbol{p}})\left[1-5(\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{p}})^{2}\right]\right\}+O\left(\left(x_{0} / R\right)^{2}\right) \tag{3.70}
\end{align*}
$$

With the assumption of $\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{x}}=0$ and $\hat{\boldsymbol{x}} \cdot \hat{\boldsymbol{p}}=0$, we can conclude $(\hat{\boldsymbol{r}} \cdot \hat{\boldsymbol{p}})\left[5(\hat{\boldsymbol{r}} \cdot \hat{\boldsymbol{p}})^{2}-3\right] / r^{4} \simeq$ $(\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{p}})\left[5(\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{p}})^{2}-3\right] / R^{4}$.

Since the secular dynamics are not affected by the offset, the previous discussion of the new frozen orbit conditions is valid for orbital elements defined in terms of $\boldsymbol{R}$. These calculations justify an approach where we define orbital elements with the $J_{2}$ and $J_{3}$ corrections defined in Eqs. (3.41) and (3.42) around the optimal offset defined in Eq. (3.56). Figure 3.14 shows 3D plots and the
time history of orbital elements for two different terminator orbits. The angular momentum vector points towards the Sun, and the initial semi-major axis is set to 1 km . The initial orbital elements for both orbits are modified to account for the $J_{2}$ and $J_{3}$ perturbations. While the trajectory at the top does not incorporate the offset correction, the initial orbital elements for the bottom trajectory are defined around the optimal offset. We can confirm that including both corrections results in a more regular orbit. A detailed linear stability analysis shows that a terminator orbit becomes unstable at some threshold value of the semi-major axis due to the $J_{2}$ perturbation [47]. From the time histories of the orbital elements, we can confirm oscillatory growth as predicted by the linear stability analysis. The exponential growth is observed in both orbits; however, with the offset correction, the final oscillation amplitude is much smaller than the case without the offset. The numerical simulation verifies that introducing the offset still results in a set of mean orbital elements that is closer to the equilibrium point of the averaged LPEs even when the $J_{2}$ and $J_{3}$ perturbations are non-negligible. Since the orbit geometry stays constant for a longer time, introducing the offset is advantageous. With this approach, the short-period oscillation caused by SRP is addressed at the same time as the change in frozen orbit conditions caused by $J_{2}$ and $J_{3}$, resulting in more frozen orbits for a wide range of semi-major axes. We note that the offset becomes less significant when the orbit size is smaller. To further correct the initial condition with small semi-major axes, a formal short-period analysis may be necessary.


Figure 3.13: Magnitude of necessary corrections ( $\delta \boldsymbol{e}, \delta \boldsymbol{h}$ ) to account for the offset and $J_{2}$ and $J_{3}$ perturbations as functions of semi-major axis.


With offset and $J_{2}$ and $J_{3}$ correction.

Figure 3.14: Comparison of two terminator orbits defined with and without offset correction.

### 3.3.6 Terminator Orbits with Eccentric Asteroid Orbits

Terminator orbits are good candidates for long-term observations due to their stability. The effects of the asteroid orbit's eccentricity may not be ignored for long-term dynamics. The magnitude of SRP varies as the asteroid moves around the Sun. In the derivation of the frozen orbit conditions in [24], it has been shown that frozen orbit conditions hold true with the nonzero asteroid's eccentricity. The frozen conditions do not depend on where the asteroid is along the heliotropic orbit because the time rates of change in the orbit plane due to SRP and frame rotation are both inversely proportional to the Sun-asteroid distance squared. However, the frozen conditions are derived in an averaged sense, and the effects of instantaneous dynamical evolutions are not studied. Thus, it is of interest to study the behavior of the long-term stable terminator orbits when the asteroid's orbit is eccentric more in detail and study the validity of the proposed offset corrections.

In order to study the effectiveness of the offset corrections to define a long-term stable terminator orbit when the asteroid's orbit is eccentric, numerical analyses are performed using an exaggerated eccentricity of $E=0.6$. This analysis focuses on the SRP dominant case and ignores the effect of higher-order gravity terms. When the higher-order gravitational perturbations are nonnegligible, the orbits are unstable [48]. Thus, unless the SRP is dominant, terminator orbits may require station-keeping control. Such cases are outside the scope of the current analysis. Figure 3.15 shows terminator orbits propagated for one asteroid year. The initial conditions are defined either at perihelion $\left(F_{0}=0^{\circ}\right)$ or aphelion $\left(F_{0}=180^{\circ}\right)$, where $F_{0}$ is the initial asteroid orbit's true anomaly. The plots on the left were obtained by defining the initial conditions with offset corrections based on effective semi-major axes (Algorithm 2). No offset corrections were applied for the trajectories on the right. We confirm that the spacecraft can stay in the terminator orbits even with the varying SRP acceleration when the offset corrections are applied to define the initial conditions. The spacecraft can stay in the orbits when the offset corrections are not applied if $F_{0}=180^{\circ}$. However, the spacecraft escapes without even making a single orbit around the target body when the initial conditions are defined without the offset corrections at perihelion. The offset
corrections, in essence, remove the bias between the osculating and mean orbital elements caused by the offset. At aphelion, the offset is small due to weaker SRP; thus, the offset corrections are smaller. On the other hand, the larger offset at perihelion means that the corrections are all the more important.

Although it's not clear, the plots of the propagated terminator orbits show that the orbit center moves along the $x$-axis. This behavior is highlighted more clearly in the time history of the terminator orbit's offset computed shown in Fig. 3.16. The plot corresponds to the terminator orbits computed with offset corrections for both $F_{0}=0^{\circ}$ and $F_{0}=180^{\circ}$. Offset values

$$
\begin{equation*}
x=a^{3} a_{\mathrm{SRP}} / \mu \tag{3.71}
\end{equation*}
$$

are shown as well for different choices of position vectors used to compute the semi-major axis: regular position vector as measured from the mass center $\boldsymbol{r}$, shifted position vector $\boldsymbol{R}$, and shifted and scaled position vector $\boldsymbol{R}^{\prime}$. One observation is that the terminator orbit naturally changes its orbit center as the SRP strength changes along with the asteroid's heliocentric motion. Also, the offset values computed by Eq. (3.71) represent the mean offset very well. At perihelion, the offset is so large that the difference between different definitions of the position vectors becomes evident. The offset in the non-rotating terminator orbit is defined in terms of $r$ in Eq. 3.57). Thus, the semi-major axis computed with the original position vector $\boldsymbol{r}$ better predicts the offset. The scaling also enlarges the semi-major axis, and the resulting offset value closely matches the offset computed by $r$.

Figure 3.17 shows the time history of orbital elements computed with different position definitions, and larger plots of semi-major axes are shown in Fig. 3.18. The labels regular, shifted, and shifted + scaled correspond to $\boldsymbol{r}, \boldsymbol{R}$, and $\boldsymbol{R}^{\prime}$ respectively. The label geometric indicates the case where the semi-major axis is rescaled to find the geometric semi-major axis after the orbital elements are computed with $\boldsymbol{R}^{\prime}$. The plot for $F_{0}=0^{\circ}$ is shown at the top, and the plot for $F_{0}=180^{\circ}$ is shown at the bottom. Although some secular variations exist, the orbital elements stay constant on average except for the semi-major axis. As analyzed earlier, using a position vector defined


Figure 3.15: 3D plots of propagated terminator orbits with highly eccentric asteroid's orbit. Results with different initial asteroid's true anomalies are shown with and without the offset corrections. O.E. means orbital elements.



$$
F_{0}=180^{\circ}
$$

Figure 3.16: Time history of terminator orbits' offsets with highly eccentric asteroid's orbit computed with different position definitions. Results with different initial asteroid's true anomalies are shown. O.E. means orbital elements.
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Figure 3.17: Time history of orbital elements for terminator orbits with highly eccentric asteroid's orbit. Results with different initial asteroid's true anomalies are shown with and without the offset corrections.


Figure 3.18: Time history of terminator orbits' semi-major axes with highly eccentric asteroid's orbit computed with different position definitions. Results with different initial asteroid's true anomalies are shown.
relative to the shifted orbit center to compute the orbital elements results in smaller orbit plane variations. The semi-major axis changes between perihelion and aphelion. The difference between the effective semi-major axis obtained with $\boldsymbol{R}^{\prime}$ and the regular semi-major axis is significant at perihelion, whereas they are the same at aphelion. This observation also confirms that if one is defining initial conditions of terminator orbits at perihelion, the offset corrections are more important. Another thing to note is that the size of the orbit increases when SRP is stronger, as illustrated by the history of the geometric semi-major axis. The semi-major axis is assumed to be constant during the derivation of the frozen orbit conditions. The secular variation in the semi-major axis indicates that the change of SRP acceleration is fast enough, and the averaged dynamics cannot fully capture the effect. The plot also shows that the semi-major axis computed with $\boldsymbol{R}$ stays more or less constant.

The behavior of the semi-major axes can be explained by the energy equation and the properties of the terminator orbits. As explained earlier, the first-order effect of the offset can be given by the perturbing potential in Eq. 3.46). Thus, the evolution of $\boldsymbol{R}$ is determined by

$$
\begin{align*}
\ddot{\boldsymbol{R}} & =\partial U / \partial \boldsymbol{R}  \tag{3.72}\\
U & =\frac{\mu}{R}-\mu x_{0} \frac{\boldsymbol{R} \cdot \hat{\boldsymbol{x}}}{R^{3}}+a_{\mathrm{SRP}}(\boldsymbol{R} \cdot \hat{\boldsymbol{x}}) \tag{3.73}
\end{align*}
$$

When the orbit is in the terminator plane, $\hat{\boldsymbol{R}} \cdot \hat{\boldsymbol{x}} \simeq 0$. Thus, the integral of motion $J=v^{2} / 2-U$ is approximated to be

$$
\begin{equation*}
J \simeq \frac{1}{2} v^{2}-\frac{\mu}{R} \tag{3.74}
\end{equation*}
$$

Therefore, we expect the semi-major axis defined in terms of $\boldsymbol{R}$ to stay constant. Further, if we assume the velocity is defined with Eq. (3.59), then,

$$
\begin{align*}
v & =R \sqrt{\frac{\mu}{\left(R^{2}+x_{0}^{2}\right)^{3 / 2}}}  \tag{3.75}\\
& =\sqrt{\frac{\mu}{R}}\left(1+\frac{x_{0}^{2}}{R^{2}}\right)^{-3 / 4} \tag{3.76}
\end{align*}
$$

Thus,

$$
\begin{align*}
J & \simeq \frac{\mu}{2 R}\left(1+\frac{x_{0}^{2}}{R^{2}}\right)^{-3 / 2}-\frac{\mu}{R}  \tag{3.77}\\
& \simeq-\frac{\mu}{2 R}\left(1+\frac{3 x_{0}^{2}}{2 R^{2}}\right) \tag{3.78}
\end{align*}
$$

assuming $x_{0} / R \ll 1$. In order for $J$ to be constant when $x_{0}$ shifts, we need

$$
\begin{equation*}
\frac{\partial J}{\partial x_{0}} \delta x_{0}+\frac{\partial J}{\partial R} \delta R=0 \tag{3.79}
\end{equation*}
$$

where

$$
\begin{align*}
& \frac{\partial J}{\partial x_{0}}=-\frac{3 \mu x_{0}}{2 R^{3}}<0  \tag{3.80}\\
& \frac{\partial J}{\partial R}=\frac{\mu}{2}\left(\frac{1}{R^{2}}+\frac{9 x_{0}^{2}}{2 R^{4}}\right)>0 \tag{3.81}
\end{align*}
$$

We have

$$
\begin{align*}
\delta R & =-\left(\frac{\partial J}{\partial R}\right)^{-1}\left(\frac{\partial J}{\partial x_{0}}\right) \delta x_{0}  \tag{3.82}\\
& \simeq \frac{6 x_{0} / R}{2+9 x_{0}^{2} / R^{2}} \delta x_{0} \tag{3.83}
\end{align*}
$$

Thus, if $\delta x_{0}>0$, then $\delta R>0$, which explains the increase in the orbit size when the terminator orbits are near perihelion. Between the perihelion and aphelion, the SRP acceleration change is

$$
\begin{equation*}
\Delta a_{S}= \pm a_{S, 0}\left(\frac{1 \mathrm{AU}}{A}\right)^{2} \frac{4 E}{\left(1-E^{2}\right)^{2}} \tag{3.84}
\end{equation*}
$$

The rough estimate of $\Delta R$ computed from the above SRP change and Eq. (3.83) evaluated at perihelion is about -0.13 km . The shift in the geometric semi-major axis in Fig. 3.18 more or less matches this value.

### 3.3.7 Conclusions

This study proposes corrections to the conventional initial condition to define a terminator orbit. Two kinds of corrections are addressed. The first class of corrections accounts for shifts in frozen orbit conditions when the $J_{2}$ and $J_{3}$ perturbations are non-negligible. The second type
of correction is associated with a geometric offset and is necessary to eliminate the bias between initial and mean orbital elements.

The averaged LPEs defined in terms of the Milankovitch elements are used to analyze the joint effect of SRP, $J_{2}$, and $J_{3}$ on the secular evolution of orbital elements. With the assumption that the obliquity is $0^{\circ}$ or $180^{\circ}$, frozen orbits, including modified terminator orbits, can be identified over a two-dimensional grid of augmented eccentricity and inclination, namely $\left(e^{\prime}, \theta\right)$. As the two variables define a whole orbit geometry continuously, we can linearize the averaged LPEs around the original terminator orbit condition. This gives us a first-order approximation of the shift in the frozen orbit condition. This correction's efficacy is confirmed through numerical simulations. It is also demonstrated that one of the two terminator orbits is naturally less sensitive to $J_{2}$ and $J_{3}$ as they cancel each other.

The latter half of the study establishes an approach to define a set of orbital elements around an offset along the Sun-asteroid line rather than the mass center. An optimal offset is derived by analytically evaluating the short-period oscillation of an angular momentum vector under the SRP perturbation and the first-order offset effect. The bias between the initial osculating and mean orbital elements can be removed with the offset. Furthermore, approaches to address the shortperiod oscillation caused by the higher-order contribution of the offset are presented, assuming a terminator orbit as a nominal orbit. Numerical analyses support the analytical derivation. Then, the validity of defining a set of orbital elements for the new terminator orbit with $J_{2}$ and $J_{3}$ around the optimal offset is explained. With both the offset correction and $J_{2}$ and $J_{3}$ correction, orbits that stay close to the target frozen orbits for a longer period of time can be defined for a wide range of orbit sizes. Finally, the behavior of the terminator orbits in the SRP dominant case with the eccentric asteroid's heliocentric orbits is studied. It is found that the terminator orbits in such a case maintain the properties of the simpler terminator orbits in the non-rotating case. Thus, the offset corrections to define initial conditions are still valid and are more important at perihelion.

## Chapter 4

## Reinforcement Learning Policy for Global Mapping

One of the challenges in asteroid exploration missions is the poor a priori information of the target bodies. In conventional missions, detailed operational plans are determined after asteroid arrival by the operators on the ground. Thus, it may be impractical to design a nominal trajectory for the proximity phase ahead of time and make the spacecraft follow it. A fully autonomous spacecraft may need to make such operational plans on the fly, exploiting the latest knowledge of the environment obtained by the onboard navigation systems. Besides, the spacecraft's trajectory control is noisy in general, and the ability of the spacecraft to cope with the deviation from the predicted state is essential.

An approach to realize such responsive autonomous spacecraft trajectory control is a samplingbased approach proposed in [51. They combined a receding horizon control scheme with a heuristic computation of the reachability regarding mission objectives of a target body's imaging in order to design impulsive maneuvers. While such an online planning approach could be more efficient than designing a general policy for all admissible states, the online generation of actions could be more computationally demanding, especially with a large state space. Also, the approach taken in [51] does not explicitly optimize a stochastic objective function, though the objective function has a heuristic constraint to account for state deviations.

As an alternative approach, we propose the application of reinforcement learning (RL) and function approximation by neural networks to design an offline guidance policy that is adaptive to environmental changes. In RL, the agent learns the policy through numerous interactions with
the environment, and this study performs the training in simulation environments. With RL, the stochastic objective function is directly optimized, allowing the policy to take the effect of maneuver noise into consideration. Global mapping tasks from hovering trajectories are formulated as a Markov decision process (MDP), a common framework of sequential decision-making problems, and the proximal policy optimization ( PPO ) [52] is used to obtain an adaptive policy.

While RL algorithms are sample inefficient during the training, they can potentially provide a good solution to MDPs that involve complex state transitions that are not necessarily tractable in a conventional approach. Besides, the training output is a policy network that maps an MDP state to an action, which could be evaluated efficiently on board. There is a growing interest in its application to astrodynamics problems. For example, in [53, 54], autonomous guidance design for body-fixed hovering at an asteroid is proposed, and in [55, 56], RL is applied for orbit transfers in a three-body environment.

The thesis first provides an overview of the relevant basic concepts in RL and the PPO algorithm used in this study. Then concrete MDP formulation for the hovering trajectory controller design is described. Then, the training results of the RL agent are provided along with hyperparameter studies and robustness analyses. Finally, concluding remarks for the chapter are made.

### 4.1 Basic Concepts for Reinforcement Learning

The goal of RL is to find the optimal policy for a sequential decision-making problem formulated as an MDP. In an MDP, an agent makes an observation of a current state $\boldsymbol{s}_{t}$ and takes an action $\boldsymbol{a}_{t}$ based on a policy $\pi$. Oftentimes, the policy is stochastic; the action is sampled from a distribution $\boldsymbol{a}_{t} \sim \pi\left(\boldsymbol{a}_{t} \mid \boldsymbol{s}_{t}\right)$. Given $\boldsymbol{s}_{t}$ and $\boldsymbol{a}_{t}$, the agent transitions to a next state $\boldsymbol{s}_{t+1}$ with some transition probability $p\left(s_{t+1} \mid s_{t}, \boldsymbol{a}_{t}\right)$ and receives a reward $r\left(\boldsymbol{s}_{t}, \boldsymbol{a}_{t}\right)$. The optimal policy $\pi^{*}$ is a policy that maximizes the expectation of the return, or the discounted sum of future rewards,
given an initial state distribution $\boldsymbol{s}_{0} \sim p\left(\boldsymbol{s}_{0}\right)$.

$$
\begin{equation*}
\pi^{*}=\underset{\pi}{\arg \max } E_{\pi}\left[\sum_{t=0}^{\infty} \gamma^{t} r_{t}\right] \tag{4.1}
\end{equation*}
$$

where $0<\gamma<1$ is a discount factor. The discount factor determines how myopic the agent is. The expectation is taken over the distribution of state and action under the policy.

The objective function in Eq. (4.1) is referred to as a value function, which quantifies the expected return at a state $\boldsymbol{s}_{t}$ following a policy $\pi$.

$$
\begin{equation*}
V^{\pi}\left(s_{t}\right)=E_{\pi}\left[\sum_{t^{\prime}=t}^{\infty} \gamma^{t^{\prime}-t} r_{t^{\prime}} \mid s_{t}\right] \tag{4.2}
\end{equation*}
$$

The following state-action value is often used as a performance measure as well.

$$
\begin{equation*}
Q^{\pi}\left(\boldsymbol{s}_{t}, \boldsymbol{a}_{t}\right)=E_{\pi}\left[\sum_{t^{\prime}=t}^{\infty} \gamma^{t^{\prime}-t} r_{t^{\prime}} \mid \boldsymbol{s}_{t}, \boldsymbol{a}_{t}\right] \tag{4.3}
\end{equation*}
$$

which is the expected return of taking an arbitrary action $\boldsymbol{a}_{t}$ at $\boldsymbol{s}_{t}$ and following the policy $\pi$ thereafter. The state value function is obtained by $V^{\pi}\left(\boldsymbol{s}_{t}\right)=E_{\boldsymbol{a}_{t} \sim \pi}\left[Q^{\pi}\left(\boldsymbol{s}_{t}, \boldsymbol{a}_{t}\right)\right]$.

In RL, an agent learns the optimal policy through numerous interactions with the environment. Typically function approximators such as neural networks are used to parameterize the policy or value function. The parameters are learned from the collected samples of $\left(s_{t}, \boldsymbol{a}_{t}, r_{t}\right)$ in a simulation environment during the training.

The PPO algorithm used in this study is an actor-critic algorithm based on the policy gradient method [52]. Relevant key concepts are highlighted in the following subsections.

### 4.1.1 Policy Gradient

One popular approach in RL is the policy gradient method, where a parameterized policy is directly updated by taking the gradient steps so that the expected return is maximized. The gradient for the policy updates has the following general form

$$
\begin{equation*}
g=E_{\pi_{\theta}}\left[\Psi_{t} \nabla_{\theta} \log \pi_{\theta}\left(\boldsymbol{a}_{t} \mid \boldsymbol{s}_{t}\right)\right] \tag{4.4}
\end{equation*}
$$

where $\theta$ is the policy parameters [57. $\Psi_{t}$ is a quantity that measures how good or bad the actual playout was. In the most naive case, $\Psi_{t}$ is the return computed from the samples, which corresponds to the objective in Eq. (4.1). Setting $\Psi_{t}$ as the return intuitively measns increasing the probability of a trajectory ( $\left.s_{0}, a_{0}, s_{1}, a_{1}, \cdots\right)$ that resulted in a larger return. In practice, the gradient estimate $\bar{g}$ is obtained by constructing the following objective function for a finite batch of samples and differentiating it with automatic differentiation software.

$$
\begin{equation*}
J^{\mathrm{PG}}(\theta)=\hat{E}_{\pi_{\theta}}\left[\Psi_{t} \log \pi_{\theta}\left(\boldsymbol{a}_{t} \mid \boldsymbol{s}_{t}\right)\right] \tag{4.5}
\end{equation*}
$$

where $\hat{E}$ indicates an empirical average.

### 4.1.2 Actor-Critic Methods

A known issue of simply using $\Psi_{t}=\sum_{t=0}^{\infty} \gamma^{t} r_{t}$ is a large variance; namely, the returns from different trajectories are too diverse to perform stable learning. A common alternative is to parameterize the value function along with the policy and make use of the value estimate in the policy update [58, 57]. With the introduction of value estimates, the variance can be reduced.

The framework where both the policy (actor) and value (critic) are learned is known as an actor-critic method. The actor-critic method alleviates the issue of high variance in the naive policy gradient method and high bias in the value-based methods by fusing the two models. Figure


Figure 4.1: Schematic of the actor-critic algorithm.
4.1 shows the general learning process of the actor-critic methods. The parameters of the actor
and critic are each denoted as $\theta_{a}$ and $\theta_{c}$. The agent first interacts with the environment using an initial policy and collects a batch of experience $\left(s_{t}, \boldsymbol{a}_{t}, r_{t}\right)$. Then, the performance of the policy is evaluated by fitting the value function. With the value estimate, the policy is updated such that an action that results in a larger value is more likely to be chosen.

A common choice of $\Psi_{t}$ in the actor-critic method is the advantage estimate $\bar{A}^{\pi}\left(s_{t}, \boldsymbol{a}_{t}\right)$. The formal definition of the advantage is given by

$$
\begin{equation*}
A^{\pi}\left(s_{t}, \boldsymbol{a}_{t}\right)=Q^{\pi}\left(s_{t}, \boldsymbol{a}_{t}\right)-V^{\pi}\left(s_{t}\right) \tag{4.6}
\end{equation*}
$$

and it indicates how beneficial an $\boldsymbol{a}_{t}$ is at $s_{t}$ with respect to the default behavior of the policy $\pi$.
For the computation of the advantage, generalized advantage estimation (GAE) is used [57, 52. GAE controls the tradeoff between the bias and variance by introducing a parameter $\lambda$. The GAE is given by

$$
\begin{equation*}
\bar{A}^{\pi}\left(s_{t}, \boldsymbol{a}_{t}\right)=\sum_{l=0}^{\infty}(\gamma \lambda)^{l} \delta_{t+l} \tag{4.7}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta_{t}=r_{t}+\gamma \bar{V}^{\pi}\left(s_{t+1}\right)-\bar{V}^{\pi}\left(s_{t}\right) \tag{4.8}
\end{equation*}
$$

$\bar{V}^{\pi}$ is the estimated value for a policy $\pi$. If $\lambda=0$, then $\bar{A}\left(s_{t}, \boldsymbol{a}_{t}\right)=\delta_{t}$ and the estimate has low variance but high bias. If $\lambda=1$, then $\bar{A}\left(s_{t}, \boldsymbol{a}_{t}\right)=\sum_{l=0}^{\infty} \gamma^{l} r_{t+l}-\bar{V}\left(s_{t}\right)$, which has high variance and low bias. The estimates with $0<\lambda<1$ balances the bias and variance.

While the definitions so far assumed an infinite horizon problem, in practice, the interaction of the agent is terminated if a terminal state or maximum time step is reached. An episode is the experience of an agent's interaction starting from an initial state through the termination. At the end of an episode, the advantage estimate is simply set to $r_{t}-\bar{V}\left(s_{t}\right)$. The advantage at a non-terminal state is recursively computed as $\bar{A}^{\pi}\left(s_{t}, \boldsymbol{a}_{t}\right)=\delta_{t}+\gamma \lambda \bar{A}^{\pi}\left(s_{t+1}, \boldsymbol{a}_{t+1}\right)$ looking at the trajectory backward in time.

### 4.1.3 Proximal Policy Optimization

In the policy gradient method, a slight change in the parameter space could degrade the performance of the policy. The Trust region policy optimization (TRPO) algorithm aims to prevent such a catastrophic update by keeping the policies before and after an update close. To be precise, TRPO solves the following constrained optimization problem [59].

$$
\begin{equation*}
\max _{\theta} \hat{E}_{\boldsymbol{s}_{t}, \boldsymbol{a}_{t} \sim \pi_{\theta_{\text {old }}}}\left[\frac{\pi_{\theta}\left(\boldsymbol{a}_{t} \mid \boldsymbol{s}_{t}\right)}{\pi_{\theta_{\text {old }}}\left(\boldsymbol{a}_{t} \mid \boldsymbol{s}_{t}\right)} \bar{A}^{\pi_{\theta_{\text {old }}}}\left(\boldsymbol{s}_{t}, \boldsymbol{a}_{t}\right)\right] \tag{4.9}
\end{equation*}
$$

subject to

$$
\begin{equation*}
\hat{E}_{s_{t} \sim \pi_{\theta_{\text {old }}}}\left[D_{\mathrm{KL}}\left(\pi_{\theta_{\text {old }}}\left(\cdot \mid s_{t}\right) \| \pi_{\theta}\left(\cdot \mid s_{t}\right)\right)\right] \leq \delta \tag{4.10}
\end{equation*}
$$

where $D_{\mathrm{KL}}$ is the Kullback-Leibler (KL) divergence between the old and new policies. The objective function is obtained using importance sampling and an approximation to the state distribution in the original policy gradient objective.

PPO addresses the same goal as TRPO, i.e., improving the policy while preventing its drastic change during an update. Because PPO achieves stable policy improvement by a simple trick to clip the objective function, it is easier to implement. The objective function of PPO is defined as follows.

$$
\begin{equation*}
J^{\mathrm{CLIP}}(\theta)=\hat{E}_{\pi_{\theta_{\text {old }}}}\left[\min \left\{R_{t}(\theta) \bar{A}^{\pi_{\theta_{\text {old }}}}, \operatorname{clip}\left(R_{t}(\theta), 1-\epsilon_{\text {clip }}, 1+\epsilon_{\text {clip }}\right) \bar{A}^{\pi_{\theta} \text { old }}\right\}\right] \tag{4.11}
\end{equation*}
$$

where $R_{t}(\theta)=\pi_{\theta}\left(\boldsymbol{a}_{t} \mid \boldsymbol{s}_{t}\right) / \pi_{\theta_{\text {old }}}\left(\boldsymbol{a}_{t} \mid \boldsymbol{s}_{t}\right)$ is the ratio of the action probability. If $\bar{A}^{\pi_{\theta \text { old }}}>0$ for an action $a_{t}$ at $s_{t}$, then we want to increase the likelihood of taking that action, which means $\theta$ is adjusted so that $R_{t}(\theta)>1$. Because of the clipping, however, the objective function cannot be increased past $\left(1+\epsilon_{\text {clip }}\right) \bar{A}^{\pi_{\theta \text { old }}}$, demotivating further change in the policy. The same logic works for $\bar{A}^{\pi_{\theta_{\text {old }}}}<0$.

### 4.1.4 PPO Implementation Details

Besides the PPO policy objective, two additional terms are defined to construct a combined loss function [52]. The first term is the value loss. In this study, an independent neural network is
trained to estimate the value function $V^{\pi_{\theta}}\left(s_{t}\right)$. After samples $\left(s_{t}, a_{t}, r_{t}\right)$ are collected by executing the policy $\pi_{\theta_{\text {old }}}$, the advantage $A^{\pi_{\theta_{\text {old }}}}$ is computed by GAE algorithm. Then, the target value is computed as

$$
\begin{equation*}
V_{\operatorname{targ}}^{\pi_{\theta_{\text {old }}}}\left(s_{t}\right)=\bar{A}^{\pi_{\text {old }}}\left(s_{t}, a_{t} \sim \pi_{\theta_{\text {old }}}\right)+\bar{V}^{\pi_{\theta_{\text {old }}}}\left(s_{t}\right) \tag{4.12}
\end{equation*}
$$

The value function loss is defined as a mean squared error.

$$
\begin{equation*}
L^{\mathrm{VF}}\left(\theta_{c}\right)=\frac{1}{n} \sum_{i}\left(\bar{V}_{\theta_{c}}\left(s_{i}\right)-V_{\operatorname{targ}}^{\pi_{\theta_{\text {old }}}}\left(s_{i}\right)\right)^{2} \tag{4.13}
\end{equation*}
$$

where $s_{i}$ is a sampled state in the experience buffer. Based on the discussion in 60], the running mean and variance of the target values are computed during the training and used to normalize the value network. Thus, the value network predicts the normalized deviation $\bar{v}_{\theta_{c}}\left(s_{t}\right)$ from the running mean such that

$$
\begin{equation*}
\bar{V}_{\theta_{c}}\left(s_{t}\right)=\sigma_{\text {value }} \bar{v}_{\theta_{c}}\left(s_{t}\right)+\mu_{\text {value }} \tag{4.14}
\end{equation*}
$$

The running mean $\mu_{\text {value }}$ and variance $\sigma_{\text {value }}^{2}$ are updated in every epoch using every sample point $V_{\text {targ }}^{\pi_{\text {old }}}\left(s_{i}\right)$.

Another term is the entropy bonus $S\left(\theta_{a}\right)$, which prevents the policy from becoming too deterministic in the early stage of the learning [52]. The entropy of the policy $\pi_{\theta}$ is computed for the state and action pairs sampled from $\pi_{\theta_{\text {old }}}$, and the sample average of the entropy is included in the loss. The combined loss function is defined as follows.

$$
\begin{equation*}
L^{\mathrm{CLIP}+\mathrm{VF}+\mathrm{S}}\left(\theta_{a}, \theta_{c}\right)=\hat{E}_{\pi_{\theta_{\text {old }}}}\left[-J^{\mathrm{CLIP}}\left(\theta_{a}\right)+w_{1} L^{\mathrm{VF}}\left(\theta_{c}\right)-w_{2} S\left(\theta_{a}\right)\right] \tag{4.15}
\end{equation*}
$$

where $w_{1}$ and $w_{2}$ are weights for the value and entropy losses. The stochastic gradient descent (SGD) algorithm is used to find parameters that minimize the combined loss function.

There are several hyperparameters in the SGD process. The PPO algorithm alternates between the sample collection and update process. Samples are collected by $N_{p}$ parallel workers that execute the same policy; each agent collects $N$ samples before the update. At the evaluation and update stage, $\left(N_{p} \times N\right)$ samples are randomly divided into $M$ mini-batches or smaller sets of
samples. The minibatch size is $\left(N_{p} \times N\right) / M$. The gradient descent $L(\theta) \leftarrow L(\theta)-\alpha \nabla_{\theta} L(\theta)$ is sequentially performed using each minibatch, where $\alpha$ represents the learning rate. Updating the parameters $M$ times using all mini-batches consists of an epoch. The number of epochs $N_{\text {epoch }}$ is another hyperparameter. After $N_{\text {epoch }}$-th epoch, the algorithm goes back to collecting the samples with the updated policy. After each epoch, the advantage and target values are recomputed with the updated value estimate as recommended in 60. The PPO algorithm implementation used in this study is based on v0.3.0 of ReinforcementLearning.jl package [61] with a few modifications by the authors to incorporate recommendations in 60].

As for the policy network, its outputs correspond to the mean $\boldsymbol{\mu}\left(s_{t}\right)$ and standard deviation $\boldsymbol{\sigma}\left(s_{t}\right)$ of a diagonal Gaussian distribution. If the dimension of the action is $n_{a}$, the output of the policy network is of size $2 n_{a}$. The action is computed by $\boldsymbol{a}_{t}=\boldsymbol{\mu}+\boldsymbol{\sigma} \odot \boldsymbol{\xi}$ where $\odot$ is element-wise multiplication and $\boldsymbol{\xi}$ is a Gaussian random variable sampled from $\mathcal{N}(\mathbf{0}, I)$. The action is normalized and clipped to be in $[-1,1]$. The mean is obtained by applying the hyperbolic tangent function tanh to the $n_{a}$ outputs so that its element is in $[-1,1]$. Following the recommendation in [60], the standard deviation is obtained by applying the softplus function $f(x)=\log \left(1+e^{x}\right)$ elementwise to another $n_{a}$ outputs, which guarantees $\sigma \geq 0$.

### 4.2 Reconnaissance Trajectory Guidance Design

The RL-based guidance algorithm aims to obtain an offline policy for global mapping tasks formulated as an MDP. The policy is made adaptive by including task context and parameters for the asteroid environment as part of the state and randomizing them during the training. In the global mapping task, the spacecraft maps an asteroid's surface from hovering trajectories as illustrated in Fig. 4.2. The motion of the spacecraft is described relative to the Sun-asteroid fixed rotating frame or the Hill frame. The spacecraft moves along the circumference of a circle at $r=5 R$ in the Hill frame, occasionally applying an impulsive velocity change. The spacecraft needs to observe all 50 target points distributed evenly on the sphere with radius $R$ from the hovering trajectory with a set of observation criteria described in the subsequent sections. The number of
observation targets is a parameter of the MDP simulation environment, and the method described in this chapter can be applied to an environment with an arbitrary number of targets. Increasing the number of targets forces the spacecraft to cover more surface points. However, using more target points requires more computational resources as the MDP state becomes larger. Observation of the asteroid's surface with various lighting conditions is beneficial for the geophysical study of asteroids. Thus, we introduce the target azimuth angle as shown in Fig. 4.2 as a task context and allow the spacecraft to perform the observation from various phase angles. The target azimuth angle is fixed throughout an episode, which means that an observation campaign focuses on a single target azimuth angle at a time.

In this section, the dynamics models used to propagate the spacecraft's trajectory in the simulation environments for training and testing are described. Then the definition of the MDP is provided.


Figure 4.2: Schematic of global mapping hovering trajectory.

### 4.2.1 Dynamical Models

The Hill three-body models with the solar radiation pressure (SRP) are used to describe the trajectory of a spacecraft. The equations of motion are of the form in Eq. 2.11). However, the
dynamics are normalized to reduce the number of environmental parameters and to ensure that the policy can be applied to a range of asteroid parameters. The asteroid's radius is used as a unit length, and the reciprocal of the spacecraft's mean motion is used as a unit of time.

$$
\begin{align*}
& (\text { unit length })=R  \tag{4.16}\\
& (\text { unit time })=\sqrt{R^{3} / \mu}=\sqrt{3 /\left(4 \pi G \rho_{d}\right)} \tag{4.17}
\end{align*}
$$

where $\mu$ is an asteroid's mass parameter; $\rho_{d}$ is its bulk density assuming a spherical asteroid; $G$ is the gravitational constant. The normalization makes the mass parameter of the asteroid unity, resulting in the following equations of motion.

$$
\begin{equation*}
\ddot{r}=-2 n \tilde{\tilde{z}} \cdot \dot{\boldsymbol{r}}+n^{2}(3 \hat{x} \hat{x}-\hat{z} \hat{z}) \cdot \boldsymbol{r}-\boldsymbol{r} / r^{3}+\beta \hat{x}+\boldsymbol{\Delta} \boldsymbol{V} \delta(t-\tau) \tag{4.18}
\end{equation*}
$$

where $\boldsymbol{r}$ is the position of a spacecraft relative to an asteroid; $\beta$ is a normalized SRP parameter; $n$ is a normalized mean motion of the asteroid's orbit about the Sun.

The maneuver execution includes spherical Gaussian noise that is proportional to the $\Delta V$ magnitude. Thus, the trained policy needs to take the effect of the maneuver noise into account. The study uses $\sigma_{\Delta V}=0.05 \Delta V$ during the training.

As for the asteroid's spin state, single-axis rotation with a constant spin rate $\dot{\varphi}$ is assumed. The spin pole is not assumed to be perpendicular to the orbit plane. Thus, the spin pole in the Hill frame keeps moving and traces a circle at the same rate as the asteroid's mean motion.

To test the robustness of the policy, we defined a higher-fidelity test environment using the asteroids Bennu and Itokawa. The dynamical models in the test environment introduce additional unmodeled dynamical effects. First, the asteroid's point mass gravity model is replaced by the spherical harmonics gravity model using Eq. (2.4). The $5 \times 5$ harmonics coefficients obtained from [62] are used for Bennu. For Itokawa, 4 x 4 harmonics coefficients are used and obtained from [63]. The test dynamics further incorporate an elliptic asteroid's orbit. This change makes the equations non-autonomous, as they explicitly depend on the true anomaly $F$ of the asteroid's orbit. The magnitude of the SRP force thus changes as the asteroid moves around the Sun. The SRP
acceleration is computed using the cannonball model in Eq. 2.8. Table 4.1 shows the asteroid's physical parameters used to define the test environment. The spacecraft's mass-to-area ratio is set to $M_{\mathrm{SC}} / A_{\mathrm{SC}}=63 \mathrm{~kg} / \mathrm{m}^{2}$ for the case of Bennu and to $M_{\mathrm{SC}} / A_{\mathrm{SC}}=33 \mathrm{~kg} / \mathrm{m}^{2}$ for the case of Itokawa. The surface reflectivity $\rho_{d}$ is set to 0.4 . The unit length and time depend only on the radius $R$ and density $\rho_{d}$. Thus, given $R$ and $\rho_{d}$, the equations of motion of the form in Eq. (2.1) can be normalized.

Table 4.1: Asteroids' parameters used for test environment

| Symbol | Description | Unit | Bennu | Itokawa |
| :---: | :--- | :---: | :---: | :---: |
| $R$ | Asteroid's radius | km | 0.246 | 0.162 |
| $\rho_{d}$ | Asteroid's density | $\mathrm{g} / \mathrm{cm}^{3}$ | 1.26 | 1.98 |
| $A$ | Asteroid orbit's SMA | AU | 1.126 | 1.324 |
| $E$ | Asteroid orbit's eccentricity | - | 0.2 | 0.28 |
| $\dot{\varphi}$ | Asteroid's spin rate | $\mathrm{rad} / \mathrm{s}$ | $4.068 \mathrm{E}-4$ | $1.439 \mathrm{E}-4$ |

### 4.2.2 MDP Definition

In an MDP, the agent chooses an action based on the state at the decision-making step, which makes the agent transition to the next state. A hop on the hovering trajectory corresponds to a single decision-making step for our problem. Given the state and action, the resulting hovering trajectory is computed, which is then used to check the observation conditions. Each target point is marked as observed if the following conditions are met simultaneously along the trajectory; the angular separation between the spacecraft and target is less than $\theta_{\text {image }}=5^{\circ}$; the spacecraft's distance from the asteroid satisfies $3 R<r<7 R$; the spacecraft's azimuth angle is within $5^{\circ}$ from the target azimuth angle.

The state of the MDP is defined as follows and visualized in Fig. 4.3. The MDP state includes asteroid parameters, task context, the spacecraft's position and velocity, and observation status of the 50 angular points about the asteroid, which would be surveyed autonomously.

$$
\begin{equation*}
\boldsymbol{s}_{t}=\left[\beta, \dot{\varphi}, \mathrm{az} \mathrm{tgt}, n, \cos \left(\alpha_{p}\right), \sin \left(\alpha_{p}\right), \varepsilon, \Delta r, \Delta \mathrm{az}^{2}, \mathrm{el}_{H}, \mathrm{el}_{B}, \dot{\boldsymbol{r}}, \cos (\varphi), \sin (\varphi), \boldsymbol{b}_{1}, \boldsymbol{b}_{2}\right] \tag{4.19}
\end{equation*}
$$

where $\mathrm{az}_{\text {tgt }}$ is the target azimuth angle for the observation campaign; $\alpha_{p}$ is the azimuth angle of the spin pole in the Hill frame; $\varepsilon$ is the obliquity; $\Delta r$ is the deviation in the spacecraft's distance from the reference distance of $r=5 R ; \Delta \mathrm{az}$ is the deviation in the spacecraft position's azimuth angle relative to $\mathrm{az}_{\mathrm{tgt}} ; \mathrm{el}_{H}$ is the spacecraft's elevation angle in the Hill frame; el ${ }_{B}$ is the spacecraft's elevation angle in the asteroid's body-fixed frame; $\varphi$ is the spin pole's phase angle. We note that some elements of the state $s_{t}$ are redundant if we are to compute the spacecraft's state and asteroid's spin state. For example, $\mathrm{el}_{H}$ can be computed from $\mathrm{el}_{B}$ given other state elements because we know how these quantities relate to each other. The RL agent might be able to identify such an underlying relationship and make a good decision without being explicitly told both $\mathrm{el}_{B}$ and $\mathrm{el}_{H}$. However, we chose to show the RL agent both quantities, expecting that it would speed up the learning process. The same argument holds true for the binary vector $\boldsymbol{b}_{2}$, which can be computed from the other state elements. All the physical parameters are normalized using Eqs. (4.16) and (4.17). $\boldsymbol{b}_{1}$ and $\boldsymbol{b}_{2}$ are binary vectors with length 50 , which are an abstract representation of the observation status of the distributed targets' angular locations. $\boldsymbol{b}_{1}$ represents observation progress and $\boldsymbol{b}_{2}$ indicates observability of each target. When a target has been successfully observed, the corresponding element of $\boldsymbol{b}_{1}$ is set to 1 and otherwise 0 . When a target cannot be observed from the current phase angle, the corresponding element of $\boldsymbol{b}_{2}$ is marked as 1 and otherwise 0 . The detail of the computation of the binary vector $\boldsymbol{b}_{2}$ is given in Appendix C. The binary vectors are ordered according to the target's elevation angle in the asteroid's body-fixed frame. The position of the spacecraft is determined by the elevation angle, deviation in the distance from $r=5 R$, and azimuth angle deviation from $\mathrm{az}_{\mathrm{tgt}}$. Asteroid parameters, namely, $\beta, \dot{\varphi}$, and $\varepsilon$ and task context $\mathrm{az}_{\mathrm{tgt}}$ are fixed throughout an episode.

During the training, the state needs to be reset to initial conditions. When the states are initialized, they are randomly sampled from a predefined distribution. We assume that the parameters of target asteroids fall within the following ranges; $R \in[0.25,10.0] \mathrm{km} ; \rho_{d} \in[0.5,4.0] \mathrm{g} / \mathrm{cm}^{3}$; $A \in[1.0,1.5] \mathrm{AU} ;($ spin period $) \in[4.0,12.0]$ hours; $\left(a_{\mathrm{SRP}}\right.$ at 1 AU$) \in[0.5,1.5] a_{\mathrm{SRP}, 0}$ where the base SRP of $a_{\mathrm{SRP}, 0}=1.014 \times 10^{-10} \mathrm{~km} / \mathrm{s}^{3}$ is computed assuming OSIRIS-REx spacecraft. Given


Figure 4.3: Schematic of global mapping hovering trajectory and MDP variables.
these parameter ranges, the upper and lower bounds of the normalized asteroid parameters are given as follows.

$$
\begin{align*}
& \beta \in\left[2.01 \times 10^{-6}, 4.35 \times 10^{-3}\right]  \tag{4.20}\\
& \dot{\varphi} \in[0.138,1.167]  \tag{4.21}\\
& n \in\left[1.025 \times 10^{-4}, 5.325 \times 10^{-4}\right]  \tag{4.22}\\
& \varepsilon \in\left[165^{\circ}, 180^{\circ}\right] \tag{4.23}
\end{align*}
$$

These parameters are sampled from uniform distributions with the bounds listed above. Similarly, $\mathrm{az}_{\mathrm{tgt}}, \alpha_{p}$, el, and $\varphi$ are sampled from a uniform distribution in $[\pi / 2,3 \pi / 2],[-\pi, \pi],[-\pi / 2, \pi / 2]$, and $[-\pi, \pi]$ respectively. $\Delta r$ is sampled from a Gaussian distribution with zero mean and $\sigma=0.1$. $\Delta \mathrm{az}$ is sampled from a Gaussian distribution with zero mean and $\sigma=5^{\circ}$. Each element of $\dot{\boldsymbol{r}}$ is sampled from a Gaussian distribution with zero mean and $\sigma=0.01$. The vector $\boldsymbol{b}_{1}$ is set to zero and $\boldsymbol{b}_{2}$ is initialized based on other state values. We note that during the training, elements of the state are rescaled such that they are more or less in $[-1,1]$ for improved feature representation.

The action that the agent chooses at every decision-making step is defined as follows.

$$
\boldsymbol{a}_{t}=\left[\begin{array}{c}
\Delta \mathrm{el}  \tag{4.24}\\
\Delta t
\end{array}\right] \quad \text { where } \begin{aligned}
& -30^{\circ} \leq \Delta \mathrm{el} \leq 30^{\circ} \\
& \pi \leq \Delta t \leq 6 \pi
\end{aligned}
$$

The first element is the change in the spacecraft's elevation angle in the Hill frame, which defines the next target position of the hovering. The second component of the action is the transfer time to the target location. The transfer time is given in the normalized system. The policy network's output is normalized such that the action is in $[-1,1]$. Thus, the action's upper and lower bounds are used to reconstruct actual $\Delta t$ and $\Delta t$.

Given $\boldsymbol{s}_{t}$ and $\boldsymbol{a}_{t}$, the target $\boldsymbol{\Delta} \boldsymbol{V}$ for the orbit transfer to the next target position can be computed by solving a TPBPV. The predictor-corrector algorithm described in section 2.3 is used to solve the TPBVPs. The upper bound of the transfer time is relatively short, and the TPBVP solver can easily find appropriate transfer trajectories that have no revolution around the asteroid. Thus, when a $\boldsymbol{\Delta} \boldsymbol{V}$ is computed with the RL policy, only a single-step continuation is performed.

Namely, after the solution with a parameter $\boldsymbol{p}=\mathbf{0}$ is computed, the solution of the target parameter is directly computed. We introduce a Gaussian maneuver execution noise that is proportional to $|\boldsymbol{\Delta} \boldsymbol{V}|$ during the training, and $\sigma=0.05|\boldsymbol{\Delta} \boldsymbol{V}|$ is used, which means the problem is optimization under aleatoric uncertainties. We assume the onboard navigation system can reconstruct the true trajectory once the maneuver is applied, which means the state is assumed to be fully observable. Along the spacecraft's trajectory, the observation condition is checked every 0.1 normalized time, which updates $\boldsymbol{b}_{1}$. Spacecraft's position and velocity and other time-varying quantities are updated as well.

There are two different classes of terminal states. The first terminal state corresponds to the end of a successful observation campaign. It is defined as the state where all of the observable targets have been observed, namely, $\boldsymbol{b}_{1, i}=1 \forall_{i}$ unless $\boldsymbol{b}_{2, i}=1$ and the spacecraft is near one of the poles, namely, $\left|\mathrm{el}_{H}\right| \geq 70^{\circ}$. The condition for the elevation angle drives the spacecraft to finish the observation campaign near the polar regions. Ideal locations to switch a target observation azimuth angle are near the polar regions because the change in the spacecraft's position is minimum. Thus, the condition allows the spacecraft to perform a sequence of observation campaigns from multiple target azimuth angles by simply running multiple episodes changing $\mathrm{az}_{\mathrm{tgt}}$. The second terminal state corresponds to the collision with the asteroid. This study considers $r<2 R$ to be a collision. The episode is also terminated if the agent does not reach a terminal state after the maximum horizon length, which is set to 200 .

The reward the agent receives at each MDP time step is defined as follows.

$$
r_{t}=\left\{\begin{array}{cc}
-1+r_{\text {new }}-|\boldsymbol{\Delta} \boldsymbol{V}|+p_{\text {altitude }} & \text { (if no collision) } \\
+p_{\text {elevation }}+\text { bonus }_{1}+\text { bonus }_{2} & \\
p_{\text {collision }} & \text { (otherwise) }
\end{array}\right.
$$

where $r_{\text {new }}$ is the number of newly observed targets; $p_{\text {altitude }}=10 \cdot \min (r-5 R, 0)$ is the penalty for flying lower than the nominal hovering altitude; $p_{\text {elevation }}$ is a penalty that encourages the agent to move to polar regions by incentivizing the agent to have a large $\left|\mathrm{el}_{H}\right|$ once the observation is complete. If there are remaining targets, $p_{\text {elevation }}=0$ and otherwise $p_{\text {elevation }}=-(\pi / 2-$
$\left.\left|\mathrm{el}_{H}\right|\right) /(\pi / 2)$. The first bonus term is a reward for achieving an intermediate goal, which is defined as follows. We divide the target locations into three groups: northern, southern, and others. The targets in the northern group have elevation angles in the body-fixed frame that are larger than $30^{\circ}$, whereas in the southern group, they are smaller than $-30^{\circ}$. When observable targets in the southern group are fully observed for the first time while no target in the northern group is observed, then bonus $_{1}=100$ and vice versa. This intermediate bonus term encourages the agent to stay in one of the hemispheres before moving to another. The second bonus term bonus 2 is set to 100 when the agent reaches the successful terminal state and 0 otherwise. $p_{\text {collision }}=-200$ is the penalty for collision, namely, $r<2 R$.

### 4.3 Performance of the PPO Policy

The adaptive offline policy for the onboard global mapping task under the maneuver execution noise is obtained by the PPO algorithm. This section first provides the analyses of the neural network model structures and other hyperparameters. Then, the analyses of the obtained policy's performance and robustness are presented.

### 4.3.1 Model Structure and Hyperparameters

First, the results of the hyperparameter study are presented. Although many hyperparameters affect the performance of the policy, we present the analyses on a few selected hyperparameters. Some nominal hyperparameters used in this study, whose analyses are not shown in this paper, such as learning rate, minibatch size, activation functions, etc., strongly influence the training outcome, and they have coupled effects on the training performance. They are selected based on trial and error. One observation is that since there are multiple paths that lead to a successful terminal state in the MDP, the policy often gets stuck at a local optimum. Thus, injecting large enough noises in the SGD process seems essential for the agent to escape these local optima by using a large learning rate or small minibatch size. Also, due to the discrete nature of the task progress as represented by the binary vectors, using rectified linear unit (relu) as activation functions resulted in a better
performance than other common alternatives such as tanh. Some other hyperparameters are simply set to values that result in stable learning without much investigation of the optimal choice.


Figure 4.4: Neural network structure of the policy.

Feedforward neural networks are used to parameterize the policy and value functions. A part of the experiment is to study different parameterizations of the networks. However, for ease of analysis, we constrained the network structure. Figure 4.4 shows the general structure of the policy network. Since the binary vectors are ordered according to the target location's body-relative elevation angle, they exhibit spatial structures. For example, if a target is observed by taking action at a state, then neighboring targets are also likely to be observed. To exploit this spatial structure, nominally, the binary vectors $\boldsymbol{b}_{1}$ and $\boldsymbol{b}_{2}$ are processed by a 1-dimensional (1D) convolutional neural network (CNN) before they are passed to fully connected dense layers. The CNNs used in this study have three layers. In each layer, filters of size four are used. The zero paddings of size two are applied at the beginning and end of each convolution. The stride is set to two. The number of filters $n_{\mathrm{cnn}}$ is a hyperparameter. The two binary vectors in the input are treated as different channels. The output of the CNN is connected to the dense layers along with other elements of the

MDP state vector. The study fixes the number of hidden dense layers to two. The number of nodes in the dense layer, $n_{\text {dense }}$ is another hyperparameter. The activation function in the convolutional and dense layers is relu. As for the policy, the hyperbolic tangent function (tanh) and softplus function are applied for the mean and standard deviation, respectively. The value network shares the same structure as the policy network. However, they are made independent; namely, no neural network parameters are shared. The final output of the value network is a single number computed without any activation functions. The study uses v0.12.10 of Flux.jl machine learning package to construct neural network models [64].

Table 4.2: PPO hyperparameters

| $N_{p}$ | 32 |
| :--- | :--- |
| $N$ | 2048 |
| $\left(N_{p} \times N\right) / M$ | 512 |
| $N_{\text {epoch }}$ | 10 |
| $\alpha$ | $3 \mathrm{e}-4$ |
| $\gamma$ | 0.99 |
| $\lambda(\mathrm{GAE})$ | 0.9 |
| $\epsilon_{\text {clip }}$ | 0.2 |
| $w_{1}$ | $1 \mathrm{e}-2$ |
| $w_{2}$ | 0.1 |
| $\beta_{\text {adamw }, 1}$ | 0.9 |
| $\beta_{\text {adamw }, 2}$ | 0.999 |
| $w_{d}$ | $1 \mathrm{e}-5$ |

The nominal PPO hyperparameters used in the study are shown in Table 4.2. The study uses the ADAMW optimizer. The exponential decay of the momentum estimates $\beta_{\text {adam }, 1}$ and $\beta_{\text {adam }, 2}$ and weight decay $w_{d}$ for ADAMW are listed in the table as well [65, 64]. The weights of the policy and value networks are initialized with the uniform distribution proposed by Glorot and Bengio [66, 64]. Following the recommendation in [60], the policy network is initialized such that its outputs are 0 for the mean and 0.5 for the standard deviation. This initialization is done by setting the weights of the final dense layer 100 times smaller and by adding a bias $\log \left(e^{0.5}-1\right)$ for the standard deviation. During the gradient descent step, the gradient is globally clipped so that the norm of the gradient does not exceed a threshold value for stable learning [67]. The threshold
value is set to 0.5 . Also, the learning rate $\alpha$ is set to a smaller value of $1 \mathrm{e}-4$ during the initial policy update iterations (for all $N_{\text {epoch }}$ epochs) to stabilize the updates.

We first present the results of the hyperparameter study on the parameterization of the policy and value networks. The training is performed with different combinations of $n_{\text {cnn }}$ and $n_{\text {dense }}$. We also performed the training without the convolution layers. In such a case, the two binary vectors in the MDP state are directly connected to the dense layers. When we perform a hyperparameter study, training is performed three times using a different random number seed for each set of hyperparameters. Figure 4.5 shows the history of average reward and Gaussian policy's entropy for different neural network models. The average reward is the sample average of the rewards obtained during the sample collection phase, computed using $N_{p} \times N$ samples. The entropy in the plot shows the average entropy of the last minibatch in the final epoch computed using $\left(N_{p} \times N\right) / M$ samples. The model name "cnnX_dense $Y$ " indicates a neural network with $n_{\text {cnn }}=X$ and $n_{\text {dense }}=Y$; the name "denseX" indicates that the network does not have convolutional layers and $n_{\text {dense }}=X$. Changing $n_{\text {cnn }}$ results in a slight change in the final performance. However, the difference is not as significant as the performance change with and without a CNN. When there is no CNN, the agent performs poorly. Figure 4.6 shows the average reward and entropy at the end of training for wider combinations of $n_{\mathrm{cnn}}$ and $n_{\text {dense }}$. Every training is performed with a total of 4 million environmental steps. We note that throughout the thesis, the word "environmental step" is used to mean a single interaction of the RL agent with the simulation environment and a subsequent MDP state transition. The advantage of using a CNN is clearly highlighted, which allows the network to capture spatial structures the input binary vectors exhibit. Also, setting $n_{\text {dense }}$ to a large value seems to hurt the performance. While the average rewards of "cnn8_dense128", "cnn16_dense64", and "cnn16_dense128" are more or less the same, the entropy of "cnn16_dense128" is slightly larger, which suggest that the policy of "cnn16_dense128" could outperform the other models if it is trained until it has the same level of policy entropy. Thus, $n_{\mathrm{cnn}}=16$ and $n_{\text {dense }}=128$ are nominally used in this study. Table 4.3 shows the number of trainable parameters in the policy for different combinations of $n_{\mathrm{cnn}}$ and $n_{\text {dense }}$. The addition of a CNN does not significantly increase the number
of parameters, and we can confirm that the performance improvement is not simply due to the increase in the trainable parameters.


Figure 4.5: History of average reward and entropy during training with different neural network structures.

We also studied the impact of changing the weight decay. Figure 4.7 shows the training history with different weight decay values, and Fig. 4.8 shows the average reward and entropy at the end of training for different values of $w_{d}$. The neural network structure is fixed with $n_{\mathrm{cnn}}=16$ and $n_{\text {dense }}=128$. It is confirmed that setting $w_{d}$ too large (larger than $w_{d}=10^{-4}$ ) hurts the performance. Otherwise, no significant performance change was observed. The study nominally uses $w_{d}=1 \mathrm{e}-5$, expecting the model to generalize better with larger $w_{d}$ as long as it does not degrade the policy.

Finally, experiments on different values $N$ are performed. Because $N_{p}$ is fixed, changing $N$ is equivalent to changing the total number of environmental steps collected before updating the policy. It is reasonable to assume that the policy performs better when this buffer size is larger because the bias in the value loss can be reduced. However, a larger buffer size means that more training steps are required to perform the same number of policy update cycles. With the goal of obtaining a high-performing policy used in the end-to-end numerical study, training is performed with $N=4096$, which doubles the buffer size. The neural network structure is fixed with $n_{\text {cnn }}=16$ and $n_{\text {dense }}=128$. The training is performed until the total environmental steps reach 16 million. Figure 4.9 shows the training history with $N=2048$ and 4096. Figure 4.10 shows the average


Figure 4.6: Comparison of average reward and entropy at the end of training with different neural network structures.

Table 4.3: Number of policy model parameters

| $n_{\text {cnn }}$ | $n_{\text {dense }}$ | Number of parameters |
| :---: | :---: | ---: |
| - | 64 | 11,908 |
| - | 128 | 32,004 |
| - | 256 | 96,772 |
| - | 512 | 324,612 |
| 8 | 64 | 10,204 |
| 8 | 128 | 27,996 |
| 16 | 64 | 15,924 |
| 16 | 128 | 37,812 |
| 16 | 256 | 106,164 |
| 32 | 64 | 30,436 |
| 32 | 128 | 60,516 |
| 32 | 256 | 145,252 |



Figure 4.7: History of average reward and entropy during training with different values of $w_{d}$.


Figure 4.8: Comparison of average reward and entropy at the end of training with different values of $w_{d}$.


Figure 4.9: History of average reward and entropy during training with different values of $N$.


Figure 4.10: Comparison of average reward and entropy at the end of training with different values of $N$ and total training steps.
reward and entropy at different stages of training. Until around 8 million steps, the performance of the policy with $N=4096$ is poorer, which is likely caused by less frequent iterations between the sample collection and policy update. As the training progresses, the policy trained with $N=4096$ outperforms the policy trained with $N=2048$. This observation confirms that a larger buffer size is beneficial in developing a good policy. The best-performing policy from the training with $N=4096$ is used as the nominal policy for subsequent analyses.

### 4.3.2 Behavior of the Policy



Figure 4.11: Example behavior of the policy with fast and slow spin rate.

The behavior of the best-performing policy is discussed herein. Figure 4.11 shows the trajectories obtained from the same initial condition with different spin rates ( $\dot{\varphi}=1.1$ and $\dot{\varphi}=0.13$ ). The trajectories are shown in the Hill frame. When the spin rate is fast, the agent tends to have a larger change in the elevation angle. When the spin rate is slow, the task is more challenging, and the agent cannot often observe the target location in a single hop even if the spacecraft is at the corresponding elevation angle. With the trained policy, the spacecraft maintains the same elevation angle before moving to a different latitude. Figure 4.12 highlights the difference in policy's behavior when the initial pole orientation is different. On the left, the initial pole is defined with $\alpha_{p}=0^{\circ}$, and on the right, it is defined with $\alpha_{p}=180^{\circ}$. The initial pole orientation is plotted as an arrow.


Figure 4.12: Example behavior of the policy with different pole orientations.

We can see that the policy adjusts the locations the spacecraft flies over to account for the shift in the target positions in the Hill frame.

Next, the overall difference in the policy's response when a parameter of the asteroid environment or task context is varied is studied by running Monte Carlo simulations. Initially, the state-action pairs are sampled from the policy. When the state is initialized, the parameter of interest is fixed to the median of the predefined parameter range. Other state elements are sampled according to the initial distribution used during the training. Once 50,000 state-action pairs are sampled, the element of the MDP state that corresponds to the parameter of interest is changed to its upper bound value. Then, the actions for the updated states are recorded. Some parameters are coupled with other state components and cannot be updated individually. In such a case, el ${ }_{B}$ and $\boldsymbol{b}_{2}$ are updated while other elements are kept the same. Figure 4.13 shows the histogram of the change in the action. Responses to the changes in $\dot{\varphi}, \mathrm{az}_{\mathrm{tgt}}, \dot{\varepsilon}$, and $\beta$ are shown. The plots on the left and right show the changes in $\Delta \mathrm{el}$ and $\Delta t$, respectively. The actions are normalized to be in $[-1,1]$. The histogram is normalized such that the area integral becomes unity. When the value of $\varphi$ is changed, the resulting changes in the actions are larger, which indicates the spin rate has a significant impact on the action. We can also see the policy is sensitive to the change in $\mathrm{az}_{\mathrm{tgt}}$ and $\varepsilon$. When the target azimuth angle or the obliquity is different, the elevation angles in the Hill frame that the spacecraft needs to have in order to map target locations shift. The spacecraft needs to adjust its position to account for these elevation shifts, which results in changes in the actions. On the contrary, the policy is less sensitive to the SRP change. Similarly, we confirmed that the policy is not sensitive to the change in the mean motion. These observations indicate that some of the task context and environmental parameters have a stronger impact on the decision-making tasks, and the policy successfully learns to respond to such parameters.

In order to assess the robustness of the trained policy, it is of interest to study how well the policy can handle the tasks when there are reality gaps. Since the policy is trained in the simulation environment with various assumptions, it might not perform well in an environment that has a different state transition probability. The performance of the policy is evaluated with


Figure 4.13: Policy's sensitivity to changes in parameters.
an almost identical but modified MDP task. The spacecraft's dynamics are replaced by the test dynamics explained earlier, introducing the elliptic asteroid's orbits and higher-order gravity field of the asteroid. The initial state distribution is also different as the test environment uses a specific set of asteroid parameters. The asteroids Bennu and Itokawa are used as test cases, whose parameters are listed in Table 4.1. Because the test environment is defined for a specific target asteroid, $\beta$, $\dot{\varphi}, n$, and $\varepsilon$ are not sampled from a distribution. $\beta$ is updated at each step according to the Sunasteroid distance. Similarly, $n$ is updated to the asteroid's true anomaly rate at each time step. The asteroid's initial true anomaly is fixed to $0 . \varepsilon$ is set to $170^{\circ}$ for both asteroids. Other MDP state elements are sampled from the same initial distribution as the training environment.


Figure 4.14: Number of steps taken to complete an episode.

We performed 5,000-episode Monte Carlo simulations for each asteroid. Figure 4.14 shows the distribution of the number of steps required to complete each episode for Bennu and Itokawa. The plot on the left is generated with the same spacecraft dynamics as the training environment. Since the spin rate of Itokawa is slower than that of Bennu, the agent requires more environmental steps to reach a successful goal state. The plot on the right shows the distribution from the test environment. The plots on the left and right look similar, and it is confirmed that the policy works well even when the spacecraft's dynamics have biases. Also, no collision or incomplete episode was confirmed for any of the cases, which demonstrates the policy's efficacy.

Next, the policy's performance is analyzed when the environment has a different magnitude of maneuver execution noise. The maneuver execution noise is sampled from a Gaussian distribution


Figure 4.15: Violin plots showing the distribution of the number of environmental steps to complete an episode with different values of maneuver execution noise.
whose noise level is proportional to the maneuver size, namely, $\sigma_{\Delta V, \text { crtl }}=\sigma_{\Delta V, \text { ctrl }, p}|\boldsymbol{\Delta} \boldsymbol{V}|$. We performed 5,000-episode Monte Carlo simulations, sampling $\sigma_{\Delta V, \text { crtl,p }}$ uniformly from $\sigma_{\Delta V, \text { crtl,p }} \in$ $[0,1,2,3,4,5,6,7,8]$ percent. Figure 4.15 shows the violin plot of the number of terminal steps for different $\sigma_{\Delta V, \text { crtl,p }}$. The left half of the violin is for Bennu, and the right half is for Itokawa. We can confirm that as the noise level decreases, the agent can complete the task with fewer steps. When the noise level is higher than $\sigma_{\Delta V, \mathrm{crtl}, p}=0.05$, which is the value used during the training, the task requires more steps. However, the agent can still complete the task within the maximum step of 200. The result shows that by performing the training with a conservative value of $\sigma_{\Delta V, \mathrm{crtl}, p}=0.05$, the policy works well for a wide range of noise levels.

### 4.4 Conclusions

This chapter describes the design of the hovering trajectory controller for surface global mapping tasks. The task is formulated as an MDP, and RL is used to solve the problem. Specifically, the PPO algorithm is used to solve the MDP task. The policy is made adaptive by introducing asteroid parameters and task context as part of the MDP state and randomizing them during the training. The training samples are collected in a simulation environment. Hyperparameter studies show that extracting the spatial structure in the MDP state input is important for better training results, and thus using CNNs improves the performance of the policy. By looking at the example
behavior of the trained policy, we confirm that the policy is indeed adaptive, changing the actions depending on the environmental parameters. The study also tests the robustness of the policy by introducing biases in the spacecraft's dynamical interaction with the asteroid. The results of the Monte Carlo runs show that the policy works well even with model discrepancies.

## Chapter 5

## Simple Covariance Analysis

This chapter provides the covariance analysis for the proposed onboard navigation scheme. This approach uses optical measurements provided by onboard imagers and measurements from onboard accelerometers to estimate the spacecraft's state as well as a target asteroid's parameters. The covariance studies are performed for the asteroid approach trajectory and hovering trajectory. The analysis uses simple dynamical models without model biases to understand the information contents of the measurements in an ideal situation. We first describe the measurement models used in the study. Then, the filtering algorithm used for state estimation is explained. The results of the covariance studies are provided, followed by some concluding remarks.

### 5.1 Measurement Models

The core of the proposed autonomous trajectory operation is navigation based on optical and $\Delta V$ measurements. As for the optical measurements, the angular location and angular size of the asteroid are assumed to be extracted from images taken by the spacecraft's onboard camera.

$$
\begin{array}{ll}
\boldsymbol{Y}_{1}=-\hat{\boldsymbol{r}} & \text { (angular location) } \\
Y_{2}=\frac{R}{r} \quad \text { (angular size) } \tag{5.1}
\end{array}
$$

where $R$ is the asteroid's mean radius. We note that $\boldsymbol{Y}_{1}$ contains only two independent measurements, although it is a $3 \times 1$ vector because there is a constraint $|\hat{\boldsymbol{r}}|=1$. The filter models the asteroid as a sphere, and a complex shape model is not considered in this study. This is equivalent to assuming that a shape and spin state have been modeled by separate onboard algorithms (for
example, see references [68, 69] for shape estimation). By counting the number of pixels filled by the asteroid in an image, a solid angle $\Omega(t)$ can be obtained as an original measurement. The solid angle can be expressed as $\Omega(t)=A(t) / r^{2}(t)$, where $A(t)$ is an asteroid's area projected on the sphere centered at the imager with radius $r$. If the estimates of shape and spin are available, the time-varying area can be computed. The shape construction depends on the range information. Therefore, given poor range accuracy, its scale should also have a large error, which can be estimated in the navigation process. With a projection $A_{\text {model }}$ obtained from the asteroid model and a corresponding reference radius $R_{\text {model }}$ such as mean radius, the true projection can be written as $A(t)=\left(R / R_{\text {model }}\right)^{2} A_{\text {model }}(t)$, assuming only the scale is erroneous. Thus, the angular size measurement in this study corresponds to $R / r=\sqrt{\Omega R_{\text {model }}^{2} / A_{\text {model }}}$. As Fig. 5.1 shows, these measurements have scale invariance, i.e., the same measurements could be obtained from different states, making it difficult to uniquely determine the state. If the size of an asteroid is precisely known, the angular size measurement can provide range information; however, this is not the case as the ground-based observation has relatively large size uncertainty. An approach to break the scale invariance is to apply a known maneuver, which is studied for the cases of relative motion between two satellites [70, 71, 72, 73] and for an asteroid flyby scenario [74]. The current work considers the use of such maneuvers for a wider range of proximity operation phases at an asteroid. Because the measurement functions are nonlinear, we need to linearize them when we utilize the Kalman filter. The partial derivatives of the measurement functions are given as follows.

$$
\begin{align*}
\frac{\partial \boldsymbol{Y}_{1}}{\partial \boldsymbol{r}} & =\frac{1}{r}\left(\hat{\boldsymbol{r}} \hat{\boldsymbol{r}}-I_{3 \times 3}\right)  \tag{5.2}\\
\frac{\partial Y_{2}}{\partial \boldsymbol{r}} & =-\frac{R}{r^{3}} \boldsymbol{r}  \tag{5.3}\\
\frac{\partial Y_{2}}{\partial R} & =\frac{1}{r} \tag{5.4}
\end{align*}
$$

The optical measurements both have errors associated with the resolution of the onboard camera. When the onboard camera has $N_{p}^{2}$ pixels in a square array, the error is computed as

$$
\begin{equation*}
\sigma_{\theta}=\operatorname{IFOV} \sqrt{1+\left(r_{\mathrm{ref}} / r\right)^{2}} \tag{5.5}
\end{equation*}
$$

where IFOV is the total field of view (FOV) divided by $N_{p}$. Because errors in the angular location measurements come from errors in the detection of the asteroid's center, $\sigma_{Y 1}=\sigma_{\theta}$. Also, $\sigma_{Y 2}=\sigma_{\theta}$ as $Y_{2}$ can be only as accurate as the pixel size. The noise $\sigma_{\theta}$ is scaled according to the distance from the asteroid to account for errors in the asteroid's shape model. The reference distance $r_{\text {ref }}$ is chosen such that at $r=r_{\text {ref }}$, the angular error corresponds to 1.5 m size error, namely $r_{\text {ref }} \sigma_{\theta} \simeq$ 1.5 m . Assuming IFOV of $60^{\circ} / 1000$, the corresponding distance is $r_{\text {ref }} \simeq 1 \mathrm{~km}$. We note that the choice of the shape model error may be too optimistic, and a more sophisticated error model is desirable in future analysis.


Figure 5.1: Two types of optical information and scale invariance.

We also assume that the asteroid does not fill the FOV of the imager. If the spacecraft is too close to the asteroid, the entire FOV could be covered by the asteroid. The angular location and size cannot be determined in such a case. This requirement means

$$
\begin{align*}
& d \tan (\mathrm{FOV} / 2) \geq R  \tag{5.6}\\
& \Leftrightarrow \quad d / R \geq 1 / \tan (\mathrm{FOV} / 2) \tag{5.7}
\end{align*}
$$

where $d$ is the asteroid-S/C distance. Figure 5.2 shows the minimum distance the spacecraft needs to maintain to obtain the assumed optical measurements. The distance is measured in terms of radius. For example, if the asteroid's radius is 246 meters and FOV is 6 degrees, then the distance must be larger than about $19 R$ or 4.67 km . If the FOV is 60 degrees, the minimum distance is about $1.7 R$ or 4.18 km . This study nominally uses $N_{p}=1000$ with FOV $=6^{\circ}$ or $60^{\circ}$. It would be reasonable to assume that the spacecraft carries two cameras with different FOVs and switches
between them depending on the distance to the asteroid in the same fashion as the Hayabusa-2 spacecraft [75].


Figure 5.2: Minimum distance required for optical measurements.

To break the scale invariance of the optical measurements, it is assumed that impulsive velocity changes can be measured by onboard accelerometers, which, when integrated, provide absolute information about how the position evolves over time. If the accelerometers are of a static type or capable of measuring the DC component of the acceleration, ideally, they could measure all of the non-gravitational perturbations. This, in turn, could be used to break the scale invariance. However, actual accelerometers have a non-negligible bias that varies from day to day [76]. Removing the bias is a nontrivial task, often involving a precise orbit determination process or onboard calibration. Thus, the direct measurement of non-gravitational accelerations is not considered. Instead, we assume the acceleration from thrusters can be measured to provide $\boldsymbol{\Delta} \boldsymbol{V}$ estimates because the change in the acceleration is easier to measure. Integrating the accelerometer data provides a measurement of a $\boldsymbol{\Delta} \boldsymbol{V}$. Measurement noise of an accelerometer is often defined as noise spectral density with a unit of $\mathrm{m} / \mathrm{s}^{2} / \sqrt{\mathrm{Hz}}$. Characteristics of several onboard accelerometers are shown in Table 5.1. If we denote the noise density as $\sigma_{a H}$, uncertainty in acceleration measurement
is computed as

$$
\begin{equation*}
\sigma_{a}=\sigma_{a H} \sqrt{\frac{1}{\Delta T}} \tag{5.8}
\end{equation*}
$$

where $1 / \Delta T$ is the measurement frequency. Then the measured velocity change can be modeled as $\Delta V=\sum_{i=1}^{N} a_{i} \Delta T$, and uncertainty in the $\Delta V$ can be calculated simply as

$$
\begin{equation*}
\sigma_{\Delta V \text { meas }}=\sqrt{\sum_{i=1}^{N} \sigma_{a}^{2} \Delta T^{2}}=\sqrt{T} \sigma_{a H} \tag{5.9}
\end{equation*}
$$

where $T=N \Delta T$ is the total duration of the maneuver. We assume that noise in the acceleration measurement at each time are uncorrelated. Thus longer maneuver time results in a larger $\Delta V$ error. Nominally, $\sigma_{\Delta V \text { meas }}$ is set to $0.1 \mathrm{~mm} / \mathrm{s}$. For example, if $T=100 \mathrm{~s}$, this noise level is equivalent to $\sigma_{a H}=10^{-5} \mathrm{~m} / \mathrm{s}^{2} / \sqrt{\mathrm{Hz}}$, which is more accurate than an off-the-shelf IMU but much less sensitive than state-of-the-art accelerometers.

Table 5.1: Characteristics of several onboard accelerometers.

| Mission | Accelerometer | Noise Density <br> $\left(\mathrm{m} / \mathrm{s}^{2} / \sqrt{\mathrm{Hz}}\right)$ | Freq. Range (Hz) | Bias $\left(\mathrm{m} / \mathrm{s}^{2}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| - | LN-200S (IMU) [77] | $3.4 \times 10^{-4}$ | - | $2.9 \times 10^{-3}$ |
| BepiColombo | ISA [78] | $10^{-8}$ | $3 \times 10^{-5}$ to $10^{-1}$ | - |
| CHAMP | STAR [79] | $10^{-9}$ | $10^{-4}$ to $10^{-1}$ | $10^{-5}$ |
| GRACE | SuperSTAR [79] | $10^{-10}$ | $10^{-4}$ to $10^{-1}$ | $2 \times 10^{-6}$ |
| GOCE | EGG/GRADIO [79, 80] | $2 \times 10^{-12}$ | $5 \times 10^{-3}$ to $10^{-1}$ | - |

In the actual filter implementation, a $\boldsymbol{\Delta} \boldsymbol{V}$ is not handled as a measurement; rather, a measured $\boldsymbol{\Delta} \boldsymbol{V}$ is directly used as an a priori value in the state vector to be estimated, and the knowledge about the $\boldsymbol{\Delta} \boldsymbol{V}$ is incorporated through the system dynamics. In other words, the filter does not maintain a nominal belief of the $\boldsymbol{\Delta} \boldsymbol{V}$ generated by a guidance algorithm or update it by measurement update equations. It is possible to analytically compute how the mean and covariance of a state vector change at the time when an impulsive maneuver is performed. Thus, this formulation enables us to propagate these statistics over an arc that contains a maneuver without requiring a measurement update at the intermediate time step. The detail on the impulsive maneuver effect on the state estimates is given in appendix D .

### 5.2 Least Squares Algorithm

The state mean and covariance are propagated by dynamics and a set of new observations is processed for measurement update. A state transition matrix (STM) maps a small deviation and associated covariance at the previous epoch to a new epoch.

$$
\begin{align*}
& \boldsymbol{x}\left(t_{k}\right)=\Phi\left(t_{k}, t_{k-1}\right) \cdot \boldsymbol{x}\left(t_{k-1}\right)  \tag{5.10}\\
& P\left(t_{k}\right)=\Phi\left(t_{k}, t_{k-1}\right) \cdot P\left(t_{k-1}\right) \cdot \Phi\left(t_{k}, t_{k-1}\right)^{T} \tag{5.11}
\end{align*}
$$

The STM is computed by integrating the following ODEs

$$
\left\{\begin{array}{l}
\dot{\Phi}\left(t, t_{k}\right)=\left.\frac{\partial \dot{\boldsymbol{X}}}{\partial \boldsymbol{X}}\right|_{\boldsymbol{X}^{*}} \cdot \Phi\left(t, t_{k}\right)  \tag{5.12}\\
\Phi\left(t_{k}, t_{k}\right)=I_{n \times n}
\end{array}\right.
$$

where $\boldsymbol{X}^{*}$ is the nominal state at time $t$. As a set of new measurements is obtained, a new state estimate that maximizes the posterior probability is determined along with a new covariance. For the covariance update, the so-called Joseph formulation is used for numerical stability [81].

To prevent filter saturation and to simulate the effect of unmodeled acceleration errors, process noise is included in the actual time update of the covariance. The state noise compensation (SNC) algorithm with an approximate STM is used to inflate the covariance. The dynamics now have additional acceleration $\boldsymbol{u}(t)$ as Gaussian white noise.

$$
\begin{equation*}
\dot{\boldsymbol{X}}(t)=\boldsymbol{F}(\boldsymbol{X})+B \cdot \boldsymbol{u}(t) \tag{5.13}
\end{equation*}
$$

$B$ is an $n \times 3$ matrix that maps the noise acceleration into $n x 1$ state space. For ease of computation, we treat $\boldsymbol{u}(t)$ as a white random sequence rather than a random process as described in Chapter 4.9 in [81. The noise acceleration $\boldsymbol{u}(t)$ is piecewise constant between measurement updates. The covariance of this random sequence is given by

$$
E\left[\boldsymbol{u}\left(t_{i}\right) \boldsymbol{u}\left(t_{j}\right)\right]=Q_{i} \delta_{i j}=\left\{\begin{array}{cc}
Q_{i} & (i=j)  \tag{5.14}\\
0 & (i \neq j)
\end{array}\right.
$$

where $\delta_{i j}$ is the Kronecker delta. Throughout the study, the covariance $Q_{i}$ is assumed to be constant, namely, $Q_{i}=Q$ for all $i$. Furthermore, $Q_{i}$ is set to be a $3 \times 3$ diagonal matrix whose element is $\sigma_{\text {snc }}^{2}$. We note that the covariance $Q_{i}$ is different from the process noise power spectral density $\mathcal{Q}(t)$ for a random process $\boldsymbol{u}(t)$. If $\boldsymbol{u}(t)$ is a random process, its covariance is represented by $E[\boldsymbol{u}(t) \boldsymbol{u}(\tau)]=$ $\mathcal{Q}(t) \delta(t-\tau)$ where $\delta(t)$ is the Dirac delta. Unlike $\mathcal{Q}(t)$ whose dimension is (length $)^{2}(\text { time })^{-3}$, the dimension of $Q_{i}$ is acceleration squared (length) ${ }^{2}(\text { time })^{-4}$. We set $\sigma_{\text {snc }}=10^{-12} \mathrm{~km} / \mathrm{s}^{2}$ for the covariance study and $\sigma_{\text {snc }}=10^{-11} \mathrm{~km} / \mathrm{s}^{2}$ for the end-to-end simulation presented later. In the end-to-end simulation, the noise is chosen to be roughly 10 percent of the SRP acceleration, while the 10 times smaller value is used in the covariance study to investigate the performance in an ideal situation. The covariance matrix is propagated by

$$
\begin{equation*}
P\left(t_{k}\right)=\Phi\left(t_{k}, t_{k-1}\right) \cdot P\left(t_{k-1}\right) \cdot \Phi\left(t_{k}, t_{k-1}\right)^{T}+\Gamma\left(t_{k}, t_{k-1}\right) \cdot Q \cdot \Gamma^{T}\left(t_{k}, t_{k-1}\right) \tag{5.15}
\end{equation*}
$$

where

$$
\Gamma\left(t_{k}, t_{k-1}\right)=\int_{t_{k-1}}^{t_{k}} \Phi\left(t_{k}, \tau\right) \cdot B d \tau \simeq \Delta t\left[\begin{array}{c}
\frac{\Delta t}{2} I_{3 \times 3}  \tag{5.16}\\
I_{3 \times 3} \\
0_{(n-6) \times 3}
\end{array}\right] .
$$

is the process noise transition matrix. Assuming the time step is small, the quadrature is approximated in Eq. 5.16). The details of the simplified process noise transition matrix are given in Appendix E. As white noise is assumed, the process noise does not affect the propagation of the mean.

The state vector is defined as

$$
\begin{equation*}
\boldsymbol{X}=\left[\boldsymbol{r}, \dot{\boldsymbol{r}}, C_{\mathrm{SRP}}, R, \mu, \boldsymbol{\Delta} \boldsymbol{V}_{i}, \tau_{i}\right] \quad \forall i \tag{5.17}
\end{equation*}
$$

where $\tau_{i}$ is the time of the i-th maneuver. In the covariance analysis, all of the planned maneuvers are included in the state for a given trajectory.

### 5.3 Covariance Analysis

The results of the covariance analysis are presented in this section. The covariance analysis uses the simple augmented Hill three-body dynamics defined in Eq. (2.11). The purpose of the covariance analysis is to investigate the information in the onboard measurements. Therefore, the reference state and dynamics used in the filter are made to be identical to the simulated truth. The values of the true parameters used in the covariance study are listed in Table 5.2. The covariance study uses simulated noisy measurements. Two distinct phases are studied. The first phase corresponds to a near rectilinear motion along the $x$-axis for the asteroid approach. The second phase corresponds to a close hovering operation. After looking at these different phases in detail, a comprehensive covariance study is performed for a trajectory that encompasses both phases, identifying expected navigation performance for a wide range of measurement noise levels.

Table 5.2: Physical parameters used in the simple covariance analysis as true values.

| Symbol | Unit | Description | Value |
| :---: | :---: | :--- | :---: |
| $R$ | m | Meand radius of the asteroid | 246 |
| $\mu$ | $\mathrm{~m}^{3} / \mathrm{s}^{2}$ | GM of the asteroid | 5.2 |
| $\rho$ | - | Surface reflectivity | 0.4 |
| $M_{\mathrm{SC}} / A_{\mathrm{SC}}$ | $\mathrm{kg} / \mathrm{m}^{2}$ | Mass-to-area ratio | 63 |
| $A$ | AU | SMA of the asteroid's orbit | 1.126 |

### 5.3.1 Approach Trajectory

The spacecraft is assumed to approach the asteroid from the negative $x$ direction. Because of the Coriolis force, the spacecraft moves away from the $x$-axis. Thus, a $\boldsymbol{\Delta} \boldsymbol{V}$ in the positive $y$ direction is required to constrain the path around the $x$-axis. Also, a maneuver is necessary to properly control the approach velocity. While such a maneuver can be designed by the guidance algorithm discussed earlier, for the covariance analysis, arbitrarily defined deterministic maneuvers are used.

The impact of the maneuver can be assessed by following simple analytical calculations. If a spacecraft is placed on the x -axis with distance $d$, and a $\Delta V$ is applied as shown in Figure 5.3, the
angle $\theta$ grows with time.

$$
\begin{equation*}
\dot{\theta}=\Delta V / d \Leftrightarrow d=\Delta V / \dot{\theta} \tag{5.18}
\end{equation*}
$$

Thus the variation in the distance can be computed as

$$
\begin{equation*}
\delta d=\delta \Delta V / \dot{\theta}-\Delta V \delta \dot{\theta} / \dot{\theta}^{2} \tag{5.19}
\end{equation*}
$$

Using Eq. 5.18, along with the assumption that $\delta \Delta V$ and $\delta \dot{\theta}$ are uncorrelated, we get

$$
\begin{equation*}
\left(\sigma_{d} / d\right)^{2}=\left(\sigma_{\Delta V} / \Delta V\right)^{2}+\left(\sigma_{\dot{\theta}} / \dot{\theta}\right)^{2} \tag{5.20}
\end{equation*}
$$

If we assume two angle measurements are taken over an interval of $\Delta t$, such that $\dot{\theta}=\left(\theta_{1}-\theta_{2}\right) / \Delta t$, the variance of $\dot{\theta}$ is computed as $\sigma_{\dot{\theta}}^{2}=2 \sigma_{\theta}^{2} / \Delta t^{2}$, again assuming that the two angle measurements are uncorrelated. Finally, the error in the distance can be related to the $\Delta V$ and angle error as follows.

$$
\begin{equation*}
\left(\sigma_{d} / d\right)^{2}=\left(\sigma_{\Delta V} / \Delta V\right)^{2}+2\left[\sigma_{\theta} d /(\Delta V \Delta t)\right]^{2} \tag{5.21}
\end{equation*}
$$

which indicates that a larger $\Delta V$ applied at closer range results in smaller uncertainty in the spacecraft's distance.


Figure 5.3: Simple schematic of approach trajectory.

To further study the information in the optical and $\Delta V$ measurements, state uncertainty is computed numerically along example trajectories. The initial position and velocity are set to

$$
\begin{align*}
& \boldsymbol{r}\left(t_{0}\right)=[-32,-0.1,-0.1](\mathrm{km})  \tag{5.22}\\
& \boldsymbol{v}\left(t_{0}\right)=\left[10^{-1},-10^{-1}, 10^{-2}\right](\mathrm{mm} / \mathrm{s}) \tag{5.23}
\end{align*}
$$

Table 5.3: Initial uncertainties of the approach trajectory

| Type | $\sigma_{r x, r y, r z}$ | $\sigma_{v x, v y, v z}$ | $\sigma_{C_{\text {SRP }}}$ | $\sigma_{R}$ |
| :--- | :---: | :---: | :---: | :---: |
| Value | 10 | 0.1 | 0.5 | 500 |
| Unit | km | $\mathrm{m} / \mathrm{s}$ | - | m |

There is no strong reason for choosing the specific values; the spacecraft is located about 30 km away from the asteroid with small random position and velocity components. The focus of this analysis is on the phase when the spacecraft is far away from the asteroid, resulting in the dynamics governed by SRP and solar gravity. For the sake of simplicity, the asteroid's gravity is ignored for this analysis, using the Hill three-body equations with $\mu=0$. The initial uncertainty is defined in Table 5.3. The a priori uncertainties are based on the assumptions made in [18 except for the position accuracy, which is 10 times smaller than their assumption. The spacecraft is placed relatively close to the asteroid at the beginning of the current simulation, which assumes the initial navigation has been partially performed already, allowing the smaller position error. The same assumption is made in the end-to-end simulation. First, the state is propagated for 200 hours, only with optical measurements taken every two hours. We note that we are assuming a conservative measurement frequency, and the spacecraft should be able to make more frequent optical measurements, which allows us to suppress the measurement noise. Figure 5.4 shows the simulated trajectory. The true trajectory and asteroid are plotted along with their shadows. Blue dots indicate the locations of the measurement updates. This case is referred to as 1-A.

The time history of the standard deviation is shown in Fig. 5.5. Different lines correspond to different values of IFOV. The FOV is assumed to be 6 degrees, and the number of pixels is varied among $N_{p}=10^{2}, 10^{3}$, and $10^{4}$. The result shows that having a higher resolution only helps in reducing uncertainty quickly. The smaller IFOV hardly improves the final uncertainty. The angle measurements contain rich information about $y$ and $z$ position in the scenario considered here, especially when their values are close to zero. Thus the covariance associated with the $y$ and $z$ components of the position and velocity is about 10 to 100 times smaller than those of $x$ components. As for the $y$ components, the dynamics are coupled with the $x$ components. Therefore,


Figure 5.4: Trajectory used in the covariance analysis (case 1-A).
the covariance becomes larger as the spacecraft moves away from $y=0$. The SRP coefficient can be estimated only up to $\sigma_{C_{\text {SRP }}}=0.26$. The inclusion of angular size measurements does not improve the navigation solution. Rather, the measurements can be used to estimate the size of the asteroid. The final error in the radius is about 26 percent. The uncertainty of the asteroid's size at $t=0$ in the simulation result is much smaller than the initial value listed in Table 5.3 because the measurement at $t=0$ can determine the asteroid's size more accurately than the a priori baseline, given the assumed initial range uncertainty and measurement noise level.

If a better estimate of the SRP coefficient is available, the final covariance of the position and velocity becomes much smaller. Figure 5.6 shows the errors of the final position and velocity as functions of a priori SRP uncertainty. Again, each line corresponds to a different IFOV value. When $\sigma_{C_{\text {SRP }}}$ is large, change in the IFOV does not have any effect. However, as $\sigma_{C_{\text {SRP }}}$ becomes smaller, having a higher resolution becomes more advantageous. The estimate of the target's radius improves as well. The error in the radius is about 1.2 percent if $\sigma_{C_{\mathrm{SRP}}}=0.01$ and IFOV $=6^{\circ} / 10^{3}$. In this case, SRP is acting as a "known" thrust and can help break the scale invariance.

As a next step, we investigate the impact of applying and measuring a maneuver. Two different scenarios are considered. In case 1-B, a $\Delta V$ of $10 \mathrm{~mm} / \mathrm{s}$ is applied in the $y$-direction at $t \simeq 150$ hours. In case $1-\mathrm{C}$, a $\Delta V$ of $5 \mathrm{~mm} / \mathrm{s}$ is applied at $t \simeq 100$ hours. Figure 5.7 shows these trajectories. IFOV is fixed to $6^{\circ} / 1000$. The time history of covariance for cases $1-\mathrm{B}$ and


Figure 5.5: Time history of estimated standard deviation (case 1-A).

1-C are shown in Figure 5.8. The dashed and dotted lines correspond to cases 1-B and 1-C, respectively. Two noise levels are considered: $\sigma_{\Delta V}=10^{-1} \mathrm{~mm} / \mathrm{s}$ (shown as lines with circles) and $\sigma_{\Delta V}=10^{-3} \mathrm{~mm} / \mathrm{s}$ (shown as lines with plus marks). The result for case 1-A is plotted as a solid line as well. In both cases 1-B and 1-C, the covariance decreases drastically after a maneuver is applied. The resulting SRP error also decreases and is on the order of $10^{-2}$. Therefore, even if we have poor prior information about the SRP coefficient, applying and measuring a maneuver can improve the navigation solution. Having 100 times more accurate accelerometers does not result in final uncertainties that are 100 times smaller at the given level of the optical measurement noises. It is confirmed that the baseline assumption of $\sigma_{\Delta V \text { meas }}=10^{-1} \mathrm{~mm} / \mathrm{s}$ works fine. Another point to note is that, as the simple analytical computation predicts, case 1-B, which has larger $\Delta V$ when the probe is closer to the asteroid than case 1-C, results in smaller final uncertainty. Assuming that the velocity change is observed over $\Delta t=10$ hours with $\sigma_{\Delta V \text { meas }}=0.1 \mathrm{~mm} / \mathrm{s}$, the distance uncertainty predicted by Eq. (5.21) is $\sigma_{d} \simeq 280 \mathrm{~m}$ for case 1-B and $\sigma_{d} \simeq 800 \mathrm{~m}$ for case 1-C. The analytical estimates more or less agree with the numerical results.


Figure 5.6: Final errors of position and velocity against initial SRP error (case 1-A).

### 5.3.2 Hovering Trajectory

Numerical covariance analyses with simplified dynamical models are performed for the close hovering trajectories as well. The main focus in this phase is to study the information on the asteroid's mass in the measurement data. Therefore, the augmented Hill three-body dynamics with non-zero $\mu$ are used. Two scenarios are considered. In case 2 - A, a $\Delta V$ is applied every time the spacecraft passes through $x=-4.5 \mathrm{~km}$ such that the $x$ component of the velocity changes its sign, reflecting the motion at the surface. In case 2-B, the same control strategy is adopted except that the altitude at which the maneuvers occur becomes smaller every time a maneuver happens. The maneuvers are applied at $x=-4.5,-3.5,-2.5$, and -1.5 km . The second case is developed to study the relative advantage of getting closer to the asteroid for mass parameter estimation. Figure 5.9 shows the trajectories for the two cases. In both cases, the initial state is defined as follows

$$
\begin{align*}
& \boldsymbol{r}\left(t_{0}\right)=[-6.5,-0.2,-0.1](\mathrm{km})  \tag{5.24}\\
& \boldsymbol{v}\left(t_{0}\right)=\left[10^{-1},-10^{-1}, 10^{-2}\right](\mathrm{mm} / \mathrm{s}) \tag{5.25}
\end{align*}
$$

and the time of flight is 400 hours. The initial uncertainties are defined in Table 5.4 Except for the mass parameter, the initial uncertainties in the close hovering analysis have the same orders of magnitude as the final uncertainties in the approach trajectory with a maneuver. The measurement errors are computed with IFOV $=30^{\circ} / 1000$.


Figure 5.7: Trajectory for covariance analysis. Case 1-B (top) and case 1-C (bottom).

The time histories of standard deviation for position and velocity in cases 2-A and 2-B are shown in Figure 5.10. The plots on the top are for case 2-A and on the bottom for case 2-B. Dashed vertical lines indicate the times when maneuvers occur. In each plot, four different lines are drawn. The dotted lines show the result where only the angle measurements are available. On the other hand, the solid lines with dots correspond to a case where only the angular size measurements are available. The uncertainty in $\Delta V$ is $10^{-3} \mathrm{~mm} / \mathrm{s}$ in both cases. The dashed lines correspond to a scenario with complete optical measurements and $\sigma_{\Delta V}=10^{-3} \mathrm{~mm} / \mathrm{s}$. The solid lines show the result for the nominal scenario with complete optical measurements and $\sigma_{\Delta V}=0.1 \mathrm{~mm} / \mathrm{s}$. The time history of parameter uncertainty is presented in Figure 5.11 in the same way.

Comparing the results with different measurement types, it is clear that both angle and angular size measurements work together to refine the estimates. In the angular size only case, the uncertainty of the $y$ and $z$ components of the position and velocity are much larger than the uncertainty of the $x$ component. The results look reasonable because the directional measurements help determine $y$ and $z$ position with the given geometry. The estimate of the SRP coefficient has larger uncertainty compared to the other cases. On the contrary, when only angular location mea-

Table 5.4: Initial uncertainty for close hovering trajectory

| Type | $\sigma_{r x}$ | $\sigma_{r y, r z}$ | $\sigma_{v x}$ | $\sigma_{v y, v z}$ | $\sigma_{C_{\mathrm{SRP}}}$ | $\sigma_{R}$ | $\sigma_{\mu}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Value | $5 \times 10^{-1}$ | $5 \times 10^{-3}$ | $5 \times 10^{-3}$ | $2 \times 10^{-4}$ | $5 \times 10^{-2}$ | 20 | $10^{4}$ |
| Unit | km | km | $\mathrm{m} / \mathrm{s}$ | $\mathrm{m} / \mathrm{s}$ | - | m | $\mathrm{m}^{3} / \mathrm{s}^{2}$ |



Figure 5.8: Time history of covariance (cases 1-A to 1-C).
surements are available, the uncertainty in the $x$ component of the position and velocity component is larger. While the SRP estimate is better than the angular size only case, the estimate of $\mu$ is poorer. To precisely determine $\mu$, the distance from the asteroid must be known well. On the other hand, SRP works uniformly, and measuring drift in $y$ direction caused by SRP seems to lead to a better estimate of $C_{\text {SRP }}$. The best navigation result is obtained when both types of measurements are available.

Another observation to make is the benefit of lowering the altitude. From Figure 5.11, it is confirmed that the estimates of the parameters in case 2-B are better than that in case 2-A. The final uncertainties of the SRP coefficient, radius, and gravitational parameter in case 2-B are $\sigma_{C_{\mathrm{SRP}}}=1.09 \times 10^{-2}, \sigma_{R}=3.54 \times 10^{-1} \mathrm{~m}$, and $\sigma_{\mu}=2.46 \times 10^{-2} \mathrm{~m}^{3} / \mathrm{s}^{2}$ respectively. The SRP estimate in case 2-B is two times more accurate than in case 2-A, and the uncertainties of $R$ and $\mu$ are four times smaller.

Even if the error of the $\Delta V$ measured by the accelerometers is smaller than $10^{-3} \mathrm{~mm} / \mathrm{s}$, it does not improve the navigation solution. The limiting factor here is IFOV. If IFOV is 5 times smaller than the adopted value of $30^{\circ} / 10^{3}$, the resulting error in $\mu$ in case 2-B is $\sigma_{\mu}=6.36 \times 10^{-3} \mathrm{~m}^{3} / \mathrm{s}^{2}$ and if IFOV is 10 times smaller than the nominal, the error is $\sigma_{\mu}=3.73 \times 10^{-3} \mathrm{~m}^{3} / \mathrm{s}^{2}$. However,


Figure 5.9: Trajectory for covariance analysis. Case 2-A (left) and case 2-B (right).
this tacitly assumes the shape model is also known more precisely.

### 5.3.3 Comprehensive Measurement Noise Study

The analyses presented so far illustrate how the state uncertainties evolve over time for a given set of measurements in detail. Only specific combinations of measurement types and noise levels are studied there. While such analyses are helpful for understanding the behavior of the navigation system, they do not provide a global picture. A comprehensive study is performed to understand the capabilities of the proposed navigation strategy for a wide range of measurement noise levels. This study uses a trajectory that incorporates both the approach and hovering phases studied above, as shown in Fig 5.12. The initial part of the trajectory is the same as the trajectory from case 1-B in the earlier covariance analysis shown in Fig. 5.7. The same initial condition and initial uncertainties are used. The trajectory is propagated with the augmented Hill three-body dynamics equations in Eq. 2.11) with the non-zero mass parameter. Once the spacecraft reaches $x=-5 \mathrm{~km}$, it performs hovering control at that distance. A total of 10 hovering maneuvers are applied. The maneuvers occur approximately every two days.

Figure 5.13 shows the state uncertainties at the end of the trajectory for a range of IFOV and $\sigma_{\Delta V}$ values. The final uncertainties for $x-, y$-, and $z$-components of the position, SRP coefficient, radius, and mass parameter are shown. The uncertainties for $R$ and $\mu$ are relative to


Figure 5.10: Time history of position and velocity errors. Case 2-A (top) and case 2-B (bottom).


Figure 5.11: Time history of parameter errors. Case 2-A (top) and case 2-B (bottom).


Figure 5.12: A trajectory used in the comprehensive covariance analysis.
the true values. The noise level and measurement accuracies are shown in the log scale with base 10. The plots confirm previous observations for the navigation performance. Namely, the optical measurements have a weaker signal on the range information. We can also observe that when the $\Delta V$ measurements are inaccurate, increasing the optical measurements' accuracy does not help reduce the state uncertainties. Similarly, if the optical measurements' accuracy is poor, the precise measurements of $\Delta V \mathrm{~s}$ do not result in accurate state estimation. The plots could be a useful tool in understanding expected state uncertainties for a given set of measurement noise levels.

Figures 5.14 and 5.15 show the same final uncertainty plots when only the directional measurement $\left(\boldsymbol{Y}_{1}\right)$ or angular size measurement $\left(Y_{2}\right)$ is available. When only the directional measurements are available, the final state uncertainties become significantly larger compared to the case with both $\boldsymbol{Y}_{1}$ and $Y_{2}$. Also, the size of the asteroid cannot be estimated in such a case. The navigation performance does not seem to degrade as much when only the angular size measurements are available. However, as expected, the measurement accuracy for $y$ - and $z$-components of the position are poor. As for the SRP estimation accuracy, the directional measurements outperform the angular size measurement except when the measurement noise is minimal.


Figure 5.13: Final uncertainty for the trajectory that encompasses both approach and hovering phases for the comprehensive covariance analysis using both optical measurements.


Figure 5.14: Final uncertainty for the trajectory that encompasses both approach and hovering phases for the comprehensive covariance analysis using only the directional measurements.


Figure 5.15: Final uncertainty for the trajectory that encompasses both approach and hovering phases for the comprehensive covariance analysis using only the angular size measurements.

### 5.4 Conclusions

This chapter presents details of the covariance analysis for a spacecraft's navigation relative to an asteroid built around hovering trajectories. It is assumed that onboard optical cameras provide angle and relative size measurements. Two distinct phases are studied in detail. In the first phase, where the spacecraft approaches the target along the Sun-asteroid line, the optical measurements alone cannot determine the state well due to the scale invariance. Applying and measuring a $\boldsymbol{\Delta} \boldsymbol{V}$ can significantly improve the navigation results. We also observe that a small a priori uncertainty of SRP allows the optical measurements to reduce state uncertainty because the SRP acceleration plays the same role as the $\boldsymbol{\Delta} \boldsymbol{V}$ measurements. A simple analytical relationship between the range uncertainty and optical measurement accuracy is derived for the angular direction measurement. The analytical calculation suggests that a larger $\boldsymbol{\Delta} \boldsymbol{V}$ applied at closer distance results in better position estimates. The numerical simulation supports the results. The position error at the end of the arc can be as small as 20 meters. In the second phase, the spacecraft hovers above the asteroid, applying occasional thrusts and measuring its gravitational parameter. In the same way as the initial phase, if we can measure the $\boldsymbol{\Delta} \boldsymbol{V}$ accurately, the maneuvers are helpful in determining $\mu$ as well as other parameters. We have further investigated the advantage of getting closer to the asteroid during the hovering phase. In this case, the parameter uncertainty becomes several times smaller than in another scenario simulated where the minimum altitude is kept constant. In the best case, the uncertainty in $\mu$ is less than 1 percent. The relationship between the $\Delta V$ uncertainty and accelerometer noise level is discussed. According to the simulation results, it is ideal for the spacecraft to have $\boldsymbol{\Delta} \boldsymbol{V}$ measurement accuracy of $\sigma_{\Delta V}=10^{-2} \mathrm{~mm} / \mathrm{s}$ or less. This measurement accuracy does not require state-of-the-art accelerometers used in CHAMP, GRACE, or GOCE missions; however, an off-the-shelf IMU may be insufficient.

Finally, a comprehensive covariance analysis is provided for a trajectory that encompasses the approach and hovering phases, running the filter for a range of measurement noise levels. The results show that both the optical and $\Delta V$ measurements need to be accurate to achieve a good
navigation performance. The results of the comprehensive covariance analysis help us identify the expected navigation performance for a given measurement capability of the onboard accelerometer and optical imager.

The results in this chapter serve as a foundation for a more detailed analysis. The asteroid model used in this work is simple. The performance of the navigation system under various errors and biases needs to be studied, which is discussed in the next chapter.

## Chapter 6

## End-to-End Numerical Simulations

This chapter describes the details of the end-to-end numerical study to test the performance of the autonomous small-body exploration scheme based on onboard navigation and trajectory guidance. The purpose of the study is to test the robustness of the proposed navigation and guidance approach when there are various noises and biases.

The thesis first provides a generic description of the filtering and orbit control strategies implemented in the simulation. Then, the results of the analyses for the rendezvous with a heliocentric asteroid are provided. The study uses the asteroid Bennu as an example target. The analyses for the approach trajectory, the event-driven close hovering trajectories, and the global mapping hovering trajectories based on the RL policy described in Chapter 4 are presented. This chapter also provides end-to-end analyses for the rendezvous with temporarily captured orbiters (TCOs), whose dynamics and the spacecraft's relative motion are described in Chapter 2, The asteroid 2006 RH120 is used as an example target in the TCO rendezvous study.

### 6.1 Filtering and Orbit Control

This section provides a detailed description of the filtering and orbit control schemes proposed for autonomous exploration. For a spacecraft to autonomously carry out exploration, it needs to make decisions and take appropriate actions sequentially. In this study, the action is either taking optical measurements, solving for the current state and prediction, or performing orbit control. Generally, it is assumed that a high-level mission profile is provided to the spacecraft in advance,
specifying events to trigger maneuvers and parameters to design $\boldsymbol{\Delta} \boldsymbol{V}$ s such as target positions and transfer time. This section explains both the overall decision-making process and implementations of navigation and guidance algorithms.

### 6.1.1 Decision-Making Process

In this study, the spacecraft's position is always defined relative to the rotating frame where the Sun and asteroid are fixed. The typical motion of the spacecraft is as follows. The spacecraft is located at a position on the Sun side of the asteroid and experiences accelerations towards the target because of SRP and the asteroid's gravity. When a certain distance is reached as seen by the asteroid or a predefined event surface is crossed, an impulsive maneuver is performed to push the spacecraft back away from the asteroid or to relocate it to a new position. The spacecraft performs a sequence of such maneuvers to accomplish the characterization and observation of the asteroid. We are assuming that once an asteroid is identified for a mission, the asteroid is at least observed by ground-based telescopes and that the uncertainties of the target body's physical parameters, such as its size, shape, spin period, etc, are small enough to allow us to design the large-scale framework of the mission [18].

The level of autonomy considered in this work is such that a certain scenario of the mission operation is specified by the operators on the ground or by other high-level planning algorithms in advance. Specifically, we assume that a sequence of control commands is predefined, which includes conditions for maneuver triggering and necessary actions taken upon such an event detection. The event detection and subsequent maneuver planning are performed by predicting a future state based on the best knowledge as the spacecraft interacts with the environment. As the maneuver design is based on the estimated states, the process can be seen as feedback control.

As for the spacecraft's action upon an event detection, a typical definition is a transfer to a specified target position in a given transfer time. The spacecraft designs a trajectory that connects the predicted position at an event and a target position based on the best knowledge about its environment at the time of planning. The necessary $\Delta V$ for such a transfer is computed by the

TPBVP solution method described in Section 2.3. The number of continuation steps in the end-toend analysis is set to 20 . This means the TPVBP is solved 20 times, increasing the parameter by $\boldsymbol{p} / 20$ in each iteration. We note that fine discretization for the continuation may not be necessary if the asteroid's gravitational attraction is relatively weak or the transfer time is short. However, when the gravity is strong or the transfer time is long, one must be careful in choosing the step size to trace a specific family of solutions. Due to its nonlinearity, the algorithm might jump to a solution branch that results in multiple revolutions around the asteroid. If there is enough time before the predicted next maneuver occurs, the spacecraft proceeds to measurement updates with optical images.

The condition for maneuver execution is typically specified as an event surface, which is essentially a plane crossing in position space. There are a few different ways to define an event surface, and care must be taken in its definition so that a subsequent crossing is guaranteed to be defined. Three different definitions of such planes are considered in this study. The simplest definition is a fixed plane

$$
\begin{equation*}
S_{\text {fixed }}\left(\boldsymbol{r} ; \hat{\boldsymbol{n}}, \boldsymbol{r}_{\mathrm{ref}}\right)=\hat{\boldsymbol{n}} \cdot\left(\boldsymbol{r}-\boldsymbol{r}_{\mathrm{ref}}\right)=0 \tag{6.1}
\end{equation*}
$$

which contains a point $\boldsymbol{r}_{\text {ref }}$ and has a normal vector $\hat{\boldsymbol{n}}$. For hovering at a specific location $\boldsymbol{r}_{\text {ref }}$, a plane whose normal is aligned with $\boldsymbol{a}_{\text {acc }}\left(\boldsymbol{r}_{\text {ref }}\right)$, the local acceleration due to SRP and an asteroid's gravity is used.

$$
\begin{equation*}
S_{\mathrm{acc}}\left(\boldsymbol{r} ; \boldsymbol{r}_{\mathrm{ref}}\right)=\hat{\boldsymbol{a}}_{\text {acc }}\left(\boldsymbol{r}_{\text {ref }}\right) \cdot\left(\boldsymbol{r}-\boldsymbol{r}_{\mathrm{ref}}\right)=0 \tag{6.2}
\end{equation*}
$$

For a transfer from $\boldsymbol{r}_{a}$ to $\boldsymbol{r}_{b}$, a plane that contains both $\boldsymbol{r}_{a}$ and $\boldsymbol{r}_{b}$ is used. The normal of the plane is computed as $\arg \max _{\hat{\boldsymbol{n}}}\left[\hat{\boldsymbol{a}}_{\text {acc }}\left(\boldsymbol{r}_{a}\right) \cdot \hat{\boldsymbol{n}}\right]$ under the constraints $\hat{\boldsymbol{n}} \cdot\left(\boldsymbol{r}_{a}-\boldsymbol{r}_{b}\right)=0$ and $|\hat{\boldsymbol{n}}|=1$. Thus,

$$
\begin{equation*}
S_{\text {transfer }}\left(\boldsymbol{r} ; \boldsymbol{r}_{a}, \boldsymbol{r}_{b}\right)=\hat{\boldsymbol{a}}_{\mathrm{acc}}\left(\boldsymbol{r}_{a}\right) \cdot\left(I-\frac{\left(\boldsymbol{r}_{a}-\boldsymbol{r}_{b}\right)\left(\boldsymbol{r}_{a}-\boldsymbol{r}_{b}\right)}{\left|\boldsymbol{r}_{a}-\boldsymbol{r}_{b}\right|^{2}}\right) \cdot\left(\boldsymbol{r}-\boldsymbol{r}_{a}\right)=0 \tag{6.3}
\end{equation*}
$$

Events are detected only when $S(\boldsymbol{r})$ changes from negative to positive. We can also specify a maneuver time directly as an event trigger.

### 6.1.2 Navigation

The spacecraft nominally takes an optical measurement at a given interval $\Delta t$, which is set to 2 hours in this study. As noted earlier, in an actual mission, the spacecraft should be able to make more optical observations to suppress the measurement noise. In this thesis, we are studying the performance of the combined navigation and guidance systems with conservative measurement frequency. The same measurements described in Chapter 5are used. The measurements are used to update the estimates, and the estimates are then used to predict the next maneuver time. To this end, it is natural to use sequential filters. Because the dynamics and measurements are nonlinear, they are linearized around a reference state, and the deviation from the reference is estimated by a Kalman filter [81. Primarily, the extended Kalman filter (EKF) is used to update the belief of the state. With EKF, the reference state for linearization is updated discontinuously at every measurement update. Namely, propagating the updated reference state at each measurement step does not result in the same trajectory. A potential issue with the EKF approach is that the filter might be more susceptible to the nonlinearity in the dynamics and measurement models compared to an approach where a consistent reference trajectory for linearization is used to process multiple measurements. To alleviate this issue, another filtering method is implemented.

This second filtering scheme is activated once the next maneuver time is determined, and it processes an arc that contains multiple measurements using a consistent reference trajectory. In the second filtering approach, the estimates at the beginning of the arc are propagated forward in time by regular Kalman filter equations using the same reference trajectory for linearization. Once all of the measurements are used, the information from all the measurements is propagated backward in time by the smoother equations, which gives us the estimate of the state at the beginning of the arc with all measurement information 81. The reference state for linearization at the beginning can then be updated with the estimate. Because the system is nonlinear, the forward and backward propagations and the subsequent reference update are iterated until the root mean square (RMS) value of the post-fit residuals converges, just as the epoch state estimators or batch estimators do.

In this study, the approach is denoted as the iterative Kalman filter (IKF). If there is no process noise, what the IKF does is identical to processing the arc with the batch estimators. The arc that the IKF processes begins right before the previous maneuver and ends right before the currently planned maneuver. The estimates from the IKF are used to design the $\boldsymbol{\Delta} \boldsymbol{V}$. In other words, the EKF is normally used to detect the next maneuver time, updating the estimates more frequently, and once the maneuver time is determined, the IKF process is turned on to design the $\boldsymbol{\Delta} \boldsymbol{V}$. While the need for the second filter is not evident if the state errors are small, when they are large, we observed that the EKF-only approach could result in a larger bias in the state estimates due to the nonlinearity in the system. Thus, the IKF is used to improve the robustness and accuracy of the navigation process.

The least squares algorithm in Section 5.2 is used to propagate the mean and covariance of the linearized state deviation from the reference trajectory. The state vector is defined in the same way as the simple covariance analysis.

$$
\begin{equation*}
\boldsymbol{X}=\left[\boldsymbol{r}, \dot{\boldsymbol{r}}, C_{\mathrm{SRP}}, R, \mu, \boldsymbol{\Delta} \boldsymbol{V}_{i}, \tau_{i}\right] \tag{6.4}
\end{equation*}
$$

Unlike the covariance analysis, in the end-to-end simulation, the state only includes the last maneuver information. Once a new maneuver $\boldsymbol{\Delta} \boldsymbol{V}_{i+1}$ is performed, the definition of the state vector $\boldsymbol{X}$ is updated such that $\boldsymbol{\Delta} \boldsymbol{V}_{i}$ and $\tau_{i}$ are replaced by $\boldsymbol{\Delta} \boldsymbol{V}_{i+1}$ and $\tau_{i+1}$.

Figure 6.1 shows how measurements are scheduled before and after a maneuver along with the switch in the definition of a state vector. Assume that at the measurement update with $\boldsymbol{Y}_{j+1}$, EKF predicts that there is a maneuver event at $t=\tau_{j+1}$. As shown in Fig. 6.1, if the current time is close enough to the maneuver time, meaning $\tau_{i+1}-t_{j+1}<\Delta t+2 \delta t$, then the spacecraft prepares for the maneuver, permanently fixing the next maneuver time at $t=\tau_{i+1} . \delta t=30 \mathrm{~min}$ is a small measurement processing margin. Three measurements are scheduled at $t=\tau_{i+1}-2 \delta t$, $t=\tau_{i+1}-\delta t$, and $t=\tau_{i+1}+\delta t$. Once the measurement $\boldsymbol{Y}_{j+2}$ is taken at $t=\tau_{i+1}-2 \delta t$, the IKF process is initiated and the resulting navigation solution is used to design $\boldsymbol{\Delta} \boldsymbol{V}_{i+1}$. The state at $t=\tau_{i+1}-\delta t$ becomes the initial state of the next IKF arc, in which the filter estimates $\boldsymbol{\Delta} \boldsymbol{V}_{i+1}$
and $\tau_{i+1}$ instead of $\boldsymbol{\Delta} \boldsymbol{V}_{i}$ and $\tau_{i}$. The measurement $\boldsymbol{Y}_{j+3}$ and $\boldsymbol{Y}_{j+4}$ are placed to better constrain the estimate of $\tau_{i+1}$ and $\boldsymbol{\Delta} \boldsymbol{V}_{i+1}$ in the next arc. Figure 6.2 summarizes the whole process of the simulation as a flowchart. The left branch corresponds to the normal EKF-based belief update and the right branch, which is entered when the difference between the predicted next maneuver time $\tau_{\text {next }}$ and current time $t$ is less than $\Delta t+2 \delta t$ describes the navigation process before and after the maneuver.


Figure 6.1: Definition of a state vector at each measurement update.

### 6.2 End-to-End Analysis Results for Heliocentric Asteroid Rendezvous

The thesis first presents the details of the end-to-end numerical analysis for heliocentric asteroid rendezvous scenarios. We first review the dynamical models specific to the end-to-end analysis. The various biases between the truth model and the filter's nominal models are explained. Then the results of the analysis for approach trajectory, close hovering, and RL-based global mapping are presented.


Figure 6.2: Flowchart of the simulation.

### 6.2.1 Dynamical Models and Biases

The end-to-end study uses the dynamical models described in Chapter 2. However, the models have different fidelities among the truth simulation, filter's nominal belief, and orbit control. The models used in the truth simulation are the most complex. The nominal dynamics used by the navigation filters introduce a few simplifications and thus biases. The models used in the guidance algorithm have the simplest form among all the dynamical models defined in Chapter 2.

The equations of motion for the truth simulation and navigation filter are the elliptic Hill three-body models in Eq. (2.1). The guidance algorithm uses the Hill three-body model in Eq. (2.11) and does not explicitly include the asteroid orbit's ellipticity in its dynamical models. However, in the guidance algorithm, mean motion $n$ and the SRP acceleration are computed using the Sun-asteroid distance at the planning time instead of a semi-major axis, which approximates the elliptic models for a short planning horizon.

As for the gravitational attraction from the target asteroid, the $5 \times 5$ spherical harmonics gravity model in Eq. (2.4) is used for the truth simulation. The navigation filter's nominal dynamics and the dynamical models for the TPBPV solver use the simple point mass gravity potential in Eq. 2.5). We intentionally use the simplified dynamical models in the filter and the guidance algorithms so we can study how they perform with model biases.

For the true SRP computation, a hypothetical spacecraft shown in Fig. 6.3 is considered, which has a cubic bus and two solar panels. It is assumed that solar arrays always face the Sun, and thus the acceleration on them is constant. The acceleration for each surface of the bus is computed by the flat-plate model in Eq. 2.10. No self-shadowing is considered. Throughout the thesis, $\rho=0.4$ is assumed. In this study, total mass-to-area ratio of $63 \mathrm{~kg} / \mathrm{m}^{2}$ is used. For example, for a spacecraft's mass of $50 \mathrm{~kg}, 300 \mathrm{~kg}$, and 1000 kg , the corresponding total area is about $0.79 \mathrm{~m}^{2}, 4.8$ $\mathrm{m}^{2}$, and $16 \mathrm{~m}^{2}$. The current analysis uses $s=0.9$ for any of the surface elements. Non-specular reflection is assumed to be Lambertian. The acceleration is set to zero if $\left(\hat{\boldsymbol{n}}_{i} \cdot \hat{\boldsymbol{u}}\right)>0$. We assume each surface of the box-wing spacecraft model has the same area, including each of the solar panels.


Figure 6.3: Hypothetical spacecraft shape for the true SRP computation.

Thus, for the truth simulation, the cannonball model with the mass-to-area ratio of $42 \mathrm{~kg} / \mathrm{m}^{2}$ and the six-plate model with each plate's mass-to-area ratio of $21 \mathrm{~kg} / \mathrm{m}^{2}$ are used. The spacecraft's attitude is defined such that the first axis of the spacecraft's body frame always points to the asteroid, as illustrated in Fig. 6.4. The attitude of the spacecraft's body frame ( $S$-frame) relative to the asteroid's orbit frame is represented by the $\mathrm{DCM}: R_{[S O]}=R_{2}($ elevation $) \cdot R_{3}($ azimuth $-\pi)$. Due to the attitude dependence, the SRP models in the truth and filter dynamics coincide only when the spacecraft is on the $x$-axis if $s=1$.

The maneuvers performed by the spacecraft have an execution noise. In general, the study uses the Gates maneuver noise model [82]. With the Gates model, the execution noise is sampled from a spherical Gaussian distribution with zero mean and $\sigma_{\Delta V, \mathrm{crtl}}=\sqrt{\sigma_{\Delta V, \mathrm{crtl}, c}^{2}+\left(\sigma_{\Delta V, \mathrm{crtl}, p}|\boldsymbol{\Delta} \boldsymbol{V}|\right)^{2}}$. In the analyses of the approach trajectory and event-driven hovering trajectory, the maneuver noise is simply sampled from a spherical Gaussian distribution, with $\sigma_{\Delta V, \operatorname{ctrl}, p}=0$. In the analysis with the RL policy, the maneuver execution incorporates a nonzero $\sigma_{\Delta V, \operatorname{ctrl}, p}$.

In numerical simulations, model parameters based on OSIRIS-REx measurements of the asteroid (101955) Bennu are nominally used [20, 62, 83, 84. Table 6.1 shows the pole orientation and asteroid's body parameters [84, 83]. The asteroid's orbit parameters are defined in Table 6.2 [85]. The harmonics coefficients are obtained from 62].

In summary, the truth simulation uses the elliptic Hill three-body model with the 5 x 5 spherical harmonics asteroid gravity field, flat-plate SRP in Eq. 2.10 and cannonball SRP in Eq. (2.8).


Figure 6.4: Attitude of the spacecraft frame relative to the orbit frame.

Table 6.1: Asteroid's body parameters

| Symbol | Description | Value | Unit |
| :--- | :---: | :---: | :---: |
| $\mu$ | gravitational parameter | 5.2 | $\mathrm{~m}^{3} / \mathrm{s}^{2}$ |
| $R$ | mean radius | 246 | m |
| $\alpha_{p}$ | pole longitude | 69 | deg |
| $\delta_{p}$ | pole latitude | -83 | deg |
| - | spin period | 4.29 | hours |

Table 6.2: Asteroid's orbit parameters

| Symbol | Description | Value | Unit |
| :--- | :---: | :---: | :---: |
| $A$ | semimajor axis | 1.126 | AU |
| $E$ | eccentricity | 0.2 | - |
| - | longitude of ascending node | 2 | deg |
| - | inclination | 6 | deg |
| - | argument of periapsis | 66 | deg |

The navigation filter uses the elliptic Hill three-body model with a point-mass asteroid gravity and cannonball SRP in Eq. 2.8). The guidance algorithm uses the augmented Hill three-body model defined in Eq. 2.11, assuming a circular asteroid orbit and point mass asteroid gravity.

### 6.2.2 Approach Phase

First, the study addresses an approach phase leading into the home position hovering at a distance of 10 km from the asteroid's center. The initial position and velocity used by the filter as a nominal state are set to

$$
\begin{equation*}
\boldsymbol{r}_{0}=[-500,-1000,0](\mathrm{km}), \quad \boldsymbol{v}_{0}=[0,2,0](\mathrm{m} / \mathrm{s}) \tag{6.5}
\end{equation*}
$$

Although they are not exactly the same, the choice of the initial state is inspired by the Hayabusa- 2 approach trajectory, where the spacecraft comes in with a nonzero phase angle (Earth-asteroidspacecraft) and moves along the sub-Earth line [86]. The nominal parameters and true initial position and velocity are randomly chosen with the standard deviations listed in Table 6.3. The maneuver execution noise is sampled from a fixed spherical Gaussian distribution with $\sigma_{\Delta V \text { ctrl }}=1$ $\mathrm{mm} / \mathrm{s}$, and we assume the accelerometer can reconstruct the net velocity change with an error of $\sigma_{\Delta V \text { meas }}=0.1 \mathrm{~mm} / \mathrm{s}$. Also, the maneuver timing error of $\sigma_{\tau}=60 \mathrm{sec}$ is introduced. In the approach phase, FOV $=6 \mathrm{deg}$ with $N_{p}=1000$ is assumed. The process noise covariance is a diagonal matrix whose elements are $\sigma_{\mathrm{snc}}^{2}$ where $\sigma_{\mathrm{snc}}=10^{-11} \mathrm{~km} / \mathrm{s}^{2}$. We note that as described in Section 5.2 and Appendix E the process noise $\boldsymbol{u}$ in this study is a piecewise constant acceleration sequence, rather than a process, and thus the elements of the process noise covariance has the dimension of acceleration squared.

Table 6.3: Initial uncertainty for approach phase

| Type | $\sigma_{r x, r y, y z}$ | $\sigma_{v x, v y, v z}$ | $\sigma_{C_{\mathrm{SRP}}}$ | $\sigma_{R}$ | $\sigma_{\mu}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Value | $10(\mathrm{~km})$ | $10(\mathrm{~cm} / \mathrm{s})$ | 0.5 | $0.5(\mathrm{~km})$ | $5 \mu$ |

A simple fixed-time control scheme is implemented, where a total of five $\boldsymbol{\Delta} \boldsymbol{V}$ s are performed, one performed every five days with a five-day transfer time. At the i-th maneuver, the guidance
algorithm targets a point on the $x$-axis such that

$$
\begin{equation*}
x_{i+1}=x_{i}+\left(x_{\text {goal }}-x_{i}\right) /(N-i+1) \quad(i=1,2, \cdots, 5) \tag{6.6}
\end{equation*}
$$

where $\mathrm{N}=5$ is the number of maneuvers and $x_{\text {goal }}=-10 \mathrm{~km}$ is a target hovering location. Once the spacecraft reaches $x=x_{\text {goal }}$, it transitions to hovering control at the altitude. The interval between the hovering $\boldsymbol{\Delta} \boldsymbol{V}$ s is designed to be two days. The simulation terminates at $t=50$ days, when the spacecraft has performed roughly 10 hovering maneuvers. A simple schematic is shown Fig. 6.5.


Figure 6.5: Schematic of approach trajectory.

Figure 6.6 shows an example trajectory, and Fig. 6.7 shows the time history of state uncertainties estimated by the filter for the trajectory. The dashed-dotted lines in Fig. 6.7 correspond to the fixed-time $\boldsymbol{\Delta} \boldsymbol{V}$ s, and the dashed lines indicate $\boldsymbol{\Delta} \boldsymbol{V}$ s for the hovering. The parameter uncertainties are scaled by the true values. We note that $C_{\text {SRP }}=1$ is used as truth; however, this is only true when the spacecraft is on the $x$-axis. Otherwise, the cross-section is dependent on position, and the SRP force is not completely aligned with the $x$-direction. We can confirm that at the first maneuver, the position and velocity uncertainties are reduced significantly. This result demonstrates the efficacy of the $\Delta V$ measurements in breaking the scale invariance. Also, due to the scale invariance, errors in the $x$-component are larger than the $y$ and $z$ components. The mass parameter can be estimated only when the spacecraft comes down to a distance of about 10 km . For this particular case, the mass parameter can eventually be estimated up to a few percent precision.

To test the robustness of the combined implementation of guidance and navigation algorithms, Monte Carlo simulations are performed. Figure 6.8 shows the simulated truth trajectories in the


Distant View


Close-up View

Figure 6.6: Example trajectory for the approach phase.


Parameter Uncertainty
Figure 6.7: Time history of state uncertainty for an example trajectory.

Monte Carlo runs. It is confirmed that the proposed method can contain the trajectory in a reasonably bounded region and that no trajectory fails to transition to the home position hovering. We note that the large dispersion of the trajectories comes from maneuver execution errors rather than navigation errors. Figure 6.9 shows the time history of estimation errors (estimates - true values) of the position and parameters for the 1000 runs. Dashed vertical lines indicate fixed-time maneuvers. The error magnitudes are consistent with the filter's output in the example case shown in Fig. 6.7. The estimation errors of the SRP coefficient have a clear bias toward $C_{\text {SRP }}>1$ until the spacecraft transitions to the home position hovering at 10 km . The result is reasonable as the cross-section is larger when the spacecraft deviates from the $x$-axis. During the home position hovering, the position of the spacecraft is more tightly bounded, justifying the small and apparently unbiased errors. The position errors also have a bias, which may be the result of the unmodeled attitude dependence of the SRP force.


Figure 6.8: Trajectories from 1000 Monte Carlo runs (approach phase).

Another observation is that there are a few cases where the spacecraft misses to detect the surface crossing at $x=10 \mathrm{~km}$ for the first time it comes down to the surface. The overshoot is caused by the large initial GM (mass parameter) uncertainty. The spacecraft may anticipate that there is enough time before the surface crossing and plan a regular measurement update two hours later when it is, in reality, attracted to the asteroid much more quickly. Depending on the errors in the GM estimation, the spacecraft may have passed the surface already at the measurement update.


Figure 6.9: Position and parameter errors for the 1000 Monte Carlo runs (approach phase).

The guidance algorithm is designed to immediately plan a maneuver after a measurement update (after $2.5 \delta t$ later) if no event is detected. Because the spacecraft can estimate its position up to several dozens of meters even with a large GM error, we confirmed that the contingency maneuver can successfully bring the spacecraft to perform hovering. At this altitude, the measurements have a strong signal of gravitational attraction, which is the cause of the overshoot in the first place; therefore, after a few maneuvers, the GM estimate improves significantly. An alternate option to deal with the overshoot is to use a higher altitude for a home position, where the spacecraft performs hovering.

### 6.2.3 Event-Driven Close Hovering

As a next step, the same navigation and control algorithms are applied to a mission scenario that includes, gradual descent for GM estimation, transitions between multiple hovering locations, and subsequent terminator orbit insertion. Figure 6.10 shows an example trajectory. The blue line is the simulated truth and the orange dots are position estimates at each measurement update. The simulation of the approach phase ends with the home position hovering. Thus, the final condition for the approach phase can be used as an initial condition for the close-hovering phase. Specifically, the initial position and velocity used by the filter as a nominal state are set to

$$
\begin{align*}
& \boldsymbol{r}_{0}=\left[-10.0,1.44 \times 10^{-1},-7.64 \times 10^{-2}\right](\mathrm{km})  \tag{6.7}\\
& \boldsymbol{v}_{0}=\left[-1.08 \times 10^{-2},-1.55 \times 10^{-3},-5.39 \times 10^{-5}\right](\mathrm{m} / \mathrm{s}) \tag{6.8}
\end{align*}
$$

The process noise covariance is defined again with $\sigma_{\mathrm{snc}}=10^{-11} \mathrm{~km} / \mathrm{s}^{2}$. True and nominal states are randomly initialized in the same way as the simulations for the approach phase, introducing errors in the true position and velocity and nominal parameters. The initial covariance is given as a diagonal matrix with the values shown in Table 6.4. The initial covariance is slightly inflated from the final covariance of the approach phase. In this phase, IFOV is changed to $60^{\circ} / 1000$, assuming the telescopic camera is replaced by a wide-FOV camera. The noise levels of the maneuver execution and measurement are the same as the approach trajectory. Starting from the 10 km home position,
the spacecraft first goes through a series of hovering operations for GM estimation, gradually lowering the altitude. In this phase, the spacecraft performs a 10-day hovering operation at multiple fixed locations, namely, $x=-10,-8,-5$, and -2 km . The interval between the maneuvers for the hovering is designed to be two days, as is the case with any fixed-location hovering in this simulation. After the GM estimation, 30-day hovering at $\left(r, \phi_{o}, \lambda_{o}\right)=\left(10 \mathrm{~km}, 120^{\circ}, 0^{\circ}\right),\left(10 \mathrm{~km}, 120^{\circ},-60^{\circ}\right)$, and $\left(10 \mathrm{~km}, 180^{\circ}, 60^{\circ}\right)$ are implemented to test the robustness of the algorithm against the change in acceleration directions. Here, $\phi_{o}$ and $\lambda_{o}$ are the azimuth and elevation of the position vector relative to the orbit frame. The transfers between different observation geometries are all designed to be 2-day transfers. Finally, the spacecraft performs terminator orbit insertion at its periapsis. When a terminator orbit is targeted, a modified initial condition is used to account for the offset between the mass and orbit centers as detailed in Chapter 3. The semimajor axis of the orbit is chosen to be 1.5 km . Before the orbit insertion, a correction burn is implemented at the surface crossing of $z=2 \mathrm{~km}$, followed by a 5 -hour free-fall. The correction maneuver is placed to mitigate the position errors caused by the control errors and expanded by the long transfer time. The target terminator orbit is designed onboard using the estimated SRP coefficient and mass parameter. Table 6.5 lists control commands to realize the operation, where $\boldsymbol{r}_{\mathrm{TO}}$ is the terminator orbit's periapsis and $t_{\text {prev }}$ is the previous maneuver time. The repetition (rep.) indicates how many times the command is used before reading the next command.

Table 6.4: Initial uncertainty for the close-hovering phase

| Type | $\sigma_{r x}$ | $\sigma_{r y, y z}$ | $\sigma_{v x}$ | $\sigma_{v y, v z}$ | $\sigma_{C \text { SRP }}$ | $\sigma_{R}$ | $\sigma_{\mu}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Value | $3.16 \mathrm{e}-2$ | $1 \mathrm{e}-3$ | $1.41 \mathrm{e}-2$ | $2 \mathrm{e}-2$ | $1 \mathrm{e}-2$ | $7.07 \mathrm{e}-4$ | $3.85 \mathrm{e}-2$ |
| Unit | km | km | $\mathrm{cm} / \mathrm{s}$ | $\mathrm{cm} / \mathrm{s}$ | - | km | $\mu$ |

For the GM estimation phase, the conditions of the maneuver triggering are the surface crossings at $x=-10,-8,-5$, and -2 km . For a transfer from a position $\boldsymbol{r}_{a}$ to another position $\boldsymbol{r}_{b}$, the transfer surface $S_{\text {transfer }}\left(\boldsymbol{r} ; \boldsymbol{r}_{\boldsymbol{a}}, \boldsymbol{r}_{\boldsymbol{b}}\right)=0$ is used to detect the arrival at $\boldsymbol{r}_{b}$. For the off $x$ axis hovering, the spacecraft first checks the crossing with $S_{\text {acc }}\left(\boldsymbol{r} ; \boldsymbol{r}_{\text {target }}\right)=0$ where $\boldsymbol{r}_{\text {target }}$ is a target hovering location. If no crossing is detected, it uses the transfer surface instead to plan the


Figure 6.10: Example trajectory for the close-hovering phase.

Table 6.5: Control commands for the event-driven close-hovering phase

| $\#$ | event conditions | maneuver type | rep. | note |
| :---: | :---: | :--- | :---: | :---: |
| 1 | $S_{\text {fixed }}\left(\boldsymbol{r} ; \hat{\boldsymbol{x}}, \boldsymbol{r}_{0}\right)=0$ | transfer to $\boldsymbol{r}_{0}$ with $\Delta T=2$ days | 5 | $\boldsymbol{r}_{0}=-10 \hat{\boldsymbol{x}}(\mathrm{~km})$ |
| 2 | $S_{\text {fixed }}\left(\boldsymbol{r} ; \hat{\boldsymbol{x}}, \boldsymbol{r}_{0}\right)=0$ | transfer to $\boldsymbol{r}_{1}$ with $\Delta T=2$ days | 1 | $\boldsymbol{r}_{1}=-8 \hat{\boldsymbol{x}}(\mathrm{~km})$ |
| 3 | $S_{\text {fixed }}\left(\boldsymbol{r} ; \hat{\boldsymbol{x}}, \boldsymbol{r}_{1}\right)=0$ | transfer to $\boldsymbol{r}_{1}$ with $\Delta T=2$ days | 5 |  |
| 4 | $S_{\text {fixed }}\left(\boldsymbol{r} ; \hat{\boldsymbol{x}}, \boldsymbol{r}_{1}\right)=0$ | transfer to $\boldsymbol{r}_{2}$ with $\Delta T=2$ days | 1 | $\boldsymbol{r}_{2}=-5 \hat{\boldsymbol{x}}(\mathrm{~km})$ |
| 5 | $S_{\text {fixed }}\left(\boldsymbol{r} ; \hat{\boldsymbol{x}}, \boldsymbol{r}_{2}\right)=0$ | transfer to $\boldsymbol{r}_{2}$ with $\Delta T=2$ days | 5 |  |
| 6 | $\left.S_{\text {fixed }} \boldsymbol{r} ; \hat{\boldsymbol{x}}, \boldsymbol{r}_{2}\right)=0$ | transfer to $\boldsymbol{r}_{3}$ with $\Delta T=2$ days | 1 | $\boldsymbol{r}_{3}=-2 \hat{\boldsymbol{x}}(\mathrm{~km})$ |
| 7 | $S_{\text {fixed }}\left(\boldsymbol{r} ; \hat{\boldsymbol{x}}, \boldsymbol{r}_{3}\right)=0$ | transfer to $\boldsymbol{r}_{3}$ with $\Delta T=2$ days | 5 |  |
| 8 | $S_{\text {fixed }}\left(\boldsymbol{r} ; \hat{\boldsymbol{x}}, \boldsymbol{r}_{3}\right)=0$ | transfer to $\boldsymbol{r}_{4}$ with $\Delta T=2$ days | 1 | $\boldsymbol{r}_{4}=[-5.0,8.7,0.0](\mathrm{km})$ |
| 9 | $\left.S_{\text {transfer }} \boldsymbol{r} ; \boldsymbol{r}_{3}, \boldsymbol{r}_{4}\right)=0$ | transfer to $\boldsymbol{r}_{4}$ with $\Delta T=2$ days | 1 |  |
| 10 | $S_{\text {acc }}\left(\boldsymbol{r} ; \boldsymbol{r}_{4}\right)=0$ | transfer to $\boldsymbol{r}_{4}$ with $\Delta T=2$ days | 15 |  |
| 11 | $S_{\text {acc }}\left(\boldsymbol{r} ; \boldsymbol{r}_{4}\right)=0$ | transfer to $\boldsymbol{r}_{5}$ with $\Delta T=2$ days | 1 | $\boldsymbol{r}_{5}=[-2.5,4.3,-8.7](\mathrm{km})$ |
| 12 | $S_{\text {transfer }}\left(\boldsymbol{r} ; \boldsymbol{r}_{4}, \boldsymbol{r}_{5}\right)=0$ | transfer to $\boldsymbol{r}_{5}$ with $\Delta T=2$ days | 1 |  |
| 13 | $S_{\text {acc }}\left(\boldsymbol{r} ; \boldsymbol{r}_{5}\right)=0$ | transfer to $\boldsymbol{r}_{5}$ with $\Delta T=2$ days | 15 |  |
| 14 | $S_{\text {acc }}\left(\boldsymbol{r} ; \boldsymbol{r}_{5}\right)=0$ | transfer to $\boldsymbol{r}_{6}$ with $\Delta T=2$ days | 1 | $\boldsymbol{r}_{6}=[-5.0,0.0,8.7](\mathrm{km})$ |
| 15 | $\left.S_{\text {transfer }} \boldsymbol{r} ; \boldsymbol{r}_{5}, \boldsymbol{r}_{6}\right)=0$ | transfer to $\boldsymbol{r}_{6}$ with $\Delta T=2$ days | 1 |  |
| 16 | $S_{\text {acc }}\left(\boldsymbol{r} ; \boldsymbol{r}_{6}\right)=0$ | transfer to $\boldsymbol{r}_{6}$ with $\Delta T=2$ days | 15 |  |
| 17 | $S_{\text {acc }}\left(\boldsymbol{r} ; \boldsymbol{r}_{6}\right)=0$ | transfer to $\boldsymbol{r}_{\mathrm{TO}}$ with $\Delta T=2$ days | 1 |  |
| 18 | $S_{\text {acc }}\left(\boldsymbol{r} ; \boldsymbol{r}_{7}\right)=0$ | transfer to $\boldsymbol{r}_{\mathrm{TO}}$ with $\Delta T=5$ hours | 1 | $\boldsymbol{r}_{7}=2 \hat{\boldsymbol{z}}(\mathrm{~km})$ |
| 19 | $t=t_{\text {prev }}+5$ hours | terminator orbit insertion | 1 |  |

next maneuver. To illustrate the need for the two-factor event definition, consider the operation where the spacecraft transitions from $\boldsymbol{r}_{3}$ to $\boldsymbol{r}_{4}$ and performs hovering at $\boldsymbol{r}_{4}$, i.e., command \# 8-10 in Table 6.5. After leaving $\boldsymbol{r}_{3}$, a $\Delta V$ to target $\boldsymbol{r}_{4}$ is applied when the spacecraft crosses $S_{\text {transfer }}\left(\boldsymbol{r} ; \boldsymbol{r}_{3}, \boldsymbol{r}_{4}\right)=0$ at a location which may not be close to $\boldsymbol{r}_{4}$ due to the control errors. The next maneuver is nominally triggered when the crossing with $S_{\text {acc }}\left(\boldsymbol{r} ; \boldsymbol{r}_{4}\right)=0$ is detected. Because the surface normal of $S_{\text {transfer }}\left(\boldsymbol{r} ; \boldsymbol{r}_{3}, \boldsymbol{r}_{4}\right)=0$ and $S_{\text {acc }}\left(\boldsymbol{r} ; \boldsymbol{r}_{4}\right)=0$ are not necessarily close to each other, the spacecraft may be already inside the next event surface, whose position $\boldsymbol{r}$ satisfying $S_{\text {acc }}\left(\boldsymbol{r} ; \boldsymbol{r}_{4}\right)>0$. Depending on the execution error in the previous maneuver, the spacecraft may never cross $S_{\text {acc }}\left(\boldsymbol{r} ; \boldsymbol{r}_{4}\right)=0$. Because the spacecraft is guaranteed to be outside the transfer surface, having the transfer surface as a backup option is reasonable. Figure 6.11 illustrates a possible failure mode and how the trajectory can be corrected by using the transfer surface as a backup condition. There could be further improvements regarding the definition of event surfaces and contingency plans when no event is detected.


Figure 6.11: A failure mode in an orbit transfer and a recovery option.

Figure 6.12 shows the time history of estimated state errors for the example trajectory along with $3 \sigma$ bounds. The dashed vertical lines indicate the time when impulsive maneuvers are performed. The errors are inside the $3 \sigma$ bounds except for the SRP coefficient. Again, the plot of the SRP coefficient shows the deviation from $C_{\text {SRP }}=1$. During the initial GM estimation operation, the SRP coefficient is close to 1 . However, as the spacecraft transitions to hovering at off $x$-axis
locations, the deviation becomes larger, which is similar to what is observed in the approach phase. Another point to note is that depending on the observation geometry, the covariance envelope of the position and velocity changes its size. The variation of the covariance is indicative of the scale invariance of the optical measurements. While the optical measurements contain rich information for the lateral motion, they have less information for the radial motion.

Randomly introducing noises in the initial states, controls, and measurements, Monte Carlo simulations are performed for the close-hovering phase as well. Figure 6.13 shows truth trajectories from the 1000 Monte Carlo runs. The dispersion of the trajectories is much larger than the estimation errors due to maneuver execution errors. In particular, at the end of a large transfer arc, the trajectories are more dispersed. Because the event surface after such a maneuver is almost parallel to the direction of the spacecraft's motion, small errors in the velocity result in large dispersion of the subsequent surface crossing. The conditions for orbit control could be improved further; however, even with the simple implementation, all of the trajectories eventually converge to the target hovering location. Besides, no trajectory fails to go through a sequence of planned operations: gravity estimation, reconnaissance at various angles, and insertion to a stable orbital platform. Figure 6.14 shows estimation errors (estimates - truth) in the position and parameters. The position errors are consistent with the output from the filter for the example case, and the errors are within the $3 \sigma$ covariance envelope. There are similar biases in the position and $C_{\text {SRP }}$ errors when the discrepancy between the filter's SRP model and true SRP model becomes large because of the off $x$-axis motion. The filter uses a relatively large process noise covariance of $\sigma_{\text {snc }}=10^{-11} \mathrm{~km} / \mathrm{s}^{2}$, which is roughly $10 \%$ of the total SRP acceleration. The large process noise prevents the filter from being insensitive to new measurements and helps to maintain reasonable covariance estimates. However, it may be degrading the estimates of other parameters. By applying alternative approaches, such as the dynamic model compensation algorithm, the navigation solution could be improved [81]. Figure 6.15 shows the histogram of total $\Delta V$ in the close-hovering phase for the 1000 runs. The mean is $2.759 \mathrm{~m} / \mathrm{s}$. Although the maneuvers are not optimized in any way, it seems the total $\Delta V$ is not a significant burden, given the corresponding operational period


Figure 6.12: Time history of estimation errors for an example trajectory (close-hovering phase).
is about 160 days.

### 6.2.4 RL-Based Global Mapping

Next, the end-to-end numerical study is performed, combining the RL-based global mapping policy and the optical and $\Delta V$ measurement-based onboard navigation. The introduction of the RLbased policy is an obvious addition. The current analysis also incorporates the maneuver execution noise that is dependent on the $\Delta V$ magnitude, as the RL policy is trained to be compatible with the maneuver-dependent execution error. The nominal noise level used in the current analysis is inflated compared to the earlier analyses, allowing us to evaluate the performance of the guidance algorithms in the worst-case scenario. The best performing policy obtained in Chapter 4 is used for the hovering trajectory controller for surface imaging. By using the passage of time from the previous maneuver as an event condition and by translating the RL policy into a $\boldsymbol{\Delta} \boldsymbol{V}$ by solving a TPBVP, the trained RL policy can be integrated into the event-based end-to-end simulation. During the global mapping phase, the spacecraft keeps track of the state of the Markov decision process (MDP) defined in Eq. 4.19). Since the true state is not available to the spacecraft, the latest navigation solution is propagated backward in time right before the decision-making step, which is then used to update the MDP state. The updated MDP state is passed to the policy, which gives us an action. Based on the action, a TPBVP is solved to calculate a $\boldsymbol{\Delta} \boldsymbol{V}$.

The study focuses on the performance of the combined navigation and guidance scheme during the home position hovering at 10 km distance, mass estimation with a gradual descent, global mapping from multiple phase angles with the RL policy, and terminator orbit insertion. Table 6.6 shows the sequence of control commands implemented. Conditions to trigger maneuvers and the types of subsequent maneuvers are listed. The fourth column of the table indicates the number of times the control command is repeated before the next command is executed. For the global mapping phase with the RL policy, the spacecraft keeps repeating the control command until it reaches a successful terminal state or the number of maneuvers exceeds the limit of 200 . The global mapping phase is entered once the spacecraft goes through the mass estimation hovering


Figure 6.13: Trajectories from 1000 Monte Carlo runs (close-hovering phase).


Figure 6.14: Position and parameter errors for the 1000 Monte Carlo runs (close-hovering phase).


Figure 6.15: Histogram of total $\Delta V$.

Table 6.6: Control commands for the close hovering phase with RL-based global mapping

| \# | event conditions | maneuver types | rep. | note |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $S_{\text {fixed }}\left(\boldsymbol{r} ; \hat{\boldsymbol{x}}, \boldsymbol{r}_{0}\right)=0$ | transfer to $\boldsymbol{r}_{0}$ with $\Delta T=1$ day | 10 | $\boldsymbol{r}_{0}=-10 \hat{\boldsymbol{x}}$ (km) |
| 2 | $S_{\text {fixed }}\left(\boldsymbol{r} ; \hat{\boldsymbol{x}}, \boldsymbol{r}_{0}\right)=0$ | transfer to $\boldsymbol{r}_{1}$ with $\Delta T=1$ day | 1 | $\boldsymbol{r}_{1}=-8 \hat{\boldsymbol{x}}(\mathrm{~km})$ |
| 3 | $S_{\text {fixed }}\left(\boldsymbol{r} ; \hat{\boldsymbol{x}}, \boldsymbol{r}_{1}\right)=0$ | transfer to $\boldsymbol{r}_{1}$ with $\Delta T=1$ day | 10 |  |
| 4 | $S_{\text {fixed }}\left(\boldsymbol{r} ; \hat{\boldsymbol{x}}, \boldsymbol{r}_{1}\right)=0$ | transfer to $\boldsymbol{r}_{2}$ with $\Delta T=1$ day | 1 | $\boldsymbol{r}_{2}=-6 \hat{\boldsymbol{x}}(\mathrm{~km})$ |
| 5 | $S_{\text {fixed }}\left(\boldsymbol{r} ; \hat{\boldsymbol{x}}, \boldsymbol{r}_{2}\right)=0$ | transfer to $\boldsymbol{r}_{2}$ with $\Delta T=1$ day | 10 |  |
| 6 | $S_{\text {fixed }}\left(\boldsymbol{r} ; \hat{\boldsymbol{x}}, \boldsymbol{r}_{2}\right)=0$ | transfer to $\boldsymbol{r}_{3}$ with $\Delta T=1$ day | 1 | $\boldsymbol{r}_{3}=-4 \hat{\boldsymbol{x}}(\mathrm{~km})$ |
| 7 | $S_{\text {fixed }}\left(\boldsymbol{r} ; \hat{\boldsymbol{x}}, \boldsymbol{r}_{3}\right)=0$ | transfer to $\boldsymbol{r}_{3}$ with $\Delta T=1$ day | 10 |  |
| 8 | $S_{\text {fixed }}\left(\boldsymbol{r} ; \hat{\boldsymbol{x}}, \boldsymbol{r}_{3}\right)=0$ | transfer to $\boldsymbol{r}_{4}$ with $\Delta T=1$ day | 1 | $\boldsymbol{r}_{4}=[-5 R, 0,0]$ |
| 9 | $S_{\text {fixed }}\left(\boldsymbol{r} ; \boldsymbol{r}_{3}, \boldsymbol{r}_{4}\right)=0$ | transfer to $\boldsymbol{r}_{4}$ with $\Delta T=6$ hours | 1 |  |
| 10 | $\left\{\begin{array}{l} \|\boldsymbol{r}\|-3 R=0 \text { or } \\ t=t_{\text {prev }}+\Delta t_{\text {prev }} \end{array}\right.$ | perform an action sampled from the RL policy with $\mathrm{az}_{\text {tgt }}=180^{\circ}$ |  |  |
| 11 | $\left\{\begin{array}{l} \|\boldsymbol{r}\|-3 R=0 \text { or } \\ t=t_{\text {prev }}+\Delta t_{\text {prev }} \end{array}\right.$ | perform an action sampled from the RL policy with $\mathrm{az}_{\mathrm{tgt}}=135^{\circ}$ | $\leq 200$ |  |
| 12 | $\left\{\begin{array}{l} \|\boldsymbol{r}\|-3 R=0 \text { or } \\ t=t_{\text {prev }}+\Delta t_{\text {prev }} \end{array}\right.$ | perform an action sampled from the RL policy with $\mathrm{az}_{\mathrm{tgt}}=225^{\circ}$ | $\leq 200$ |  |
| 13 | $t=t_{\text {prev }}+\Delta t_{\text {prev }}$ | transfer to $\boldsymbol{r}_{\text {TO }}$ with $\Delta T=6$ hours | 1 |  |
| 14 | $t=t_{\text {prev }}+\Delta t_{\text {prev }}$ | transfer to $\boldsymbol{r}_{\text {TO }}$ with $\Delta T=4$ hours | 1 | Correction burn |
| 15 | $t=t_{\text {prev }}+\Delta t_{\text {prev }}$ | terminator orbit insertion | 1 |  |

phase, gradually approaching the target body. The observations from $\mathrm{az}=180^{\circ}, 135^{\circ}$, and $225^{\circ}$ are successively performed. During the global mapping phase, the spacecraft nominally plans the next maneuver at the time specified by the RL policy. However, another event condition $|\boldsymbol{r}|-3 R=0$ is defined to allow the spacecraft to perform a maneuver before reaching the next maneuver time specified by the RL policy. This condition prevents the spacecraft from getting too close to the asteroid. In the table, $t_{\text {prev }}$ is the previous maneuver time, and $\Delta t_{\text {prev }}$ is the expected maneuver interval. After the global mapping, the spacecraft is inserted into a terminator orbit. Its semimajor axis is chosen to be 1.5 km , and its orbit normal is chosen to point to the Sun. The insertion location $\boldsymbol{r}_{\mathrm{TO}}$ is either the periapsis or apoapsis, and the spacecraft chooses the closer point when a $\boldsymbol{\Delta} \boldsymbol{V}$ is computed. The simulation time is set to 90 days. The simulation uses the same initial condition and initial covariance as the event-driven hovering analysis. The true position and velocity and nominal parameter values are sampled in the same way as the earlier end-to-end simulations. Nominally, $\sigma_{\Delta V, \mathrm{crtl}, c}=1 \mathrm{~mm} / \mathrm{s}$ and $\sigma_{\Delta V, \mathrm{crtl}, p}=0.05$ are used. The same measurement noise levels as the event-drive hovering analysis are used.

The process noise of the navigation filters is set to $\sigma^{2}=10^{-21}\left(\mathrm{~km} / \mathrm{s}^{2}\right)^{2}$. One failure mode discovered in the end-to-end analysis is the divergence of the filter that could occur when the spacecraft gets too close to the asteroid. When the distance is too close, the nonlinearity of the gravity and perturbations from the unmodeled gravity field make the filtering more challenging. To prevent the filter saturation and divergence, the process noise is slightly inflated compared to the value of $\sigma^{2}=10^{-22}\left(\mathrm{~km} / \mathrm{s}^{2}\right)^{2}$ used in the earlier studies.

An example trajectory from the end-to-end simulations is shown in Fig. 6.16. The blue lines indicate the true trajectory, and the dots correspond to the estimated positions. The projections onto $x$-, $y$-, and $z$-planes are shown in gray. We can see that the spacecraft enters the global mapping hovering after the gradual descent for mass estimation, performing multiple hops from different phase angles in succession.

As for the state estimation errors, the same observations from the earlier end-to-end analyses hold true. The optical measurements have less information about the relative range, and thus the


Figure 6.16: 3-D plot of an example trajectory from the end-to-end simulation.


Figure 6.17: Position and velocity errors for the example trajectory from the end-to-end simulation.
$x$-component of the position and velocity errors are larger. The angular size measurements can constrain the range more tightly as the spacecraft approaches the asteroid. Figure 6.17 shows the position and velocity errors with the $3-\sigma$ covariance estimates for the example trajectory. The vertical dashed lines indicate the maneuver times. What looks like a shaded area in the plot after around 40 days indicates frequent maneuvers in the global mapping phase. The navigation filter can successfully estimate the state even with such frequent maneuvers. We also confirmed that the mass parameter uncertainty could be reduced significantly during the gradual descent and global mapping phase. At the end of the simulation, all of the parameter uncertainties are less than one percent of the true values.

Next, Monte Carlo simulations are performed to test the robustness of the proposed autonomous guidance and navigation scheme in the same way as the earlier analyses. In order to reconfirm that the trained RL policy work without a problem under different state transition dynamics, simulations are performed with two different maneuver noise execution settings. In one case, the nominal values of $\sigma_{\Delta V, \mathrm{crtl}, c}=1 \mathrm{~mm} / \mathrm{s}$ and $\sigma_{\Delta V, \mathrm{crt}, p}=0.05$ are used, which is denoted as a large $\Delta V$ case. In another runs, denoted as small $\Delta V$ case, $\sigma_{\Delta V, \text { crtl }, c}=0.1 \mathrm{~mm} / \mathrm{s}$ and $\sigma_{\Delta V, \mathrm{crtl}, p}=0.017$ are used. The 1000 runs are performed for each of the maneuver noise settings.


Figure 6.18: 3-D plots of trajectories from the end-to-end Monte Carlo simulations.


Figure 6.19: Time histories of asteroid relative distance in the end-to-end Monte Carlo simulations.

The trajectories obtained from the Monte Carlo runs are shown in Fig. 6.18. With the larger maneuver execution noise, the trajectories have much larger dispersions. The smaller dispersions from the smaller maneuver execution noise confirm that the navigation filters can accurately track the spacecraft's position and velocity. Figure 6.19 shows the time history of the spacecraft's distance relative to the asteroid. The distance for $r=R$ and $r=3 R$ are shown as references. Even with the larger maneuver execution noise, no collision with the asteroid was observed in the Monte Carlo simulations. However, there were a few cases where the spacecraft detected crossing with $r=3 R$ during the global mapping phase and performed a contingency maneuver as a safety precaution. The spacecraft was then able to continue on the MDP task successfully. The spacecraft can maintain a safe distance from the target when the noise level is low.


Figure 6.20: Time histories of position errors in the end-to-end Monte Carlo simulations.

Figures 6.20 and 6.21 show the time histories of the estimated position errors and parameter errors in the Monte Carlo runs. It is confirmed that the navigation filters work well regardless of the maneuver execution noise levels. As for SRP, the SRP model used to simulate the truth trajectories depends on the spacecraft's attitude. Thus, there is a bias between the filter's and truth simulation's dynamical models. The spacecraft's attitude depends on its position as we define the spacecraft's attitude such that an axis of the spacecraft's body-fixed frame always points to the asteroid. Therefore, there is a slight difference in the SRP coefficient errors between the large and small $\Delta V$ cases. The parameter uncertainties the filters estimate at the end of the simulation are


Figure 6.21: Time histories of parameter errors in the end-to-end Monte Carlo simulations.
about $0.6 \%$ for $C_{\mathrm{SRP}}, 0.1 \%$ for $R$, and $0.2 \%$ for $\mu$. Thus, the actual errors in the Monte Carlo runs are within the estimated $3-\sigma$ bounds, and the filter works without being overconfident about the state estimates.

The distribution of the total $\Delta V$ in the Monte Carlo runs is shown in Fig. 6.22. The plot is normalized such that the area integral becomes unity. In both maneuver noise settings, the total $\Delta V$ is around 6-6.5 m/s. With the larger noise, the total $\Delta V$ is larger. The larger $\Delta V$ might be caused by more frequent maneuvers to correct the spacecraft's location.

Figure 6.23 shows the distribution of the number of steps the spacecraft took to complete a single MDP episode. Again, the plot is normalized such that the area integral becomes unity. As expected from the earlier experiments, the small $\Delta V$ noise results in a marginally smaller number of steps to complete the observation task. However, the difference is not significant. In both cases, the RL policy was able to complete the observation task even though the state transition and resulting state distributions are slightly different from the training environment. The results of the Monte Carlo simulations confirm that the trained RL policy is robust.

### 6.3 End-to-End Analysis Results for TCO Rendezvous

Finally, this section provides the results of the end-to-end numerical simulations for a TCO rendezvous scenario. The goal is to study if the same navigation and control concept can be applied


Figure 6.22: Distribution of total $\Delta V$ in the end-to-end Monte Carlo simulations.


Figure 6.23: Distribution of the number of steps required to complete an MDP episode in the end-to-end Monte Carlo simulations.
to the rendezvous with a much smaller asteroid, which also has a different dynamical environment compared to the rendezvous with a heliocentric asteroid.

The models for the relative motion dynamics used in the truth simulation and navigation filter are identical in the TCO rendezvous analysis and are defined by Eq. (2.28). Given the small gravitational attraction from the target asteroid, major model biases would be the SRP error and gravity gradient error due to erroneous ephemeris. Including these biases in the simulation would be a part of future work. The analysis in Chapter 2 shows that the acceleration errors due to ephemeris errors are small when the distance between the hovering location and the asteroid is short. However, studying the effect of the ephemeris errors more in detail is an important aspect as it is expected that there is a significant ephemeris error. Through the gravity gradient term, it might be possible to estimate the ephemeris just by looking at the relative motion dynamics.

The state vector for the navigation filter is identical to the earlier end-to-end analysis for heliocentric asteroid rendezvous. The true parameter values $\left(C_{\mathrm{SRP}}, R, \mu\right)$ are fixed, while the nominal parameter values that the filter uses are sampled from Gaussian distributions. The true parameters are defined as

$$
\begin{align*}
& C_{\mathrm{SRP}}=1.0  \tag{6.9}\\
& R=2.5 \mathrm{~m}  \tag{6.10}\\
& \mu=8.7366 \times 10^{-15} \mathrm{~km}^{3} / \mathrm{s}^{2} \tag{6.11}
\end{align*}
$$

On the other hand, the nominal position and velocity are fixed, whereas the true position and velocity are sampled from Gaussian distributions. The concrete $1-\sigma$ values of the Gaussian distributions are described later for each analysis.

The results of the end-to-end simulation are presented herein. Two different analyses are performed: constant altitude hovering and a comprehensive simulation that starts from more than $2,000 \mathrm{~km}$ away that ends with a fixed altitude hovering. In both analyses, the simulation period is set to 300 days. Table 6.7 shows common noise parameters used in the end-to-end simulations. As for the maneuver errors, the Gates maneuver model explained earlier is used. The same set of
measurements is used as the heliocentric asteroid rendezvous. The frequency of optical measurements is defined to be every 2 hours ( $\Delta t=2$ hours), which is a rather conservative assumption as mentioned earlier in Chapter 5 . The small interval between the time of a maneuver and the subsequent measurement update is set to $\delta t=30$ minutes. See Figs. 6.1 and 6.2 for details of the measurement scheduling.

Table 6.7: Common noise parameters used in end-to-end simulations for a TCO rendezvous.

| Parameter | Unit | Value |
| :--- | :--- | :--- |
| IFOV | mrad | $0.105\left(=6^{\circ} / 1000\right)$ |
| $\sigma_{\tau, \text { meas }}$ | sec | 60 |
| $\sigma_{p, \text { meas }}$ | - | 0.01 |
| $\sigma_{c, \text { meas }}$ | $\mathrm{mm} / \mathrm{s}$ | 0.1 |
| $\sigma_{\tau, \text { ctrl }}$ | sec | 60 |
| $\sigma_{p, \text { ctrl }}$ | - | 0.01 |
| $\sigma_{c, \text { ctrl }}$ | $\mathrm{mm} / \mathrm{s}$ | 0.1 |
| $\sigma_{\text {snc }}$ | $\mathrm{km} / \mathrm{s}^{2}$ | $10^{-11}$ |

### 6.3.1 Analysis 1: Constant Altitude Hovering at a TCO

Initially, the behavior of the navigation and control systems is studied with a simple scenario where the spacecraft performs fixed-altitude hovering. The spacecraft performs a maneuver every day. Three different hovering altitudes are studied: $10 \mathrm{~km}, 1 \mathrm{~km}$, and 100 m .

The nominal position and velocity at the initial epoch are defined as

$$
\begin{align*}
& \boldsymbol{r}=\left[-d_{\mathrm{hov}}, 0,0\right] \quad(\mathrm{km})  \tag{6.12}\\
& \boldsymbol{v}=[-1,0,0] \quad(\mathrm{cm} / \mathrm{s}) \tag{6.13}
\end{align*}
$$

where $d_{\text {hov }}$ is the nominal hovering distance. The initial covariance is defined as shown in Table 6.8

Figure 6.24 shows the trajectories for the fixed altitude hovering. For the 10 km hovering, the dispersion of the trajectory looks larger. A larger range error is likely the cause of the larger dispersion. Table 6.9 shows the total $\Delta V$ for the 300 day hovering. The control efforts are made to

Table 6.8: A priori uncertainties used in TCO rendezvous end-to-end analysis 1.

| Parameter | Unit | Value |
| :--- | :--- | :--- |
| $\sigma_{r, x}$ | m | 31 |
| $\sigma_{r, y}$ | m | 1 |
| $\sigma_{r, z}$ | m | 1 |
| $\sigma_{v, x}$ | $\mathrm{~mm} / \mathrm{s}$ | 0.14 |
| $\sigma_{v, y}$ | $\mathrm{~mm} / \mathrm{s}$ | 0.2 |
| $\sigma_{v, z}$ | $\mathrm{~mm} / \mathrm{s}$ | 0.2 |
| $\sigma_{C_{\text {SRP }}}$ | - | 0.01 |
| $\sigma_{R}$ | $R$ | 0.5 |
| $\sigma_{\mu}$ | $\mu$ | 5 |

counteract the SRP at these distances. Therefore, the total $\Delta V \mathrm{~s}$ are more or less the same among the three cases.

Figures 6.256 .30 show the state errors with $3-\sigma$ covariance bounds, parameter errors with $3-\sigma$ covariance bounds, and estimated uncertainty $1-\sigma$ of the parameters. Compared to the rendezvous with larger asteroids studied earlier, the 10 km hovering has larger range uncertainty. The range error is about 400 meters with 10 km hovering in this study. However, as the hovering distance becomes shorter, the range uncertainty becomes smaller. It seems the angular size measurements are indeed helpful for rendezvous with smaller asteroids in reducing the range error. At 100 meters hovering, the range uncertainty can be as small as 5 meters.

As for the SRP uncertainty, the SRP coefficient can be estimated more accurately when the spacecraft is farther away from the asteroid. This is likely because there is a coupling between the drift along the $y$-axis and SRP acceleration; the SRP pushes the spacecraft, and the change in the velocity, in turn, results in the $y$-drift through Coriolis force. The SRP uncertainty can be as small as $0.5 \%$. The radius estimates are more accurate when the $\mathrm{S} / \mathrm{C}$-asteroid distance is smaller. The final radius uncertainty can be as small as $0.3 \%$. The mass uncertainty cannot be reduced at all, even at 1 km . For 100 meter hovering, the mass uncertainty can be reduced to about $200 \%$.

— true states estimates
case 1: 10 km hovering

case 2: 1 km hovering
case 3: 100 m hovering
Figure 6.24: Hovering trajectories from TCO rendezvous end-to-end analysis 1 (cases 1-3).

Table 6.9: Total $\Delta V$ for 10-month hovering from TCO rendezvous end-to-end simulation analysis 1.

| Hovering distance $(\mathrm{km})$ | 10 | 1 | 0.1 |
| :--- | ---: | ---: | ---: |
| Total $\Delta V(\mathrm{~m} / \mathrm{s})$ | 3.3575 | 3.3104 | 3.3171 |

Table 6.10: A priori uncertainties used in end-to-end analysis 2.

| Parameter | Unit | Value |
| :---: | :---: | :---: |
| $\sigma_{r, x}$ | km | 0.1 |
| $\sigma_{r, y}$ | km | 0.1 |
| $\sigma_{r, z}$ | km | 0.1 |
| $\sigma_{v, x}$ | $\mathrm{~m} / \mathrm{s}$ | 0.1 |
| $\sigma_{v, y}$ | $\mathrm{~m} / \mathrm{s}$ | 0.1 |
| $\sigma_{v, z}$ | $\mathrm{~m} / \mathrm{s}$ | 0.1 |
| $\sigma_{C_{\mathrm{SRP}}}$ | - | 0.1 |
| $\sigma_{R}$ | $R$ | 1 |
| $\sigma_{\mu}$ | $\mu$ | 5 |



Figure 6.25: Position and velocity errors for analysis 1 case 1 ( 10 km hovering). Blue lines: estimation errors. Gray lines: $3-\sigma$. Dashed vertical lines: maneuver times.


Figure 6.26: Parameter errors for TCO rendezvous analysis 1 case 1 (10 km hovering). Dashed vertical lines: maneuver times.


Figure 6.27: Position and velocity errors for TCO rendezvous analysis 1 case 2 ( 1 km hovering). Blue lines: estimation errors. Gray lines: $3-\sigma$. Dashed vertical lines: maneuver times.


Figure 6.28: Parameter errors for TCO rendezvous analysis 1 case 2 ( 1 km hovering). Dashed vertical lines: maneuver times.


Figure 6.29: Position and velocity errors for TCO rendezvous analysis 1 case 3 ( 100 m hovering). Blue lines: estimation errors. Gray lines: $3-\sigma$. Dashed vertical lines: maneuver times.


Figure 6.30: Parameter errors for TCO rendezvous analysis 1 case 3 ( 100 m hovering). Dashed vertical lines: maneuver times.


Figure 6.31: 3D plots of trajectory from end-to-end analysis 2.

### 6.3.2 Approach Phase Leading to Constant Altitude Hovering at a TCO

As a more practical scenario, an end-to-end simulation is performed where the spacecraft approaches the asteroid from more than $2,000 \mathrm{~km}$ away and transitions to 1 km hovering. The nominal position and velocity at the initial epoch are defined as

$$
\begin{align*}
& \boldsymbol{r}=[-2000,-2000,0] \quad(\mathrm{km})  \tag{6.14}\\
& \boldsymbol{v}=[0,5,0] \quad(\mathrm{m} / \mathrm{s}) \tag{6.15}
\end{align*}
$$

Thus, the spacecraft is moving from the negative $y$ to the positive $y$ direction. The initial covariance is defined as shown in Table 6.10. Once the spacecraft detects $x-z$ plane crossing, a sequence of maneuvers is performed to bring the spacecraft close to the hovering location of $\boldsymbol{r}_{\text {tgt }}=[-1,0,0]$ km . Initially, five maneuvers are performed every five days, followed by five more maneuvers performed at a day intervals. Then, another maneuver is applied to put the spacecraft on a six-hour transfer trajectory to the hovering position. Subsequently, the spacecraft transitions to hovering at a distance of 1 km . Every time a crossing with $x=-1 \mathrm{~km}$ is detected, a maneuver is applied to bring the spacecraft back to $\boldsymbol{r}_{\mathrm{tgt}}=[-1,0,0] \mathrm{km}$ in one day until the simulation is over.

Figure 6.31 shows the trajectories from the end-to-end analysis 2. Figure 6.32 shows the estimation errors of position and velocity for the first 50 days with $3-\sigma$ bounds and estimated position and velocity uncertainties for 300 days. The vertical dashed lines indicate maneuver times. We can confirm that the estimation errors are within the $3-\sigma$ bounds. We can also confirm that uncertainties drop significantly during the 1 km hovering. The range error at the end of the 1 km hovering is about 30 meters. Figure 6.33 shows the estimated parameter uncertainties. The SRP uncertainty can be smaller than $0.2 \%$ at the end of the hovering operation. As for the radius uncertainty, it drops significantly during the initial phase of the 1 km hovering. The final size uncertainty is about $0.6 \%$. The asteroid's mass cannot be estimated at all at 1 km distance, as expected from the acceleration study. These observations suggest that it would be beneficial for the spacecraft to perform a period of fixed altitude hovering to guarantee that the navigation uncertainties reach a steady state before lowering the altitude.


Position and velocity errors with $3-\sigma$ bounds.







Position and velocity uncertainty (1- $\sigma$ ).
Figure 6.32: Estimation errors (for the first 50 days) and estimated uncertainty (for 300 days) of position and velocity in the end-to-end analysis 2 . Dashed vertical lines: maneuver times.




Figure 6.33: Estimated parameter uncertainties (1- $\sigma$ ) in the end-to-end analysis 2. Dashed vertical lines: maneuver times.

### 6.4 Conclusions

For autonomous exploration, the spacecraft needs to control its trajectory in addition to localizing itself and mapping the orbital environment. End-to-end numerical analyses are performed to evaluate the overall performance and feasibility of the proposed onboard navigation and guidance. The onboard navigation utilizes the optical measurements and $\Delta V$ measurements to break the scale invariance of the optical information. As for the trajectory control, an event-driven trajectory control scheme is introduced where the event is typically specified as a surface crossing in position space. Using the best navigation solution at the time of planning, an impulsive maneuver to reach a target position in a given transfer time is computed by solving a TPBVP.

The study first analyzes the navigation and guidance performance for the rendezvous with a heliocentric asteroid, using asteroid Bennu as a test case. The analysis focuses on multiple phases and scenarios. Initially, the asteroid approach phase that ends with a home position hovering is studied. Using the simulation result of the approach phase, the close-hovering phase is analyzed, where detailed reconnaissance of the asteroid is performed. The study also focuses on the global mapping hovering trajectory obtained by running the RL-based policy explained in the earlier chapter. Monte Carlo simulations are performed by introducing noises in the initial state distribution, measurements, and control. It is confirmed that by the end of the close-hovering phase, both the mean radius and mass parameter can be estimated with less than $1 \%$ error. The numerical study
also confirms that the accuracy of the position and velocity estimates correlates with the observation geometry due to the scale invariance of the optical measurements. While the filter dynamics assume cannonball SRP, an attitude-dependent SRP model is used for the truth simulation. This unmodeled SRP has a non-negligible effect on filter performance. The SNC algorithm is used to account for the unmodeled accelerations in the filter, setting its noise level as roughly $10 \%$ of the total SRP acceleration. With the process nose, the filter returns a reasonable covariance estimate. During the global mapping phase with the RL policy, frequent noisy maneuvering may put the spacecraft too close to the target, which stresses the navigation filter. When the spacecraft is too close to the target, filter divergence could happen. However, we confirm that despite the frequent maneuvering, by using a slightly inflated process noise covariance, the navigation can be performed without an issue.

The second part of the end-to-end analysis focuses on the autonomous proximity operation at a TCO. The TCO is assumed to be a few meters in diameter, which is much smaller than the target asteroid considered in the earlier analysis. The relative motion dynamics are also different from the rendezvous with a heliocentric asteroid. We confirm that navigation with the optical and $\Delta V$ measurements works well for such a small asteroid. The end-to-end analysis is performed for the fixed altitude hovering phase and approach phase that leads into a close hovering trajectory. The results show that the spacecraft's relative range uncertainties are an order of magnitude larger than the rendezvous with a larger asteroid at the same distance due to the lack of strong angular size measurements. As the spacecraft approaches the target body, the range estimates become more accurate. These observations suggest that the optical-based navigation is valid for the rendezvous with such a small asteroid and that gradually lowering the altitude is beneficial for obtaining an accurate range estimate.

## Chapter 7

## Conclusions

The spacecraft's capability to autonomously explore small near-Earth asteroids is an essential aspect for future asteroid exploration missions, where cost-effect spacecraft are distributed to various target bodies for increased scientific and engineering returns. One of the biggest challenges in asteroid exploration is the relatively large a priori uncertainties of the target asteroid's physical parameters, such as its shape, mass, size, and ephemeris. The conventional approach relies heavily on support from the ground stations for orbit control and navigation, which tends to be costly and less responsive. For autonomous exploration, the spacecraft may need the ability to navigate and make plans on its own in the asteroid environment. This study focuses on various phases of proximity operation at NEAs and proposes approaches for onboard orbit design, trajectory control, and navigation.

### 7.1 Research Goal 1: Frozen Orbit Design

Stable orbit options at small NEAs are limited due to strong perturbations caused by SRP and the irregular gravity field of the asteroid. The averaged analysis tells us that frozen orbits exist, where the contributions of the perturbations cancel out. When the spacecraft is in frozen orbits, the orbit geometry remains unchanged. Terminator orbits are a well-known family of stable frozen orbits that exist under strong SRP. This study proposes higher-order corrections to define the terminator orbits. The proposed corrections are analytical and suitable for onboard computation. When the orbit size is small, the irregular gravity field disturbs the orbits. Focusing on the contributions
from $J_{2}$ and $J_{3}$ terms, the updated frozen orbit conditions and corrections to the conventional mean orbital elements of the terminator orbits are proposed using Milankovitch orbital element formulation. When the orbit size is large, relatively strong SRP pushes the orbits, causing an offset between the mass and orbit centers. A large offset causes results in bias between the mean and osculating elements. The study proposes an approach to define orbital elements with a position vector measured from an offset. A short-period analysis is performed to obtain an optimal offset. Finally, the behavior of the stable terminator orbits is studied for the cases when the asteroid orbit's eccentricity is nonnegligible. The semi-analytical and numerical studies confirm that the offset corrections are valid for the eccentric asteroid, and they are important to make the spacecraft stay in the vicinity of the asteroid.

### 7.2 Research Goal 2: Reinforcement Learning Policy for Global Mapping

Due to the lack of a target body's physical information, it may be impractical to design detailed operational plans ahead of time and make the spacecraft follow the nominal trajectory. For an autonomous spacecraft, the capabilities to define such plans and to generate trajectories adaptively after the asteroid arrival may be required. As the control of the spacecraft's trajectory is susceptible to random noises, the adaptive ability of the spacecraft to correct its action based on the current status is all the more important. This study proposes an application of reinforcement learning and function approximations by feedforward neural networks to design an adaptive policy that allows the spacecraft to change its action depending on the target asteroid. The study focuses on the hovering trajectory controller design for surface global mapping tasks. Using the PPO algorithm, the policy is trained in a simulation environment with various asteroid models. The dynamics of the spacecraft's interaction with the asteroid are normalized, identifying key environmental parameters. By including the task context and the environmental parameters as part of the state and randomizing them during the training, the policy is made adaptive. The hyperparameter study shows that extracting spatial structures in the MDP state definition by using CNNs is important for improving the policy's performance. Numerical studies confirm that the obtained
policy is indeed adaptive and also robust to realistic biases in the dynamical models.

### 7.3 Research Goal 3: Simple Covariance Analysis

An essential capability for an autonomous spacecraft in the proximity operation at NEAs is determining its relative position, velocity, and other environmental parameters. The study considers the use of optical measurements by onboard imagers and the measurements of $\Delta V \mathrm{~s}$ by onboard accelerometers to break the scale invariance of the optical information. The covariance studies are performed for the approach trajectory along the Sun-asteroid line and subsequent hovering trajectory. The results show that the relative range estimation error is less than a hundred meters and the parameter uncertainties are less than a few percent with the $\Delta V$ measurement error of $\sigma_{\Delta V \text { meas }}=0.1 \mathrm{~mm} / \mathrm{s}$. This $\Delta V$ measurement capability requires onboard accelerometers that are better than an off-the-shelf IMU. However, they do not need to be as accurate as the state-of-the-art accelerometers used in missions such as CHAMP, GRACE, or GOCE. The study also confirms that for accurate range estimation, angular size measurements are important. For the estimation of the SRP coefficient, the directional measurements are helpful. The analysis with various measurement noise levels for the optical imagers and onboard accelerometers serves as a useful tool to identify expected navigation performance.

### 7.4 Research Goal 4: End-to-End Numerical Simulations

In order to assess the overall feasibility of the autonomous proximity operation, it is important to perform an error analysis introducing various noises and biases. A framework to evaluate the combined performance of autonomous navigation and trajectory control is introduced. Realistic noises and model discrepancies are incorporated. The end-to-end simulations are performed for both rendezvous with heliocentric asteroids and TCOs. For the analysis of the heliocentric asteroid rendezvous, various modes of operation are considered, including approach trajectory, home position hovering, mass estimation with a gradual descent, hovering at various phase angles, and global mapping hovering using the RL policy introduced in the earlier study. The analyses show that
the combined navigation and guidance work as expected. The end-to-end simulation for the TCO rendezvous shows that the proposed navigation and control scheme works well even when the target body size is as small as a few meters. For the rendezvous with such a small body, the range estimates tend to have a large uncertainty as the angular size measurements do not have rich information about the target body size. We confirm that going through a sequence of fixed altitude hovering and gradually lowering the hovering altitude could allow the spacecraft to keep improving the range estimate and thus safely approach the target.
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## Appendix A

## Quadrature of Position Dependent Functions for the Short-Period Analysis

The time integrals used to find the short-period term of an angular momentum vector are listed in this appendix. The symbol $E$ represents eccentric anomaly and subscripts $t$ and 0 indicate values evaluated at an intermediate time $t$ and the initial time $t_{0}$ respectively. To evaluate the time integral, known relationships in the two-body problem that are listed in Appendix A in [24] are used.

$$
\begin{align*}
& \boldsymbol{Q}_{1}= \int_{t_{0}}^{t} \frac{\boldsymbol{R}}{R^{3}} d t \\
&=\frac{1}{a^{2} n\left(1-e^{2}\right)^{1 / 2}}\left[\left(\frac{\sqrt{1-e^{2}} \sin E_{t}}{1-e \cos E_{t}}-\frac{\sqrt{1-e^{2}} \sin E_{0}}{1-e \cos E_{0}}\right) \hat{\boldsymbol{e}}-\right.  \tag{A.1}\\
&\left.\left(\frac{\cos E_{t}-e}{1-e \cos E_{t}}-\frac{\cos E_{0}-e}{1-e \cos E_{0}}\right) \hat{\boldsymbol{e}}_{\perp}\right] \\
& \overline{\boldsymbol{Q}_{1}}= \frac{1}{T} \int_{t_{0}}^{t_{0}+T} \boldsymbol{Q}_{1} d t \\
&= \frac{1}{a^{2} n\left(1-e \cos E_{0}\right)}\left(-\sin E_{0} \hat{\boldsymbol{e}}+\sqrt{1-e^{2}} \cos E_{0} \hat{\boldsymbol{e}}_{\perp}\right)  \tag{A.2}\\
& \boldsymbol{Q}_{2}=\int_{t_{0}}^{t}\left(\boldsymbol{R}+\frac{3}{2} a \boldsymbol{e}\right) d t \\
&=\frac{a}{n}\left[\left(-\frac{e}{4}\left(\sin 2 E_{t}-\sin 2 E_{0}\right)+\left(1-\frac{e^{2}}{2}\right)\left(\sin E_{t}-\sin E_{0}\right)\right) \hat{\boldsymbol{e}}+\right.  \tag{A.3}\\
&\left.\sqrt{1-e^{2}}\left(-\left(\cos E_{t}-\cos E_{0}\right)+\frac{e}{4}\left(\cos 2 E_{t}-\cos 2 E_{0}\right)\right) \hat{\boldsymbol{e}}_{\perp}\right]
\end{align*}
$$

$$
\begin{align*}
\overline{\boldsymbol{Q}_{2}}= & \frac{1}{T} \int_{t_{0}}^{t_{0}+T} \boldsymbol{Q}_{2} d t \\
= & \frac{a}{n}\left[\left(\frac{e}{4} \sin 2 E_{0}+\left(\frac{e^{2}}{2}-1\right) \sin E_{0}\right) \hat{\boldsymbol{e}}\right.  \tag{A.4}\\
& \left.+\sqrt{1-e^{2}}\left(\cos E_{0}+\frac{e}{2}-\frac{e}{4} \cos 2 E_{0}\right) \hat{\boldsymbol{e}}_{\perp}\right]
\end{align*}
$$

## Appendix B

## Spherical Harmonics Gravity Model

## B. 1 Legendre Polynomial Expansion

The motion of an object under the influence of the higher-order gravity field of the central body can be written as follows [23.

$$
\begin{align*}
& \ddot{\boldsymbol{r}}=\frac{\partial U_{g}}{\partial \boldsymbol{r}}  \tag{B.1}\\
& U_{g}=G \int \frac{\rho_{d}(\boldsymbol{s})}{|\boldsymbol{r}-\boldsymbol{s}|} d V \tag{B.2}
\end{align*}
$$

where $s$ is the location of an infinitesimal mass $\rho(s d V)$. Using the Legendre polynomial expansion, we have

$$
\begin{equation*}
\frac{1}{|\boldsymbol{r}-\boldsymbol{s}|}=\frac{1}{r} \sum_{n=0}^{\infty}\left(\left(\frac{s}{r}\right)^{n} P_{n, 0}(\cos \gamma)\right) \quad \text { where } \quad \cos \gamma=\frac{\boldsymbol{r} \cdot \boldsymbol{s}}{r s} \tag{B.3}
\end{equation*}
$$

If we introduce the latitude $\phi$ and longitude $\lambda$ relative to the central body to define the position of an object, then

$$
\begin{align*}
& x=r \cos \phi \cos \lambda  \tag{B.4}\\
& y=r \cos \phi \sin \lambda  \tag{B.5}\\
& z=r \sin \phi . \tag{B.6}
\end{align*}
$$

The Legendre polynomials $P_{n, 0}$ are expressed in terms of $P_{n, m}$, the associated Legendre polynomial of degree $n$ and order $m$ as

$$
\begin{equation*}
P_{n, 0}(\cos )=\sum_{m=0}^{n}\left(2-\delta_{0, m}\right) \frac{(n-m)!}{(n+m)!} P_{n, m}\left(\sin \phi^{\prime}\right) \cos \left(m\left(\lambda-\lambda^{\prime}\right)\right) \tag{B.7}
\end{equation*}
$$

where the prime indicates longitude and latitude for the vector $s$. The Legendre polynomials are defined as

$$
\begin{align*}
& P_{n, 0}(x)=\frac{1}{2^{n} n!} \frac{d^{n}}{d x^{n}}\left(x^{2}-1\right)^{n}  \tag{B.8}\\
& P_{n, m}(x)=\left(1-x^{2}\right)^{m / 2} \frac{d^{n}}{d x^{n}} P_{n, 0}(x)  \tag{B.9}\\
& P_{0,0}(x)=1 \tag{B.10}
\end{align*}
$$

Then, the gravitational potential can be written as

$$
\begin{align*}
U & =\frac{\mu}{r} \sum_{n=0}^{\infty} \sum_{m=0}^{n}\left(\frac{R}{r}\right)^{n} P_{n, m}(\sin \phi)\left(C_{n, m} \cos (m \lambda)+S_{n, m} \sin (m \lambda)\right)  \tag{B.11}\\
& =\frac{\mu}{R} \sum_{n=0}^{\infty} \sum_{m=0}^{n}\left(C_{n, m} V_{n, m}+S_{n, m} W_{n, m}\right) \tag{B.12}
\end{align*}
$$

where $R$ is the Brillouin radius. The functions $V_{n, m}$ and $W_{n, m}$ are defined by

$$
\begin{align*}
& V_{n, m}=\left(\frac{R}{r}\right)^{n+1} P_{n, m}(\sin \phi) \cos (m \lambda)  \tag{B.13}\\
& W_{n, m}=\left(\frac{R}{r}\right)^{n+1} P_{n, m}(\sin \phi) \sin (m \lambda) \tag{B.14}
\end{align*}
$$

We can confirm that $V_{0,0}=R / r$ and $W_{0,0}=0$.
The harmonics coefficients have the following properties.

- $C_{0,0}=1$
- $S_{n, 0}=0$
- $C_{1,0}=C_{1,1}=S_{1,1}=0$ if the origin is at the center of mass.

The following scaling is often introduced to alleviate the large variation in the magnitude of the coefficients and the associated Legendre polynomials.

$$
\begin{gather*}
N_{n, m}=\sqrt{\frac{(n+m)!}{\left(2-\delta_{0, m}\right)(2 n+1)(n-m)!}}  \tag{B.15}\\
\binom{\bar{C}_{n, m}}{\bar{S}_{n, m}}=N_{n, m}\binom{C_{n, m}}{S_{n, m}} \tag{B.16}
\end{gather*}
$$

$$
\begin{equation*}
\bar{P}_{n, m}, \bar{V}_{n, m}, \bar{W}_{n, m}=\frac{1}{N_{n, m}} P_{n, m}, \frac{1}{N_{n, m}} V_{n, m}, \frac{1}{N_{n, m}} W_{n, m} \tag{B.17}
\end{equation*}
$$

## B. 2 Recursion of $V_{n, m}, W_{n, m}$

The computation of the spherical harmonics gravity potential requires the values of $V_{n, m}$ and $W_{n, m}$. There is a recursive relationship to compute these functions efficiently.

## B.2.1 Un-Normalized Recursion

The un-normalized version is as follows.

$$
\begin{gather*}
\left\{\begin{array}{c}
V_{m, m}=(2 m-1)\left(\frac{x R}{r^{2}} V_{m-1, m-1}-\frac{y R}{r^{2}} W_{m-1, m-1}\right) \\
W_{m, m}=(2 m-1)\left(\frac{x R}{r^{2}} W_{m-1, m-1}+\frac{y R}{r^{2}} V_{m-1, m-1}\right)
\end{array}\right.  \tag{B.18}\\
\left\{\begin{array}{c}
V_{m+1, m}=(2 m+1) \frac{z R}{r^{2}} V_{m, m} \\
W_{m+1, m}=(2 m+1) \frac{z R}{r^{2}} W_{m, m}
\end{array}\right.  \tag{B.19}\\
\left\{\begin{array}{l}
V_{n, m}=\left(\frac{2 n-1}{n-m}\right) \frac{z R}{r^{2}} V_{n-1, m}-\left(\frac{n+m-1}{n-m}\right) \frac{R^{2}}{r^{2}} V_{n-2, m} \\
W_{n, m}=\left(\frac{2 n-1}{n-m}\right) \frac{z R}{r^{2}} W_{n-1, m}-\left(\frac{n+m-1}{n-m}\right) \frac{R^{2}}{r^{2}} W_{n-2, m}
\end{array}\right. \tag{B.20}
\end{gather*}
$$

## B.2.2 Normalized Recursion

The normalized version is as follows.

$$
\begin{align*}
& \left\{\begin{array}{l}
\bar{V}_{m, m}=\sqrt{\frac{2 m+1}{m\left(2-\delta_{0, m-1}\right)}}\left(\frac{x R}{r^{2}} \bar{V}_{m-1, m-1}-\frac{y R}{r^{2}} \bar{W}_{m-1, m-1}\right) \\
\bar{W}_{m, m}=\sqrt{\frac{2 m+1}{m\left(2-\delta_{0, m-1}\right)}}\left(\frac{x R}{r^{2}} \bar{W}_{m-1, m-1}+\frac{y R}{r^{2}} \bar{V}_{m-1, m-1}\right)
\end{array}\right.  \tag{B.21}\\
& \left\{\begin{array}{c}
\bar{V}_{m+1, m}=\sqrt{2 m+3} \frac{z R}{r^{2}} \bar{V}_{m, m} \\
\bar{W}_{m+1, m}=\sqrt{2 m+3} \frac{z R}{r^{2}} \bar{W}_{m, m}
\end{array}\right. \tag{B.22}
\end{align*}
$$

$$
\left\{\begin{array}{l}
\bar{V}_{n, m}=a_{n, m} \frac{z R}{r^{2}} \bar{V}_{n-1, m}-b_{n, m} \frac{R^{2}}{r^{2}} \bar{V}_{n-2, m}  \tag{B.23}\\
\bar{W}_{n, m}=a_{n, m} \frac{z R}{r^{2}} \bar{W}_{n-1, m}-b_{n, m} \frac{R^{2}}{r^{2}} \bar{W}_{n-2, m}
\end{array}\right.
$$

where

$$
\begin{align*}
& a_{n, m}=\sqrt{\frac{(2 n-1)(2 n+1)}{(n+m)(n-m)}}  \tag{B.24}\\
& b_{n, m}=\sqrt{\frac{(n+m-1)(n-m-1)(2 n+1)}{(n+m)(n-m)(2 n-3)}} \tag{B.25}
\end{align*}
$$

## B. 3 Partial Derivatives of $V_{n, m}, W_{n, m}$

In order to compute the acceleration or dynamics matrix, we need partial derivatives of the functions $V_{n, m}$ and $W_{n, m}$. The recursive formula for the partial derivatives can be found in Cunningham(1970) [22]. If we define

$$
v_{n, m}= \begin{cases}\frac{1}{R^{n+1}}\left(V_{n, m}+i W_{n, m}\right) & (m \geq 0)  \tag{B.26}\\ \frac{(-1)^{-m}}{R^{n+1}} \frac{(n+m)!}{(n-m)!}\left(V_{n,-m}-i W_{n,-m}\right) & (m<0)\end{cases}
$$

then,

$$
\begin{align*}
& \frac{\partial^{\alpha+\beta+\gamma}}{\partial x^{\alpha} \partial y^{\beta} \partial z^{\gamma}} v_{n, m}=i^{\beta} \sum_{j=0}^{\alpha+\beta} \frac{(-1)^{\alpha+\gamma-j}}{2^{\alpha+\beta}} \frac{(n-m+\gamma+2 j)!}{(n-m)!} C_{\alpha, \beta, j} v_{n+\alpha+\beta+\gamma, m+\alpha+\beta-2 j}  \tag{B.27}\\
& C_{\alpha, \beta, j}=\sum_{k=\max (0, j-\alpha)}^{\min (\beta, j)}(-1)^{k}\binom{\alpha}{j-k}\binom{\beta}{k} \tag{B.28}
\end{align*}
$$

where $\binom{n}{m}$ is the binomial coefficients ${ }_{n} C_{m}$. With the formula, we can compute the partial derivatives of the functions $V_{n, m}$ and $W_{n, m}$.

## B.3.1 First Order Derivatives (Un-Normalized)

$$
\begin{align*}
& \frac{\partial V_{n, m}}{\partial x}= \begin{cases}-\frac{V_{n+1,1}}{R} & (m=0) \\
\frac{1}{2 R}\left((n-m+2)(n-m+1) V_{n+1, m-1}-V_{n+1, m+1}\right) & (m>0)\end{cases}  \tag{B.29}\\
& \frac{\partial V_{n, m}}{\partial y}= \begin{cases}-\frac{W_{n+1,1}}{R} & (m=0) \\
-\frac{1}{2 R}\left((n-m+2)(n-m+1) W_{n+1, m-1}+W_{n+1, m+1}\right) & (m>0)\end{cases}  \tag{B.30}\\
& \frac{\partial V_{n, m}}{\partial z}=-\frac{1}{R}(n-m+1) V_{n+1, m}  \tag{B.31}\\
& \frac{\partial W_{n, m}}{\partial x}= \begin{cases}0 & (m=0) \\
\frac{1}{2 R}\left((n-m+2)(n-m+1) W_{n+1, m-1}-W_{n+1, m+1}\right) & (m>0)\end{cases}  \tag{B.32}\\
& \frac{\partial W_{n, m}}{\partial y}= \begin{cases}0 & (m=0) \\
\frac{1}{2 R}\left((n-m+2)(n-m+1) V_{n+1, m-1}+V_{n+1, m+1}\right) & (m>0)\end{cases}  \tag{B.33}\\
& \frac{\partial W_{n, m}}{\partial z}=-\frac{1}{R}(n-m+1) W_{n+1, m} \tag{B.34}
\end{align*}
$$

## B.3.2 First Order Derivatives (Normalized)

The normalized version is as follows.

$$
\begin{align*}
& \frac{\partial \bar{V}_{n, m}}{\partial x}= \begin{cases}-K_{1} \frac{\bar{V}_{n+1,1}}{R} & (m=0) \\
\frac{1}{2 R} \sqrt{\frac{2 n+1}{2 n+3}}\left(K_{2} \bar{V}_{n+1, m-1}-K_{3} \bar{V}_{n+1, m+1}\right) & (m>0)\end{cases}  \tag{B.35}\\
& \frac{\partial \bar{V}_{n, m}}{\partial y}= \begin{cases}-K_{1} \frac{\bar{W}_{n+1,1}}{R} & (m=0) \\
-\frac{1}{2 R} \sqrt{\frac{2 n+1}{2 n+3}}\left(K_{2} \bar{W}_{n+1, m-1}+K_{3} \bar{W}_{n+1, m+1}\right) & (m>0)\end{cases}  \tag{B.36}\\
& \frac{\partial \bar{V}_{n, m}}{\partial z}=-\frac{1}{R} K_{4} \bar{V}_{n+1, m} \tag{B.37}
\end{align*}
$$

$$
\begin{align*}
& \frac{\partial \bar{W}_{n, m}}{\partial x}= \begin{cases}0 & (m=0) \\
\frac{1}{2 R} \sqrt{\frac{2 n+1}{2 n+3}}\left(K_{2} \bar{W}_{n+1, m-1}-K_{3} \bar{W}_{n+1, m+1}\right) & (m>0)\end{cases}  \tag{B.38}\\
& \frac{\partial \bar{W}_{n, m}}{\partial y}= \begin{cases}0 & (m=0) \\
\frac{1}{2 R} \sqrt{\frac{2 n+1}{2 n+3}}\left(K_{2} \bar{V}_{n+1, m-1}+K_{3} \bar{V}_{n+1, m+1}\right) & (m>0)\end{cases}  \tag{B.39}\\
& \frac{\partial \bar{W}_{n, m}}{\partial z}=-\frac{1}{R} K_{4} \bar{W}_{n+1, m} \tag{B.40}
\end{align*}
$$

where

$$
\begin{align*}
& K_{1}=\sqrt{\frac{(n+2)(n+1)(2 n+1)}{2(2 n+3)}}  \tag{B.41}\\
& K_{2}=\sqrt{\frac{2(n-m+2)(n-m+1)}{2-\delta_{0, m-1}}}  \tag{B.42}\\
& K_{3}=\sqrt{(n+m+2)(n+m+1)}  \tag{B.43}\\
& K_{4}=\sqrt{\frac{(2 n+1)(n+m+1)(n-m+1)}{2 n+3}} \tag{B.44}
\end{align*}
$$

## B.3.3 Example Computation of Surface Gravity

The Moon's surface gravity is computed using the equations defined above for verification purposes. The spherical harmonics coefficient data derived from the GRAIL mission (gggrx_0660pm_sha.tab) are used [87. Figure B. 1 shows the surface gravity computed by the author using $n=200$ and $m=200$ and the gravity field map obtained from the NASA website [88]. We can confirm that the same patterns of the stronger and weaker local gravity show up, which verifies the implementation.


Figure B.1: Comparison of the lunar gravity map.

## Appendix C

## Computation of the Observability Status of the Asteroid Reconnaissance MDP

The state of the asteroid reconnaissance MDP includes a binary vector $\boldsymbol{b}_{2}$ that indicates whether each target position can be observed from the current observation geometry. When a target cannot be observed from the given phase angle, the corresponding element of $\boldsymbol{b}_{2}$ is set to 1 , and 0 otherwise. The computation of $\boldsymbol{b}_{2}$ is explained in this appendix.


Figure C.1: Vectors to specify an observation target on an asteroid surface.

A target position on the asteroid's surface can be defined as

$$
\begin{equation*}
\boldsymbol{r}_{i}=\boldsymbol{\rho}_{i}+t_{i} \hat{\boldsymbol{\omega}} \tag{C.1}
\end{equation*}
$$

where $\hat{\boldsymbol{\omega}}$ is a unit vector in the direction of the asteroid's spin. Figure C.1 visualizes the relationship of $\boldsymbol{r}_{i}, \boldsymbol{\rho}_{i}$, and $t_{i} \hat{\boldsymbol{\omega}}$.

We consider necessary conditions that the position of an observation target must satisfy for valid observation. A set of positions $\boldsymbol{r}$ traced by the observation target when the asteroid rotates
is given by the following equations, assuming a fixed pole direction.

$$
\begin{align*}
& \left(\boldsymbol{r}-t_{i} \hat{\boldsymbol{\omega}}\right) \cdot\left(\boldsymbol{r}-t_{i} \hat{\boldsymbol{\omega}}\right)=\rho_{i}^{2}  \tag{C.2}\\
& \left(\boldsymbol{r}-t_{i} \hat{\boldsymbol{\omega}}\right) \cdot \hat{\boldsymbol{\omega}}=0 \tag{C.3}
\end{align*}
$$

We formulate the MDP such that the observation by the spacecraft is performed from a given target azimuth angle. If we denote the normal of the plane on which the spacecraft needs to perform the observation as $\hat{\boldsymbol{n}}$, then a set of positions $\boldsymbol{r}$ that are in the target plane is given by

$$
\begin{equation*}
\boldsymbol{r} \cdot \hat{\boldsymbol{n}}=0 \tag{C.4}
\end{equation*}
$$

Furthermore, for valid observation, the target position must be on the Sun side. A set of position $\boldsymbol{r}$ that satisfies this condition is given by

$$
\begin{equation*}
\hat{\boldsymbol{d}} \cdot \boldsymbol{r}<0 \tag{C.5}
\end{equation*}
$$

where $\hat{\boldsymbol{d}}$ is a unit vector that points from the Sun to the asteroid.
In the asteroid's body-fixed frame, the necessary conditions for the observation location become

$$
\left\{\begin{array}{l}
z=t_{i}  \tag{C.6}\\
x^{2}+y^{2}=\rho_{i}^{2} \\
n_{x} x+n_{y} y+n_{z} t_{i}=0 \\
d_{x} x+d_{y} y+d_{z} t_{i}<0
\end{array}\right.
$$

where $\boldsymbol{r}=[x, y, z], \hat{\boldsymbol{\omega}}=[0,0,1], \hat{\boldsymbol{n}}=\left[n_{x}, n_{y}, n_{z}\right]$, and $\hat{\boldsymbol{d}}=\left[d_{x}, d_{y}, d_{z}\right]$ in the asteroid's body-fixed frame. If $n_{x} \neq 0$, then we find from the conditions in Eq. (C.6) that

$$
\begin{equation*}
y=\frac{1}{n_{x}^{2}+n_{y}^{2}}\left[-n_{y} n_{z} t_{i} \pm\left|n_{x}\right| \sqrt{\left(n_{x}^{2}+n_{y}^{2}\right) \rho_{i}^{2}-n_{z}^{2} t_{i}^{2}}\right] \tag{C.7}
\end{equation*}
$$

Similarly, if $n_{y} \neq 0$, then

$$
\begin{equation*}
x=\frac{1}{n_{x}^{2}+n_{y}^{2}}\left[-n_{x} n_{z} t_{i} \pm\left|n_{y}\right| \sqrt{\left(n_{x}^{2}+n_{y}^{2}\right) \rho_{i}^{2}-n_{z}^{2} t_{i}^{2}}\right] \tag{C.8}
\end{equation*}
$$

If we normalize the position vectors such that $r_{i}^{2}=\rho_{i}^{2}+t_{i}^{2}=1$, along with the fact that $|\hat{\boldsymbol{n}}|=1$, then we find that

$$
\begin{equation*}
\left(n_{x}^{2}+n_{y}^{2}\right) \rho_{i}^{2}-n_{z}^{2} t_{i}^{2}=1-\left(t_{i}^{2}+n_{z}^{2}\right) \tag{C.9}
\end{equation*}
$$

Thus, the steps to determine the observability of a target can be summarized as follows, assuming the position vectors are normalized.

- Check the sign of $1-\left(t_{i}^{2}+n_{z}^{2}\right)$

If the sign is negative, no location satisfies the target observation phase angle constraint for the target position $\boldsymbol{r}_{i}$.

- Otherwise, compute the following quantities.

If $n_{x} \neq 0$

$$
\left\{\begin{array}{l}
y=\left[-n_{y} n_{z} t_{i} \pm\left|n_{x}\right| \sqrt{1-\left(t_{i}^{2}+n_{z}^{2}\right)}\right] /\left(n_{x}^{2}+n_{y}^{2}\right)  \tag{C.10}\\
x=-\left(n_{y} y+n_{z} t_{i}\right) / n_{x} \\
z=t_{i}
\end{array}\right.
$$

If $n_{y} \neq 0$

$$
\left\{\begin{align*}
x & =\left[-n_{x} n_{z} t_{i} \pm\left|n_{y}\right| \sqrt{1-\left(t_{i}^{2}+n_{z}^{2}\right)}\right] /\left(n_{x}^{2}+n_{y}^{2}\right)  \tag{C.11}\\
y & =-\left(n_{x} x+n_{z} t_{i}\right) / n_{y} \\
z & =t_{i}
\end{align*}\right.
$$

- Check the lighting condition.

If at least one of the solutions satisfies the following condition, the target position is observable.

$$
\begin{equation*}
x d x+y d y+t_{i} d_{z}<0 \tag{C.12}
\end{equation*}
$$

## Appendix D

## The Effects of $\Delta V$ s on the State Mean and Covariance

Upon an impulsive maneuver at $t=\tau_{i}$, the state and covariance change discontinuously. During a maneuver, the position stays the same while the velocity is increased by $\boldsymbol{\Delta} \boldsymbol{V}_{i}$. The discontinuous change in the covariance is represented by the STM. When the i-th maneuver happens between $t=t_{k}$ and $t=t_{k+1}$, the STM can be decomposed as

$$
\begin{equation*}
\Phi\left(t_{k+1}, t_{k}\right)=\Phi\left(t_{k+1}, \tau_{i}^{+}\right) \cdot \Phi\left(\tau_{i}^{+}, \tau_{i}^{-}\right) \cdot \Phi\left(\tau_{i}^{-}, t_{k}\right) \tag{D.1}
\end{equation*}
$$

where $\Phi\left(\tau_{i}^{+}, \tau_{i}^{-}\right)=\partial \boldsymbol{X}\left(\tau_{i}^{+}\right) / \partial \boldsymbol{X}\left(\tau_{i}^{-}\right)$defines the mapping of states right before and after the maneuver. To compute $\Phi\left(\tau_{i}^{+}, \tau_{i}^{-}\right)$, the STM is integrated around $t=\tau_{i} \pm \varepsilon$ where $\varepsilon \ll 1$ following Eq. (5.12). Because the interval of the integration is very small, the time evolution of the components that do not involve the delta function can be ignored. In other words, they stay the same as the initial condition. Assuming a state vector consists of $\boldsymbol{X}=\left[\boldsymbol{r}, \boldsymbol{v}, \boldsymbol{\Delta} \boldsymbol{V}_{i}, \tau_{i}\right]$, the differential equations for the STM can be written as follows. We note that the following discussion holds true even when
we have additional constant parameters in the state vector.

$$
\begin{align*}
\dot{\Phi} & =\left[\begin{array}{cccc}
\partial \dot{\boldsymbol{r}} / \partial \boldsymbol{r} & \partial \dot{\boldsymbol{r}} / \partial \boldsymbol{v} & \partial \dot{\boldsymbol{r}} / \partial \boldsymbol{\Delta} \boldsymbol{V}_{i} & \partial \dot{\boldsymbol{r}} / \partial \tau_{i} \\
\partial \dot{\boldsymbol{v}} / \partial \boldsymbol{r} & \partial \dot{\boldsymbol{v}} / \partial \boldsymbol{v} & \partial \dot{\boldsymbol{v}} / \partial \boldsymbol{\Delta} \boldsymbol{V}_{i} & \partial \dot{\boldsymbol{v}} / \partial \tau_{i} \\
\partial \boldsymbol{\Delta} \boldsymbol{V}_{i} / \partial \boldsymbol{r} & \partial \boldsymbol{\Delta} \boldsymbol{V}_{i} / \partial \boldsymbol{v} & \partial \boldsymbol{\Delta} \boldsymbol{V}_{i} / \partial \boldsymbol{\Delta} \boldsymbol{V}_{i} & \partial \boldsymbol{\Delta} \boldsymbol{V}_{i} / \partial \tau_{i} \\
\partial \tau_{i} / \partial \boldsymbol{r} & \partial \tau_{i} / \partial \boldsymbol{v} & \partial \tau_{i} / \partial \boldsymbol{\Delta} \boldsymbol{V}_{i} & \partial \tau_{i} / \partial \tau_{i}
\end{array}\right] \cdot \Phi  \tag{D.2}\\
& =\left[\begin{array}{cccc}
0_{3 \times 3} & I_{3 \times 3} & 0_{3 \times 3} & 0_{3 \times 3} \\
\frac{\partial \dot{\boldsymbol{v}}}{\partial \boldsymbol{r}} & \frac{\partial \dot{\boldsymbol{v}}}{\partial \boldsymbol{v}} & \delta\left(t-\tau_{i}\right) I_{3 \times 3} & \boldsymbol{\Delta} \boldsymbol{V}_{i} \frac{\partial \delta\left(t-\tau_{i}\right)}{\partial \tau_{i}} \\
& 0_{4 \times 10} &
\end{array}\right] \cdot\left[\begin{array}{cccc}
\Phi_{\boldsymbol{r} \boldsymbol{r}} & \Phi_{\boldsymbol{r} \boldsymbol{v}} & \Phi_{\boldsymbol{r} \boldsymbol{\Delta} \boldsymbol{V}_{i}} & \Phi_{\boldsymbol{r} \tau_{i}} \\
\Phi_{\boldsymbol{v} \boldsymbol{r}} & \Phi_{\boldsymbol{v} \boldsymbol{v}} & \Phi_{\boldsymbol{v} \boldsymbol{\Delta} \boldsymbol{V}_{i}} & \Phi_{\boldsymbol{v} \tau_{i}} \\
\Phi_{\boldsymbol{\Delta} \boldsymbol{V}_{i} \boldsymbol{r}} & \Phi_{\Delta \boldsymbol{V}_{i} \boldsymbol{v}} & \Phi_{\Delta \boldsymbol{V}_{i} \boldsymbol{\Delta} \boldsymbol{V}_{i}} & \Phi_{\Delta \boldsymbol{\Delta} \boldsymbol{V}_{i} \tau_{i}} \\
\Phi_{\tau_{i} \boldsymbol{r}} & \Phi_{\tau_{i} \boldsymbol{v}} & \Phi_{\tau_{i} \boldsymbol{\Delta} \boldsymbol{V}_{i}} & \Phi_{\tau_{i} \tau_{i}}
\end{array}\right] \tag{D.3}
\end{align*}
$$

where $\Phi_{\boldsymbol{r} \boldsymbol{r}}=\partial \boldsymbol{r}(t) / \partial \boldsymbol{r}\left(\tau_{i}^{-}\right)$and so on, where $\tau_{i}^{-} \leq t \leq \tau_{i}^{+}$. From the equations above, we can see that the following submatrices have zero time rate of change and thus stay constant.

$$
\begin{align*}
& \Phi_{\boldsymbol{\Delta} \boldsymbol{V}_{i} \boldsymbol{r}}(t)=\Phi_{\boldsymbol{\Delta} \boldsymbol{V}_{i} \boldsymbol{v}}(t)=0_{3 \mathrm{x} 3}  \tag{D.4}\\
& \Phi_{\boldsymbol{\Delta} \boldsymbol{V}_{i} \tau_{i}}(t)=\mathbf{0}_{3 \mathrm{x} 1}  \tag{D.5}\\
& \Phi_{\tau_{i} \boldsymbol{r}}(t)=\Phi_{\tau_{i} \boldsymbol{v}}(t)=\Phi_{\tau_{i} \boldsymbol{\Delta} \boldsymbol{V}_{i}}(t)=\mathbf{0}_{1 \mathrm{x} 3}  \tag{D.6}\\
& \Phi_{\tau_{i} \tau_{i}}(t)=1  \tag{D.7}\\
& \Phi_{\boldsymbol{\Delta} \boldsymbol{V}_{i} \boldsymbol{\Delta} \boldsymbol{V}_{i}}(t)=I_{3 \times 3} \tag{D.8}
\end{align*}
$$

Eventually, it is necessary to integrate only the following two sets of differential equations for submatrices, as we focus only on the evolution of the STM over a short interval of time.

$$
\begin{align*}
& \left\{\begin{array}{l}
\dot{\Phi}_{\boldsymbol{r} \Delta \boldsymbol{V}_{i}}=\Phi_{\boldsymbol{v} \boldsymbol{\Delta} \boldsymbol{V}_{i}} \\
\dot{\Phi}_{\boldsymbol{v} \boldsymbol{\Delta} \boldsymbol{V}_{i}}=\delta\left(t-\tau_{i}\right) I_{3 \times 3}
\end{array}\right.  \tag{D.9}\\
& \left\{\begin{array}{l}
\dot{\Phi}_{\boldsymbol{r} \tau_{i}}=\Phi_{\boldsymbol{v} \tau_{i}} \\
\dot{\Phi}_{\boldsymbol{v} \tau_{i}}=\boldsymbol{\Delta} \boldsymbol{V}_{i} \frac{\partial \delta\left(t-\tau_{i}\right)}{\partial \tau_{i}}=-\boldsymbol{\Delta} \boldsymbol{V}_{i} \frac{\partial \delta\left(t-\tau_{i}\right)}{\partial t}
\end{array}\right. \tag{D.10}
\end{align*}
$$

The results are

$$
\begin{align*}
& \Phi_{\boldsymbol{v} \boldsymbol{\Delta} \boldsymbol{V}_{i}}\left(\tau_{i}^{+}, \tau_{i}^{-}\right)=I_{3 \times 3} \int_{\tau_{i}-\varepsilon}^{\tau_{i}+\varepsilon} \delta\left(t^{\prime}-\tau_{i}\right) d t^{\prime}=I_{3 \times 3}  \tag{D.11}\\
& \Phi_{\boldsymbol{r} \Delta \boldsymbol{V}_{i}}\left(\tau_{i}^{+}, \tau_{i}^{-}\right)=I_{3 \times 3} \int_{\tau_{i}-\varepsilon}^{\tau_{i}+\varepsilon} \int_{\tau_{i}-\varepsilon}^{t^{\prime}} \delta\left(t^{\prime \prime}-\tau_{i}\right) d t^{\prime \prime} d t^{\prime}=\varepsilon I_{3 \times 3} \rightarrow 0_{3 \times 3}(\varepsilon \rightarrow 0)  \tag{D.12}\\
& \Phi_{\boldsymbol{v}_{i} i}\left(\tau_{i}^{+}, \tau_{i}^{-}\right)=-\boldsymbol{\Delta} \boldsymbol{V}_{i} \int_{\tau_{i}-\varepsilon}^{\tau_{i}+\varepsilon} \frac{\partial \delta\left(t^{\prime}-\tau_{i}\right)}{\partial t^{\prime}} d t^{\prime}=0_{3 \times 1}  \tag{D.13}\\
& \Phi_{\boldsymbol{r}_{i} i}\left(\tau_{i}^{+}, \tau_{i}^{-}\right)=-\boldsymbol{\Delta} \boldsymbol{V}_{i} \int_{\tau_{i}-\varepsilon}^{\tau_{i}+\varepsilon} \int_{\tau_{i}-\varepsilon}^{t^{\prime}} \frac{\partial \delta\left(t^{\prime \prime}-\tau_{i}\right)}{\partial t^{\prime \prime}} d t^{\prime \prime} d t^{\prime}=-\boldsymbol{\Delta} \boldsymbol{V}_{i} . \tag{D.14}
\end{align*}
$$

Therefore, $\Phi\left(\tau_{i}^{+}, \tau_{i}^{-}\right)$has the above submatrices as well as unity diagonal elements that come from the initial condition.

## Appendix E

## Derivation of the Simplified Process Noise Transition Matrix

The least squares algorithm described in section 5.2 uses an approximated process noise transition matrix $\Gamma\left(t_{k}, t_{k-1}\right)$ to inflate the state covariance. This appendix explains its derivation.

For simplicity, we assume the state is $\boldsymbol{X}=[\boldsymbol{r}, \boldsymbol{v}]$ without loss of generality. Then the linearized differential equations for the state deviation can be written as follows, assuming the process noise is only added to the acceleration.

$$
\begin{equation*}
\dot{\boldsymbol{x}}(t)=A(t) \cdot \boldsymbol{x}+B \cdot \boldsymbol{u}(t) \tag{E.1}
\end{equation*}
$$

where

$$
B=\left[\begin{array}{c}
0_{3 \times 3}  \tag{E.2}\\
I_{3 \times 3}
\end{array}\right]
$$

As described in section 5.2, the noise acceleration is considered to be a piecewise constant white random sequence whose covariance is a constant $3 \times 3$ matrix $Q$ such that

$$
\begin{equation*}
E\left[\boldsymbol{u}\left(t_{i}\right) \boldsymbol{u}\left(t_{j}\right)\right]=Q \delta_{i j} \tag{E.3}
\end{equation*}
$$

By variation of parameters, the solution of the differential equations is given as

$$
\begin{equation*}
\boldsymbol{x}\left(t_{k}\right)=\Phi\left(t_{k}, t_{k-1}\right) \cdot \boldsymbol{x}\left(t_{k-1}\right)+\Gamma\left(t_{k}, t_{k-1}\right) \cdot \boldsymbol{u}_{k-1} \tag{E.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\Gamma\left(t_{k}, t_{k-1}\right)=\int_{t_{k-1}}^{t_{k}} \Phi\left(t_{k}, \tau\right) \cdot B d \tau \tag{E.5}
\end{equation*}
$$

is the process noise transition matrix. Then, the state covariance estimate $P\left(t_{k}\right)$ can be propagated as follows 81.

$$
\begin{equation*}
P\left(t_{k}\right)=\Phi\left(t_{k}, t_{k-1}\right) \cdot P\left(t_{k-1}\right) \Phi\left(t_{k}, t_{k-1}\right)^{T}+\Gamma\left(t_{k}, t_{k-1}\right) \cdot Q \cdot \Gamma\left(t_{k}, t_{k-1}\right)^{T} \tag{E.6}
\end{equation*}
$$

The study uses an approximation of the STM in Eq. (E.5) to get an analytical expression of $\Gamma\left(t_{k}, t_{k-1}\right)$. The integrand of Eq. E.5) can be written as

$$
\begin{align*}
\Phi\left(t_{k}, \tau\right) \cdot B & =\left[\begin{array}{ll}
\Phi_{\boldsymbol{r} \boldsymbol{r}}\left(t_{k}, \tau\right) & \Phi_{\boldsymbol{r} \boldsymbol{v}}\left(t_{k}, \tau\right) \\
\Phi_{\boldsymbol{v} \boldsymbol{r}}\left(t_{k}, \tau\right) & \Phi_{\boldsymbol{v} \boldsymbol{v}}\left(t_{k}, \tau\right)
\end{array}\right] \cdot\left[\begin{array}{c}
0_{3 \times 3} \\
I_{3 \times 3}
\end{array}\right]  \tag{E.7}\\
& =\left[\begin{array}{c}
\Phi_{\boldsymbol{r v}}\left(t_{k}, \tau\right) \\
\Phi_{\boldsymbol{r v}}\left(t_{k}, \tau\right)
\end{array}\right] \tag{E.8}
\end{align*}
$$

Assuming the time interval $\left(t_{k-1}, t_{k}\right)$ is short, we make the following constant velocity approximation to the dynamics.

$$
\begin{align*}
& \boldsymbol{r}\left(t_{k}\right)=\boldsymbol{r}(\tau)+\boldsymbol{v}(\tau)\left(t_{k}-\tau\right)  \tag{E.9}\\
& \boldsymbol{v}\left(t_{k}\right)=\boldsymbol{v}(\tau) \tag{E.10}
\end{align*}
$$

Then, the STM becomes

$$
\begin{align*}
& \Phi_{\boldsymbol{r v}}\left(t_{k}, \tau\right)=\left(t_{k}-\tau\right) I_{3 \times 3}  \tag{E.11}\\
& \Phi_{\boldsymbol{r v}}\left(t_{k}, \tau\right)=I_{3 \times 3} \tag{E.12}
\end{align*}
$$

By evaluating Eq. (E.5) with the approximated STM, the process noise transition matrix can be derived as follows.

$$
\Gamma\left(t_{k}, t_{k-1}\right)=\Delta t\left[\begin{array}{c}
\frac{\Delta t}{2} I_{3 \times 3}  \tag{E.13}\\
I_{3 \times 3}
\end{array}\right]
$$

where $\Delta t=t_{k}-t_{k-1}$. Then, the contribution of the process noise that shows up in the covariance propagation becomes

$$
\Gamma\left(t_{k}, t_{k-1}\right) \cdot Q \cdot \Gamma\left(t_{k}, t_{k-1}\right)^{T}=\Delta t^{2}\left[\begin{array}{cc}
\frac{\Delta t^{2}}{4} Q & \frac{\Delta t}{2} Q  \tag{E.14}\\
\frac{\Delta t}{2} Q & Q
\end{array}\right]
$$

We note that the approximation to the STM is only used in the derivation of this simplified $\Gamma\left(t_{k}, t_{k-1}\right)$, and numerically integrated STMs are used in place of $\Phi\left(t_{k}, t_{k-1}\right)$ in Eq. (E.6).

