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ABSTRACT

This paper explores and develops different mathematical frameworks to address the representation of inherent uncertainties such as those often involved in the assessment of natural hazard risk for the built environment. To date, little exploration has been performed of such theories, inhibiting the progress and use of these potentially well-suited frameworks, especially to applications for expert evidence in the field of sustainable and resilient infrastructure. One such framework, Dempster-Shafer Theory, allows the combination of multiple expert beliefs while considering uncertainties that are often ingrained in this field. In cases such as seismic hazards, for which structural vulnerability and structural damage are evaluated in a case-by-case scenario, subjective assessments are not only useful but necessary. This research performs a rigorous exploration to determine the behavior and trends of Dempster-Shafer Theory, including a mathematical proof of asymptotic behavior, in an attempt to both (a) understand how this framework handles confidence, ignorance, and combined beliefs, and (b) encourage the use of more natural frameworks in cases that involve uncertainty. The results of this exploration suggest that probability may not be the most natural framework in which to quantitatively incorporate the involved uncertainty. Ignorance and evidence-based assessments may be better represented using Dempster Shafer Theory.
Introduction

Risk assessment is an integral component of modern engineering and hazard mitigation, but presents a mathematical obstacle due to the inherent uncertainties involved in such evaluations. The field of natural hazard assessment for infrastructure often requires assessments that are inherently subjective in nature, as no structure or location is exactly the same. At any given project, a limited number of experts may be available to provide their risk evaluations using varying amounts of evidence and information. A variety of frameworks could be considered when handling such uncertainties.

Probability often provides a reliable structure in such situations, where an educated guess can be made based on the outcome of previous similar occurrences and professional judgment. There are many circumstances, however, in which the sources of uncertainty and knowledge of the modeling are not well represented within the constraints of probability theory, as will be discussed below. Such circumstances include ignorance (when there is limited amount of data), varying degrees and sources of confidence, and situations that are not repetitive enough to use previous data to create robust frequency-based probability, either directly or through subjective assessment.

The “subjectivists” offered an interpretation of probabilities as a “degree of belief”; the probability of an uncertain event as a measure of one’s belief about its occurrence (Vick 2002 p. 20). As stated by Melchers (1999), “a subjective probability estimate reflects the degree of ignorance about the phenomenon under consideration”. The class of subjective probabilities, or Bayesian degrees of belief, allows for a broad context of Probability Theory, justified not necessarily by the objective or frequentist basis, but to single occurrence events in the form of a measure of one’s uncertainty about a particular event. As such, judgments manifested in the form of subjective probabilities can be manipulated with the axioms of Probability Theory. Although this offers a powerful framework for systematically incorporating uncertainty into almost any problem, subjective probabilities cannot distinguish between situations such as known equal outcomes and complete ignorance. In addition, whether probability
estimates are based on objective (frequentist) models or subjective models, they must by definition obey the axioms of probability theory. Further, judgments treated with a probabilistic model suggest there is precise information not only about the event itself, but also its contrary, which may not be appropriate in cases with little or partial knowledge. For instance, suppose a piece of equipment could have been manufactured in country A or country B, but no other. Limited evidence leads to assigning a belief or confidence of 20% that its origin is country A, and a belief or confidence of 30% that it came from country B. That leaves a 50% uncertainty or ignorance of belief assignment regarding the country of origin. These realizations inspired research into a broader conception of uncertainty, exploring important facets of uncertainty that are not probabilistic in nature. These other forms of characterizing uncertainty have received very limited attention in the area of structural risk and vulnerability, and it is now apparent that a complete paradigm shift in embodying uncertainty is needed for more robust and resilient theories of structural and community vulnerability (Corotis 2015).

There has been a significant amount of research that explores the relevance and applicability of other mathematical theories dedicated to the treatment of uncertainty, but many of these methods remain only partially developed and not investigated in terms of their applicability to the field of civil engineering (see, for example, Adeli 1988, Ayyub 1998 and 2001, Ayyub and Klir 2006, Booker and Ross 2011, Klir 2006, Ross 2010 and Shafer 1976 and 1987). The research presented in this paper examines the characteristics of uncertainty beyond traditional probabilistic modeling, and is motivated by these primary objectives: (i) introducing appropriate roles for uncertainty theories beyond Probability Theory and their associated relevance, (ii) developing a deeper awareness and understanding of uncertainty’s potential role within civil engineering as applied to risk assessment of infrastructure, and (iii) creating a more comprehensive uncertainty model for future research in this field. The motivation for new approaches is not intended to challenge the fundamentals of Probability Theory, but to present different mathematical models, which may be relevant in a variety of contexts. The first objective is very important because the confluence of geophysics and structural engineering with aspects of environment, economics, and social
and political capital means that such disparate facets are likely to require increased usage of expert
opinions and beliefs. These issues reflect very different natures and sources of uncertainty, and in this
paper we will show how generalized uncertainty provides some powerful approaches, but also some
unexpected results that as far as the authors know have never been explored. Regarding the second
objective, the first example in this paper will show the use of belief theory in a seismic damage
assessment, demonstrating its use in a practical situation involving risk analysis to the built environment.
Finally, previously unexplored trends, sensitivities and a mathematical derivation serve to alert potential
users of some of the subtleties of generalized uncertainty.

Literature Review

Uncertainties in Risk Assessment

In 1976, Glenn Shafer presented his work and the work of his mentor, Arthur Dempster, in “A
Mathematical Theory of Evidence” (Beynon et al. 2000; Shafer 1976). This work features a Theory of
Evidence in which belief functions can be formalized from a degree of belief based on available
information and knowledge, termed beliefs and plausibilities (Yager and Liu 2008). As the works became
known to the artificial intelligence community, the theory fell under the name of the Dempster-Shafer
Theory of evidence, or commonly, Evidence Theory (Shafer 1976). Since Dempster-Shafer Theory’s
origination, it has been evaluated as a potential alternative to classical, frequentist, and subjective
probability. Classical, frequentist probabilities are conceptualized as the number of outcomes resulting in
the specified event divided by the total number of outcomes if the situation were repeated (technically as
that number approaches infinity), while subjective is entirely on the assigner’s degree of belief. There is a
clear demand in the world of science and engineering for a method of risk assessment that addresses the
inevitable uncertainties of the field (Cooke 1991).

Generalized Information Theory
Recent theories that extend beyond probability include imprecise probabilities, probability-bound analysis, Possibility Theory, and Dempster-Shafer Theory. Motivated by the emergence of various mathematical models for handling uncertainty and partial information of different types, a new area of study termed Generalized Information Theory (GIT) was formally introduced in the early 1990s (Ayyub 1998; Klir 2006; Ross 2010). This area of study is aimed at formally recognizing and systematically dealing with the nature and scope of uncertainty and its association with partial knowledge. In other words, GIT is concerned with the development of uncertainty theories.

GIT expands Probability Theory in two dimensions by including non-additive probability measures and fuzzy sets (rather than Classical Set Theory) (Klir 2006). This paper focuses on the former, specifically the generalization of the uncertainty associated with the assignment of an element. This area of study falls under the Theory of Monotone Measures (Klir and Smith 2001; Wang and Klir 2009).

**Monotone Measures**

Monotone measures broaden the mathematical framework of Probability Theory. There are several classes of monotone measures that generalize the notion of uncertainty in the assignment of an element \(x\), out of a universe \(X\), to a particular set \(A\). Measures include possibility/necessity measures, Sugeno \(\lambda\)-measures, belief/plausibility measures, interval-valued probability distributions, and imprecise probabilities (general lower and upper probabilities). Of these, possibility/necessity measures, belief/plausibility measures, and imprecise probabilities are among the most promising for the evaluation of uncertainty in a structural or community risk, reliability, vulnerability, and resilience context. In the context of classical probability, the assignment of an element \(x\) to the set \(A\) is typically interpreted as a matter of likelihood or chance, or in the context of subjective probabilities, as a degree of certainty. Monotone measures generalize this interpretation, typically associating notions of incomplete information with ‘evidence’ pertaining to \(x\).

Mathematically, a monotone measure---denoted \(g(A)\)---is a mapping to the power set (a set of beliefs on any available event or event combination) on the unit interval. The value assigned to \(g(A)\) is an
expression of the degree of support for the belief that an element $x$ belongs to a given crisp subset $A$ (Ross 2010). Two axioms for monotone measures establish the boundary conditions for any monotone measure: $g(\emptyset) = 0$ signifies no degree of support in the null set and $g(X) = 1$ indicates complete belief for the entire universe. Another requirement states that the evidence supporting $B$ must be at least as great as the evidence assigned to $A$, when $A$ is completely contained in $B$, the statement of monotonicity.

Probability Theory satisfies the axioms of monotone measures, but in addition must satisfy the additivity requirement, which is a critical restriction for the use of expert opinions. As demonstrated by Klir (2006), additivity describes the circumstance in which probability measures can be obtained from subsets of $X$ if bound within the disjoint set as shown below:

$$P(A \cup B) = P(A) + P(B)$$

Equation (1) requires that any information provided about element or set ‘$A$’ also provides contrary evidence about the complementary event or set ‘$\bar{A}$’. In Probability Theory, uncertainty is represented by this single probability measure. If either the probability of an event or set or the probability of its negation (or complement) is known, the additivity requirement guarantees that the probabilities of both are known. In the case of evidence theory, one expert might be prepared to assign a certain degree of evidence (sometimes conveniently viewed as confidence or belief), for instance, that a particular structure has been rendered uninhabitable following an earthquake. As an example, let this event be designated $A$, and let this belief be 30%. Because there is a lot of uncertainty and unknown about the details of the building’s condition, this same expert might be prepared to assign a belief, confidence or evidence of 40% that the building is inhabitable, designated $\bar{A}$. In this case the expert does not have 100% evidence (belief or confidence) of the status of the structure.

**Possibility/Necessity Measures**

Possibility Theory differs from Probability Theory in that it explicitly recognizes the case when evidence or judgments support the possibility of one event or set, but does not necessarily implicate
evidence regarding the contrary (Dubois 2006; Dubois and Prade 1988). In Possibility Theory, to characterize fully the uncertainty of $\mathbb{A}$, uncertainty is represented by dual measures, termed *possibility* and *necessity measures* (Ayyub and Klir 2006):

$$\text{Pos}_E(x) = \begin{cases} 1 & \text{when } x \in E \\ 0 & \text{when } x \in \overline{E} \end{cases} \text{ for all } x \in X$$  \hspace{1cm} (2)

$$\text{Nec}(E) = 1 - \text{Pos}(E)$$  \hspace{1cm} (3)

where all alternatives in set $E$ are possible, and where $\overline{E}$ is the complement of $E$. As shown, the Possibility measure is 1 when $x$ is within $E$, and 0 when $x$ is within anything other than $E$. The Necessity measure is then calculated by subtracting from 1 the possibility measure for anything other than $E$.

These measures are founded on the basic concepts of *Possibility Theory*. Possibility Theory provides a mathematical framework to represent ignorance explicitly (Ross 2010). In this context, pairs of necessity and possibility measures are linked to the mathematical framework of Evidence Theory (Dempster-Shafer Theory).

**Evidence Theory (Dempster-Shafer Theory)**

**Belief/Plausibility Measures**

Evidence Theory (Dempster-Shafer Theory) is based on a measure of degree of belief, called a *belief measure*, $\text{Bel}(\mathbb{A})$, which expresses a degree of belief that the correct or true alternative belongs to the set $\mathbb{A}$, from which a basic assignment or *Mobius Measure*, $m(x)$, can be calculated. Mobius measures are related to the previously discussed belief and plausibility measures, and provide “an assessment of the likelihood of each set in a family of sets identified by the analyst” (Ayyub and Klir 2006). In other words, Mobius Measures are the evidence that is compiled for each event. Belief and plausibility measures are calculated as follows (Aven et al. 2014):

$$\text{Bel}(\mathbb{A}) = \sum_{B \subseteq \mathbb{A}} m(B)$$  \hspace{1cm} (4)

$$\text{Pl}(\mathbb{A}) = \sum_{B \cap \mathbb{A} \neq \emptyset} m(B)$$  \hspace{1cm} (5)
in which the belief in $A$ is the sum of all Mobius measures relating to $B$ in which $B$ is fully contained within or equal to $A$ (recall that in the mathematical derivations, $A$ and $B$ are considered to be sets). The plausibility measure is then the sum of all Mobius measures relating to $B$ in which $A$ and $B$ have any possible commonality. The plausibility measure $Pl(A)$ represents not only the evidence represented by the belief $Bel(A)$, but also the evidence associated with any sets which overlap with $A$. Hence, at a minimum, the plausibility will be as strong as indicated by a belief. From these equations, it is clear that the relationship between plausibilities and belief measures are related through the following (Ayyub and Klir 2006):

$$Pl(\bar{A}) = 1 - Bel(A)$$

(6)

$$Pl(A) \geq Bel(A)$$

(7)

A degree of belief or evidential support of $A$, $Bel(A)$, does not implicate disbelief of $\bar{A}$. For this reason, Dempster-Shafer Theory differs from classical Probability Theory in that it provides a natural framework for modeling ignorance (Shafer 1976), which is the difference between one and the sum of the belief and the belief of the complement (Ross 2010):

$$Ignorance = 1 - [Bel(A) + Bel(\bar{A})]$$

(8)

For reference, the inverse relationship to Eq. 4 between beliefs and Mobius measures is given below (Klir 2006):

$$m(A) = \sum_{B \subseteq A} (-1)^{|A-B|} Bel(B)$$

(9)

Belief Combination using Evidence Theory (Dempster-Shafer Theory)

Another facet of Evidence Theory is the ability to combine information from multiple sources, which can be thought of as a joint message, or a joint evidence assignment of the two pieces of evidence...
Thus, beliefs from multiple experts are combined by first computing their Mobius measures. Combining beliefs using the Dempster-Shafer Theory (or Dempster’s Rule of Combination) is well established (Klir 2006) by using Eq. 10.

\[ m_{1,2}(A) = \frac{\sum_{B \cap C = A} m_1(B) \cdot m_2(C)}{1 - c} \]

Where the denominator is calculated using Eq. 11 below:

\[ c = \sum_{B \cap C = \emptyset} m_1(B) \cdot m_2(C) \]

The numerator is determined by multiplying the belief in every event or event combination in which the only commonality is the event in question. Every combination is summed. The denominator is then determined by multiplying the belief in every event or event combination that has nothing in common, and summing the results. The results vary based on the evidence provided for the other events, as well as the amount of belief in a combination of events, as opposed to single events (i.e., the belief in the occurrence of either A and/or B versus the belief in A or B singly). Therefore, probability theory can be considered as a special case of evidence theory, with the former restricted to single events and the associated derivation of unions and intersections (Ayyub, 2001).

The concepts of combining judgment from multiple experts in a mathematically-founded framework could be very powerful in combining engineering judgment with quantitatively- and qualitatively-based risk calculations. Field judgment in damage assessment and building vulnerability has great potential to take advantage of Evidence Theory combinations of belief and necessity, as is demonstrated by Ballent et al. (2018).

**Literature Review Conclusion**

As shown in the referenced literature, evidence theory expands traditional probability assessment by providing for two measures associated with events: the belief and the plausibility. By using a model that accounts for the uncertainty in the data, it is possible to achieve a more robust output. While the work above reinforces the idea that uncertainty is, perhaps, not being given the appropriate consideration in risk
assessment, the alternatives to frequentist probability need now to be evaluated in authentic scenarios. Thus, this work aims to analyze Dempster Shafer Theory and its application to civil engineering to determine how such uncertainties can be acknowledged.

**Exploration of Dempster-Shafer Theory for Risk Assessment of Natural hazards**

Since its origination, Dempster-Shafer Theory has undergone a fairly small amount of exploration. Much of the available literature provides only Equations 10 and 11, along with a short example using two or three power sets. As a main goal of this research was to determine how Dempster-Shafer Theory could practically be put to use in civil engineering applications for natural hazard risk assessment in evaluating sustainable and resilient infrastructure, a comprehensive exploration was performed to determine trends and behavior. These include combining:

- different sets of beliefs
- identical sets of beliefs
- power sets with missing information
- power sets with extra confidence in combined events
- power sets with varying amounts of ignorance
- power sets with strongly conflicting beliefs.

In order to give the reader an idea of the variations that will be explored, Figure 1 provides a simple flow diagram of these explorations. In these explorations, the symbols A, B and C will now be used to represent events (singletons, rather than sets), and AB, AC, BC and ABC as unions or combined events. It is important to caution the reader that the standard usage in evidence theory is to designate, e.g., AB as the union of beliefs, rather than employing the common probability symbol $A \cup B$. This abbreviated form is consistent with the concept of power sets always being composed of unions. All examples throughout the paper will be based on these three singleton events and their combinations. It is noted that all of these
variations begin with beliefs, rather than monotone measures. Asking experts to quantify their beliefs in various outcomes is the most natural way to solicit information from them.

**Combining Different Beliefs – A Practical Example**

Dempster-Shafer (Evidence) Theory can be used to combine the beliefs of multiple experts to achieve a combined Mobius measure, which can then be used to calculate a combined belief value. When experts provide a full power set of information (their belief for any single event and any combination of events), then the belief in single events along with any extra belief they have in combinations of events is redistributed to the event with the most information.

As an example, five different individual expert opinions are shown in Table 1, along with their combined belief. It is important to note that the terms A, B, etc. in Table 1 represent events, as differentiated from A and B, where the underscore indicates sets. The information in Table 1 comes from a post-seismic damage assessment of the 2010 Port-au-Prince, Haiti earthquake. Aerial images were used to ask experts to assess their degree of belief in the degree of damage shown in the photograph (there were many photographs analyzed, and just one is presented here). The events were defined as shown below:

<table>
<thead>
<tr>
<th>Event</th>
<th>Damage Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0% - 33% damage</td>
</tr>
<tr>
<td>B</td>
<td>34% - 66% damage</td>
</tr>
<tr>
<td>C</td>
<td>67% - 100% damage</td>
</tr>
<tr>
<td>AB</td>
<td>0% - 66% damage</td>
</tr>
<tr>
<td>AC</td>
<td>0% - 33% damage or 67% - 100% damage</td>
</tr>
<tr>
<td>BC</td>
<td>34% - 100% damage</td>
</tr>
<tr>
<td>ABC</td>
<td>0% - 100% damage</td>
</tr>
</tbody>
</table>
Events “AB”, “AC”, “BC”, and “ABC” signify an either/or relationship. All beliefs in “ABC”, then, are equal to 1 because that is the belief that either A, B, or C will happen. As these are the only options, at least one of them must occur. The belief values are shown for each expert, denoted as “b1” for expert 1, and so on. Recall that the belief value is what is provided by the expert.

Table 1 presents the results from five experts. In each case, the beliefs were converted into monotone measures using Eq. 9, and then these measures were combined using Eqs. 10 and 11. The resulting combined monotone measures were then converted back into beliefs using Eq. 4. It can be seen that while combined ranges AB and BC had slightly higher results, the A range (0% - 33%) had almost as much belief, reaching about 95%. This is consistent with the actual ground-verified damage of 0% - 33%. This strong combined belief in event A occurs even though the average of the five experts for event A is only 0.248.
By looking at the initial beliefs for each event and then the combined belief, it is evident that the combined belief is dependent on several factors. It is important to look at the starting individual event values, but also the amount of extra information provided with the belief in combined events. The added certainty that one may have in a combination of events without having to associate it with any individual event is filtered back to the single events when beliefs are combined. For example, examine event A. Each expert provides a belief value for the single event of A, but their beliefs for any combined event involving A (“AB” or “AC”) is almost always higher than simply the combination of those individual event beliefs. When these beliefs are combined, a high combined belief for the single event of A is produced. Through this process, experts are allowed to express uncertainty or ignorance on their belief of any single event without ignoring evidence they may have on combined events.

**Combining Identical Beliefs**

An interesting result of this calculation occurs when evidence from people with identical beliefs is combined. Rather than resulting in the combined expert belief equaling the identical individual beliefs, the combined belief is redistributed based on the strength of the original beliefs. The belief is distributed with priority on the events with the strongest starting belief and with the most amount of extra certainty from joint events. To illustrate this point, one set of beliefs was chosen and then duplicated to calculate the combined belief as if several experts had the exact same belief. Again, this example is based on three singleton events and their combinations.

This examination was performed with the use of a computer program written in Matlab that combines expert beliefs using Dempster-Shafer Theory based on the number of experts. It should be noted that the program written for this purpose allows the combination of up to five experts. However, the results are continuous in that combining two sets of two experts with any pairing will yield the same result as combining 4 experts of the same beliefs. At this point it is also important to note that combining one set of two experts with one set of three experts does not yield the same result as combining five experts, as this weights the beliefs differently. This was verified via preliminary testing on the program.
Using this, up to 20 experts were combined to analyze the trends. There are gaps at 7, 11, 13, 14, 17, and 19 experts, as these numbers are not divisible by the available 1-5 expert combinations. It is worth noting that with just the equation for combining two experts, applied recursively, there would be a gap anytime the number of experts, n, is not equal to $2^n$. The results of this exploration are shown below in Table 2 alongside the results of averaging the same set of beliefs using Probability Theory for comparison. The identical initial beliefs of the individual experts are shown in Table 2 with the combined belief of 20 experts using both Evidence Theory and Probability Theory.

Although the original power set of beliefs provides extra confidence in every double event beyond the confidence of any single event, the A event acquires the most combined evidence with every added expert. While A starts out with the highest single event belief in the power set in Table 2, it also gains the most from the extra belief associated with the combined events of AB and AC. Since every expert has more overall belief in event A than he or she does in B or C, the evidence for A will accumulate with each added expert, therefore the combined evidence value for A will approach 1 and all other values will approach 0. The belief plot shown in Figure 2 reflects this compiled evidence in that the belief in any event involving A will approach 1, while any event absent of A will approach 0. This is expected, as the more evidence there is for A, the higher the belief is that any event where A is an option will occur. The trends shown in Figure 2 are interesting to examine. With each additional expert, the dominant beliefs for events A, AB and AC show steady increases, tending toward their asymptotic values of 1. The events C and BC, however, first show modest increases due to the strong shared initial belief in AC (C increases from 0.05 to about 0.20 while BC increases from 0.10 to slightly above 0.2), but then with more experts tend to decrease toward 0 as all of the belief is transferred to the events involving A, which is converging to 1.

The implication of this aspect of Evidence Theory is very important. With probability theory, any number of experts all expressing for instance 15% belief in event A would result in a group belief of 15%, independent of any weighting scheme; perhaps with some expressed additional confidence in this result.
But with Evidence Theory, the more experts who express 15% belief in event A, the more total belief there is for event A.

In comparing Evidence Theory to Probability Theory, note that as each expert provides more or less evidence (or their belief) of an event, the combined belief increases or decreases support for one event, rather than averaging each added belief. These results challenge the frequentist probability ideology that the most common output is the correct output. While it might seem logical that the group belief be identical to the comprising individual beliefs, Evidence Theory views the beliefs as evidence for or against each event. This evidence is then compiled for each event with each new expert’s belief, producing a joint belief.

**Mathematical Convergence for Identical Experts**

From the trends shown in Figure 2, it is interesting to determine when the beliefs converge to a particular event, a result that has heretofore not been derived as far as the authors can determine. The smooth curves derived for Figure 2 indicate that the mathematical derivation for 2^n experts will characterize this behavior for a general number of experts. In order to keep the derivation manageable, and to obtain results that can easily be interpreted, the case of just two singleton events, A and B, will be considered. The derivation is general, but the inclusion of more events would make it difficult to get a physical feel for the solution. The combined monotone measure is given by Eqs. 10 and 11, where the events are now A, B and A ∪ B (again, recall that in those equations A and B represent sets for each expert, whereas for this derivation the notation will be that each set consists of three possible events, with those events being designated A, B and A ∪ B). Because the Mobius measures must sum to 1, the following relationship exists:

\[
m_i(A \cup B) = 1 - m_i(A) - m_i(B)
\]

(12)

In which \(i\) = the indicator for expert \(i\).
Considering now the case of two experts, and noting that they have identical beliefs, Eqs. 10 and 11 give the following results for the combined Mobius measure for event A:

\[ m_{1,2}(A) = \frac{[1 - m_1(B)]^2}{1 - 2m_1(A)m_1(B)} \]  

(13)

In which it is recalled that the \( m_i \) values are identical for experts 1 and 2 (and the double subscript on the left side indicates that the result is for the first two experts combined). Because groups of two experts can continue to be combined for any number of experts satisfying \( 2^n \), the above equation can be recast in a recursive form:

\[ m_{j+1}(A) = \frac{[1 - m_j(B)]^2}{1 - 2m_j(A)m_j(B)} \]  

(14)

In which the single subscript now represents the combined Mobius measure at the end of the \( j^{th} \) and \( (j+1)^{th} \) iteration (recall that \( j = 1 \) would represent combining two experts, \( j = 2 \) would be combining four experts, \( j = 3 \) would be eight experts, and so on).

Of interest is the convergent behavior of Eq. (14) as \( j \rightarrow \infty \). This is determined by looking at the ratio \( m_{j+1}(A)/m_j(A) \). When this ratio is less than one, then the quantity \( m_{j+1}(A) \) will tend to zero as \( j \) increases, and all the belief will be assigned to event B. The determining ratio of unity occurs when

\[ [1 - m_j(B)]^2 = m_j(A)\{1 - 2m_j(A)m_j(B)\} \]  

(15)

Solving this equation gives the value of \( m_j(B) \) in terms of \( m_j(A) \) for which the series converges to \( m_j(A) \rightarrow 0 \). Of interest is the initial value of \( m_1(B) \). This is given by the following quadratic equation:

\[ m_1^2(B) + [2m_1^2(A) - 2]m_1(B) + [1 - m_1(A)] = 0 \]  

(16)
For which the quadratic solution is,

\[ m_1(B) = 1 - m_1^2(A) \mp \sqrt{m_1(A)[1 - 2m_1(A) + m_1^3(A)]} \]

(17)

Table 3 summarizes the minimum values of \( m_1(B) \) required for specified values of \( m_1(A) \) for the combined Mobius measures to converge to all belief in event B. Formally, \( m_1(B) \) must be strictly greater than the values in the table for the belief to converge completely to event B. The results are somewhat surprising since the Mobius measures for B must be quite large for small values of evidence for A in order to overcome the values for the combined event \( A \cup B \).

**Dealing with “Missing Information”**

The reason to consider how missing information is treated is that asking an expert for his or her belief in any combination of events might not be practical. For example, an expert is assessing a structure and has the following options: A is light damage, B is moderate damage, and C is extreme damage. Asking for one’s belief in any possible combination of these options, such as one’s belief that the structure has either light or extreme damage but not moderate damage (designated \( A \cup C \), or simply \( AC \)) does not make sense. This leaves the question of how to fill in the missing information of one’s belief in “A and/or C”. Several ways of handling this missing information were considered. A sample data set of five different experts’ beliefs was used, with the value of the belief in A or C being calculated differently each time. These beliefs were then combined to see how the different treatments of \( AC \) affected the trend of combined Mobius measures and beliefs.

The initial evaluation was done with full power sets to provide combined values for comparison. That is, the belief values of \( AC \) were provided by the experts. For this particular data set, every expert’s belief in \( AC \) is more than just the sum of the beliefs in A and C, signifying that each expert has increased confidence in either one of those events occurring.
The first attempt at filling the missing AC information was to set the combined belief of A and C equal to the sum of the individual beliefs in A and C. Using the idea of common probability, the belief in A or C should simply be the sum of the beliefs in A and C. However, since Dempster-Shafer Theory allows for extra belief in combined events rather than just the combination of single events, one needs to consider that the combined belief in A and C might be more than just the combined belief in the individual events. If extra information is provided for AB and BC, but AC is simply the sum of the individual beliefs in A and C, the combined beliefs for A and C will be negatively affected even if that is not the true belief of the experts. Since the provided beliefs for AC in the original power set did have extra information, the combined Mobius measures and beliefs were strongly influenced by the lack of extra information in this treatment.

Therefore, the combined belief of AC was set equal to the belief in A, B, or C minus the belief of B alone (theoretically leaving behind the belief of AC). Again, this follows the general rule of probability in that one’s beliefs must add to 1. Therefore, the belief in 2 of 3 events should be 1 minus the belief of the third event. Since Dempster-Shafer Theory allows ignorance on the part of the single events and does not require these beliefs to sum to 1 (but can be no larger than 1), the calculated values of the belief in AC turned out much higher than the expert-provided beliefs. This led to overly inflated values of combined Mobius measures and beliefs.

Finally, a value of the belief in AC was based on the provided individual values of A and C while also taking into account the provided extra information in AB and BC. The belief value of AC was calculated by summing the individual A and C belief values, then adding half of the extra belief assigned to AB and BC, with the assumption that half of the extra belief for AB was for A, and half of the extra belief for BC was for C. This is shown below in Eq. 18.

\[
Bel(A \cup C) = Bel(A) + Bel(C) + \frac{[Bel(AB) - Bel(A) - Bel(B)] + [Bel(BC) - Bel(B) - Bel(C)]}{2}
\]  

(18)
While the true amount of expert belief associated with the individual events is dependent on each unique assessment, this method produced combined Mobius measures and beliefs that were the closest to the values calculated with the full expert-provided power set. A potential problem arises when the individual A and C beliefs combined with the calculated added information are large enough that this calculation leads to an AC belief greater than 100. If this is the case, the calculated belief in AC should logically be capped at 100.

The Effects of Extra Confidence in Combined Events

As stated, Dempster-Shafer Theory allows experts to acknowledge that they have ignorance about individual events, but be more confident in combined events. The effect of this extra confidence was examined to determine how having low individual beliefs but significant extra beliefs in combined events might weigh against having high individual beliefs with no extra confidence in combined events. Five different power sets of information with varying amounts of “extra confidence” were evaluated by repeatedly combining them, as though several experts had the same set of beliefs, to analyze trends. These power sets are shown in Table 4, based on the three singleton events and their combinations.

The first power set gives event A a starting belief of 40%, and B and C comparatively low beliefs of 10%. In this first set, the belief in the double events is the sum of the single events; there is no added confidence. As expected, the combined belief in A, AB, and AC continued to grow while the belief in events B, C, and BC trended towards 0. The results of this test can be seen in Table 5 and Figure 3.

The second power set had the same individual event beliefs, but the extra confidence in the combined event of BC was increased by 10% (from 0.2 to 0.3), as shown in the second power set in Table 4. The results are similar to the original test, suggesting that 10% increase in added belief in BC was not significant enough to diminish the higher starting belief in event A. The combined belief of 10 experts still strongly supported A while belief in any event or event combination not containing A trended towards zero.
The third power set added another increment of 10% belief to BC (from 0.3 to 0.4), making the belief in event A and the belief in BC equal, as shown in the third power set in Table 4. However, the combined belief in A still trended toward 1, while the belief in B and C briefly increased and then trended back down towards 0. This is still expected, as the beginning beliefs in AB and AC are still greater than the belief in BC. However, the combined belief in A of all 10 experts was just under 0.8; a noticeable decrease from the combined belief of nearly 1 in Table 5.

The fourth power set increased the belief in BC by another 10% to a total of 50%, as shown by the fourth power set in Table 4. While the belief in B and C remain at 10%, the belief in BC now matched the beliefs in AB and AC. The trends were not clear after combining 10 experts with identical beliefs, so the test was extended through 20 experts. The beliefs in A, B, and C all trend towards 33%, with the belief in double events trending towards 67%. The results of this extra belief are significant because even though A had a significantly higher starting belief than B and C, and the beliefs in AB, AC, and BC were all identical, B and C trended upwards while A trended down. This proved that this extra belief in BC is the turning point in extra confidence overtaking individual starting belief. However, these results are interesting because the added belief in BC does not necessarily give enough belief to B and C individually to have this effect. Since the belief in AB and AC are solely the sum of the individual beliefs in A and B, and A and C, respectively, it makes sense to split the extra belief in B and C and add it back to the starting beliefs of B and C. Following this theory, the starting beliefs of B and C would each gain 15%, putting them both at 25% and still less than the starting belief of A. This suggests that extra confidence in combined events is handled differently, and potentially more seriously, than starting beliefs in individual events.

The fifth power set shown in Table 4 increased the starting belief in BC to 60%. Again, the individual belief in B and C remain low, but the belief in BC is now higher than AB or AC. This higher belief in BC than any other event dominates, driving the combined belief in A toward 0 (A is the only event not contained in BC). The corresponding belief for BC trends toward 1 (since the belief in ABC
must equal 1, and with no belief in A, this is the same as the belief in BC). The beliefs in B and C trended
significantly upward, while the belief in AB and AC stayed at 50%, evidently unaffected by the extra
belief in BC, since with an increasing number of experts that extra belief in BC is now being distributed
to B and C, as they trend toward 0.5 (joining AB and AC). Based on the previous test results, it was
expected that B and C would outweigh the belief in A with this extra belief in BC. The results of this test
can be seen in Table 6 and Figure 4.

The purpose of these explorations was to examine how Dempster-Shafer Theory handles the extra
confidence that one may have in the belief of either one of two options, rather than choosing between the
two. The results are interesting in that the extra confidence in combined events appears to be more heavily
weighted than the belief in single events. On one hand, this seems counterintuitive since the expert was
not confident enough to assign any of the extra belief to the individual events, only to the chance of their
either/or occurrence. On the other hand, this makes sense in that the expert is confident enough that one of
the two will occur, but might be uncertain about the split between the individual events and is
uncomfortable choosing to assign more belief to either of the two.

**Varying Amounts of Ignorance**

A key difference between Evidence (Dempster-Shafer) Theory and Probability is that Dempster-
Shafer Theory does not require one to assign all of his or her belief to any individual or combination of
events. Ignorance is allowed and, accordingly, the sum of one’s beliefs is often less than unity. The
impact of the amount of ignorance one can have was explored to determine how combining experts with
relatively low beliefs might differ from combining experts with higher, though proportional, beliefs. For
the purposes of identifying trends, one set of beliefs was repeatedly combined until the combined expert
belief no longer had any ignorance, or all 100% of the belief was accounted for among the three single
events. In these examples, the singleton events A, B and C will continue to be used.

The first examination uses a set of beliefs that has a large amount of ignorance. There was only
10% belief for the single events and 20% for the double events (the sum of their respective single events
with no extra confidence). This leaves 70% of one’s belief unassigned. As stated previously, the belief in A, B, or C must always be 100% as there are no other events that may occur. This set of beliefs required 20 experts to reach a point when the belief of the individual events did sum to 100% (with a belief of ~33% for each individual event) and there was no longer any ignorance, as probability would require. The combined beliefs can be seen in Table 7.

These results demonstrate how partial evidence is handled with Dempster Shafer Theory. While initially, the experts have very little belief assigned to any single event, the same small amount of belief is assigned to each event. This means that the same amount of evidence, although in small increments, is compiled for each event until the maximum amount of evidence is reached (33% for each event if dealing with 3 events). With this set of starting beliefs, 20 experts are required to contribute beliefs in order to compile enough evidence to reach 33% for each event. While in theory an infinite number of experts would be needed to reach the asymptotic values, it is noted that with 9-10 experts the beliefs are within a relative error of 10% of their asymptotic values (e.g., 0.30 compared to 0.33, and 0.60 compared to 0.65).

Another power set with less ignorance was tested to observe the difference in how many experts were required to reduce the ignorance to zero. Each individual event was assigned a belief of 20% with the double events again being the sum of their respective individual events (40%), leaving 40% of the belief unassigned. This set of beliefs required 8 experts to reach a combined belief with no ignorance.

The final test had starting beliefs with almost no ignorance. Each starting individual event belief was 30%, and each double event was assigned a belief of 60%. Only 10% of the belief was left unassigned. This relatively high power set only required 2 experts to reach a combined belief with no remaining ignorance.

Understanding how ignorance is handled is important because allowing ignorance is a key component of Dempster-Shafer Theory that makes it a contending alternative to probability. The tests above suggest that the ignorance provided by experts is retained in their combined belief until enough
evidence is provided to allow otherwise. When there is substantial ignorance in the starting beliefs, many
experts are required to contribute their belief to reach a combined belief that no longer has ignorance. The
higher the starting beliefs, the lower the number of experts required to reach a full combined belief power
set with no ignorance. While no absolute rules were developed for the number of experts required to
remove ignorance completely, explorations such as these could be used to develop guidelines for
particular applications.

Conflicting Expert Opinion

Conflicting belief has been a noted weak point of Dempster-Shafer Theory (Xin et al. 2005). Ayyub and Klir (2006) offer alternative methods, replacing Eq. 10 with a term scaled to conflict or distributing the degree of conflict to the set of outcomes. The use of these alternatives may be important when there is a high degree of conflict. It has not been pursued here since the applications envisioned in natural hazard risk assessment for infrastructure should not in general lead to a high degree of conflict. Equations 10 and 11 have straightforward interpretations in terms of the inclusion of all terms with any overlap in Eq. 10 and terms with no overlap in Eq. 11. To determine how the equations outlined in this paper handle conflicting opinion, a series of basic tests was performed. In each case, the three singleton events A, B and C and their combinations are considered. The first test assigned absolute belief in event A to one expert and absolute belief in event B to a second. The belief in combined events is the sum of the individuals. In such cases of 100% conflicting belief, this theory is not able to compute a joint belief as there is no commonality between the two experts, from which the numerator in Eq. 10 originates.

The second test assigns near absolute belief to the same events as the first, but with 1% ignorance. In this case, Dempster-Shafer Theory essentially takes the average of the provided beliefs as there is nearly no commonality between the experts, but both admit some small ignorance. Since Probability Theory would handle these beliefs in a similar method, this seems like a natural result. The results are outlined in Table 8.
A third test was carried out by assigning three experts 50% belief in different events. Rather than producing an average combined belief, the result was a 25% joint belief in each individual event (larger than the 16.67% that an average would yield) and a 50% belief in each combined event, as seen in Table 9. This result reflects a notable difference in how probability and Dempster-Shafer Theory deal with multiple inputs and significant ignorance.

In order to analyze how larger quantities of conflicting beliefs are handled, one expert was assigned absolute belief (100%) in event C, which was combined with three other experts that all had strong belief (90%) in A. This test is of significant interest because even though it seems there is more overall belief in event A, the first expert’s absolute belief in C allows no ignorance or commonality, and therefore trumps the less-than-absolute belief that the other three experts had in event A. The resulting combined belief was 100% belief in C and 0% in A. Again, the idea of ignorance plays a significant role in Dempster-Shafer Theory that probability would ignore.

The implications of this complete (or near) confidence of a single expert, in this case for event C, requires comment. In a democratic process. It would be possible for a single expert to negate the opinions of other experts by assigning such complete belief to the outcome preferred by this one expert. For instance, in the case of the first example in this paper, one expert could “decide” how much damage is revealed from the aerial photography. Such an outcome would be at least as bad as the shortcoming of probability theory of ignoring the extra strength of belief from consistent experts. Further considerations of such limitations deserve continued evaluation and study before one can be fully comfortable in promoting the use of Dempster-Shafer theory.

A fourth test was performed to determine at what level of confidence expert 1’s belief in event C gives way to the other three experts’ belief in event A. Keeping the first three experts’ belief in event A at 90%, the confidence that expert 1 has in C was varied from 90% to 100%. When expert 1’s confidence drops below around 99.5%, the combined belief shifts towards event A. Any belief above 99.5% does not
leave enough ignorance to allow for the other three expert’s beliefs to influence the combined belief. This last scenario demonstrates how different belief measures are from probability. Belief measures represent one’s confidence in a certain outcome. When this confidence is near 100%, this is taken almost as fact of what will happen, rather than just an estimate. The remaining ignorance is so small that other beliefs less than 100% are considered negligible or not likely enough to occur.

**Summary of Program Explorations**

The series of explorations performed on the MatLab programs and the new mathematical derivation helped determine how Dempster-Shafer (Evidence) Theory behaves in specified situations and in which scenarios it might be applicable. Several key outcomes were determined throughout this exploration, many of which highlighted the contrast between this theory and basic probability. Combining expert beliefs using Evidence Theory yields a significantly different result from simple averaging; as more and more beliefs contribute, one event will eventually reach a joint belief of 100%, while all other single events will have 0%. Several other aspects influence the joint belief, including any amount of ignorance the experts may have (a total belief less than 100%), how much extra belief he or she has in the joint events versus the single events, and how conflicting the contributing beliefs are. The ignorance allowed in beliefs less than 100% act as a sort of weighting measure – experts with more ignorance do not influence the joint belief as strongly as experts who assign 100% of their belief. The confidence level of the contributing experts influences how many experts are required to reach total belief in a definitive answer. For example, a small number of very confident experts with similar beliefs might have a joint belief of 100% in one event, while a larger group of less certain experts may yield a more ambivalent result. When contributing beliefs are strongly conflicting, the amount of ignorance present plays a key role. One expert who very strongly believes in event A (little to no ignorance) combined with another expert who has a moderately high belief in event B (slightly more ignorance), will yield a joint belief that strongly backs event A, even though the contributing beliefs in A and B are both high. Another key outcome of conflicting belief is that when there is no possible overlap, for example if one expert has
100% belief in A and one has 100% belief in B, Dempster-Shafer Theory is not capable of calculating a joint belief.

Overall, these results were able to provide a general foundation for the behavior and trends of Dempster Shafer Theory under several conditions. This basis allows for further real-world testing in practical risk situations, such as the survey instrument used by Ballent et al. (2018).

**Conclusion**

A primary goal of this paper was to further understand the role of uncertainty and expert belief in assessing natural hazard risk for sustainable and resilient built environments, and to analyze potential frameworks with which this uncertainty might be captured. While a variety of frameworks have been presented in previous publications, the exploration program that was executed and analyzed in this paper offers a more comprehensive understanding of Evidence (Dempster Shafer) Theory and how such a theory would react given various realistic inputs. Evidence Theory provides significantly different results in subjective cases when compared to the frequentist alternative of probability. Such results often provide a much more definitive and involved joint belief that takes into account aspects such as what confidence levels the experts have, any extra belief there may be in a wider range of events, and how conflicting the contributing beliefs are. Using a method that contains these nuances could yield significantly different results when compared to probability. The rules of probability, namely additivity, handle a potential doubt, or lack of belief, in an event as evidence to its contrary. Many of the cases examined in this paper involved some level of ignorance, and its influence was not insignificant. By using a framework that acknowledges such a lack of belief as ignorance, rather than belief of the contrary, it is potentially possible to achieve more meaningful results. The results discussed in this paper suggest that Dempster-Shafer Theory is a viable, if not preferential, treatment of cases that involve uncertainty.

Dempster-Shafer Theory was put through several trials in this paper to determine general trends and behaviors, but many unknowns remain. The particular equation analyzed here showed some
limitations, such as with strongly conflicting beliefs that have no commonality. Alternatives might provide an improvement in such situations, and should be investigated further.

The main applications of Dempster-Shafer Theory considered in this research are within the field of natural hazard assessment, but the possibilities extend far beyond that. Subjective investigations and assessments are unavoidable in many fields, as no two locations, projects, communities, and environments are exactly the same. These circumstances present the challenge of recognizing and accounting for such uncertainties. A mathematical framework such as Dempster-Shafer Theory that allows for this uncertainty has the potential to change the outcome of civil engineering decisions on a large scale. Nevertheless, such a radical change in handling expert opinion and evidence must explore unintended consequences, such as dominance by a single expert, along with the potentially significant benefits.
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**Fig. 1.** Flow Diagram of Explorations for Number of Experts, Extra Belief and Confidence

**Fig. 2.** Belief of Combined Experts with Identical Beliefs

**Fig. 3.** Joint Expert Beliefs with No Extra Confidence in Combined Events

**Fig. 4.** Joint Belief Power Sets with 40% Extra Confidence in Combined Events
Table 1. Combined Belief of Experts with Different Individual Beliefs

<table>
<thead>
<tr>
<th>Event</th>
<th>$b_1$</th>
<th>$b_2$</th>
<th>$b_3$</th>
<th>$b_4$</th>
<th>$b_5$</th>
<th>Combined $b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.58</td>
<td>0.25</td>
<td>0.059</td>
<td>0.25</td>
<td>0.1</td>
<td>0.953</td>
</tr>
<tr>
<td>B</td>
<td>0.17</td>
<td>0.31</td>
<td>0.24</td>
<td>0.13</td>
<td>0.2</td>
<td>0.023</td>
</tr>
<tr>
<td>C</td>
<td>0.042</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.033</td>
<td>0.01</td>
</tr>
<tr>
<td>AB</td>
<td>0.75</td>
<td>0.63</td>
<td>0.59</td>
<td>0.63</td>
<td>0.47</td>
<td>0.976</td>
</tr>
<tr>
<td>AC</td>
<td>0.83</td>
<td>0.63</td>
<td>0.47</td>
<td>0.63</td>
<td>0.53</td>
<td>0.983</td>
</tr>
<tr>
<td>BC</td>
<td>0.21</td>
<td>0.31</td>
<td>0.24</td>
<td>0.13</td>
<td>0.33</td>
<td>0.034</td>
</tr>
<tr>
<td>ABC</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Note: $b$ is belief
<table>
<thead>
<tr>
<th>Event</th>
<th>Initial Beliefs (1 expert)</th>
<th>Combined Beliefs (20 experts)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>bel</td>
<td>m</td>
</tr>
<tr>
<td>A</td>
<td>0.15</td>
<td>0.15</td>
</tr>
<tr>
<td>B</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>C</td>
<td>0.05</td>
<td>0.05</td>
</tr>
<tr>
<td>AB</td>
<td>0.20</td>
<td>0.15</td>
</tr>
<tr>
<td>AC</td>
<td>0.40</td>
<td>0.20</td>
</tr>
<tr>
<td>BC</td>
<td>0.10</td>
<td>0.05</td>
</tr>
<tr>
<td>ABC</td>
<td>1.00</td>
<td>0.50</td>
</tr>
</tbody>
</table>
Table 3. Minimum Evidence for Event B per Expert for Convergence to Event B

<table>
<thead>
<tr>
<th>$m_1(A)$</th>
<th>$m_1(B)$</th>
<th>$m_1(A \cup B)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.707</td>
<td>0.193</td>
</tr>
<tr>
<td>0.2</td>
<td>0.611</td>
<td>0.189</td>
</tr>
<tr>
<td>0.3</td>
<td>0.592</td>
<td>0.108</td>
</tr>
<tr>
<td>0.4</td>
<td>0.515</td>
<td>0.089</td>
</tr>
<tr>
<td>0.5</td>
<td>0.5</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 4. Belief Power Sets with Different Levels of Extra Confidence in Combined Events

<table>
<thead>
<tr>
<th>Event</th>
<th>Set 1</th>
<th>Set 2</th>
<th>Set 3</th>
<th>Set 4</th>
<th>Set 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
<td>0.4</td>
</tr>
<tr>
<td>B</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>C</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>AB</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>AC</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>BC</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.5</td>
<td>0.6</td>
</tr>
<tr>
<td>ABC</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 5. Combined Expert Beliefs with No Extra Confidence in Combined Events

<table>
<thead>
<tr>
<th># of Experts</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.4</td>
<td>0.59</td>
<td>0.71</td>
<td>0.79</td>
<td>0.86</td>
<td>0.91</td>
<td>0.96</td>
<td>0.97</td>
<td>0.98</td>
</tr>
<tr>
<td>B</td>
<td>0.1</td>
<td>0.11</td>
<td>0.10</td>
<td>0.08</td>
<td>0.06</td>
<td>0.04</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>C</td>
<td>0.1</td>
<td>0.11</td>
<td>0.10</td>
<td>0.08</td>
<td>0.06</td>
<td>0.04</td>
<td>0.02</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>AB</td>
<td>0.5</td>
<td>0.70</td>
<td>0.80</td>
<td>0.87</td>
<td>0.92</td>
<td>0.95</td>
<td>0.98</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>AC</td>
<td>0.5</td>
<td>0.70</td>
<td>0.80</td>
<td>0.87</td>
<td>0.92</td>
<td>0.95</td>
<td>0.98</td>
<td>0.99</td>
<td>0.99</td>
</tr>
<tr>
<td>BC</td>
<td>0.2</td>
<td>0.22</td>
<td>0.19</td>
<td>0.15</td>
<td>0.11</td>
<td>0.08</td>
<td>0.04</td>
<td>0.03</td>
<td>0.02</td>
</tr>
<tr>
<td>ABC</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 6. Combined Belief Power Sets with 40% Extra Confidence in Combined Events

<table>
<thead>
<tr>
<th># of Experts</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.4</td>
<td>0.32</td>
<td>0.26</td>
<td>0.21</td>
<td>0.16</td>
<td>0.13</td>
<td>0.08</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>B</td>
<td>0.1</td>
<td>0.18</td>
<td>0.24</td>
<td>0.30</td>
<td>0.34</td>
<td>0.37</td>
<td>0.42</td>
<td>0.43</td>
<td>0.45</td>
</tr>
<tr>
<td>C</td>
<td>0.1</td>
<td>0.18</td>
<td>0.24</td>
<td>0.30</td>
<td>0.34</td>
<td>0.37</td>
<td>0.42</td>
<td>0.43</td>
<td>0.45</td>
</tr>
<tr>
<td>AB</td>
<td>0.5</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>AC</td>
<td>0.5</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>BC</td>
<td>0.6</td>
<td>0.68</td>
<td>0.74</td>
<td>0.80</td>
<td>0.84</td>
<td>0.87</td>
<td>0.92</td>
<td>0.93</td>
<td>0.95</td>
</tr>
<tr>
<td>ABC</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 7. Combined Experts Belief Power Sets with Ignorance of 70%

<table>
<thead>
<tr>
<th># of Experts</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>12</th>
<th>15</th>
<th>16</th>
<th>18</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.1</td>
<td>0.16</td>
<td>0.20</td>
<td>0.23</td>
<td>0.25</td>
<td>0.26</td>
<td>0.28</td>
<td>0.29</td>
<td>0.30</td>
<td>0.31</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.33</td>
</tr>
<tr>
<td>B</td>
<td>0.1</td>
<td>0.16</td>
<td>0.20</td>
<td>0.23</td>
<td>0.25</td>
<td>0.26</td>
<td>0.28</td>
<td>0.29</td>
<td>0.30</td>
<td>0.31</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.33</td>
</tr>
<tr>
<td>C</td>
<td>0.1</td>
<td>0.16</td>
<td>0.20</td>
<td>0.23</td>
<td>0.25</td>
<td>0.26</td>
<td>0.28</td>
<td>0.29</td>
<td>0.30</td>
<td>0.31</td>
<td>0.32</td>
<td>0.32</td>
<td>0.32</td>
<td>0.33</td>
</tr>
<tr>
<td>AB</td>
<td>0.2</td>
<td>0.32</td>
<td>0.40</td>
<td>0.45</td>
<td>0.49</td>
<td>0.52</td>
<td>0.57</td>
<td>0.58</td>
<td>0.60</td>
<td>0.61</td>
<td>0.63</td>
<td>0.63</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>AC</td>
<td>0.2</td>
<td>0.32</td>
<td>0.40</td>
<td>0.45</td>
<td>0.49</td>
<td>0.52</td>
<td>0.57</td>
<td>0.58</td>
<td>0.60</td>
<td>0.61</td>
<td>0.63</td>
<td>0.63</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>BC</td>
<td>0.2</td>
<td>0.32</td>
<td>0.40</td>
<td>0.45</td>
<td>0.49</td>
<td>0.52</td>
<td>0.57</td>
<td>0.58</td>
<td>0.60</td>
<td>0.61</td>
<td>0.63</td>
<td>0.63</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>ABC</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>
Table 8. Conflicting Expert Belief and 1% Ignorance in Combined Beliefs

<table>
<thead>
<tr>
<th>Event</th>
<th>Expert 1 Belief</th>
<th>Expert 2 Belief</th>
<th>Combined Belief</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>99.0%</td>
<td>0.0%</td>
<td>49.8%</td>
</tr>
<tr>
<td>$B$</td>
<td>0.0%</td>
<td>99.0%</td>
<td>49.8%</td>
</tr>
<tr>
<td>$C$</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>$AB$</td>
<td>99.0%</td>
<td>99.0%</td>
<td>99.5%</td>
</tr>
<tr>
<td>$AC$</td>
<td>99.0%</td>
<td>0.0%</td>
<td>49.8%</td>
</tr>
<tr>
<td>$BC$</td>
<td>0.0%</td>
<td>99.0%</td>
<td>49.8%</td>
</tr>
<tr>
<td>$ABC$</td>
<td>100.0%</td>
<td>100.0%</td>
<td>100.0%</td>
</tr>
</tbody>
</table>
Table 9. Conflicting Expert Belief and 50% Ignorance in Combined Beliefs

<table>
<thead>
<tr>
<th>Event</th>
<th>Expert 1 Belief</th>
<th>Expert 2 Belief</th>
<th>Expert 3 Belief</th>
<th>Combined Belief</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>50%</td>
<td>0%</td>
<td>0%</td>
<td>25%</td>
</tr>
<tr>
<td>B</td>
<td>0%</td>
<td>50%</td>
<td>0%</td>
<td>25%</td>
</tr>
<tr>
<td>C</td>
<td>0%</td>
<td>0%</td>
<td>50%</td>
<td>25%</td>
</tr>
<tr>
<td>AB</td>
<td>50%</td>
<td>50%</td>
<td>0%</td>
<td>50%</td>
</tr>
<tr>
<td>AC</td>
<td>50%</td>
<td>0%</td>
<td>50%</td>
<td>50%</td>
</tr>
<tr>
<td>BC</td>
<td>0%</td>
<td>50%</td>
<td>50%</td>
<td>50%</td>
</tr>
<tr>
<td>ABC</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
</tbody>
</table>
Fig. 1. Flow Diagram of Explorations for Number of Experts, Extra Belief and Confidence
Fig. 2. Belief of Combined Experts with Identical Beliefs
Fig. 3. Joint Expert Beliefs with No Extra Confidence in Combined Events
Fig. 4. Joint Belief Power Sets with 40% Extra Confidence in Combined Events