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Wu, Yuqi (Ph.D., Applied Mathematics)

Parallel Domain Decomposition Methods For Simulating Blood Flows In Three-Dimensional Com-

pliant Arteries

Thesis directed by Prof. Xiao-Chuan Cai

Numerical simulation of blood flows in compliant arteries is becoming an useful tool in study-

ing the sophisticated hemodynamics in the human circulation system. Accurate modeling is impor-

tant in prediction and treatment of artery diseases. In this thesis, we propose and study a parallel

domain decomposition method for solving the corresponding fluid-structure interaction problem in

three-dimensional space, with emphasis on the strong coupling between fluid and structure and on

the parallel scalability of the solution algorithm.

We model the fluid-structure interaction by using a monolithically coupled system of linear

elasticity equations for the arterial walls and incompressible Navier-Stokes equations for the blood.

The fluid equations are derived in an arbitrary Lagrangian-Eulerian framework to address the

complicated moving boundaries and keep track of the coupling on the interface. A finite element

method based on the unstructured mesh is introduced and validated for discretizing the problem

in space, and a fully implicit scheme is used for the temporal discretization.

For solving the nonlinear systems arising from the fully coupled discretization, we develop a

class of Newton-Krylov-Schwarz algorithms. The investigation focuses on the parallel efficiency of

the fully implicit solution algorithm, as well as the performance of one-level and two-level additive

Schwarz preconditioners used in accelerating the convergence of the Newton-Krylov algorithm.

Simulations based on some patient-specific pulmonary artery geometries are performed on a large

scale supercomputer. Our algorithm is shown to have excellent parallel scalability with over three

thousand processors and for problems with millions of unknowns, and is also robust with respect

to several important physical parameters including the fluid density, the structure density, the

Reynolds number, and the Poisson ratio.



Dedication

To my wife, my parents, and my grandma.



v

Acknowledgements

First and foremost, I would like to express my sincere gratitude to my advisor, Professor

Xiao-Chuan Cai, who has introduced me to the fascinating world of scientific computing, and has

given me the opportunity to work on this very interesting research. I am particularly grateful to

him for the confidence he has always had in me and for the enthusiasm in scientific research he has

passed on to me. For years, Professor Cai has given me so much of his time in guiding my research

and has always encouraged me to further investigate aspects of a problem. Without his advice,

support and patience, I would not have completed this thesis.

I would like to thank Professors Kendall Hunter, Tom Manteuffel, Steve McCormick, and

Congming Li for serving on my committee, reviewing my work, and providing helpful feedback and

advice for this research. I would also like to thank Dr. Andrew Barker and Dr. Feng-Nan Hwang

for their senior advice and previous work on this research. Thank you to Craig Lanning and Mark

Reusser at Department of Bioengineering for all the helpful discussions and acquisition clinical data

for numerical experiments.

I am indebted to my wonderful colleagues and friends, Doctors Rongliang Chen, Si Liu, Lei

Tang, Chao Yang, and Ms. Cui Cong for their help and willingness to listen to and discuss my

work. I would also like to acknowledge the PETSc team of Argonne National Laboratory for their

software support and many fruitful suggestions.

Last, but not the least, I would like to express my heartfelt appreciation to my family,

especially my wife Fang Liang, for their love and encouragement over years.



vi

Contents

Chapter

1 Introduction 1

1.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Modeling fluid-structure interaction problem . . . . . . . . . . . . . . . . . . . . . . 2

1.2.1 Physics of blood flow and artery wall . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.2 Simulating fluid in moving domain . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.3 Coupling formulations for fluid-structure interaction . . . . . . . . . . . . . . 5

1.2.4 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1.3 Solution algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.4 Outline of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2 Mathematical models and discretizations 11

2.1 Governing equations—strong form . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1.1 Structure model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.1.2 Moving domain description . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.1.3 Fluid model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1.4 Coupling conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.2 Governing equations—weak form . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

2.3 Spatial discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.3.1 Stabilized finite element method . . . . . . . . . . . . . . . . . . . . . . . . . 20



vii

2.3.2 Semi-discrete fully coupled problem . . . . . . . . . . . . . . . . . . . . . . . 22

2.4 Fully implicit time discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

3 A monolithic nonlinear solver for the coupled system of equations 31

3.1 Overview of Newton-Krylov-Schwarz methods . . . . . . . . . . . . . . . . . . . . . . 31

3.2 Evaluation of Jacobian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

3.3 One-level restricted additive Schwarz preconditioner . . . . . . . . . . . . . . . . . . 33

3.3.1 Subdomain solver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.4 Some theory of Schwarz methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.5 Two-level Schwarz preconditioner . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.5.1 Interpolation and restriction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.5.2 Parallel implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.5.3 Coarse-level solver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

4 2D FSI simulations with resistance boundary condition 42

4.1 Impact of different outflow boundary conditions . . . . . . . . . . . . . . . . . . . . . 43

4.1.1 2D straight tube . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.1.2 2D bifurcating artery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

4.2 Performance and parallel scalability . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5 3D FSI Simulations of blood flows in compliant arteries 59

5.1 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

5.1.1 Structure solver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.1.2 Fluid solver in moving domain . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.2 Benchmark test case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

5.3 Two-branch artery case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.4 Complex branching artery case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.5 Robustness to physical parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72



viii

5.6 Two-level results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.6.1 Benchmark test case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.6.2 Two-branch artery case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

5.6.3 Parameter selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

6 Conclusions and future work 85

6.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

6.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

Bibliography 88



ix

Tables

Table

4.1 Performance of the one-level preconditioner with the zero-traction and resistance

outflow boundary conditions. The tests are carried on the 2D straight tube problem,

associated with the fine mesh of 2.01 · 106 degrees of freedom. “np” denotes the

number of processors. “Newton” denotes the average Newton iterations per time

step. “GMRES” denotes the average GMRES iterations per Newton step. “Time”

refers the average compute time, in seconds, per time step. . . . . . . . . . . . . . . 52

4.2 Performance of the cascade two-level preconditioner with the zero-traction and re-

sistance outflow boundary conditions. The tests are carried on the 2D straight tube

problem, associated with the fine mesh of 2.01 ·106 degrees of freedom and the coarse

mesh of 1.30 ·105 degrees of freedom. “np” denotes the number of processors. “New-

ton” denotes the average Newton iterations per time step. “fGMRES” denotes the

average fGMRES iterations per Newton step. “Time” refers the average compute

time, in seconds, per time step. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.3 Performance of two different precondtioners with increasing number of subdomains

for the 2D bifurcating artery problem. The tests are carried on a mesh with 2.00 ·106

unknowns, using the resistance outflow boundary condition. . . . . . . . . . . . . . . 54



x

4.4 The effect of various choices of the preconditioners for the 2D straight tube problem

with different problem sizes and number of processors. The heading “coarse size”

represents the number of unknowns on the coarse mesh as a fraction of the number

of unknowns on the fine mesh and “coarse time” is the time spent on the coarse solve

as a fraction of total compute time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.5 The effect of overlapping parameter for the one-level and two-level preconditioners

for the 2D bifurcating artery problem with the resistance outflow boundary condition. 57

5.1 Convergence to the analytic solutions at different phases with respect to the dis-

cretization size h for the 3D fluid problem with moving domain. . . . . . . . . . . . . 63

5.2 Performance with respect to the number of processors for different subdomain solvers

for the 3D benchmark problem. The tests are carried on a mesh with 1.25 · 106

unknowns with a fixed overlapping size δ = 1. “np” denotes the number of processors.

“NI” denotes the average number of Newton iterations per time step. “GMRES”

denotes the average number of GMRES iterations per Newton step. “time” refers to

the average compute time, in seconds, per time step. “fill-in” refers to the average

fill-in ratio needed in the subdomain factorization per iteration. . . . . . . . . . . . . 66

5.3 Performance with respect to the number of processors for different subdomain solvers

for the two-branch model. The tests are carried on a mesh with 1.24 · 106 unknowns

with a fixed overlapping size δ = 1. “np” denotes the number of processors. “NI”

denotes the average number of Newton iterations per time step. “GMRES” denotes

the average number of GMRES iterations per Newton step. “time” refers to the

average compute time, in seconds, per time step. “fill-in” refers to the average fill-in

needed in the factorization per iteration. . . . . . . . . . . . . . . . . . . . . . . . . . 71



xi

5.4 The effect of various choices of overlapping parameter δ on different mesh sizes and

number of processors. These tests are for the complex branching problem. “np”

denotes the number of processors. “Newton” denotes the average Newton iteration

per time step. “GMRES” denotes the average GMRES iterations per Newton step.

“time” refers to the average compute time, in seconds, per time step. . . . . . . . . 74

5.5 Performance for different combinations of fluid density ρf and wall structure density

ρs for the complex branching model. The dynamic viscosity νf is kept as 0.035 cm2/s.

The tests are run on a mesh with 1.83 · 106 degrees of freedom and 1024 processors. 75

5.6 Performance for various values of Young’s modulus Es and Poisson ratio ν for the

complex branching model. The tests are run on a mesh with 1.83 · 106 degrees of

freedom and 1024 processors. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

5.7 Performance of the one-level and two-level preconditioners with respect to the in-

creasing number of subdomains for the 3D benchmark problem. The heading “un-

knowns” reports the problem size, “np” denotes the number of processors, “Newton”

denotes the average Newton iteration per time step, “GMRES” denotes the average

GMRES iterations per Newton step, “time” refers to the average compute time, in

seconds, per time step. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

5.8 Performance of the one-level and two-level preconditioners with respect to the in-

creasing number of subdomains for the two-branch artery problem. . . . . . . . . . . 79

5.9 Effect of different coarse mesh sizes on the two-level preconditioner. These results

are for the 3D benchmark problem. The heading “coarse size” represents the number

of unknowns on the coarse mesh. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.10 Effect of different coarse mesh sizes on the two-level preconditioner. These results

are for the two-branch artery problem. The heading “coarse size” represents the

number of unknowns on the coarse mesh. . . . . . . . . . . . . . . . . . . . . . . . . 81



xii

5.11 Performance of the two-level preconditioner with various parameter values of coarse

solver tolerance. These results are for the 3D benchmark problem. The heading

“coarse rtol” refers to the relative tolerance for the coarse solve, and “coarse its”

denotes the average number of linear iterations spent in the coarse-level solver per

fine fGMRES iteration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.12 Performance of the two-level preconditioner with various parameter values of coarse

solver tolerance. These results are for the two-branch artery problem. The heading

“coarse rtol” refers to the relative tolerance for the coarse solve, and “coarse its”

denotes the average number of linear iterations spent in the coarse-level solver per

fine fGMRES iteration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.13 Performance of the two-level preconditioner with respect to different fine-level sub-

domain solvers. These results are for the 3D benchmark problem. The headings

“fine sub-solver” denotes the choices of subdomain solver for the fine-level precondi-

tioner, where LU stands for the standard LU factorization, BLU for the point-block

LU factorization, and BILU(1) for the point-block ILU with one level of fill-ins. . . . 83



xiii

Figures

Figure

2.1 Ω0
s is the structure domain in the Lagrangian reference configuration, Ω0

f is the refer-

ence configuration of the fluid domain and Ωt
f represents the moving fluid domain at

time t. The inlet and outlet boundaries for the fluid domain, Γi and Γo, respectively,

are fixed and the boundaries Γs of the structure domain are also fixed at the inlets

and outlets. Γtw represents the fluid-structure interface in current configuration. . . . 12

2.2 Example finite element mesh for the fluid-structure interaction problem (top). The

mesh is generated so that the interface between the fluid and structure is aligned

with the mesh. The elements of the fluid (bottom left) and the elements of the

structure (bottom right) conform on the interface. . . . . . . . . . . . . . . . . . . . 23

3.1 Sample partition of the domain into 4 subdomains by using ParMETIS. The fluid

elements and structure elements are marked with different colors. The top figure

shows the partition into non-overlapping subdomains, and the bottom represents

a corresponding partition into overlapping subdomains with δ = 2. The shaded

elements in blue and green represent the corresponding fluid elements and structure

elements extended from the non-overlapping subdomains. . . . . . . . . . . . . . . . 34



xiv

3.2 Example partitions of the fine mesh and the coarse mesh of a pulmonary artery by

using ParMETIS. The fluid element and structure elements are marked with different

colors. The left figure shows the partition of the fine mesh, and the right represents a

corresponding partition of the coarse mesh. The elements of a coarse subdomain are

assigned to the corresponding processor that contains the fine mesh elements from

the same subdomain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

4.1 The setup of the 2D straight tube problem and the inlet flow rate from clinical data

with a polynomial fitting. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

4.2 Flow waves at inlet and outlet, wall pressure and displacement over one cardiac

cycles, obtained using resistance and zero-traction outlet boundary conditions for the

2D straight tube problem. Top left figure represents the inlet and outlet flow rate,

and top right figure shows the wall displacement and pressure using the resistance

boundary condition, while the bottom figures represent the results using the zero-

traction outflow boundary condition. . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.3 Streamlines at the peak systole and mid-diastole phases for the 2D straight tube

problem using the resistance outflow boundary condition. The artery walls are col-

ored by the magnitude of the displacement and fluid streamlines are colored by the

velocity in the X direction. The top figure represents the peak systole phase, the

bottom figure for the mid-diastole phase. . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.4 Streamlines at the peak systole and mid-diastole phases for the 2D straight tube

problem using the zero-traction outflow boundary condition. The artery walls are

colored by the magnitude of the displacement and fluid streamlines are colored by

the velocity in the X direction. The top figure represents the peak systole phase, the

bottom figure for the mid-diastole phase. . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.5 Geometric details of the bifurcating artery in 2D. A 75% area reduction stenosis is

shown on one of the branches. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47



xv

4.6 Outlet flow waves and flow distribution between the normal artery branch and the

stenosed artery branch with a 75% area reduction stenosis during one cardiac cycle,

using the resistance and zero-traction outflow boundary condition. Top left plot

shows the flow rate at the inlet and outlet boundary during one cardiac cycle using

the resistance boundary condition, and the top right plot gives the results of the flow

distribution between the normal artery branch and stenosed branch by using the

resistance boundary condition. Corresponding results using zero-traction boundary

conditions are shown in the bottom plots. . . . . . . . . . . . . . . . . . . . . . . . . 48

4.7 Fluid velocity magnitude and pressure at peak systole for the 2D bifurcating artery

using resistance and zero-traction outflow boundary conditions. The artery walls

are colored by the magnitude of the structural displacement. For the resistance

boundary condition, fluid velocity magnitude and pressure are shown on the left.

Corresponding figures using the zero-traction boundary are shown on the right. . . . 50

4.8 Wall shear stress (WSS) and wall displacement at different locations of the artery

wall during one cardiac cycle, by using the resistance outflow boundary condition.

Top plot shows the locations of measurement on the artery wall. Middle left plot

shows the WSS at the locations (P1, P3, P5, P7) of the stenosed branch during one

cardiac cycle, and middle right plot shows the WSS at the corresponding locations

(P2, P4, P6, P8) of the normal branch during one cardiac cycle. Since we use

different scale for the WSS on the two different branches, we include the WSS at the

upstream location P0 (the solid line) in both plots for reference. The bottom two

plots show the wall displacement for those locations on the stenosed branch and the

normal branch, respectively, from left to right. . . . . . . . . . . . . . . . . . . . . . 51



xvi

4.9 Example partitions of the fine mesh and the coarse mesh of a 2D straight tube

using ParMETIS. The subdomains are marked with different colors and the structure

elements are shaded. The top figure shows the partition of the fine mesh, and the

bottom represents a corresponding partition of the coarse mesh. Note that the outlet

boundary on the right is shared by two different subdomains. . . . . . . . . . . . . . 53

4.10 Speedup versus number of processors for the 2D straight tube problem with the

resistance outflow boundary condition. Results for the problem with 2.01 million

unknowns are on the left, and results for the problem with 3.99 million unknowns

show on the right. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.11 Speedup versus number of processors for the 2D bifurcating artery model with the

resistance outflow boundary condition. Results for the problem with 2.00 million

unknowns is on the left, and results for the problem with 3.88 million unknowns

show on the right. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.12 Weak scaling of the algorithm for the 2D straight tube problem using the resistance

boundary condition. On the left, the vertical axis shows the average number of

linear iterations per Newton step. On the right, the vertical axis shows the average

compute time in seconds per time step. The number of unknowns increases with the

number of processors: 2.01 · 106 for 256 processors and 7.99 · 106 for 1024 processors. 55

5.1 Convergence to the analytic solution (at t = 0.5s) with respect to the spatial dis-

cretization size h for the 3D structure test problem. The y-axis reports L2 norm of

the displacement error. The temporal discretization is implemented by the backward

Euler scheme with the time step size of ∆t = 0.0025s. . . . . . . . . . . . . . . . . . 61



xvii

5.2 Comparisons of the computed solutions with the exact analytic solutions of the 3D

fluid problem with moving domain. The tests are carried on a mesh with 2.17 · 106

unknowns. The left plot shows the flow rate at the inlet and outlet boundary during

one cycle, comparing to the exact analytic flow rate. The right plot shows the

computed pressure at the center of the cylinder during one cycle, comparing to the

exact analytic pressure at the center. . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

5.3 Pressure wave propagation (top row) and structure deformation (bottom row) for the

3D straight cylinder case. The simulation is run on a mesh with 2.41 · 106 elements

and 3.08 · 106 degrees of freedom. The deformation is amplified by a factor of 12 for

visualization purpose only. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.4 Parallel speedup, average compute time per time step, and average number of GM-

RES iterations per Newton iteration for the 3D benchmark problem with increasing

number of processors. The number of unknowns of each problem is listed in the

legend. The tests are run with a fixed overlapping size δ = 1 and BILU(1) is the

subdomain solver. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.5 Flow and pressure at the inlet and outlets over one cardiac cycle for the two-branch

artery model, obtained using the resistance outflow boundary condition. Figure on

the left represents the flow rate at the inlet and outlets, and figure on the right

shows the fluid pressure at the inlet and outlets. The test is carried on a mesh with

3.57 · 106 element and 4.61 · 106 degrees of freedom. . . . . . . . . . . . . . . . . . . . 68

5.6 Flow in part of the pulmonary artery with two branches at the peak systole (left)

and the early diastole (right). The fluid streamlines are colored by velocity magnitude. 68

5.7 Arterial wall velocity vectors obtained at two points of the cardiac cycle: peak systole

(left) and early diastole (right). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69



xviii

5.8 Parallel speedup, average compute time per time step, and average number of GM-

RES iterations per Newton iteration for the two-branch problem with increasing

number of processors. The number of unknowns of each mesh is listed in the legend.

The tests are run with a fixed overlapping size δ = 1. . . . . . . . . . . . . . . . . . . 70

5.9 Results of the simulation of part of the pulmonary artery. In the large images, the

fluid shaded by pressure is shown on the left and the fluid velocity colored in its

magnitude is shown on the right. The artery wall is shown in a solid shade in both

images. In the inset images, the artery wall shaded by the norm of the displacement

is shown on the left and the fluid streamlines colored by vorticity is shown on the

right. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.10 Parallel speedup, average compute time per time step, and average GMRES it-

erations per Newton iteration for the complex branching problem with increasing

number of processors. The number of unknowns of each problem is listed in the

legend. The tests are run with a fixed overlapping size δ = 1. . . . . . . . . . . . . . 73

5.11 Weak scaling of the one-level and two-level preconditioners for the 3D benchmark

problem. The reported time and linear iterations are the average compute time per

time step and the average GMRES iterations per Newton step, respectively. In these

tests, the number of unknowns increases with the number of processors: 7.18 · 105

for 480 processors, 1.25 · 106 for 930 processors, and 3.08 · 106 for 2048 processors. . 79

5.12 The linear iteration counts for the coarse-level solver with respect to the increasing

number of subdomains for the two-branch artery problem. This plot shows the aver-

age number of linear iterations spent on the coarse-level per fine fGMRES iteration.

The tests are carried on a mesh with 1.24 · 106 unknowns. . . . . . . . . . . . . . . . 80

5.13 Weak scaling of the one-level and two-level preconditioners for the two-branch artery

problem. In these tests, the number of unknowns increases with the number of

processors: 3.33 · 105 for 221 processors, 6.33 · 105 for 421 processors, 1.24 · 106 for

833 processors, and 4.61 · 106 for 3072 processors. . . . . . . . . . . . . . . . . . . . . 80



Chapter 1

Introduction

1.1 Overview

Computer modeling of blood flows in arteries is an important and very challenging problem.

Such simulations can be used to study the human vascular system in a variety of applications,

including predicting the development of artery diseases and their treatment [13, 54, 69, 71, 74]. In

the early 1990s, computational techniques with finite element methods were applied to simulate

blood flows in arteries by using a rigid wall assumption [62, 75]. The results are quite accurate

for small arteries, but for large arteries, simulations with such an assumption fail to correctly

predict the pressure wave propagation generated by the deformation of the arteries. To improve the

accuracy and the understanding of sophisticated hemodynamics in human arteries, fluid-structure

interaction (FSI) problems have received more and more attention in recent years. In particular,

researchers are increasingly interested in computational techniques for the coupled problem in

full three dimensions, that is, all components of the simulation are three-dimensional because

these models provide results that can be used to quantify phenomena that are difficult to describe

using simplified deformable wall models [26]. Despite the recent advancement of supercomputing

technologies, such simulations are still a formidable task because of the difficulties in patient-

specific geometry and parameters acquisition, the mathematical formulation and understanding of

the coupled system, and the development of efficient parallel solution algorithms that are suitable

for high performance computers with a large number of processors.

The contribution of this thesis is the development of a parallel efficient algorithm for the
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full three-dimensional FSI problem, with emphasis on strong, monolithic coupling between fluid

and structure. Our main concerns in the FSI problem are the accuracy of the physics models, the

coupling formulation between the fluid and the structure, the reliability of the discretization, and

the parallel performance of the overall solution algorithm. In this introduction, we provide a survey

of some recent developments in solving the FSI problem related to blood flow simulations, discuss

several algorithms for fluid-structure coupling, and provide an overview of our monolithic coupling

approach and parallel solution algorithm.

1.2 Modeling fluid-structure interaction problem

Fluid-structure interaction, that is the interaction of a flexible structure with an internal

or surrounding fluid flow, is among the most important and the most challenging multi-physics

problems. Such interaction gives rise to a rich variety of physical phenomena with applications in

many fields of science and engineering. Hence, FSI problems are receiving more and more attention

in recent years, and their importance is growing rapidly. For example, FSI problems have been

studied in the areas of stability and response of aircraft wings [23, 40], the response of bridges

and tall buildings to winds [63, 67], the vibration of turbine and compressor blades [8, 56], and

our target application here, the simulation of blood flows in human arteries. To understand these

phenomena involving multiple physics we need to model both the structure and the fluid. But

FSI problems in general are often too complex to solve analytically, so they have to be analyzed

by means of experiments or numerical simulation. Thanks to advances in computational hardware

and computational modeling methods and software, more experiments will move from the lab to

computer simulations.

Numerical simulations of a viscous incompressible fluid through compliant arteries has many

applications such as understanding wave propagation in the artery wall, prediction of areas of tur-

bulence, and acquisition of the artery wall shear stress, all of which are important in the formation

and development of the artery diseases. Therefore accurate modeling of the FSI problems can help

enabling more reliable prediction of when and where artery disease will occur, and leads to more
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timely treatment.

1.2.1 Physics of blood flow and artery wall

Blood is a viscous fluid, but containing a significant proportion of non-fluid particles, for

example, red blood cells, white blood cells, and platelets. In the human circulation system, blood

flow transports oxygen and nutrients to the whole body through the systemic system, and exchange

oxygen and carbon dioxide with the lungs through the pulmonary system [61]. Since the viscosity

depends on the shear, the behavior of blood is found to be shear-thinning and non-homogeneous.

In large arteries, where the shear rate is high, the viscosity is almost constant. Therefore, it

is reasonable to consider blood as an incompressible Newtonian fluid in large arteries [64, 76].

While in small vessels, where the shear-thinning property is more apparent, non-Newtonian models

[33] are often needed in the simulation. In our work, the focus is on large arteries, blood is

therefore considered as an incompressible homogeneous Newtonian fluid and modeled by using the

incompressible Navier-Stokes equations.

The artery walls are a complex tissue consisting of different types of constituents, and ex-

hibit viscoelastic characteristics [76]. In practice, most simulations use some simplified viscoelastic

models for the artery walls [20, 25]. In recent researches, significant progress has been made in

modeling the complex constitutive relation of the artery walls. The nonlinear, anisotropic behavior

has been considered in the literatures [7, 39, 52, 95]. Because of our focus, we model the artery

walls as a linear elastic structure at this point; moving to a more accurate nonlinear model is a

possible direction in the future.

1.2.2 Simulating fluid in moving domain

In the simulation of blood flows in compliant arteries, the elastic arterial wall deforms in

response to the blood pressure pulse, which in turn implies a moving fluid domain. To keep track

of the fluid-structure coupling on the moving interface, different approaches can be used.

In our method, we use an arbitrary Lagrangian-Eulerian (ALE) framework [42, 58] to describe
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the fluid equations in the moving domain. Within the ALE framework, the displacement of the fluid

domain is introduced as a third field of solution variables in the coupled system. The choice of the

governing equations for this field is not based directly on the physics of the fluid-structure problem.

The motivation is to provide smooth, well-conditioned elements as the fluid domain deforms at a

relatively small computational cost. One possible approach is to make the displacement of the fluid

domain satisfy a harmonic extension of the moving fluid-structure interface, as in [5, 6], but it is

also possible to model the field as a pseudo-structural system [24, 35, 45]. In the ALE framework,

the coupling conditions are guaranteed to be satisfied on the fluid-structure interface. But the

new equation for the fluid domain motion and its dependence on the solution introduce further

complexities and nonlinearities to the FSI problem.

Space-time formulation [7, 77] is a technique that is closely related to the ALE framework

to keep track of the fluid-structure coupling on the interface. In this approach, the computational

domain is discretized into time slabs, and a space-time mapping of an arbitrary reference domain

is used to describe the mechanics based on the ALE framework.

Another popular approach for simulating fluid in a moving domain is based on the Eulerian

framework, namely, the immersed boundary method [30, 84], where the fluid is simulated on a

fixed mesh, and the influence of the structure is enforced as a forcing term on the fluid equations.

Because of this, the computation of the fluid domain motion is avoided, which makes the immersed

boundary methods very competitive because of its simplicity of implementation. But, compared

to other boundary-conforming schemes, e.g. the ALE framework, the immersed boundary methods

might have decreased order of accuracy because the fluid-structure coupling condition cannot be

imposed exactly on the interface [80].

An alternative to the aforementioned approaches is the coupled momentum method [26, 96],

in which a membrane model is used to describe the dynamics of the artery wall under the thin

wall assumption. The coupled momentum method uses a fixed mesh in the simulation, where

the structure momentum contribution is embedded into the fluid equations. These simplifications

reduce the computation effort greatly, showing good results in many physiological situations and
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demonstrating excellent parallel scalability with a large number of processors. But this method is

applicable only for the case of small wall deformation.

1.2.3 Coupling formulations for fluid-structure interaction

One of the main challenging issues in solving FSI problems is the coupling algorithm between

the fluid and structure subsystems. Two widely used formulations are iterative and monolithic. In

iterative approaches, the fluid and the structure equations are solved one after the other, similar to

the nonlinear Gauss-Seidel iteration with two large blocks, updating each other’s boundary condi-

tion on the interface, until some desired convergence tolerance is reached. In contrast, monolithic

approaches couple all subproblems in a single large system. In other words, the fluid, the structure,

and the moving domain equations are solved simultaneously as an integrated system, where the

coupling conditions are enforced strongly as part of the system.

For many FSI problems, iterative approaches have been successfully employed, including our

target application to blood flows in arteries [20, 27]. However, recent studies show difficulties with

this kind of algorithms in a number of cases. One example is the so-called added-mass effect, where

the convergence of the approach becomes difficult to achieve when similar densities of blood and

artery wall are considered [12]. Monolithic approaches [5, 6, 17, 36, 38] tend to have more robust

convergence. Many convergence problems encountered in the iterative approaches are eliminated

when the fluid and structure are coupled monolithically. Moreover, iterative coupling might also

become unstable for large time steps, and in some cases reduce the order of accuracy of the time-

stepping algorithm [51], while stability is guaranteed with the monolithic coupling.

1.2.4 Boundary conditions

In the blood flow simulation, the size and complexity of the circulation precludes a com-

putational representation for the entire vascular system in human body. Numerical models must

invariably be truncated into the upstream domain (domain of interest) and the downstream do-

main, and boundary conditions must be applied at these cutoff boundaries. Therefore, the choice
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of outflow boundary conditions can have a significant influence on the velocity and pressure fields

in the simulation. To obtain realistic conditions on these outflow boundaries is not an easy task for

a number of reasons. First, because the flow distribution and pressure field in the computational

domain are not known, it is very difficult to get the time-varying velocity profile and pressure on

each outlet simultaneously from the clinical measurements. Second, since the downstream domain

includes a vast quantities of smaller arteries, arterioles, capillaries, venules and veins returning

blood to the heart, it might results in inaccurate prediction if we ignore the effects from the absent

parts of the circulation system when prescribing the outflow boundary conditions for the modeled

domain. It has been reported that, when zero-pressure or zero-traction conditions is utilized on the

outlets, the blood pressure might not be computed accurately, and in the case of branching arteries

with outlets of different sizes, the flow distribution is computed inconsistently with the results of

clinical experiments [26, 82].

Recently, in order to better model the interaction between the computational domain and

the downstream vessels, new outflow boundary conditions have been developed. The idea is to

use a reduced dimensional model to represent the downstream vessels and provide boundary con-

ditions for the higher dimensional upstream model, where high-resolution information is needed.

That is, by taking advantage of known structural patterns in the downstream arterial tree, the

relationship between flow and pressure at the outlet boundaries can be enforced by coupling the

three-dimensional computational domain with the zero-dimensional, lumped-parameters, or one-

dimensional downstream models [27, 28, 59, 60, 70, 79, 81, 82]. Thus, the interaction between the

computational domain and the downstream models can be imposed through the outflow bound-

ary conditions, which is crucial in obtaining realistic velocity and pressure fields for the modeled

domain.

Among all the choices for outflow boundary conditions, the resistance boundary condition

is considered in our application as suggested in [7, 26, 82]. The general concept of resistance is

to define a constant relationship between mean pressure and flow rate on the outlets, where we

assume the pressure P is a constant over the upstream outlets. The relation P = QR is implicitly
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prescribed on the outflow boundaries, where Q =
∫

Γo
u ·n ds represents the flow rate at the outflow

boundary and R is the measured resistance.

Other than the dependence on the accuracy of the simulation, the integral nature of the

resistance boundary condition plays an interesting role in the convergence and performance of

the Schwarz-type preconditioner. In the Newton-Krylov-Schwarz framework, the linear Jacobian

system is solved by GMRES with a Schwarz preconditioner. The subdomain partition usually

respects the fact that the Jacobian matrix is uniformly sparse and each variable is related through

the function only to the neighboring variables, such as in the case of traction boundary condition.

However, due to the integral nature of the resistance boundary condition, the Jacobian matrix

has a dense block corresponding to all variables on the outlet boundaries. The decomposition of

the global domain into subdomains breaks the integral connection between the variables on the

outflow boundaries. As far as we know, no one has employed the class of overlapping Schwarz

preconditioners to the system with an integral boundary condition. We discuss later in the thesis

the impact of the decomposition of the integral condition on the convergence and the scalability of

the Schwarz preconditioned Jacobian solver.

1.3 Solution algorithms

Depending on the question of how to couple the different physics in the fluid-structure in-

teraction, there are many choices with regard to methods and solvers. In iterative approaches, the

coupled FSI system is solved via the partitioned procedure. The coupled system is first partitioned

into a fluid and structure subsystem. Then the subproblems are iteratively coupled by a partic-

ular choice of transmission conditions on the interface [2, 20, 25, 53]. For many problems, these

partitioned schemes work well and are particularly efficient when the well-validated subproblem

solvers are available. Solving the monolithically coupled problems is a rather challenging task. The

integrated formulation in the approach necessitates a fully coupled solver, precluding the use of

existing fluid and structure solvers. We provide below a brief survey of some recent developments

in solving fully coupled FSI problems related to blood flow simulations, and finally say a few words
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about our fully implicit, monolithic nonlinear solver for the coupled system.

In [77] and references therein, Tezduyar et al. developed a space-time formulation with

a stabilized finite element method for fully coupled FSI problems. In their algorithm, the sta-

bilized formulation is based on the streamline-upwind/Petrov-Galerkin (SUPG) and pressure-

stabilizing/Petrov-Galerkin (PSPG) methods. The proposed methodology was successfully applied

to model blood flows in arteries with aneurysm. In [7], Bazilevs et al. developed a monolithic

isogeometric formulation for blood flow simulations in a patient-specific model of an abdominal

aortic aneurysm using the space-time methods. The so-called isogeometric analysis based on non-

uniform rational B-splines (NURBS) was used to discretize the fully coupled FSI problem in space.

Their work is especially suited to smooth curved boundaries and demonstrates very impressive

results. But the focus of the aforementioned publications was accuracy, with little attention to

computational efficiency and the parallel scalability of the solution algorithms.

Alternatively, least-squares methods were introduced for solving the FSI problems in [14, 15,

37, 38, 47]. In this approach, the entire fluid-structure problem is first reduced to a first-order

system of PDEs, and then solved by the minimization of a functional. The resulting system is

symmetric positive-definite and that is amenable to solution by multigrid methods. But forming

the least-squares functional with these nice characteristics is a difficult task, especially in finding

the right boundary conditions for the new variables.

In a more recent publication [17], Crosetto et al. developed a Newton-Krylov algorithm

together with a class of preconditioners for solving three-dimensional FSI systems, by taking ad-

vantage of the block-structure of a carefully chosen approximate Jacobian system. Their algorithm

shows parallel scalability with hundreds of processors, which is quite good, but to obtain high

resolution solutions on fine meshes, it is necessary to develop coupled algorithms that are scalable

on machines with a much larger number of processors.

In this thesis, we focus on developing a class of parallel Newton-Krylov method with overlap-

ping restricted additive Schwarz preconditioners for solving the fully coupled FSI problems, with

emphasis on robustness and parallel scalability of the algorithms. The Newton-Krylov-Schwarz
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method has been successfully used in solving various problems and shown good parallel scalability,

for example, [34, 44] for fluid dynamics problems, [93] for the atmospheric flow problems, and [5, 6]

for two-dimensional FSI problems. But, as far as we know, little work has been done for solving

the fully implicit, fully coupled, three-dimensional fluid-structure problems.

In our new method, a stabilized finite element method is introduced and validated for the

spatial discretization of the coupled problem and a fully implicit backward difference scheme is

used for the temporal discretization. The resulting discretized system is (1) highly nonlinear be-

cause of the convective term of the Navier-Stokes equations and the dependency of the solution

on the displacement of the moving fluid mesh, and (2) highly unbalanced because of the different

characteristics of the fluid subsystem and the structure subsystem. To handle these nonlinearities,

in [3, 17], some linearization techniques based on a fixed point algorithm were studied, in which

the nonlinear dependence on the moving mesh and/or the convective term is linearized by an ex-

trapolation from the solution of the previous time step. These semi-implicit treatments work well

in most cases. In our implementation, we treat all terms in the system implicitly, which leads to a

much more stable scheme. We use an inexact Newton method to solve the large nonlinear algebraic

system, within which a Krylov subspace method is used to solve the Jacobian systems. Since the

parallel scalability of the solution algorithm is mostly determined by how the Jacobian systems are

solved, the development of an effective and efficient preconditioner is crucial in the fully implicit

solver. In this thesis, we develop a class of monolithic overlapping one-level or two-level additive

Schwarz preconditioner to speed up the convergence of a Krylov subspace method.

1.4 Outline of the thesis

The rest ot this thesis is organized as follows. In Chapter 2, we describe the formulation of

the FSI problem, and the discretization of the coupled problem, both in space and time. In Chapter

3, we present the Newton-Krylov method with one-level and two-level Schwarz preconditioner for

solving the fully coupled nonlinear system. Then in Chapter 4 and Chapter 5, we discuss the

effectiveness of the algorithm by showing some numerical results using different geometries and
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problem sizes, and report the parallel performance of the algorithm. Finally, we provide several

concluding remarks and future work in Chapter 6.



Chapter 2

Mathematical models and discretizations

When blood flows in an artery, the elastic wall deforms in response to the blood pressure

pulse and other possibility external forces, which in turn changes the shape of the fluid domain. As-

suming that blood is an incompressible homogeneous Newtonian fluid, we model the fluid-structure

interaction by using a coupled system of the linear elasticity equation for the artery and the in-

compressible Navier-Stokes equations for the blood flows. To address the moving fluid domain, an

additional field and the corresponding governing equations are introduced for modeling the domain

deformation. In all, the monolithic FSI model is described by three components: the elastic wall

structure, the fluid, and the motion of the fluid domain. In this chapter, we present and discuss

the models we use for the three fields in the fully coupled problem. Then we derive the weak form

of the problem and present the finite element discretization in space and the fully implicit scheme

in time.

2.1 Governing equations—strong form

To model the dynamics of the artery wall and the blood, the constitutive relations of structure

wall and fluid flows are in general described in the Lagrangian and Eulerian framework, respectively.

But in the context of fluid-structure interaction, in order to maintain a Lagrangian description for

the structure wall, we consider to use the arbitrary Lagrangian-Eulerian formulation to represent

the fluid flows on a moving domain. That is, we first perform a Lagrangian step in order to specify

the movement of the fluid domain. Then, we modify the Eulerian description of the fluid equations
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Figure 2.1: Ω0
s is the structure domain in the Lagrangian reference configuration, Ω0

f is the reference
configuration of the fluid domain and Ωt

f represents the moving fluid domain at time t. The inlet
and outlet boundaries for the fluid domain, Γi and Γo, respectively, are fixed and the boundaries
Γs of the structure domain are also fixed at the inlets and outlets. Γtw represents the fluid-structure
interface in current configuration.
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with respect to a time-dependent control volume, so that the physical boundary conditions can be

specified on the moving fluid-structure interface.

Let Ωt = Ωt
f ∪ Ωt

s be the combined fluid subdomain Ωt
f ⊂ R3, and structure subdomain

Ωt
s ⊂ R3 at time t. The initial configuration of the domain is defined as Ω0 = Ω0

f ∪Ω0
s when t = 0.

Γtw = ∂Ωt
f ∩ ∂Ωt

s represents the interface between the fluid and structure subdomains, and Γ0
w is

the corresponding interface in the initial configuration. See Figure 2.1 for a schematic and some

notations.

2.1.1 Structure model

We model the structure problem with a linear elasticity equation, using the Lagrangian frame

of reference. The displacement xs of the structure at the Lagrangian configuration is assumed to

satisfy

ρs
∂2xs
∂t2

+ α
∂xs
∂t
−∇ · σs = fs in Ω0

s, (2.1)

where ρs is the density of the structure, α is a mass-proportional damping parameter, and the

Cauchy stress tensor σs is given by

σs = λs(∇ · xs)I + µs(∇xs +∇xs
T ).

The Lamé parameters λs and µs are properties of the physical material under consideration, which

are related to the Young’s modulus E and the Poisson ratio νs by

λs =
νsE

(1 + νs)(1− 2νs)
, µs =

E

2(1 + νs)
.

In [5, 6], two-dimensional blood flows in compliant arteries were successfully simulated without

the stabilization of the elasticity equation; i.e., α = 0. In other words, the impact of surrounding

tissues is not considered in 2D, and the instability problem does not show up. However, according

to numerical experiments conducted by us and others, in three-dimensional simulations, the blood

flow and the elasticity waves inside the artery may become unstable sometimes, without a carefully
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chosen stability constant α. Following [72, 77], a mass-proportional damping coefficient α is con-

sidered in our formulation to represent the damping effect of the surrounding tissue on the artery.

Other choices concerning the surrounding tissue effects can also be found in [18], which imposes

special boundary conditions on the external artery walls.

As for the boundary conditions, we fix the displacement of the structure on the inlet and

outlets. Such constraints may not be a realistic representation of the physical situation. But since

it is not practical to model the structural characteristics of an entire human body, these conditions

are popular choices for the cut-off boundaries, and have been used in [5, 7, 26]. Also, we use

zero-Neumann conditions on the external boundaries of the structure.

2.1.2 Moving domain description

To model the fluid in the moving domain Ωt
f , we use an arbitrary Lagrangian-Eulerian for-

mulation. Consider an ALE mapping At defined from the reference configuration Ω0
f to the moving

domain Ωt
f :

At : Ω0
f → Ωt

f , x(Y, t) = At(Y), ∀Y ∈ Ω0
f ,

where Y is referred to as the ALE coordinates and x as the Eulerian coordinates. A generic

conservation law defined on a moving domain Ωt
f given by

∂u

∂t
+∇x · F (u) = f

can be written in the ALE form as

∂u

∂t

∣∣∣∣
Y

− ωg · ∇xu+∇x · F (u) = f, (2.2)

where ωg = ∂At/∂t is the velocity of the moving domain and Y indicates that the time derivative

is taken with respect to the ALE coordinates.

To specify the ALE formulation for the FSI problem, we maintain the Lagrangian descrip-

tion for the structure wall, and use it to provide a boundary condition for the movement of the

fluid domain. That is, we assume that the displacement of the fluid domain xf at the reference
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configuration Ω0
f satisfies a harmonic extension of the moving fluid-structure interface,

∆xf = 0 in Ω0
f . (2.3)

Next, we define an ALE mapping At from Ω0
f to Ωt

f :

At : Ω0
f → Ωt

f , At(Y) = Y + xf (Y), ∀Y ∈ Ω0
f , (2.4)

where Y is referred to as the ALE coordinates. In general, the choice of the model for the mov-

ing fluid domain (2.3) is not unique and not based directly on the physics of the FSI problem.

Other choices are available [35, 45]. Based on our experiments, this simple scheme performs well,

maintaining good conditioning of elements even under relatively large deformation.

The boundary condition for this field are fixed zero Dirichlet conditions at the inlet and

outlets of the fluid domain. That is

xf = 0 on Γi ∪ Γo.

In addition, the displacement at the fluid-structure interface Γw are required to follow the movement

of the structure, so that fluid domain deformation matches structure movement.

2.1.3 Fluid model

The incompressible Navier-Stokes equations defined on the moving domain Ωt
f are rewritten

in the ALE form by the generic conservation law (2.2) and the definition of the mapping At (2.4)

as

ρf
∂uf
∂t

∣∣∣∣
Y

+ ρf [(uf − ωg) · ∇]uf −∇ · σf = 0 in Ωt
f ,

∇ · uf = 0 in Ωt
f ,

where ρf is the fluid density, uf is the fluid velocity, σf = −pfI + µf (∇uf +∇uf
T ) is the Cauchy

stress tensor, ωg = ∂xf/∂t is the velocity of the moving domain, and Y indicates that the time

derivative is taken with respect to the ALE coordinates.
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We need to specify the boundary conditions for the fluid equations. On the inlet boundaries

Γi, a given velocity profile is prescribed as a Dirichlet boundary condition. On the outlet boundaries

Γo, the resistance boundary condition is considered. The idea is to use a reduced dimensional model

to represent the downstream vessels and provide boundary condition for the domain of interest

[26, 82, 81]. The resistance is to define a constant relationship between the pressure and the flow

on the outlet boundaries,

pf = RQ = R

∫
Γo

uf · n ds on Γo, (2.5)

where n is the unit outward normal and R is measured resistance. In some cases, we also consider

the zero traction boundary condition at the outlets,

σf · n = (−pf + µf (∇uf +∇uTf )) · n = 0 on Γo. (2.6)

2.1.4 Coupling conditions

In addition to the equations above, three coupling conditions are needed at the fluid-structure

interface. First of all, we require the continuity of the velocities on the interface,

uf =
∂xs

∂t
. (2.7)

Secondly, we require the continuity of the traction forces on the interface,

σs · ns = −σf · nf , (2.8)

where ns, nf are unit normal vectors for the structure and fluid domains. At last, we require

that the motion of the fluid domain follows the structure displacement, so that the structure can

maintain a Lagrangian description,

xf = xs. (2.9)
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To summarize, the strong form of our fully coupled FSI problem is given by

ρs
∂2xs
∂t2

+ α
∂xs
∂t
−∇ · σs = fs in Ωs,

xs = 0 on Γs,

ρf
∂uf
∂t

∣∣∣∣
Y

+ ρf [(uf − ωg) · ∇]uf −∇ · σf = 0 in Ωf (t),

∇ · uf = 0 in Ωf (t),

uf = g on Γi,

pf = RQ = R

∫
Γo

uf · n ds on Γo,

∆xf = 0 in Ω0,

xf = 0 on Γi ∪ Γo,

σs · ns = −σf · nf on Γw,

uf =
∂xs
∂t

on Γw,

xf = xs on Γw.

2.2 Governing equations—weak form

To derive the weak form of the structure equation, we define the variational space of the

structure problem as

X =
{
xs ∈ [H1(Ω0

s)]
3 : xs = 0 on Γs

}
.

Following the standard procedure, we multiply (2.1) by a test function φs and integrate over the

domain to get,

ρs

∫
Ω0
s

∂2xs
∂t2

· φs dΩ + α

∫
Ω0
s

∂xs
∂t
· φs dΩ−

∫
Ω0
s

(∇ · σs) · φs dΩ =
∫

Ω0
s

fs · φs dΩ

Integrating by parts on the third term of the above equation, we have∫
Ω0
s

(∇ · σs) · φs dΩ =
∫

Γ0
w

φs · (σs · ns) ds−
∫

Ω0
s

a(φs) ·Da(xs) dΩ (2.10)
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where

a(u) =



∂u1
∂x

∂u2
∂y

∂u3
∂z

∂u2
∂z + ∂u3

∂y

∂u1
∂z + ∂u3

∂x

∂u1
∂y + ∂u2

∂x


, D =



λs + 2µs λs λs 0 0 0

λs λs + 2µs λs 0 0 0

λs λs λs + 2µs 0 0 0

0 0 0 µs 0 0

0 0 0 0 µs 0

0 0 0 0 0 µs


.

Here u = (u1, u2, u3)T and D is a matrix of constant that describe the material properties of the

structure, which are related to the Lamé parameters λs and µs. Hence the Cauchy stress tensor σs

can be given by

σs = Da(xs).

It is also important to emphasize that the coupling condition (2.8) is implicitly enforced as part of

(2.10) by the relation ∫
Γ0
w

φs · (σs · ns) ds+
∫

Γtw

φf · (σf · nf ) ds = 0, (2.11)

where the test function φf is defined below.

As a result, the corresponding weak form of the structure problem is stated as follows: Find

xs ∈ X such that ∀φs ∈ X,

Bs(xs, φs;σf ) = 0,

with

Bs(xs, φs;σf ) = ρs

∫
Ω0
s

∂2xs
∂t2

· φs dΩ + α

∫
Ω0
s

∂xs
∂t
· φs dΩ +

∫
Ω0
s

a(φs) ·Da(xs) dΩ (2.12)

+
∫

Γtw

φf · (σf · nf ) ds−
∫

Ω0
s

fs · φs dΩ.

The variational spaces of the fluid subproblem are time dependent, and the solution of the

structure subproblem provides an essential boundary condition for the fluid subproblem by (2.7).
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We define the trial and weighting function spaces as

V =
{
uf ∈ [H1(Ωt

f )]3 : uf = g on Γi,uf = ∂xs/∂t on Γwt
}
,

V0 =
{
uf ∈ [H1(Ωt

f )]3 : uf = 0 on Γi ∪ Γwt
}
,

P = L2(Ωt
f ).

The weak form of the fluid problem reads as follows: Find uf ∈ V and pf ∈ P such that ∀φf ∈ V0

and ∀ψf ∈ P ,

Bf ({uf ,pf}, {φf , ψf};ωg) = 0

with

Bf ({uf ,pf}, {φf , ψf};ωg) = ρf

∫
Ωft

∂uf
∂t

∣∣∣∣
Y

· φf dΩ−
∫

Ωft

pf (∇ · φf ) dΩ

+ ρf

∫
Ωft

[(uf − ωg) · ∇] uf · φf dΩ + 2µf

∫
Ωft

ε(uf ) : ε(φf ) dΩ (2.13)

+
∫

Ωft

(∇ · uf )ψf dΩ +
∫

Γo

(σf · n) · φf ds.

Here ε(uf ) = (∇uf + ∇uTf )/2. The last term in (2.13), which represents the contribution of the

resistance boundary condition on the outlet Γo, can be rewritten as∫
Γo

(σf · n) · φf ds = −
∫

Γo

(
R

∫
Γo

uf · n ds

)
φf · n ds+ 2µf

∫
Γo

φf · ε(uf ) · n ds (2.14)

thanks to the relation (2.5). If the zero-traction boundary condition is considered, the last term in

(2.13) can be omitted. We remark that the fluid problem couples the fluid domain displacement

xf through the term ωg and the integration domain, and connects to the structure velocity ∂xs/∂t

by the coupling condition (2.7).

The weak form of the domain movement problem reads as follows: Find xf ∈ Z such that

∀φm ∈ Z0,

Bm(xf , φm) = 0,
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with

Bm(xf , φm) =
∫

Ω0
f

∇xf : ∇φm dΩ, (2.15)

where the variational spaces are defined as

Z = {xf ∈ [H1(Ω0
f )]3 : xf = xs on Γ0

w,xf = 0 on Γi ∪ Γo},

Z0 = {xf ∈ [H1(Ω0
f )]3 : xf = 0 on Γi ∪ Γo ∪ Γ0

w}.

2.3 Spatial discretization

We discretize the weak problem in space with a conforming finite element method. All the

spatial discretization is done with tetrahedral finite elements. The mesh is generated in a way

so that the interface between the fluid and structure is aligned with the mesh; see Figure 2.2.

In other words, the interface does not cut through any elements. But such a restriction is not

followed later when we partition the mesh to define the domain decomposition solver. Moreover,

with this conforming discretization at the fluid-structure interface, no special interpolation scheme

is necessary to move information between fluid and structure. The finite element subspaces we

considered consists of quasi-uniform unstructured P1 − P1 stabilized elements for the fluid, P1

elements for the structure, and P1 elements for the fluid domain motion. In the remainder of this

section, we denote the finite element subspaces Xh, Vh, Vh,0, Ph, Zh, Zh,0 as the counterparts of

their infinite dimensional subspaces.

2.3.1 Stabilized finite element method

The finite element approximation of weak forms for the structure (2.12) and fluid domain

motion (2.15) is straight forward. But since the discretization of the fluid problem in the ALE

framework involves the discrete form of fluid domain motion, the finite element approximation of

weak form (2.13) needs more work. Suppose T h,0f is the given unstructured tetrahedral mesh of the

reference fluid configuration Ω0
f . The mesh T h,tf of the current configuration Ωt

f is defined through

the discrete ALE mapping At, where T h,tf = At(T h,0f ). In our implementation, the discrete ALE
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mapping comes from the equation of fluid domain movement, which is defined as an harmonic

extension of the moving fluid-structure interface.

To discretize the incompressible Navier-Stokes equations, the standard Galerkin method is

well known to be unstable for two reasons. The first is due to the numerical instabilities that might

be encountered when we have high Reynolds number and strong boundary layers. The second is

the pressure stability related to the limitation of the choices of the finite element interpolations

used to approximate the velocity and pressure fields. The latter issue requires the pair of finite

element subspaces Vh and Ph to satisfy the LBB inf-sup condition:

inf
qh∈Ph

sup
uh∈Vh

∣∣∫
Ω∇ · uhqh dΩ

∣∣
‖uh‖H1 ‖qh‖L2

≥ β,

where the constant β is independent of the discretization size h. For example, the Taylor-Hood finite

element Pk − Pk−1 is one of the famous inf-sup stable pairs. That is, the velocity is approximated

by the polynomial of degree k, while the pressure is approximated by polynomial of degree k − 1.

On the other hand, in the case of equal-order interpolation (e.g P1 − P1 pair), an alternative is

to use the stabilized methods to circumvent the limit of LBB inf-sup condition by modifying the

variational formulation. Typical stabilization techniques include the streamline-upwind/Petrov-

Galerkin (SUPG) [9, 29], Galerkin-least-squares (GLS) [41] and the orthogonal subgrid scales (OSS)

[16] formulations to name a few.

Among all the possible choices, we consider the SUPG based stabilization formulation, where

additional stabilization terms are used in the formulation with equal-order interpolation of the

velocity and the pressure as described in [75, 86]. The semi-discrete stabilized finite element for-

mulation for the fluid problem reads as follows: Find uf ∈ Vh and pf ∈ Ph, such that ∀φf ∈ Vh,0

and ∀ψf ∈ Ph,

B ({uf , pf} , {φf , ψf} ;ωg) = 0,
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with

B({uf , pf} , {φf , ψf} ;ωg)

=Bf ({uf , pf} , {φf , ψf} ;ωg) +
∑

K∈T h,tf

(∇ · uf , τc∇ · φf )K

+
∑

K∈T h,tf

(
∂uf
∂t

∣∣∣∣
Y

+ (uf − ωg) · ∇uf +∇pf , τm ((uf − ωg) · ∇φf +∇ψf )
)
K

+
∑

K∈T h,tf

(uf · ∇uf , φf )K +
∑

K∈T h,tf

(uf · ∇uf , τbuf · ∇φf )K ,

where T h,tf = {K} is the given unstructured tetrahedral fluid mesh, and uf is the conservation-

restoring advective velocity introduced in [75],

uf = −τm
(
∂uf
∂t

∣∣∣∣
Y

+ (uf − ωg) · ∇uf +∇pf
)
.

The stabilization parameters τm, τc, and τb are defined as in [7] and similar stabilization parameters

are used in [26, 85] for some problems defined on a fixed mesh, where

τm =
1√

4
∆t2

+ (uf − ωg) ·G(uf − ωg) + 36
(
µf
ρf

)2
G : G

,

τc =
1

8τmtr(G)
,

τb =
1√

uf ·Guf
.

Here, Gij =
∑3

k=1
∂ξk
∂xi

∂ξk
∂xj

denotes the covariant metric tensor, which may be identified with the

element length scale [85], and ∂ξ
∂x represents the inverse Jacobian of the mapping between the

reference and the physical domains. The term 4/∆t2 in τm is important only for time dependent

problems, and is dropped for steady-state computations.

2.3.2 Semi-discrete fully coupled problem

We form the finite dimensional fully coupled FSI problem as follows: Find xs ∈ Xh, uf ∈ Vh,

pf ∈ Ph and xf ∈ Zh such that ∀φs ∈ Xh, ∀ϕs ∈ Xh, ∀φf ∈ Vh,0, ∀ψf ∈ Ph, and ∀φm ∈ Zh,0,

Bs(xs, φs;σf ) +B({uf , pf}, {φf , ψf};ωg) +Bm(xf , φm) = 0, (2.16)



23

Figure 2.2: Example finite element mesh for the fluid-structure interaction problem (top). The
mesh is generated so that the interface between the fluid and structure is aligned with the mesh.
The elements of the fluid (bottom left) and the elements of the structure (bottom right) conform
on the interface.
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where the the discrete versions of coupling conditions (2.7) and (2.9) are enforced directly at each

time step. That is the certain degrees of freedom are set to be equal to each other at the fluid-

structure interface. While the traction coupling condition (2.8) is prescribed in the boundary term

of Bs as described in (2.12).

Let {ϕi}i∈Is be the finite element basis functions for Xh. We write the finite element approx-

imation xs of the structure displacement as

xs =
∑
i

xi(t)ϕi(x).

Using this approximation, the algebraic form of the first term Bs in (2.16) becomes

Ms
∂2xs
∂t2

+ αMs
∂xs
∂t

+Ksxs + Fs = 0 (2.17)

Here, we denote the vector of coefficients (xj) as xs, and the matrices Ms and Ks are defined as

follows

(Ms)ij = ρs

∫
Ω0
s

ϕj · ϕi dΩ,

(Ks)ij =
∫

Ω0
s

a(ϕj) ·Da(ϕi) dΩ.

The Fs term in (2.17) represents the body and surface forces,

(Fs)i =
∫

Γtw

(σf · nf ) · φi ds−
∫

Ω0
s

fs · φi dΩ. (2.18)

Note that the σf · nf in the above equation comes from the weak formulation of the coupling

condition (2.11) on the fluid-structure interface, which acts as a force on the structure boundary.

Discretization of such force requires integration of the appropriate fluid terms on the fluid-structure

interface. Let φi and ψi be the finite element basis of the fluid velocity and pressure, respectively.

We have

σf · nf = −

∑
j

pjψj

nf + 2µf

∑
j

ujε(φj)

 · nf .
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Then the equation (2.18) can be rewritten as

(Fs)i =−
∑
j

pj

(∫
Γtw

(ψjnf ) · φi ds

)
+ 2µf

∑
j

uj

(∫
Γtw

(ε(φj) · nf ) · φi ds

)

−
∫

Ω0
s

fs · φi dΩ.

On the other hand, let {ξi}i∈If be be the finite element basis for Zh. We write the finite

element approximations xf of the fluid domain displacement as

xf =
∑
j

xj(t)ξj(x).

Using this approximation, the algebraic form of the third term Bm in (2.16) becomes

Kmxf = 0, (2.19)

where xf = (xj) and the matrix Km is introduced as

(Km)ij =
∫

Ω0
f

ξj · ξi dΩ.

As for the discretization for the fluid problem, we denote {φi}i∈If and {ψi}i∈If as the finite

element basis functions for Vh and Ph, respectively. The finite element approximations uf and pf

are defined as

uf =
∑
i

ui(t)φi(x, t), pf =
∑
i

pi(t)ψi(x, t),

where φ and ψ depend on t because of the moving ALE mesh. Moreover, we denote the discrete

vector of coefficient uf = (ui), and pf = (pi).

First, to consider the time derivative in the ALE framework of uf , we have

∂uf
∂t

∣∣∣∣
Y

=
∑
i

(
uj

∂φi
∂t

∣∣∣∣
Y

+
dui
dt

∣∣∣∣
Y

φi

)
=
∑
i

dui
dt
φi,

by the definition of the ALE derivative

∂φi
∂t

∣∣∣∣
Y

=
∂φ̂i
∂t

= 0,
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where φ̂i is defined as a basis function on the time-invariant reference configuration Ω0
f .

Then, the algebraic form of the second term B in (2.16) becomes

Mf (uf ;ωg)
duf
dt

+Nf (uf ; uf ;ωg)uf −QTf (uf ;ωg)pf + Ff = 0 (2.20)

Sf (uf ;ωg)
duf
dt

+Qf (uf ;ωg)uf +Rf (uf ;ωg)pf = 0 (2.21)

where

(Mf (uf ;ωg))ij = ρf

∫
Ωtf

φj · φi dΩ +
∑

K∈T h,tf

∫
K
φj · (τm(uf − ωg) · ∇φi) dΩ,

(Nf (uf ; uf ;ωg))ij = ρf

∫
Ωft

[(uf − ωg) · ∇]φj · φi dΩ + 2µf

∫
Ωft

ε(φj) : ε(φi) dΩ

+
∑

K∈T h,tf

∫
K

((uf − ωg) · ∇φj) · (τm(uf − ωg) · ∇φi) dΩ

+
∑

K∈T h,tf

∫
K

(∇ · φj) · (τc∇ · φi) dΩ +
∑

K∈T h,tf

∫
K

(uf · ∇φj) · φi dΩ

+
∑

K∈T h,tf

∫
K

(uf · ∇φj) · (τbuf · ∇φi) dΩ,

(Qf (uf ;ωg))ij =
∫

Ωft

(∇ · φj)ψi dΩ +
∑

K∈T h,tf

∫
K
τm ((uf − ωg) · ∇φj) · ∇ψi dΩ,

(Sf (uf ;ωg))ij =
∑

K∈T h,tf

∫
K
φj · (τm∇ψi) dΩ,

(Rf (uf ;ωg))ij =
∑

K∈T h,tf

∫
K
∇ψj · (τm∇ψi) dΩ,

(Ff )i =
∫

Γo

(σf · n) · φi ds.

Here, the last term Ff in the above derivation represents the contribution of surface integral on the

outlet boundaries. When the resistance boundary condition is considered on Γo, we have

(Ff )i = −
∑
j

uj

(∫
Γo

φj · n ds

)(
R

∫
Γo

φi · n ds

)
+ 2µf

∑
j

uj

∫
Γo

φi · ε(φj) · n ds,

by the relation (2.14). In this case, the pressure and velocity on the boundary become unknown

solution variables, which are enforces as an implicitly coupled boundary condition.
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Since we model the fluid in the ALE framework, the integration domain in (2.20) and (2.21)

depends implicitly on the fluid mesh displacement xf . So that the operators Mf , Nf , Qf , Sf

and Rf all depend on xf implicitly through the time-dependent integration domain. In addition,

Mf , Nf , Qf also depend on xf explicitly through the mesh velocity term ωg that appears in

the formulation. Furthermore, the operators Mf , Nf , Qf , Sf and Rf have dependence on the

fluid velocity uf . Such nonlinear dependence first come through the convective term directly, and

then through the stabilization parameters τm, τc, τb implicitly. Lastly, Nf also depends on the

conservation-restoring advective velocity uf , which will introduce further nonlinear dependence to

uf , pf and xf .

To conclude this section, we remark that the finite element formulations for each of the three

subproblems have been validated. One of the goals of the thesis is to validate, through numerical

experiments, the correctness of the coupled formulation, including all three components, as well as

the coupling conditions. The second goal of the thesis is to develop an algorithm for solving the

discretized system.

2.4 Fully implicit time discretization

Our time discretization for the fully coupled FSI problem is fully implicit. In the FSI system,

the governing equations of the fluid problem is first-order in time, while the elasticity equation

of the structure problem is second-order in time. By introducing the structure velocity ẋs as an

additional unknown variable, we first reduce the second-order equation (2.17) to a first-order system

of equations as in [31]

∂xs
∂t
− ẋs = 0,

Ms
∂ẋs
∂t

+ αMsẋs +Ksxs + Fs = 0.
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Then, denote the vector of unknowns that includes both the structure displacement and velocity

as

ys =

 xs

ẋs

 ,

we write the first-order system of equation in the matrix form as I 0

0 Ms

 ∂ys
∂t

+

 0 −I

Ks αMs

 ys +

 0

Fs

 =

 0

0

 .

Therefore, we have the semi-discrete form of the entire monolithically coupled system (2.16) as

M
dy

dt
+Ky + F = 0 (2.22)

with

y =



uf

pf

xf

xs

ẋs


, M =



Mf (uf ;ωg) 0 0 0 0

Sf (uf ;ωg) 0 0 0 0

0 0 0 0 0

0 0 0 I 0

0 0 0 0 Ms


, F =



Ff

0

0

0

Fs


.

K =



Nf (uf ; uf ;ωg) −QTf (uf ;ωg) 0 0 0

Qf (uf ;ωg) Rf (uf ;ωg) 0 0 0

0 0 Km 0 0

0 0 0 −I 0

0 0 0 Ks αMs


.

By using the same time-stepping scheme for both the fluid and the structure, the semi-discrete

system (2.22) is further discretized in time with a second-order backward differentiation formula

(BDF2). That is, for a given semi-discrete system

dy

dt
= L(y),
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the BDF2 scheme

yn − 4
3
yn−1 +

1
3
yn−2 =

2∆t
3
L(yn)

is employed for the time integration, where yn represents the value of y at the nth time step with a

fixed time step size ∆t. This temporal discretization scheme is fully implicit. At each time step, we

obtain the solution yn = (uf , pf , xf , xs, ẋs) at the nth time step from the previous two time steps

by solving a sparse, nonlinear algebraic system

Fn(yn) = 0, (2.23)

with

Fn(yn) = M

(
yn − 4

3
yn−1 +

1
3
yn−2

)
+

2∆t
3
Kyn +

2∆t
3
F. (2.24)

Here, yn corresponds to the nodal values of the fluid velocity uf , the fluid pressure pf , the fluid

mesh displacement xf , the structure displacement xs and the structure velocity ẋs at the nth time

step. For simplicity, we ignore the script n in (2.23) for the rest of the thesis. Note that the

discretization of the fluid problem in the ALE framework includes the mesh velocity ωg, which also

needs to be discretized in time. We calculate the mesh velocity by using the first order divided

differences of the mesh displacement at each time step, that is

ωg =
xnf − x

n−1
f

∆t
.

Though written in the algebraic form (2.23), the operators M and K in (2.24) are in fact

depend on the current solution, therefore, are nonlinear. Since our time discretization scheme

is fully implicit, all the terms of the equations are treated implicitly. As a result, F is highly

nonlinear, where the nonlinearities come from the convective term of the Navier-Stokes equations,

the stabilization terms, and the dependency on the displacement of the moving fluid mesh as

shown in Section 2.3.2. In some recent publications, certain linearization techniques based on

fixed point algorithms are sometimes considered in the time discretization [3, 17], in which the

nonlinear dependence on the moving mesh or the convective term are linearized by extrapolating
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the information from the previous time step. Such semi-implicit time discretizations are good in

most situations, but may not be stable when the time step size is large. The fully implicit approach

is more stable and more robust, but the corresponding nonlinear systems are quite difficult to

solve because of the different characteristics its components have. In the fluid part of F , there

are 4 unknowns per mesh point; in the structure part, there are 6 unknowns per mesh point; and

in the moving mesh part, there are 3 unknowns per mesh point. The equations for the fluid is

time dependent, nonlinear parabolic-like; the equations for the structure are time dependent, linear

hyperbolic-like; and the equations for the moving mesh are elliptic type. The equations for the

interface conditions are enforced implicitly as part of the system. The stiffness of the system is

different in the fluid part and the structure part of the computational domain, depending on the

viscosity coefficient of the flow and the wall.



Chapter 3

A monolithic nonlinear solver for the coupled system of equations

3.1 Overview of Newton-Krylov-Schwarz methods

In this chapter, we introduce a class of overlapping domain decomposition methods for solving

the coupled multi-physics system (2.23). The method is well studied for each individual component

of the problem, namely, the incompressible Navier-Stokes equation [43, 44], the linear elasticity

equation [49], and the elliptic moving mesh equation [11]. In recent papers [5, 6], it was extended to

the coupled system in two-dimensional space; here, we further extend it to a full three-dimensional

problem. To design an algorithm for (2.23) that is highly scalable in terms of the total compute

time, many important factors need to be taken into consideration. The basic components of the

algorithm are not new, but to arrive at the best combination, we consider not only the properties of

the nonlinear system, the properties of the domain decomposition methods, but also the software

and hardware of our computational environment. In this work, one of the main ideas is the tight,

monolithic coupling between fluid and structure. We use a Newton-Krylov-Schwarz algorithm to

solve the fully coupled FSI system. In the Newton-Krylov-Schwarz approach, the nonlinear system

(2.23) is solved via the inexact Newton method [21, 22]. That is, at each Newton step the new

solution x(k+1) is obtained from the current solution x(k) by

x(k+1) = x(k) + θ(k)s(k),

where the step length θ(k) is determined by a cubic line search technique [19]. The Newton correction

s(k) is approximated by solving a right-preconditioned Jacobian system with a Krylov subspace
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method, GMRES [66]

JkM
−1
k Mks

(k) = −F
(
x(k)

)
, (3.1)

where Jk is the Jacobian matrix evaluated at x(k) and M−1
k is a one-level or two-level additive

Schwarz preconditioner. Within the inexact Newton method, the accuracy of the solution to the

Jacobian system is controlled by the forcing term ηk to ensure

||JkM−1
k Mks

(k) + F
(
x(k)

)
|| ≤ ηk||F(x(k))||.

Note that, a flexible version of GMRES (fGMRES) [65] has to be used if the preconditioner changes

during the GMRES iterations. This happens when the coarse problems in a two-level preconditioner

are solved iteratively.

3.2 Evaluation of Jacobian

In Newton-Krylov methods, Newton methods can be implemented with or without the explicit

form of the Jacobian matrix. Since the Jacobian is only needed in the form of matrix-vector

multiplications, this can be done approximately in a matrix-free approach [50] using

J(x)y ≈ F(x+ εy)−F(x)
ε

,

where ε is small. In our method, we do not take the matrix-free approach because the explicit form

of the Jacobian is required in constructing the preconditioner. The evaluation of the Jacobian of the

fully coupled system is non-trivial, especially for three-dimensional problems, as most researchers

choose to approximate the Jacobian by ignoring certain terms. The difficulty lies in the evaluation

of the cross derivatives; e.g., the derivatives of the fully coupled system with respect to the mesh

movement. One solution is to use a finite difference approximation to calculate the cross derivatives

[36], but such approximation is required at each Newton iteration and may drastically increase the

overall compute time. Another solution is to use a computationally inexpensive approximation of

the Jacobian [32], but this may deteriorate the overall convergence. In our implementation, we
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compute the Jacobian analytically, including all those cross derivatives. There are 66 derivatives

at some of the grid points, so the task of hand-calculating these derivatives is time-consuming.

However, this is a worthwhile exercise since it saves many Newton iterations, and provides a better

preconditioner for the Jacobian systems. We remark that the robustness of Newton method is often

not guaranteed when the Jacobian is approximately computed.

3.3 One-level restricted additive Schwarz preconditioner

A critically important component of the overall solver is the preconditioner, without which

the iterative Jacobian solver (3.1) would not converge well and, as a result, the outer inexact

Newton may not converge well either. To define the one-level Schwarz preconditioner, we first

partition the finite element mesh Th, constructed for the initial configuration, into non-overlapping

subdomains Ωh
` , ` = 1, . . . , N , where the number of subdomain N is always the same as the number

of processors np. The partition is element-based, and does not distinguish if an element is a fluid

or a structure element, etc. The degrees of freedom defined at a mesh point are taken into account

to ensure load balancing; i.e., each subdomain has more or less the same number of unknowns.

Then each subdomain Ωh
` is extended to an overlapping subdomain Ωh,δ

` ; see Figure 3.1. Here, δ

is an integer indicating the level of overlap. We assume that the boundary ∂Ωh
` does not cut any

elements of Th and the union of Ωh
` covers the entire mesh Th. In addition, the extension of the

non-overlapping subdomains also respects element boundaries, so that each Ωh
` and Ωh,δ

` consists

of an integral number of elements. We remark that the decomposition of the mesh is completely

independent of which physical variables are defined for a given mesh point. A subdomain may

contain both fluid and structure elements. Another criterion of the partition is to minimize the

edge cuts for the purpose of saving communication cost.

On each subdomain Ωh,δ
` , we decompose the boundary ∂Ωh,δ

` into the physical boundary ΓP`

and the artificial boundary ΓA` , where ΓA` = ∂Ωh,δ
` \ ΓP` . On ΓP` , we impose the corresponding

physical boundary conditions according to the model, while on ΓA` we assume the homogeneous

Dirichlet boundary conditions for all variables. The well-posedness of the boundary condition is
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Figure 3.1: Sample partition of the domain into 4 subdomains by using ParMETIS. The fluid ele-
ments and structure elements are marked with different colors. The top figure shows the partition
into non-overlapping subdomains, and the bottom represents a corresponding partition into over-
lapping subdomains with δ = 2. The shaded elements in blue and green represent the corresponding
fluid elements and structure elements extended from the non-overlapping subdomains.
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not known, but numerical experiments suggest that the setup is acceptable, at least for the class

of problems under consideration. We define the solution space Sh as

Sh = {(uf , pf , xf , xs, ẋs) : uf ∈ Vh, pf ∈ Ph, xf ∈ Zh, xs ∈ Xh, ẋs ∈ Xh},

and the subdomain solution space Sh,δ` as

Sh,δ` = {(uf , pf , xf , xs, ẋs) : uf ∈ Vh ∩ [H1(Ωh,δ
` )]3, uf = 0 on ΓA` ;

pf ∈ Ph ∩ L2(Ωh,δ
` ), pf = 0 on ΓA` ;

xf ∈ Zh ∩ [H1(Ωh,δ
` )]3, xf = 0 on ΓA` ;

xs ∈ Xh ∩ [H1(Ωh,δ
` )]3, xs = 0 on ΓA` ;

ẋs ∈ Xh ∩ [H1(Ωh,δ
` )]3, ẋs = 0 on ΓA` }.

Let R` : Sh → Sh,δ` be a restriction operator, which returns all degrees of freedom associated

with the subspace Sh,δ` . We define a subdomain Jacobian by B` = R`JkR
T
` , which is a restriction of

the Jacobian matrix to the subdomain Jk. The one-level restricted additive Schwarz preconditioner

is given by

M−1
one =

N∑
`=1

(R0
` )
TB−1

` R`, (3.2)

where R0
` is the restriction to the degrees of freedom in the non-overlapping subdomain Ωh

` . In

the restricted additive Schwarz preconditioner [11], the overlapping regions between the overlapping

subdomains are used to provide information to the subdomain solve, but the results of computation

in the overlapping regions are not considered in the prolongation procedure in order to reduce the

communication cost when implemented on parallel computers.

3.3.1 Subdomain solver

On each subdomain, sparse LU factorization based direct methods can be used to solve

the subdomain Jacobian system. But LU factorization can be computationally expensive if the

subdomain problem is large, which often happens when the number of processors is relatively small.
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To improve the efficiency of such factorization, we replace it with some versions of incomplete LU

factorization. There are two types of ILU factorizations. The popular pointwise ILU works well for

matrices arising from scalar partial differential equations, but sometimes fails to work for coupled

multi-physics problems. We choose to use some point-block versions of ILU as the subdomain solve,

where we group all physical components associated with a mesh point as a block. By using the

point-block version, we can considerably improve the robustness of the subdomain preconditioner,

and at the same time improve the cache performance of the computation. In implementation, the

inverse of the small point-block matrix on the diagonal of the large matrix is computed exactly

before the ILU factorization is carried out.

3.4 Some theory of Schwarz methods

The convergence theory for one-level and two-level Schwarz methods is very well developed

for elliptic problems; see [68, 78]. In particular, for elliptic systems with sufficient shape regularity,

the condition number κ of the preconditioned operator satisfies

κ ≤ C(1 +H/δ)
H2

for the one-level preconditioner and

κ ≤ C(1 +H/δ)

for the two-level preconditioner, where H is the subdomain diameter, δ is the overlap size, and

the constant C is independent of H, δ and the discretization size h. The factor 1/H2, which is

proportional to the number of subdomains, in the one-level method indicates that the precondi-

tioning effect becomes weaker and the number of iteration increases as we increase the number

of processors. The two-level method is often preferred in order to remove the dependency of the

number of iterations on the number of processors.

In the case of time-dependent parabolic problems, the condition number in the one-level

precondtioners remains bounded as long as the time step is not too large. The condition number
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of the preconditioned operator acts like

κ ≤ C
(

1 +
∆t
Hδ

)
for the parabolic one-level ASM with overlap [10]. In addition, for the time-dependent scalar

hyperbolic time-dependent case, it is known that the condition number can be made independent

of h, H, and ∆t if the overlap is sufficient [87].

Since our problem is a complicated system of mixed type, it is not clear how much of the

preceding theory applies. In practice, we do see that the number of linear iterations increases as

we increase the number of subdomains for the one-level method [90, 91]. Although this increase

is not as great as the elliptic theory predicts, the scaling of our problem is still not so nice as the

number of subdomains increases. As an attempt to fix this, and also to reduce the number of linear

iterations more generally, we have implemented the two-level methods, which we will say more in

the next section.

3.5 Two-level Schwarz preconditioner

The basic idea of the two-level Schwarz method is to include a coarse mesh in the precondi-

tioner, in order to facilitate exchange of information between different subdomains. For example, if

the global problem is partitioned into N subdomains, then in the one-level method it might takes N

iterations for information to get from a subdomain to the one that located farthest away. Including

a coarse space in the preconditioner allow the transfer of this information in a single iteration.

3.5.1 Interpolation and restriction

To formally define the hybrid two-level Schwarz preconditioner, we first need to specify the

choice of the coarse mesh and the partition based on that. In our setting, the fine mesh does not

have to be a refinement of the coarse mesh. And the coarse mesh inherits the partition of the fine

mesh; see Figure 3.2 for an example. The information exchange between the coarse and fine meshes

is through the coarse-to-fine interpolation matrix IhH . The construction of the interpolation matrix
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IhH is based on finite elements. For each degree of freedom vi on the fine mesh, it is extrapolated

from the coarse mesh by

vi ≈ (IhHv
H)i =

∑
j

vHj φ
H
j (xi), (3.3)

where xi is the coordinates associated with the degree of freedom vi on the fine mesh, vH is a

function on the coarse mesh, and φHj is the finite element basis function of the jth degree of

freedom on the coarse mesh. With an unstructured mesh, it may occasionally happen that a fine

mesh point is not contained within any coarse element. In this situation, interpolation is done on

the closest coarse element.

In our simulation, the fluid mesh deforms through the fluid-structure interaction, so the

interpolation matrix should be updated at each time step. But, since we do not have explicit access

to the basis function φj on an unstructured mesh, the calculation of the basis function is costly.

For simplicity, we construct the interpolation matrix only based on the reference configuration.

3.5.2 Parallel implementation

We employ a hybrid two-level preconditioner, defined by combining the coarse-level precon-

ditioner M−1
H and the fine-level preconditioner M−1

h multiplicatively:

M−1
two =M−1

h +M−1
H +M−1

h −M
−1
h JhM

−1
h (3.4)

−M−1
h JhM

−1
H −M

−1
H JhM

−1
h +M−1

h JhM
−1
H JhM

−1
h ,

where Jh is the Jacobian matrix obtained on the fine mesh. We choose the fine-level preconditioner

M−1
h as the one-level restricted additive Schwarz preconditioner given in (3.2). On the coarse-

level, the preconditioning M−1
H = IhHJ

−1
H (IhH)T is constructed by solving a smaller linear system

associated with the coarse Jacobian matrix JH .

More precisely, the application of the two-level hybrid Schwarz preconditioner y = M−1
twox is

obtained in the following three steps: we first apply the fine-level preconditioner,

y =

(
N∑
`=1

(R0
` )
TB−1

` R`

)
x; (3.5)
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Figure 3.2: Example partitions of the fine mesh and the coarse mesh of a pulmonary artery by
using ParMETIS. The fluid element and structure elements are marked with different colors. The
left figure shows the partition of the fine mesh, and the right represents a corresponding partition of
the coarse mesh. The elements of a coarse subdomain are assigned to the corresponding processor
that contains the fine mesh elements from the same subdomain.
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next, we update the solution by adding the coarse-level correction,

y = y + IhHJ
−1
H (IhH)T (x− Jhy); (3.6)

and finally, we apply the fine-level preconditioner one more time,

y = y +

(
N∑
`=1

(R0
` )
TB−1

` R`

)
(x− Jhy). (3.7)

Note that in the cascade multigrid approach, the operation (3.5) can be omitted before the coarse

mesh preconditioning (3.6). We define the cascade two-level Schwarz precondition as

M−1
cas = M−1

H +M−1
h −M

−1
h JhM

−1
H . (3.8)

The cascade type of two-level preconditioners has been successfully employed in many application,

including shallow water equations [92] and 2D FSI problems [6]. But in the case of 3D FSI prob-

lems, our experiments suggest that there is a benefit to include the second swipe of the one-level

preconditioner to the preconditioner as in (3.4).

3.5.3 Coarse-level solver

The coarse-level preconditioning by M−1
H = IhHJ

−1
H (IhH)T requires solving a linear system

on the coarse mesh, which is often computationally costly if the linear system is solved directly.

Therefore, we solve the coarse problem the same way we solve the fine problem. That is we

solve the linear problem iteratively by using GMRES with a one-level restricted additive Schwarz

preconditioner, with the same number of subdomains as in the fine mesh. Using the full parallel

collective in solving the coarse problem efficient use of the parallel computers. But one potential

disadvantage is the large number of subdomains on the coarse space, which could lead to the

same ill-conditioning problem that the one-level methods have. In practice, the coarse problem

is usually easy enough to solve and the overlap can be made sufficiently large to overcome this

difficulty. Another possible solution is to reduce the number of subdomains used in coarse level

preconditioner and let the rest of processors sit idle during the coarse solve, but this is not most
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efficient in the use of the parallel machine. A more sophisticated solution would be to add more

levels to the preconditioner as in [55, 92].



Chapter 4

2D FSI simulations with resistance boundary condition

In this chapter, we study the application of our solver to the two-dimensional FSI model

with resistive outflow boundary conditions. Although not completely physically realistic for blood

flow simulation, this simplified 2D problem maintains most of the mathematical aspects of the

fully coupled FSI problem with the integral type resistive outflow boundary conditions. Therefore

it is a worthwhile test case before moving to full three-dimensional simulation. In the following,

we first study the impact of the resistance outflow boundary conditions on the accuracy of the

hemodynamic prediction. We then investigate the numerical behavior and parallel performance of

the Schwarz preconditioners with this integral type resistive boundary conditions.

Since a two-dimensional problem is considered in this chapter, we rewrite the solid momentum

equation (2.1) to include the γ term, which is used to represent a radially symmetric artery in two

dimensions [3, 58]:

ρs
∂2xs
∂t2

+ α
∂xs
∂t
−∇ · σs + γxs = fs in Ω0

s.

We use the finite element method to discretize the 2D fully coupled fluid-structure problem in space,

with mixed Q2 − Q1 elements for the fluid and Q2 elements for the structure. And we discretize

in time with the second order implicit trapezoid rule. Detailed derivations of this 2D fully coupled

problem with resistive boundary conditions including the weak formulation and discretizations can

be found in [88, 89].
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Figure 4.1: The setup of the 2D straight tube problem and the inlet flow rate from clinical data
with a polynomial fitting.

4.1 Impact of different outflow boundary conditions

4.1.1 2D straight tube

We first study the application of our method to a two-dimensional model of the artery with

a simple geometry. The model consists of a straight tube of 20 cm in length and 2 cm in diameter,

and the artery wall is 0.2 cm in thickness. For the inlet, we prescribe a pulsatile periodic flow

wave,1 with a period T of 0.6 s, mapped to a uniform velocity profile; see Figure 4.1. For the

outlet, both zero-traction and resistance boundary conditions are considered. In the case of the

resistance boundary condition, the resistance R = 599.85 dyn · s/cm5 is prescribed on the outlet.

The elastic artery wall is characterized with density of 1.2 g/cm3, Young’s modulus of 6.0 × 105

g/(cm s2) and Poisson ratio of 0.48. The blood is modeled as a Newtonian flow, with a density

of 1.0 g/cm3 and viscosity of 0.035 g/(cm s). The Reynolds number is approximately 300 based

on the mean inlet velocity and the radius of the artery. We initialize the simulation by setting

the initial wall velocity to zero and use the solution of the steady state FSI problem as the initial

conditions for the unsteady problem.

A mesh with 58369 elements and 1.01 million degrees of freedom is utilized and the solutions

are obtained with a time step of 1 ms for a total of 3 cardiac cycles. The simulation proceeds to

the next time step when the residual of the nonlinear system is less than 10−6. In Figure 4.2, we
1 The data is provided by Z. Su, K. Hunter, and R. Shandas of University of Colorado, School of Medicine.
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compare the results obtained with two types of outflow boundary conditions, resistance and zero-

traction. For the resistance boundary condition, the wall deformation alters the flow distributions

at the inlet and outlet sections over one cardiac cycle. Because the compliant vessels store flow

during the systole phase and then release flow during the diastole phase, the outlet flow rate is

smaller compared to the inlet flow rate at the peak systole phase, while the outlet flow rate is

larger at the diastole. It is clear that the wall displacement plot follows the shape of the wall

pressure plot, which shows that the artery walls move in response to the pulse of the pressure.

For the zero-traction boundary condition, both plots are dramatically different from the resistance

case. The outlet flow shows unrealistic peak and negative amplitude, and the wall pressure and

displacement result in unrealistic amplitude and oscillatory pattern.

Figure 4.3 displays the computed streamlines for the resistance boundary condition at two

different phase, the peak systole, and mid-diastole (t = 5T/6). We can see the deformation of

artery walls in response to the pulse of the the flow. At the peak systole phase, the artery walls

dilate so that the flow at the outlet damps. While at the mid-diastole phase, the flow is slower, the

artery walls shrink and more flow is leaving than entering. We also observe that at the mid-diastole

stage, some vortices are generated near the inlet boundary and the direction of the flow is reversed

near the artery wall. Figure 4.4 shows the computed streamlines for the zero traction boundary

condition at the same phases. Compared to the resistance case, the flow pattern behaves differently

and the wall deformation is smaller. At the mid-diastole phase, reserve flow is observed near the

outlet boundary.

4.1.2 2D bifurcating artery

To further illustrate the influence of the boundary conditions, we carry out numerical simu-

lations for a model artery bifurcating to two branches. As shown in Figure 4.5, one of the branches

stenoses with a 75% area reduction. We use the same inlet boundary conditions, and the same

material properties for the blood and vessel wall as in the previous test. The finite element mesh

consists of 65920 elements and 1.15 million of unknowns. The simulations are run for 3 cardiac
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Figure 4.2: Flow waves at inlet and outlet, wall pressure and displacement over one cardiac cycles,
obtained using resistance and zero-traction outlet boundary conditions for the 2D straight tube
problem. Top left figure represents the inlet and outlet flow rate, and top right figure shows the
wall displacement and pressure using the resistance boundary condition, while the bottom figures
represent the results using the zero-traction outflow boundary condition.
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Figure 4.3: Streamlines at the peak systole and mid-diastole phases for the 2D straight tube problem
using the resistance outflow boundary condition. The artery walls are colored by the magnitude
of the displacement and fluid streamlines are colored by the velocity in the X direction. The top
figure represents the peak systole phase, the bottom figure for the mid-diastole phase.

Figure 4.4: Streamlines at the peak systole and mid-diastole phases for the 2D straight tube problem
using the zero-traction outflow boundary condition. The artery walls are colored by the magnitude
of the displacement and fluid streamlines are colored by the velocity in the X direction. The top
figure represents the peak systole phase, the bottom figure for the mid-diastole phase.
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Figure 4.5: Geometric details of the bifurcating artery in 2D. A 75% area reduction stenosis is
shown on one of the branches.

cycles with a time step size of 1 ms. Figure 4.6 depicts the flow waves as well as the mean flow

at outlets during one cardiac cycle for the two different boundary conditions. With the resistance

boundary condition, the mean flow splits nearly in half between the two branches; only a little more

flow goes to the normal artery branch than the stenosed one during the systole phase. For the zero-

traction boundary condition, the normal artery branch receives more flow than the stenosed branch

throughout the cardiac cycle and unrealistic negative flow is observed at the outlet of the stenosed

branch. As a result, the mean flow splits in a unrealistic pattern, nearly 90% of the flow going to

the normal branch. In fact, it has been verified in clinical experiments that the flow distributes

almost evenly (50% to 50%) between the normal and stenosed branches, provided that the stenosis

is less than 85% in area reduction [82]. In this sense, the simulation obtained with the resistance

boundary condition shows a better consistency with the clinical results.

Figure 4.7 provides an illustration of the differences in the fluid velocity and pressure fields

between the resistance and zero-traction outflow boundary conditions at peak systole. Note that the

differences are not small. So far, we have discussed the impact of the resistance and zero-traction

outflow boundary condition to the simulation of blood flow in complaint arteries. The resistance

boundary condition is shown to be an improvement over the zero-traction outflow boundary con-
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Figure 4.6: Outlet flow waves and flow distribution between the normal artery branch and the
stenosed artery branch with a 75% area reduction stenosis during one cardiac cycle, using the
resistance and zero-traction outflow boundary condition. Top left plot shows the flow rate at the
inlet and outlet boundary during one cardiac cycle using the resistance boundary condition, and
the top right plot gives the results of the flow distribution between the normal artery branch and
stenosed branch by using the resistance boundary condition. Corresponding results using zero-
traction boundary conditions are shown in the bottom plots.
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dition in obtaining physiological blood flow and pressure.

Figure 4.8 shows the computed wall shear stress and wall displacement at different locations

along the artery wall during one cardiac cycle by using the resistance outflow boundary condition.

We place the first measurement location P0 at the middle point of the upstream artery wall. On

the wall of the stenosed branch, P1 and P5 are placed a distance of 1.0 cm from the throat of the

stenosis. P3 is located at the throat of the stenosis, and P7 is placed near the outlet boundary.

On the wall of the normal branch, P2, P4, P6, P8 represent the corresponding locations to those

specified locations on the wall of the stenosed branch. On the wall of the stenosed branch, the

highest wall shear stress occurs at the throat of stenosis (P3). The wall shear stress at P3 increases

rapidly in the systole phase, and decreases in the diastole phase. At location P1, the wall shear

stress shows a little fluctuation during the cardiac cycle. It increases in the systole phase, and

returns to a constant in the diastole phase. At location P5, the wall shear stress shows a more

oscillatory pattern. It increases in the systole phase, and oscillates in the early diastole phase. Note

that, in the stenosis section, the fluid can accelerate to a high speed and produce a recirculation

zone in the downstream of the stenosis. At location P7, which is away from the recirculation zone

and closer to the outflow boundary, the wall shear stress pattern is closer to the one at location

P1. On the wall of the normal branch, at the locations P2, P4, P6, the wall shear stress are almost

the same at any time during the cardiac cycle, increasing in the systole phase and decreasing in

the diastole phase. At location P8, the wall shear stress behaves a little differently. The peak wall

shear stress is smaller and decreases slower in the diastole phase. As for the wall displacement,

on the stenosed branch, on average, the wall displacement is smaller at the stenosis throat (P3),

and is larger at the location P7, which is located near the outflow boundary. On average, the wall

displacement at P8 is larger than the wall displacement at other locations on the normal branch.

The wall displacement at P2, P4, and P6 share a similar pattern and magnitude.
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Resistance BC Zero-traction BC

Figure 4.7: Fluid velocity magnitude and pressure at peak systole for the 2D bifurcating artery
using resistance and zero-traction outflow boundary conditions. The artery walls are colored by
the magnitude of the structural displacement. For the resistance boundary condition, fluid veloc-
ity magnitude and pressure are shown on the left. Corresponding figures using the zero-traction
boundary are shown on the right.
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Figure 4.8: Wall shear stress (WSS) and wall displacement at different locations of the artery wall
during one cardiac cycle, by using the resistance outflow boundary condition. Top plot shows the
locations of measurement on the artery wall. Middle left plot shows the WSS at the locations (P1,
P3, P5, P7) of the stenosed branch during one cardiac cycle, and middle right plot shows the WSS
at the corresponding locations (P2, P4, P6, P8) of the normal branch during one cardiac cycle.
Since we use different scale for the WSS on the two different branches, we include the WSS at the
upstream location P0 (the solid line) in both plots for reference. The bottom two plots show the
wall displacement for those locations on the stenosed branch and the normal branch, respectively,
from left to right.
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Zero-traction Resistance

np Newton GMRES time (s) Newton GMRES time (s)
64 3.0 49.5 300.61 3.1 49.9 316.24
128 3.0 54.3 152.53 3.0 54.7 156.53
256 3.0 87.9 100.52 3.0 90.8 108.50
512 3.0 159.4 54.10 3.0 162.1 54.96

Table 4.1: Performance of the one-level preconditioner with the zero-traction and resistance outflow
boundary conditions. The tests are carried on the 2D straight tube problem, associated with the
fine mesh of 2.01 · 106 degrees of freedom. “np” denotes the number of processors. “Newton”
denotes the average Newton iterations per time step. “GMRES” denotes the average GMRES
iterations per Newton step. “Time” refers the average compute time, in seconds, per time step.

4.2 Performance and parallel scalability

In this section, we discuss the performance and parallel scalability of the proposed solver to

the 2D fully coupled FSI problem using the resistance boundary condition. For all the numerical

tests in this section, unless otherwise specified, we use the same geometries, material properties

and boundary conditions as described before. The stopping criterion for the Newton iteration

is that the norm of the residual of the nonlinear system is less than 10−6. The accuracy of the

preconditioned Jacobian system is governed by the relative tolerance of 10−4. The coarse solver is

considered to have converged if the relative residual is less than 10−3. The time step size is fixed as

∆t = 1 ms, and the simulation is stopped after 10 time steps. We then report the results, such as

the average compute time, the average number of Newton iterations per time step, and the average

fGMRES iterations per Newton step. The tests reported in this section are performed on an IBM

BlueGene/L with 4096 compute nodes.

We first demonstrate the performance of the one-level (3.2) and cascade two-level (3.8) ad-

ditive Schwarz preconditioner with the resistance boundary condition, by comparing to the results

obtained with the zero-traction boundary condition. In [5, 6], the performance of these precondi-

tioners with the zero-traction boundary condition was studied. As observed in Table 4.1 and 4.2,

both the one-level and two-level cascade preconditioners handle the resistance boundary condition

well. In terms of the number of iterations and the average compute time, the preconditioner shows
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Zero-traction Resistance
np Newton fGMRES time (s) Newton fGMRES time (s)
64 2.0 36.96 210.27 2.0 38.18 214.31
128 2.0 39.59 83.17 2.0 40.46 84.43
256 2.0 46.96 41.32 2.0 48.59 42.76
512 2.0 52.68 22.53 2.0 54.09 23.33

Table 4.2: Performance of the cascade two-level preconditioner with the zero-traction and resistance
outflow boundary conditions. The tests are carried on the 2D straight tube problem, associated
with the fine mesh of 2.01 · 106 degrees of freedom and the coarse mesh of 1.30 · 105 degrees of
freedom. “np” denotes the number of processors. “Newton” denotes the average Newton iterations
per time step. “fGMRES” denotes the average fGMRES iterations per Newton step. “Time” refers
the average compute time, in seconds, per time step.

Figure 4.9: Example partitions of the fine mesh and the coarse mesh of a 2D straight tube using
ParMETIS. The subdomains are marked with different colors and the structure elements are shaded.
The top figure shows the partition of the fine mesh, and the bottom represents a corresponding
partition of the coarse mesh. Note that the outlet boundary on the right is shared by two different
subdomains.
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One-level Two-level

np Newton fGMRES time (s) Newton fGMRES time (s)
128 2.0 124.32 158.40 2.0 56.14 118.59
256 2.0 177.55 69.80 2.0 51.23 45.29
512 2.0 403.14 56.81 2.0 86.73 27.68
1024 2.0 556.71 43.45 2.0 104.86 17.46

Table 4.3: Performance of two different precondtioners with increasing number of subdomains for
the 2D bifurcating artery problem. The tests are carried on a mesh with 2.00 ·106 unknowns, using
the resistance outflow boundary condition.

good performance with both boundary conditions. As we double the number of processors, the

number of linear iterations keeps close to a constant while the compute time is cut by half in both

cases. Although, in the case of the resistance boundary condition, the subdomain partition breaks

the integral connection between the variables on the outlet boundary, see Figure 4.9, the one-level

and two-level cascade preconditioners still prove to be an effective choice.

In Table 4.3, we show the results obtained with the two-level preconditioner as the number of

subdomains increases. Compared to the results of the one-level preconditioner, the performance of

the two-level preconditioner is much better. For the one-level additive Schwarz preconditioner, the

preconditioned system becomes more ill-conditioned as the number of subdomains increases, while

the two-level method results in a very sharp reduction in linear iterations and a good reduction in

compute time than the one-level preconditioner.

Our algorithm shows excellent strong scalability as we increase the number of processors into

the thousands; see Figure 4.10 for results of the straight tube problem and Figure 4.11 for results

of the bifurcating artery problem. For both problems, the two-level preconditioner shows nearly

ideal speedup with up to 1024 processors. We are also interested in the weak scalability of the

algorithms, which we demonstrate in Figure 4.12. Ideally, as we increase the number of processors

and the problem size at the same rate, the number of linear iterations and the compute time should

not change much. In this sense, the two-level preconditioner shows much better weak scalability

than the one-level preconditioner, especially when the number of processors is large. The linear
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Figure 4.10: Speedup versus number of processors for the 2D straight tube problem with the
resistance outflow boundary condition. Results for the problem with 2.01 million unknowns are on
the left, and results for the problem with 3.99 million unknowns show on the right.
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Figure 4.11: Speedup versus number of processors for the 2D bifurcating artery model with the
resistance outflow boundary condition. Results for the problem with 2.00 million unknowns is on
the left, and results for the problem with 3.88 million unknowns show on the right.
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Figure 4.12: Weak scaling of the algorithm for the 2D straight tube problem using the resistance
boundary condition. On the left, the vertical axis shows the average number of linear iterations
per Newton step. On the right, the vertical axis shows the average compute time in seconds per
time step. The number of unknowns increases with the number of processors: 2.01 · 106 for 256
processors and 7.99 · 106 for 1024 processors.
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unknowns np levels coarse Newton fGMRES time (s) coarse
size time

2.01 · 106 256 one 0.0 2.0 218.05 70.14 0.0
2.01 · 106 256 two 0.02 2.0 86.23 42.08 0.18
2.01 · 106 256 two 0.03 2.0 73.46 43.03 0.23
2.01 · 106 256 two 0.06 2.0 48.59 42.76 0.28
2.01 · 106 512 one 0.0 2.0 281.55 44.03 0.0
2.01 · 106 512 two 0.02 2.0 94.68 23.11 0.33
2.01 · 106 512 two 0.03 2.0 82.55 23.91 0.38
2.01 · 106 512 two 0.06 2.0 54.09 23.33 0.42
3.99 · 106 512 one 0.0 2.0 315.91 86.01 0.0
3.99 · 106 512 two 0.01 2.0 109.82 46.88 0.19
3.99 · 106 512 two 0.03 2.0 55.32 43.16 0.26
3.99 · 106 512 two 0.06 2.0 49.05 44.95 0.30
3.99 · 106 512 two 0.13 2.0 31.86 61.98 0.54
7.99 · 106 1024 one 0.0 2.0 610.22 329.20 0.0
7.99 · 106 1024 two 0.01 2.0 189.64 76.73 0.29
7.99 · 106 1024 two 0.03 2.0 121.36 81.63 0.44
7.99 · 106 1024 two 0.06 2.0 76.86 85.43 0.52

Table 4.4: The effect of various choices of the preconditioners for the 2D straight tube problem
with different problem sizes and number of processors. The heading “coarse size” represents the
number of unknowns on the coarse mesh as a fraction of the number of unknowns on the fine mesh
and “coarse time” is the time spent on the coarse solve as a fraction of total compute time.
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unknowns np levels overlap Newton fGMRES time (s)
9.82 · 105 128 one 1 2.0 132.05 43.28
9.82 · 105 128 one 2 2.0 83.77 40.77
9.82 · 105 128 one 3 2.0 60.91 43.42
9.82 · 105 128 two 0 2.0 69.86 36.41
9.82 · 105 128 two 1 2.0 65.05 42.12
9.82 · 105 128 two 2 2.0 49.46 41.50
2.00 · 106 256 one 1 2.0 471.09 78.16
2.00 · 106 256 one 2 2.0 317.46 75.94
2.00 · 106 256 one 4 2.0 177.55 69.80
2.00 · 106 256 two 0 2.0 51.23 45.29
2.00 · 106 256 two 1 2.0 86.50 61.13
2.00 · 106 256 two 2 2.0 128.36 89.07
3.88 · 106 512 one 4 2.0 219.50 107.15
3.88 · 106 512 one 6 2.0 149.23 130.29
3.88 · 106 512 two 0 2.0 114.77 79.87
3.88 · 106 512 two 1 2.0 120.50 85.72
3.88 · 106 512 two 2 2.0 95.23 70.67

Table 4.5: The effect of overlapping parameter for the one-level and two-level preconditioners for
the 2D bifurcating artery problem with the resistance outflow boundary condition.
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iterations are kept very nearly constant for the two-level case in sharp contrast to the one-level

preconditioner, and the total compute time behaves similarly.

There are several important factors that impact the performance of the two-level precondi-

tioner, such as the interpolation operator and the tolerance of the coarse solve. The motivations for

two-level preconditioner is to facilitate the exchange of information between subdomains by adding

a coarse mesh, thereby improving the performance of the preconditioning. In Table 4.4, we show

some results obtained with different coarse mesh sizes. As seen, a relatively fine coarse mesh would

help reduce the total number of iterations, but the overall compute time may increase. The best

choice of the coarse mesh needs to balance the time of the coarse solve and the preconditioning.

In the one-level preconditioner, the overlap parameter δ is often used to control the amount

of information exchange between the subdomains. Larger overlaps allow more information to

exchange, but require additional communication time. Therefore, the preconditioner improves the

condition number of the linear system but spends more time in communication. For the two-level

preconditioner, the exchange of information happens through the interpolation from the coarse

mesh. In other words, the two-level approach is less sensitive to the overlap parameter. In practice,

the one-level preconditioner fails to converge for zero overlap, while the two-level preconditioner

performs well. Results with respect to the overlaps are shown in Table 4.5.

.



Chapter 5

3D FSI Simulations of blood flows in compliant arteries

In this chapter, we report some numerical results of the proposed fully coupled FSI solver by

simulating some blood flows in three-dimensional compliant arteries. Since both the finite element

discretization and the solution algorithm, as well as the software, are new, we first validate the cor-

rectness of our solver by testing on a well-understood benchmark problem. We then investigate the

numerical behavior and parallel performance of our solver with two complex branching geometries

derived from clinical data provided by colleagues of the University of Colorado Medical School.

Our solver is implemented on top of the Portable Extensible Toolkit for Scientific computing

(PETSc) library [4]. Mesh generations are carried out by CUBIT of Sandia National Laboratories [1]

and mesh partitions are obtained with ParMETIS of University of Minnesota [46]. All computations

are performed on the Dell PowerEdge C6100 Cluster at the University of Colorado at Boulder.

5.1 Validation

Validation of realistic fluid-structure interaction problem is difficult, because there are no

true analytic solutions and few published results. To validate our algorithm, we use a series of test

problems. We first test the correctness of our solver for the elastic structure problem and then

for the fluid problem with a moving domain. Finally, we validate our FSI solver by testing on a

well-understood benchmark problem [20, 25], as shown in the next section.
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5.1.1 Structure solver

We validate the structure part of our proposed fluid-structure solver using analytic solutions

for the linear elasticity equation:

ρs
∂2xs
∂t2

−∇ · σs = fs in Ωs,

xs = g on Γs,

where the domain Ωs ∈ R3 is defined as a pipe with inner radius of 0.5 cm, outer radius of 1.0

cm and length of 1.0 cm. For this problem, we consider the Young’s Modulus as E = 6.0 · 105

g/(cm s2) and the Poisson ratio as νs = 0.48, and specify the analytic solution as

xs(x, y, z, t) =


sin(πx) sin(πy) sin(πz) sin t

2 sin(πx) sin(πy) sin(πz) sin t

sin(πx) sin(πy) sin(πz) sin t

 .

The homogeneous Dirichlet condition xs = 0 is imposed on the inlet boundary, while the body force

fs and the Neumann conditions on the other boundaries are the exact solution that is given by the

solution above. For the discretization, we discretize the problem with P1 tetrahedral elements in

space, and with backward Euler scheme in time. Convergence results for this problem is given in

Figure 5.1.

5.1.2 Fluid solver in moving domain

We next test our fluid solver in a moving domain using the analytic Womersley solution

in a straight circular cylinder. On a given cylinder domain Ω0
f with radius of R = 0.24 cm and

length of L = 3 cm, we first define a Womersley flow characterized by the Womersley number

α =
√
ρfω/µfR = 12, where ω is the angular frequency of the Womersley flow, µf = 0.04 cm/s2

is the viscosity, and ρf = 1.0 g/cm3 is the fluid density. Based on the derivations in [73, 94], the

analytic Womersley solution for the axial velocity Uf and the pressure pf are given by Uf (x, y, z, t) = ks
4µf

(
y2 + z2 −R2

)
+ Im

(
ikθ
ρω

(
1− J0(ζ)

J0(Λ)

)
eiωt
)
,

pf (x, y, z, t) = (ks + kθ sin(ωt))(x− L),
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Figure 5.1: Convergence to the analytic solution (at t = 0.5s) with respect to the spatial discretiza-
tion size h for the 3D structure test problem. The y-axis reports L2 norm of the displacement error.
The temporal discretization is implemented by the backward Euler scheme with the time step size
of ∆t = 0.0025s.
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Figure 5.2: Comparisons of the computed solutions with the exact analytic solutions of the 3D
fluid problem with moving domain. The tests are carried on a mesh with 2.17 · 106 unknowns. The
left plot shows the flow rate at the inlet and outlet boundary during one cycle, comparing to the
exact analytic flow rate. The right plot shows the computed pressure at the center of the cylinder
during one cycle, comparing to the exact analytic pressure at the center.

where ks and kθ are the steady part and the oscillatory part of the pressure gradient, the parameters

Λ and ζ are defined as Λ =
√
−iα and ζ = Λ

√
y2 + z2/R and J0 is the Bessel function of order

zero of the first kind.

We then define the moving domain Ωt
f as a cylinder of the same length as Ω0

f but with varying

radius, where the radius is prescribed by a function of time

r(t) = 0.2 + 0.02 sin(ωt).

Therefore, the moving domain Ωt
f is completely immersed in the given Womersley flow field. For this

moving domain problem, we specify the boundary conditions as follows: the analytic inlet pressure

is prescribed on the inlet boundary; the stress-free condition is used on the outlet boundary, and the

Womersley solution is imposed as the Dirichlet boundary conditions on the moving walls. In this

setting, the exact solutions of the moving domain problem can be obtained, which is the restriction

of the Womersley solution defined above to the moving domain Ωt
f .

In Figure 5.2, we verify our fluid solver to this moving domain problem by comparing the

inflow and outflow flow rate with the analytic flow rate during the first cycle, and by comparing the

computed pressure with the analytic solution at the center of the cylinder during the first cycle. As

seen, both the computed flow rate and pressure show very good agreement to the analytic solution.

In Table 5.1, we report the convergence results with respect to the spatial discretization size h at
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phase angle h velocity error pressure error

0.0924 8.75 · 10−3 3.39 · 10−3

90 0.0585 2.00 · 10−3 6.33 · 10−4

0.0365 6.75 · 10−4 1.73 · 10−4

0.0924 8.19 · 10−3 6.79 · 10−3

270 0.0585 2.18 · 10−3 1.69 · 10−3

0.0365 8.41 · 10−4 4.43 · 10−4

Table 5.1: Convergence to the analytic solutions at different phases with respect to the discretization
size h for the 3D fluid problem with moving domain.

the phases (phase angle equal to 90 degrees and 270 degrees) where the mesh deformation is the

largest.

5.2 Benchmark test case

The setup of the benchmark 3D FSI problem consists of a straight cylinder representing

the fluid domain with length 5 cm and radius 0.5 cm, and the surrounding wall with thickness

0.1 cm. A constant traction σf · n = 1.33 · 104 dyn/cm2 is imposed on the inlet boundary for

3 ms. A zero traction condition is applied to the fluid at the outlet boundary. The fluid is

characterized with viscosity µf = 0.03 g/(cm s), and density ρf = 1.0 g/cm3. The Young’s modulus

E = 3 · 106 g/(cm s2), the Poisson ratio νs = 0.3, and the structure density ρs = 1.2 g/cm3 are the

parameters of the structure model. The damping parameter α is set to be zero in this case.

The fluid and the structure are initially at rest and the simulation is run for a total time

of 10 ms with a time step size ∆t = 0.1 ms. The simulation proceeds to the next time step

when the relative residual of the nonlinear system is less than 10−6. The stopping criterion for

the linear solver is when the preconditioned residual is decreased by a factor of 10−6. To validate

the correctness of the coupled spatial and temporal discretization scheme, we run a simulation on

a mesh with 2.41 · 106 elements and 3.08 · 106 degrees of freedom, and show the computed fluid

pressure and the structure deformation at t = 2.5, 5.0, 10.0 ms in Figure 5.3. Our results show

excellent agreement with the published results [20, 25]. The pressure wave propagation along the
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cylinder is observed. The wall structure deforms in response to the propagation of the pressure

pulse, which is a key evidence of the fluid-structure interaction.

We next study the parallel performance and scalability of our fully coupled solver with the

one-level Schwarz preconditioner for this benchmark problem. We report the average compute

time and the nonlinear iteration count per time step, as well as the average GMRES iterations

per Newton step in the experiments, where the documented results are average values over the

first 10 time steps. As shown in Figure 5.4, our algorithm shows excellent strong scalability up to

thousands of processors. Based on the tests with two different meshes consisting of 1.25 · 106 and

3.08 · 106 degrees of freedom, the parallel speedup is shown to be nearly linear with up to 2048

processors. Although there is a mild growth in the number of GMRES iterations, the compute time

is almost halved as we double the number of processors.

In the one-level overlapping Schwarz preconditioner, the choice of subdomain solver has a

significant impact to the overall performance. In Table 5.2, we show the results obtained using

several different subdomain solvers including a point-block LU (BLU) and point-block ILU with

l = 1, 2 levels of fill-ins (BILU(l)), and the standard pointwise sparse LU. When LU and BLU

are used, the subdomain problem is solved exactly and the number of GMRES iterations is the

smallest comparing with inexact subdomain solvers. However, in terms of the total compute time,

BLU is always faster, in particular, when the number of processors is relatively small. In sparse

matrix factorizations, the fill-in ratio is often used to measure the efficiency of the factorization.

It is interesting to note that in all point-block factorizations shown in the table, the fill-in ratio

is reduced in comparison with the corresponding pointwise versions, even in the case of BLU. By

changing LU to BLU, the compute time is reduced by almost 50% when the number of processors

is not large. In the cases of BILU(l), although there is a mild growth in the number of GMRES

iterations, the compute time is further reduced. Comparing with the results using LU factorization,

using BILU(l) as the subdomain solve saves nearly 75% of the compute time when the number of

processors is small, and saves over 20% of the compute time when the number of processors is large.
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Figure 5.3: Pressure wave propagation (top row) and structure deformation (bottom row) for the
3D straight cylinder case. The simulation is run on a mesh with 2.41 · 106 elements and 3.08 · 106

degrees of freedom. The deformation is amplified by a factor of 12 for visualization purpose only.
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Figure 5.4: Parallel speedup, average compute time per time step, and average number of GMRES
iterations per Newton iteration for the 3D benchmark problem with increasing number of processors.
The number of unknowns of each problem is listed in the legend. The tests are run with a fixed
overlapping size δ = 1 and BILU(1) is the subdomain solver.
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LU BLU
np NI GMRES time fill-in NI GMRES time fill-in
64 2.0 33.25 218.26 22.84 2.0 33.25 133.47 19.71
128 2.0 39.25 65.21 20.13 2.0 39.25 43.52 14.47
256 2.0 44.25 23.53 14.47 2.0 44.25 16.66 11.35
512 2.0 52.55 10.16 10.38 2.0 52.55 7.56 8.35
1024 2.0 58.85 5.14 7.15 2.0 58.85 3.94 6.71

BILU(1) BILU(2)
np NI GMRES time fill-in NI GMRES time fill-in
64 2.0 56.40 44.21 2.38 2.0 44.95 38.21 4.79
128 2.0 59.90 22.44 2.36 2.0 48.95 25.73 4.67
256 2.0 62.85 12.07 2.35 2.0 52.55 13.53 4.57
512 2.0 67.50 6.33 2.33 2.0 59.00 7.03 4.47
1024 2.0 71.40 3.06 2.29 2.0 63.35 4.39 4.59

Table 5.2: Performance with respect to the number of processors for different subdomain solvers
for the 3D benchmark problem. The tests are carried on a mesh with 1.25 · 106 unknowns with a
fixed overlapping size δ = 1. “np” denotes the number of processors. “NI” denotes the average
number of Newton iterations per time step. “GMRES” denotes the average number of GMRES
iterations per Newton step. “time” refers to the average compute time, in seconds, per time step.
“fill-in” refers to the average fill-in ratio needed in the subdomain factorization per iteration.
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5.3 Two-branch artery case

In this section, we report on simulations of a bifurcating artery with two branches that is

part of the pulmonary artery of a patient. The artery wall thickness is assume to be 10% of the

local arterial diameter. For the inlet, we prescribe a pulsatile periodic flow wave, with a period T

of 0.6 s. For the outlets, the relation P = QR is implicitly prescribed on the outflow boundaries as

the resistance boundary condition, where P is the fluid pressure and Q =
∫

Γ uf ·n ds represents the

flow rate at the outflow boundaries [26, 88]. The resistance is set to R = 1408.0 dyn · s/cm5 and

R = 677.6 dyn · s/cm5 at the left and the right artery outlet, respectively. The elastic artery wall

is characterized with density of 1.2 g/cm3, Young’s modulus of 1.5 × 106 g/(cm s2), and Poisson

ratio of 0.48. As mentioned earlier, the external force from the surrounding tissues is modeled

as a damping term added to the elasticity equation, and the coefficient of the term is chosen as

α = 6.0 × 103, which is the same as what is used in the literature [72, 77]. The blood is modeled

with a density of 1.0 g/cm3 and viscosity of 0.035 g/(cm s). The geometry and measured resistance

values for this model come from clinical data, provided by University of Colorado Medical School.

We initialize the Newton iteration by setting the initial wall velocity to zero and using the solution

of the steady state FSI problem as the initial condition for the unsteady problem. The simulations

are run for 3 cardiac cycles with a time step size of 0.001 s. In Figure 5.5, we show the computed

flow speed results and pressure at the inlet, the left artery outlet (LPA), and the right artery outlet

(RPA) during one cardiac cycle. The outflow lags the inflow due to the compliance of the artery

wall. The computed phase shift between the inflow and the outflow at RPA is 0.02 s. Figure 5.6

shows two snapshots of the fluid velocity field at two phases of the cardiac cycle, the peak systole

and early diastole. The fully three-dimensional flow field is quite complex, especially in the diastole

phase. Figure 5.7 shows the artery wall velocity vectors at the same two phases, illustrating the

corresponding wall movement in response to the fluid dynamics. Such complex flow structures are

usually very difficult to be measured clinically; high resolution computation provides a unique way

to reveal the phenomena.
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Figure 5.5: Flow and pressure at the inlet and outlets over one cardiac cycle for the two-branch
artery model, obtained using the resistance outflow boundary condition. Figure on the left repre-
sents the flow rate at the inlet and outlets, and figure on the right shows the fluid pressure at the
inlet and outlets. The test is carried on a mesh with 3.57 · 106 element and 4.61 · 106 degrees of
freedom.

Figure 5.6: Flow in part of the pulmonary artery with two branches at the peak systole (left) and
the early diastole (right). The fluid streamlines are colored by velocity magnitude.
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Figure 5.7: Arterial wall velocity vectors obtained at two points of the cardiac cycle: peak systole
(left) and early diastole (right).
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Figure 5.8: Parallel speedup, average compute time per time step, and average number of GMRES
iterations per Newton iteration for the two-branch problem with increasing number of processors.
The number of unknowns of each mesh is listed in the legend. The tests are run with a fixed
overlapping size δ = 1.

To investigate the parallel performance and scalability of our one-level solver for this problem,

we choose the same linear and nonlinear stopping criteria as in the previous benchmark tests. The

time step size is fixed as ∆t = 0.001 s, and the simulation is stopped after 10 time steps. Figure 5.8

shows the strong scalability for solving the problem discretized on two meshes, one with 1.24 · 106

degrees of freedom and the other with 4.61 · 106 degrees of freedom. For the small mesh, the strong

scalability stays close to being linear until the number of processors becomes larger than 512. For

the larger mesh, the strong scalability stays close to being linear until np = 2048. It is worth noting

that the growth in the number of GMRES iterations for large processor counts may be a problem

if we consider solving the problem on a much larger mesh and with a larger number processors.

In those situations, one possible solution to improve the scalability is to use a multilevel method.

In Table 5.3, we show the results of one-level preconditioner with respect to different subdomain

solvers. We should mention that GMRES fails to converge when using BILU(1) as the subdomain

solver. But by increasing the fill-in level from 1 to 2 in the point-block incomplete factorization,

we are able to reduce the ill-conditioning effect and GMRES converges nicely.

5.4 Complex branching artery case

Next, we conduct experiments for a larger and more complicated artery with many branches

obtained from a biplane angiography image of the pulmonary artery of a patient. We assume the
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LU BLU
np NI GMRES time fill-in NI GMRES time fill-in
128 2.0 62.50 95.38 16.73 2.0 62.50 50.73 14.66
256 2.0 76.50 35.16 13.23 2.0 76.50 21.92 10.62
512 2.0 102.25 17.06 8.91 2.0 102.30 9.58 8.91
1024 2.0 129.45 8.09 6.57 2.0 129.45 6.18 5.10

BILU(2) BILU(3)
np NI GMRES time fill-in NI GMRES time fill-in
128 2.0 110.30 22.21 4.76 2.0 71.85 25.43 8.11
256 2.0 118.75 12.87 4.58 2.0 83.50 14.93 7.87
512 2.0 127.15 7.53 4.75 2.0 111.75 9.08 7.62
1024 2.0 148.50 4.94 4.86 2.0 131.45 5.71 7.84

Table 5.3: Performance with respect to the number of processors for different subdomain solvers
for the two-branch model. The tests are carried on a mesh with 1.24 · 106 unknowns with a fixed
overlapping size δ = 1. “np” denotes the number of processors. “NI” denotes the average number
of Newton iterations per time step. “GMRES” denotes the average number of GMRES iterations
per Newton step. “time” refers to the average compute time, in seconds, per time step. “fill-in”
refers to the average fill-in needed in the factorization per iteration.
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wall thickness is 10% of the arterial diameter. The artery density is 1.2 g/cm3; the Young’s modulus

of the artery is 7.5 × 105 g/(cm s2); and the Poisson ratio is 0.48. The fluid density is 1.0 g/cm3

and the viscosity is 0.035 g/(cm s). For the inlet, we prescribe a pulsatile periodic flow with period

of T = 1.0 s, mapped to a parabolic velocity profile. The zero-traction boundary conditions are

imposed at the outflows. Since the purpose of these simulations is mainly to test the performance of

our algorithm, the choice of boundary conditions may not be physiological realistic, but are chosen

from the literature [5, 6]. Simulation results for this branching model are shown in Figure 5.9.

Our one-level algorithm again shows very good scalability to this complicated model; see

Figure 5.10. The parallel speedup is nearly linear as we increase the number of processors to 3072.

For the one-level additive Schwarz preconditioner, the overlapping parameter δ is important in

accelerating the convergence of GMRES. In Table 5.4, we show the results with various choices of

δ on different meshes and number of processors. By increasing δ, the average number of GMRES

iterations decreases. However, smaller overlapping sizes produce better timing results.

5.5 Robustness to physical parameters

Besides parallel performance and scalability, another important consideration in the design

of discretization schemes and solution algorithms for the fluid-structure interaction problems is

the robustness with respect to some of the important physical parameters, in particular, the fluid

density and the wall density. It has been reported that the convergence becomes more difficult to

achieve if the density of the fluid and the artery wall are close to each other [12], or if the fluid is

much denser than the artery wall [57]. Table 5.5 shows that our fully coupled solver with the one-

level preconditioner performs quite well for a wide range of fluid and structure densities in terms of

the number of Newton iterations, the number of GMRES iterations, and the total compute time.

There are two important physical parameters in describing the properties of the artery wall,

the Youngs modulus E, which is related to the stiffness of the artery, and the Poisson ratio ν, which

represents the incompressibility of the artery. The problems become harder to solve numerically

as E becomes large and ν is closer to 0.5. In Table 5.6, our one-level algorithm shows robust
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Figure 5.9: Results of the simulation of part of the pulmonary artery. In the large images, the fluid
shaded by pressure is shown on the left and the fluid velocity colored in its magnitude is shown on
the right. The artery wall is shown in a solid shade in both images. In the inset images, the artery
wall shaded by the norm of the displacement is shown on the left and the fluid streamlines colored
by vorticity is shown on the right.
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Figure 5.10: Parallel speedup, average compute time per time step, and average GMRES iterations
per Newton iteration for the complex branching problem with increasing number of processors.
The number of unknowns of each problem is listed in the legend. The tests are run with a fixed
overlapping size δ = 1.
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unknowns np overlap δ Newton GMRES time
1.83 · 106 256 1 2.0 54.50 25.58
1.83 · 106 256 2 2.0 47.45 29.85
1.83 · 106 256 3 2.0 42.85 33.03
1.83 · 106 512 1 2.0 63.30 11.89
1.83 · 106 512 2 2.0 55.80 13.06
1.83 · 106 512 3 2.0 51.60 16.05
1.83 · 106 1024 1 2.0 84.95 6.16
1.83 · 106 1024 2 2.0 71.65 6.61
1.83 · 106 1024 3 2.0 65.05 9.51
1.07 · 107 512 1 2.0 101.90 160.50
1.07 · 107 512 2 2.0 74.15 197.05
1.07 · 107 512 3 2.0 64.50 258.04
1.07 · 107 1024 1 2.0 121.20 73.66
1.07 · 107 1024 2 2.0 96.90 94.40
1.07 · 107 1024 3 2.0 88.20 140.72
1.07 · 107 2048 1 2.0 159.00 33.89
1.07 · 107 2048 2 2.0 118.80 38.19
1.07 · 107 2048 3 2.0 102.50 54.88

Table 5.4: The effect of various choices of overlapping parameter δ on different mesh sizes and
number of processors. These tests are for the complex branching problem. “np” denotes the
number of processors. “Newton” denotes the average Newton iteration per time step. “GMRES”
denotes the average GMRES iterations per Newton step. “time” refers to the average compute
time, in seconds, per time step.
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ρf ρs Newton GMRES time (s)

0.01 1.0 2.0 231.15 9.95
0.1 1.0 2.0 142.65 8.28
1.0 1.2 2.0 85.300 6.164
10.0 1.0 2.1 137.571 8.594
100.0 1.0 3.0 99.267 11.132
1.0 0.01 2.0 87.550 8.809
1.0 0.1 2.0 87.400 9.1795
1.0 10.0 2.0 164.100 11.353
1.0 100.0 2.0 104.600 9.320

Table 5.5: Performance for different combinations of fluid density ρf and wall structure density ρs
for the complex branching model. The dynamic viscosity νf is kept as 0.035 cm2/s. The tests are
run on a mesh with 1.83 · 106 degrees of freedom and 1024 processors.

convergence with respect to both parameters.

5.6 Two-level results

In this section, we investigate the numerical behavior and parallel performance of the two-level

hybrid preconditioner (3.4) to the fully coupled FSI system. For all the numerical experiments in

this section, we use the same geometries, material properties, and boundary conditions as described

before in this chapter. For the solver parameters, we stop the Newton iteration when the relative

residual is less than 10−6, and stop the linear solver when the relative residual of the Jacobian

system is less than 10−6. For the two-level preconditioner, we consider the coarse linear solver to

have converged if the relative residual is less than 10−2, and choose fixed overlapping parameter as

δ = 1 and subdomain solver as point-block LU in both the fine-level and coarse-level preconditioners.

For the purpose of comparison, all the results for the one-level method reported in this section are

obtained by using the same overlapping parameter δ and subdomain solver as in the two-level

method.
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E
(
g/(cm s2)

)
ν Newton fGMRES time (s)

7.5 · 105 0.45 2.0 74.30 5.84
1.5 · 106 0.45 2.0 112.65 6.58
3.8 · 106 0.45 2.0 166.70 7.58
7.5 · 106 0.45 2.0 220.10 8.52
7.5 · 105 0.45 2.0 74.30 5.84
7.5 · 105 0.47 2.0 79.85 5.93
7.5 · 105 0.48 2.0 84.95 6.02
7.5 · 105 0.49 2.0 182.10 7.86

Table 5.6: Performance for various values of Young’s modulus Es and Poisson ratio ν for the
complex branching model. The tests are run on a mesh with 1.83 · 106 degrees of freedom and 1024
processors.

5.6.1 Benchmark test case

For the one-level additive Schwarz preconditioner, the preconditioned system becomes more

ill-conditioned as the number of subdomains increases. The primary motivation to include a coarse-

level in the one-level Schwarz preconditioner is to improve the efficiency and the parallel scalability

of the proposed monolithic solver. In Table 5.7, we show the results obtained using the one-

level (3.2) and two-level hybrid (3.4) preconditioners. Comparing to the results of the one-level

preconditioner, the performance of the two-level preconditioner is much better. For both the small

problem with over one million degrees of freedom and the large problem with over three million

degrees of freedom, using the two-level preconditioner can greatly reduce the number of linear

iterations as well as the total compute time. More importantly, in the case of the two-level method,

the number of fGMRES iterations stay close to a small constant as we double the number of

processors, while the such numbers are increasing rapidly in the one-level implementation.

Weak scaling is another important measurement of the parallel scalability. In the weak

scaling tests, the number of unknowns in the problem increases at the same rate with the number

of processors, in order to keep the size of subdomain problems unchanged. As seen in 5.11, the

weak scalability for the two-level preconditioner is excellent with up to 2048 processors. The linear

iterations are nearly constant in the two-level case, which is in sharp contrast to the one-level
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One-level Two-level
unknowns np Newton fGMRES time (s) Newton fGMRES time (s)

128 2.0 39.25 43.25 2.0 10.80 22.95
1.25 · 106 256 2.0 44.25 16.66 2.0 11.75 10.46

512 2.0 55.25 7.56 2.0 13.70 5.52
1024 2.0 58.85 3.94 2.0 15.00 3.21
128 2.0 46.15 124.71 2.0 13.35 62.99
256 2.0 53.55 58.27 2.0 15.65 28.59

3.08 · 106 512 2.0 60.15 26.75 2.0 17.65 14.60
1024 2.0 71.25 12.35 2.0 15.60 7.82
2048 2.0 81.45 6.04 2.0 14.55 4.14

Table 5.7: Performance of the one-level and two-level preconditioners with respect to the increasing
number of subdomains for the 3D benchmark problem. The heading “unknowns” reports the prob-
lem size, “np” denotes the number of processors, “Newton” denotes the average Newton iteration
per time step, “GMRES” denotes the average GMRES iterations per Newton step, “time” refers
to the average compute time, in seconds, per time step.
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preconditioner. The total compute time behaves similarly.

5.6.2 Two-branch artery case

Here we study the performance of the two-level preconditioner for a more physically realistic

example using a branching artery geometry. For these problems, computations are more challenging

because of the complicated geometry and relatively high Reynolds number. As shown in Table 5.8,

the difference in the number of linear iterations between one-level and two-level is even more evident.

The two-level preconditioner is shown to be much more effective than the one-level preconditioner.

Using the two-level preconditioner results in a very sharp reduction in the number of linear iterations

and a good reduction in compute time by comparing to the results of one-level preconditioner.

Though the two-level method shows excellent results, one difficulty is that the coarse problem

is solved by the same method, as the one-level approach on the fine mesh. The coarse solve could

be subject to the same ill-conditioning effect as we increase the number of processors; see Figure

5.12. In most of our simulations, though, the coarse problem is just easy enough to solve, so this

is not a major consideration. But as we consider to scale our algorithms to larger problem and

larger processor counts, degraded efficiency should be expected. One possible solution is to add

more levels to the preconditioner.

As for the weak scalability, again the two-level hybrid preconditioner perform much better

than the one-level preconditioner; see Figure 5.13. Compared to the one-level preconditioner, using

the two-level preconditioner can greatly reduce the number of linear iterations. On the other hand,

in terms of compute time, the two-level preconditioner is also shown more effective especially for

large problem and with large number of processors.

5.6.3 Parameter selection

Different from the one-level preconditioner, we have a very large number of solver parameters

to consider in designing a two-level preconditioner. All of these parameters, such as the linear solver

tolerances on the fine- and coarse- levels, the interpolation operator, the overlapping parameters,
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Figure 5.11: Weak scaling of the one-level and two-level preconditioners for the 3D benchmark
problem. The reported time and linear iterations are the average compute time per time step
and the average GMRES iterations per Newton step, respectively. In these tests, the number of
unknowns increases with the number of processors: 7.18 · 105 for 480 processors, 1.25 · 106 for 930
processors, and 3.08 · 106 for 2048 processors.

One-level Two-level
unknowns np Newton fGMRES time (s) Newton fGMRES time (s)

128 2.0 62.50 50.73 2.0 10.25 26.74
256 2.0 76.50 21.92 2.0 11.20 13.47

1.24 · 106 512 2.0 102.30 9.58 2.0 12.20 6.70
1024 2.0 129.45 6.18 2.0 14.50 4.10
512 2.0 121.45 58.24 2.0 15.50 38.67
1024 2.0 146.90 24.78 2.0 13.85 18.14

4.61 · 106 2048 2.0 193.60 14.45 2.0 18.85 10.69
3072 2.0 219.25 13.92 2.0 22.10 8.70

Table 5.8: Performance of the one-level and two-level preconditioners with respect to the increasing
number of subdomains for the two-branch artery problem.
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Figure 5.12: The linear iteration counts for the coarse-level solver with respect to the increasing
number of subdomains for the two-branch artery problem. This plot shows the average number of
linear iterations spent on the coarse-level per fine fGMRES iteration. The tests are carried on a
mesh with 1.24 · 106 unknowns.
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Figure 5.13: Weak scaling of the one-level and two-level preconditioners for the two-branch artery
problem. In these tests, the number of unknowns increases with the number of processors: 3.33 ·105

for 221 processors, 6.33 · 105 for 421 processors, 1.24 · 106 for 833 processors, and 4.61 · 106 for 3072
processors.
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unknowns np coarse size Newton fGMRES time (s)
512 6.1 · 104 2.0 13.70 5.52

1.25 · 106 512 10.0 · 104 2.0 13.05 5.70
1024 6.1 · 104 2.0 15.00 3.21

1.25 · 106 1024 10.0 · 104 2.0 15.75 3.34
1024 6.1 · 104 2.0 17.15 8.41

3.08 · 106 1024 10.0 · 104 2.0 15.65 7.82
1024 41.7 · 104 2.0 14.15 9.20
2048 6.1 · 104 2.0 18.60 5.21

3.08 · 106 2048 10.0 · 104 2.0 14.55 4.14
2048 41.7 · 104 2.0 13.20 6.83

Table 5.9: Effect of different coarse mesh sizes on the two-level preconditioner. These results are
for the 3D benchmark problem. The heading “coarse size” represents the number of unknowns on
the coarse mesh.

unknowns np coarse size Newton fGMRES time (s)
512 9.4 · 104 2.0 12.20 6.70

1.24 · 106 512 13.2 · 104 2.0 11.80 7.33
1024 9.4 · 104 2.0 14.50 4.10

1.24 · 106 1024 13.2 · 104 2.0 12.70 4.23
1024 33.2 · 104 2.0 13.85 18.14

4.61 · 106 1024 63.3 · 104 2.0 14.75 20.96
2048 33.2 · 104 2.0 18.85 10.69

4.61 · 106 2048 63.3 · 104 2.0 16.45 11.44

Table 5.10: Effect of different coarse mesh sizes on the two-level preconditioner. These results are
for the two-branch artery problem. The heading “coarse size” represents the number of unknowns
on the coarse mesh.
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unknowns np coarse rtol Newton fGMRES time (s) coarse its

256 10−3 2.0 11.70 10.95 14.53
1.25 · 106 256 10−2 2.0 11.75 10.46 9.25

256 10−1 2.0 12.00 9.60 4.68
512 10−3 2.0 13.70 6.33 21.81

1.25 · 106 512 10−2 2.0 13.70 5.52 12.88
512 10−1 2.0 13.75 5.35 5.45
1024 10−3 2.0 15.60 8.22 19.98

3.08 · 106 1024 10−2 2.0 15.60 7.82 12.78
1024 10−1 2.0 16.00 7.85 5.96
2048 10−3 2.0 14.50 6.15 27.29

3.08 · 106 2048 10−2 2.0 14.55 4.14 16.57
2048 10−1 2.0 15.50 4.10 7.49

Table 5.11: Performance of the two-level preconditioner with various parameter values of coarse
solver tolerance. These results are for the 3D benchmark problem. The heading “coarse rtol” refers
to the relative tolerance for the coarse solve, and “coarse its” denotes the average number of linear
iterations spent in the coarse-level solver per fine fGMRES iteration.

and the discretization size on the coarse-level, may have some effect on the overall performance of

our proposed method. Therefore, a key question for implementation of the two-level preconditioner

is on how to choose the best parameter from the large pool of selections.

Since the motivation for the two-level preconditioner is to improve the performance of the

preconditioning by adding a coarse mesh, one of the most important implementation detail is to

choose the size of the coarse mesh in order to balance the improvement in conditioning that comes

from using a relatively fine coarse mesh with the cost of solving the problem on the coarse mesh.

In Table 5.9 and 5.10, we show some results obtained with different coarse mesh sizes. In practice,

a relatively fine coarse mesh would help reduce the total number of iterations, but the overall

compute time may increase.

Another important parameter, that can have strong effects on the efficiency and parallel

scaling of the method, is the tolerance for the coarse level solver. In Table 5.11 and 5.12, we show

some results for the two-level preconditioner by varying the solver tolerance on the coarse level. If

we choose the coarse solver tolerance as 10−3, the two-level method gives best performance in terms

of number of linear iterations. But in terms of the compute time, the best results are obtained with
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unknowns np coarse rtol Newton fGMRES time (s) coarse its
512 10−3 2.0 12.20 7.87 37.55

1.24 · 106 512 10−2 2.0 12.20 6.70 21.99
512 10−1 2.0 14.70 6.52 11.81
1024 10−3 2.0 14.40 5.45 45.31

1.24 · 106 1024 10−2 2.0 14.50 4.10 24.85
1024 10−1 2.0 17.90 3.69 14.07
1024 10−3 2.0 13.85 22.02 70.15

4.61 · 106 1024 10−2 2.0 13.85 18.14 43.62
1024 10−1 2.0 14.00 14.92 19.90
2048 10−3 2.0 18.80 13.08 61.20

4.61 · 106 2048 10−2 2.0 18.85 10.69 36.51
2048 10−1 2.0 20.15 9.22 14.66

Table 5.12: Performance of the two-level preconditioner with various parameter values of coarse
solver tolerance. These results are for the two-branch artery problem. The heading “coarse rtol”
refers to the relative tolerance for the coarse solve, and “coarse its” denotes the average number of
linear iterations spent in the coarse-level solver per fine fGMRES iteration.

unknowns np fine sub-solver Newton fGMRES time (s)
256 LU 2.0 11.75 12.19

1.25 · 106 256 BLU 2.0 11.75 10.46
256 BILU(1) 2.0 12.00 8.92
512 LU 2.0 13.70 7.13

1.25 · 106 512 BLU 2.0 13.70 5.52
512 BILU(1) 2.0 13.70 4.61
1024 LU 2.0 15.60 10.02

3.08 · 106 1024 BLU 2.0 15.60 7.82
1024 BILU(1) 2.0 15.10 6.35
2048 LU 2.0 14.55 5.70

3.08 · 106 2048 BLU 2.0 14.55 4.14
2048 BILU(1) 2.0 15.50 3.81

Table 5.13: Performance of the two-level preconditioner with respect to different fine-level subdo-
main solvers. These results are for the 3D benchmark problem. The headings “fine sub-solver”
denotes the choices of subdomain solver for the fine-level preconditioner, where LU stands for
the standard LU factorization, BLU for the point-block LU factorization, and BILU(1) for the
point-block ILU with one level of fill-ins.
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the choice of 10−2 or 10−1.

In Table 5.2 and 5.3, we have shown that the choice of the subdomain solver has a signifi-

cant impact to the performance of the one-level method. For the one-level preconditioner, using

the point-block version of incomplete LU factorization can help improving the efficiency in the

subdomain solver as well as the overall computation. Same idea can be applied to the two-level

preconditioner, we can use the point-block version of incomplete LU factorization to replace the

standard LU factorization in the subdomain solver of the fine level preconditioner. Results with

respect to different choices of subdomain solvers for the two-level preconditioner are shown in Table

5.13. Although there is a mild growth in terms of number of linear iterations, using BILU(1) as

the subdomain solver for the fine-level preconditioner can improve the overall time performance.



Chapter 6

Conclusions and future work

6.1 Conclusions

Simulating blood flows in compliant arteries is a challenging problem from both modeling and

computational perspectives. On one hand, accurate modeling of blood flows relies on appropriate

physical models, effective coupling between the fluid and the structure, and boundary conditions

that are used to represent the absent parts of the circulation system. On the other hand, the

computation is expensive, therefore the parallel scalability of the solution algorithm becomes a key

concern in the simulation. To address these issues, we introduced and studied an ALE based general

framework for fully implicit and fully coupled simulation of fluid-structure interaction problems.

The development includes the implementation of the resistive outflow boundary conditions, a sta-

bilized finite element discretization on moving unstructured meshes, a parallel monolithic domain

decomposition based Newton-Krylov-Schwarz method for solving the coupled system of nonlinear

algebraic equations, and a software package runs on supercomputers with thousands of processors.

The major work of the thesis can be divided into two parts. First, we demonstrated the

influence of the resistance boundary condition to the accuracy of the solution and discussed the

performance of a two-level preconditioner with this integral type resistive boundary condition by

solving some two-dimensional test problems. Second, the investigations focus on developing a

parallel framework for solving the more physically realistic three-dimensional FSI problems.

Based on the results of many numerical experiments, we demonstrated that the class of one-

level and two-level hybrid preconditioners works particularly well for accelerating the convergence
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and improving the parallel scalability of our monolithic solver. In particular, the use of a point-

block version of ILU in the subdomain preconditioners is found to be beneficial for improving the

efficiency of the three-dimensional computation. Moreover, the two-level methods are shown to be

effective in removing the dependency of the number of linear iterations on the number of processors,

which greatly improves the performance and scalability for larger problems and larger processor

counts.

We applied the method to the simulation of blood flows in patient-specific arteries and demon-

strated that the algorithm is both accurate and efficient. The algorithm and software show a great

deal of robustness with respect to the complicated patient-specific geometries, large meshes, large

number of processors, and many important physical parameters. Superlinear scalability was ob-

served for problems with tens of millions of degrees of freedom and on a machine with more than

three thousand processors.

6.2 Future work

In this thesis, we demonstrated that our algorithm is efficient and effective in simulating

blood flows in compliant arteries. The general FSI framework and the parallel scalable solvers in

the study can be used for further investigations of the real-world problems with more complicated

geometries, and they have the potential to eventually attack a full artery tree simulation in the

future. We intend to work on several specific areas in order to improve our models and solution

algorithms for the three-dimensional FSI problem:

• Nonlinear structure model. Because the nonlinear, anisotropic behavior of the artery wall

structure is important in obtaining better accuracy of the simulation, it is worthwhile to

extend our structure problem to include nonlinear visco-elastic equations.

• Reliable outlet boundary conditions. We plan to improve the compatibility of our algorithm

with different types of boundary conditions, in order to take advantage of the significant

work in the literature on finding more physiologically realistic outlet boundary conditions
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for the fluid [48, 83].

• Models for moving domain. The equation we use for modeling the moving domain is simple,

and there are possibilities to use some more sophisticated schemes for improved accuracy

and robustness.

• Parallel scalability. Though our method scales well with respect to the number of processors

in the O(103) range, there are some areas that we need to investigate for improvement.

We plan to further extend the approach and the software framework to include additional

levels to the preconditioner, which is expected to be more suitable for machines with O(104)

processors.
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