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Role of Mechanosensitive Chromatin Organization in the Nucleus of Eukaryotic Cells

Thesis directed by Professor Corey P. Neu

In the human body, there are about 200 different cell types that share a common genome but have specialized roles. During development, cells use mechanical cues from their environment as a guide for tissue-specific cell differentiation, a phenomenon referred to as mechanosensation. The mechanisms underlying mechanosensitive adaptation of cells to their environment are still debated, however. The cell’s nucleus is thought to be a mechanosensitive organelle as it is tightly connected to all parts of the cytoskeleton. The disruption of nuclear connections, in disease or experiments, have shown to abrogate cellular responses to mechanical stimuli. Furthermore, the spatial organization of chromatin in the nucleus has emerged as a new mechanism to control local and global gene transcription. The organization of chromatin changes dynamically from an unstructured organization in the zygote to a cell type-specific chromatin architecture during development. Since the nucleus is a large organelle within a cell, its morphology has also been directly linked to the function of differentiated cells.

Taken these concepts together, it can be hypothesized that mechanical cues from the environment influence cell behavior through the spatial reorganization of chromatin and, further, that this reorganization is mediated by forces transmitted to nucleus. In this thesis, the dynamic change in chromatin arrangements in response to mechanical stimuli and its role in cell function were investigated. Chapter 1 provides an overview of the hierarchical organization of chromatin
in the nucleus and its evolution during development. Showcased are also examples of cell type-specific nuclear architectures and their morphological relevance for distinct cell functions. In Chapter 2, a new device for the live imaging of cells under cyclic stretch is presented and utilized to analyze the dynamic response of mouse embryonic fibroblasts to different magnitudes of strain. Findings from this study suggest that rapid nuclear condensation might be a mechanism to protect from DNA damage under high strain loads. Chapter 3 investigates the influence of contraction-mediated nuclear strains on the reorganization of chromatin in embryonic mouse cardiomyocytes during development. The results from this research showed that CMs establish a cell-type specific nuclear architecture that was mediated through the transfer of strain from myofibrils to the nucleus. Overall, the results in thesis support that intranuclear strains influence the organization of chromatin and direct cell behavior on short-term scales and cell differentiation on long-term scales.
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Chapter 1

Mechanisms and Functions of Cell Type-specific Chromatin Organization

ABSTRACT

The human body consists of about 200 different cell types that share a common genome but have diverse morphologies and functions to fulfill specialized roles. How differential gene expression is coordinated during development and maintained throughout an organism’s life is far from understood. The spatial organization chromatin in the nucleus has emerged as a new mechanism to control transcriptional activity from the single gene up to gene networks. The organization of chromatin changes dynamically from an unstructured organization in the zygote to cell type-specific chromatin arrangements during development. Here we showcase examples of cell type-specific nuclear architectures and summarize recent paradigms of chromatin organization. We describe chromatin organization changes during development, morphological functions of cell type-specific nuclear architectures and discuss the potential underlying mechanisms of nuclear architectures. Overall, the organization of chromatin has turned out to be remarkably structured on several scales, the underlaying mechanisms are still largely debated, however.
1.1. CHROMATIN ORGANIZATION

The genetic information is conserved in a 4-letter code represented by nucleotides that form long double stranded deoxyribonucleic acid (DNA) molecules. The human genome consists of 23 long DNA molecules (chromosomes) that range in size from 46-250 million nucleotide base pairs (bp) resulting in a total of 3 billion bp. All somatic cells contain two sets of chromosomes and therefore, considering that one bp is approximately 0.34 nm, harbor 2 m of genetic material in nucleus with a diameter of about 5 µm.\(^1,2\) Despite these numbers, DNA was long thought to be randomly distributed inside the nucleus like a ball of entangled strings. However, newer evidence showed that DNA is highly organized and that this organization might be crucial in local and global gene regulation. In this section, we want to summarize the current paradigms of structural DNA organization in the nucleus of eukaryotic cells.

1.1.1. Nucleosome

To manage the large amount of genetic information, DNA is compacted inside the nucleus as it wraps in regular intervals (200 ± 40 bp) around octameric protein complexes, comprised of histones, to form a nucleosome (Figure 1.1)\(^3\). Nucleosomes dynamically assemble into compact domains that, due to their constant exchange of constituent nucleosomes, behave like a “liquid drop”\(^4\). The interaction and exchange rate of nucleosomes, and therefore chromatin compaction and accessibility, can be altered through post-translation modifications of amino acid residues at the histone surface\(^4\), either directly by changing charge-interactions\(^5\) or by recruiting protein complexes that control gene transcription and chromatin positioning\(^6\).

1.1.2. Chromosome Territories

The organization of DNA into loose, accessible euchromatin and condensed, closed off heterochromatin along a chromosome strand is a well-established concept. But only recently has
it been shown that chromosome themselves are spatially organized within the nucleus. The notion that chromatin might also be spatially segregated was postulated as early as 1885 by Carl Rabl\textsuperscript{7} and again by Theodor Boveri who coined the term Chromosome Territory in 1909\textsuperscript{8}. However, the idea of chromosome territories was discarded with the advent of electron microscopy as the intermingling of chromatin was thought to be directly observed. Henceforth the “spaghetti model” of essentially randomly organized chromatin prevailed until 1970 when a group of researchers (Stephen M. Stack, David B. Brown and William C. Dewey) tried to find first proof for Rabl’s and

\textbf{Figure 1.1. DNA compaction through histone scaffolding.} In the nucleus, DNA is repeatably wound around octameric histone cores. The resulting nucleosomes form a compact chromatin fiber; adopted from\textsuperscript{3}
Boveri’s theory. More definitive evidence was provided shortly after by the team of Zorn et al. The team observed that when damage was applied only to a small part of the nucleus, using an UV-laser, that this damage would be confined to a small number of chromosomes\(^9\). Later, as sequence specific chromatin dyes became available, researchers definitively showed that chromosomes indeed stay confined within their region with remarkably low overlap (Figure 1.2a)\(^{10,11}\). Some findings suggest that this precise abidance of chromosome territories is facilitated by motor proteins\(^6\); however, the actual mechanisms if still largely debated.

1.1.3. Compartments and TADs

On a smaller scale, chromosome territories are organized into layered compartments of topological-associated domains (TAD, Figure 1.2b)\(^{11,12}\). Genome regulation depends on the interaction of distant regulatory elements. TADs are regions on the genome (usually several hundred kilobases) with high local interactions between regulatory elements\(^{13}\). TADs are also physically constraint as they form chromatin loops through the binding of insulator proteins, such as cohesin, at their boundary\(^{14}\). TADs of the same type cluster together over long distances to form compartments\(^{15,16}\). There are two main types of compartments: A-compartments that contain active gene rich TADs and B-compartments that contain inactive gene poor TADs. A-compartments are more likely found towards the nuclear interior, while B-compartments are more frequently found at the nuclear periphery\(^{17}\) where they are also referred to as lamina-associated domains (LAD)\(^{18}\). A and B-type compartment can be further categorized into sub-types (A1-2 and B1-3) which are again defined through the clustering of TADs of the same type\(^{19}\).

1.1.4. Chromatin Hubs

Like the genome, processes in the nucleus are also structured and compartmentalized. In the classical view, free-floating transcription enzymes (polymerases) would translocate and bind
Figure 1.2. Spatial organization of chromatin in the nucleus. a) Fluorescently labeled oligonucleotides enable the sequence specific staining of chromatin. Left: Staining of condensed and isolated chicken chromosomes shows chromosome specific staining. Right: The same staining in a chicken fibroblast nucleus shows that chromosomes stay mostly within their territory; modified from\textsuperscript{7}. b) Chromosomes are structured into regions with increased internal interaction between regulatory elements, called topological associated domains (TAD). TADs from different chromosomes cluster together into transcriptionally active and inactive compartments, with active compartments being positions towards the nuclear interior; modified from\textsuperscript{11}. 
to chromatin in an undirected fashion. However, newer findings suggest that RNA polymerases are fixed to the nuclear scaffold with genes being moved to and simultaneously transcribed by an array of fixed polymerases, called a transcription factory\(^\text{20,21}\). Active TADs from one or multiple neighboring chromosomes loop out and cluster into active chromatin hubs were they are transcribed by transcription factories\(^\text{22}\). Transcription and post-transcriptional processes (e.g. splicing) involve many multiprotein complexes. Amongst other reason, this way of transcription might have developed due to its ability to locally concentrate and therefore coordinate and share these costly proteins more effectively. Other functional hubs in the nucleus include repair factories, which contain high concentrations of DNA repair enzymes\(^\text{23}\). As with chromosome territories, the relocation of genes to these hubs seems to be driven by motor proteins as knock down of nuclear myosin I has shown to inhibit transcriptional activity\(^\text{21}\) and chromatin repair\(^\text{23}\). Due to these findings, the spatial organization of chromatin has emerged as a new key player to control global and single gene regulation, particularly during development.

1.1.5. Chromatin Organization During Development

Since the emergence of chromatin organization as a new mechanism for gene regulation, efforts have been made to map the change of this organization during embryonic development. Analysis of matured mouse sperm showed that the genomic organization was remarkably similar to that of differentiated cells\(^\text{24,25}\), despite the sperm genome being haploid and mostly transcriptionally inactive. In contrast, genomic organization in mouse oocytes was shown to be different from that of somatic cells\(^\text{26}\) and changed dramatically during development. Oocytes decrease their transcriptional activity during maturation. At the same time, genomic organization has been found to be decreased as well and mature oocytes are void of TADs and compartments.
and show a uniform, decondensed distribution of chromatin with little variation in contact probabilities across the genome\textsuperscript{26,27}.

After fertilization, chromatin organization increased gradually in the formed zygote, as measured by the formation of TADs and compartment, during each stage of development\textsuperscript{28–30}. Most analysis of chromatin organization is performed using chromatin conformation capture techniques (Hi-C sequencing) to analyze the interaction probability of genomic regions. Microscopy studies further showed that chromatin became more mobile\textsuperscript{31} and that gene-rich chromatin regions shifted from being randomly distributed to having a distinct chromosome-specific distribution after fertilization\textsuperscript{32}. By using whole chromosome stains, nuclear position of different chromosomes were observed to be more likely to be similar between cells of the same cell type and, furthermore, amongst cell types of the same tissue\textsuperscript{33}. Since different cell types of the same tissue share differentiation pathways and active gene networks, the group argued that the similarity in chromosome arrangement might arise from the clustering of related networks into similar chromatin compartments.

While studies agree that chromatin organization in zygotes undergoes stark changes after fertilization, there is still dispute over the dynamics of these changes during development. Findings in Zebrafish, for example, showed that zygotes start out with a higher order of organization, which then subsided after fertilization and increased again during later stages\textsuperscript{34}. It is also unclear how cell-type specific nuclear architectures gradually emerge from the decondensed, underordered organization in the zygote and more work is needed to understand these processes. Next, we want to explore functional aspects of chromatin organization that go beyond the implications of gene regulation.
1.2. MORPHOLOGICAL FUNCTIONS OF NUCLEAR ARCHITECTURES

Cells of the same type show a common genome organization, presumably due to the clustering of similar gene networks into shared chromatin compartments, as discussed above. The spatial arrangement of chromatin is likely to have major role in gene regulation and the establishment of genetic memories through the spatial segregation of chromatin. However, studies of different distinct cell types suggest that establishment of cell-type specific nuclear architectures has implications beyond gene regulation. In these examples, shape and mechanical properties of the nucleus directly contribute to the cell’s functions.

1.2.1. Light Guidance in Mouse Rod Receptor Cells

Silenced condensed chromatin is primarily found at the nuclear envelope while lightly packed transcribed chromatin is more likely situated towards the nuclear interior in somatic cells. The team of Solovei et al. reported that the rod receptor cells in the eyes of mice have an inverted architecture with a dense core of chromatin concentrated in the center of the nucleus (Figure 1.3a)\textsuperscript{35}. This inverted nuclear architecture was only found in nocturnal animals\textsuperscript{36} and the team argued that the dense chromatin core could act as a lens to focus light deeper into the underlying receptors. Computational modeling of light propagation through retinas with different nuclear architectures further verified this hypothesis.

1.2.2. Signal Integration in Hippocampal Neurons

In a different study, the group of Wittmann et al. observed that neurons in the hippocampus tend to have strongly folded nuclear envelopes\textsuperscript{37}. By culturing hippocampal neurons \textit{in vitro}, the group further revealed that neuronal nuclei formed these folds dynamically in response to induced synaptic activity and that the nuclei reverted to a round shape after inhibition of synaptic activity (Figure 1.3c). Neurons use their cell body to integrate incoming signals in the form of calcium
Figure 1.3. Morphological functions of nuclear architectures. 

a) Chromatin arrangement of rod receptor cells at birth (P0) and in 9-month-old adult mice. Matured nuclei show an inverted architecture with a dense chromatin core in the center acting like a light collecting lens; chromatin density: blue=dense (chromocenters, H3K9me3), red=medium (hetero-chromatin, H3K20me3), green=light (euchromatin, H3K4me3); scale=2 µm; modified from 42.

b) Live imaging of hippocampal neuron nuclei (Lamin B-eGFP) show the reduction of nuclear infoldings before (0 min) and 12 min after inhibition of synaptic activity via NMDA. Nuclear compartmentalization through infoldings change neuronal signal integration; modified from 44,45.

c) Nuclear envelope (Lamin B staining) before (0 d) and 7 days after induction of granulocyte differentiation. Cells develop a compliant multilobed nuclear architecture for enhanced tissue invasion; scale=10 µm; modified from 46.
waves. Since neuronal bodies (soma) are very small, their nucleus makes up most of their cell body. In a follow-up study, the group investigated whether the compartmentalization of the nucleus, as a result of nuclear membrane folding, is used by neurons to modulate calcium transients. Through computational modeling of calcium propagation in neurons with different (previously recorded) nuclear morphologies, the group showed that folded nuclei are more sensitive to calcium signals and, further, that the compartmentalization of folded nuclei might be used to distinguish between constant and oscillatory calcium waves\textsuperscript{38}.

1.2.3. Enhanced Tissue Invasion of Neutrophil Granulocytes

In another example, the group around Olins \textit{et al.} investigated the formation of multi-lobed nuclei during the differentiation of neutrophil granulocytes (\textbf{Figure 1.3b})\textsuperscript{39}. Neutrophils patrol the body in search of infection and may need to squeeze through narrow gaps between tissues to reach their target. The group suggested that the formation of a compliant multi-lobed nucleus enhances the neutrophil’s capability for tissue invasion. In a follow-up study, the group further verified that nuclear lamina proteins, the main contributors of nuclear mechanical resilience, are strongly reduced or absent in neutrophils\textsuperscript{40}. In a related example, sperm must be very compact to compete effectively. Despite having a similar TAD and compartment structure, the DNA in sperm nuclei is extremely tightly packed through scaffolding onto protamine instead of histones\textsuperscript{24}. These examples highlight that nuclear organization might not just be genetically but also morphologically integral for the function of differentiated cells.
1.3. NUCLEOSKELETON

To discuss the potential mechanisms that underlie chromatin organization, it is important to review current findings of the skeleton structures in and around the nucleus they likely provide the scaffold that enables these processes.

1.3.1. Nuclear Lamina

The nucleus is compartmentalized by two lipid bilayer membranes. The outer nuclear membrane has large outward bulges that form the endoplasmic reticulum in which all membrane proteins are synthesized. The inner nuclear membrane is lined with a fibrous protein meshwork, called the nuclear lamina, which provides mechanical stability and connects the nucleus to other parts of the cell. The nuclear lamina is comprised of two separate but overlapping protein networks that consist intermediate filament-type proteins called lamins. A-type lamins form a thick meshwork with viscoelastic properties, while B-type lamins form a thin meshwork with elastic mechanical properties that is connected to the inner nuclear membrane. Both networks combined provide flexibility and resilience to the nucleus to maintain shape and integrity against external forces. As a result, the nucleus is approximately 5-10 fold stiffer then the cell body.

1.3.2. LINC Complexes

The increased mechanical stability of the nucleus was puzzling at first as the central location of the nucleus within the cell body would seem to blanket it from external forces. However, the nucleus turned out to be interconnected with the cytoskeleton and, by extension, to the extracellular matrix via LINC (Linker of Nucleo- and Cytoskeleton) complexes. LINC complexes are comprised of structural proteins that span the outer (nesprins) and inner (SUNs) nuclear membranes. On the outer side of the nucleus, different nesprin isotypes bind to different parts of the cytoskeleton: nesprin-1 and 2 to actin, nesprin-3 to intermediary filaments and
nesprin-4 to microtubules\textsuperscript{45,46}. In the perinuclear space between both nuclear membranes, a combination of SUN isotypes form a tetrameric complex that binds to one nesprin through highly conserved KASH domains\textsuperscript{47}. On the inner side of the nucleus, the tetrameric SUN complex connects to the nuclear lamina\textsuperscript{48}.

1.3.3. **Nuclear Matrix**

Due to its interconnectedness with the rest of the cytoskeleton, the peripheral nucleoskeleton has been implicated in the processing of mechanical cues from the extracellular environment, a phenotype referred to as mechanosensation. Cells use these cues to guide their differentiation\textsuperscript{49,50} and disruption of these connections have reaching consequences during development, as will be discussed later. Hence, much attention has been focused on studying the peripheral nucleoskeleton. In contrast, the composition and function of the internal nucleoskeleton is far less understood despite being investigated for more than half a century. Early observations using light microscopy found the nucleus to be devoid of internal structure and researchers assumed that the nuclear contents are suspended in a liquid medium called the nuclear sap. The advent of electron microscopy, again, dramatically changed this view and in conjunction with advances in sample preparation techniques the first images of the nuclear scaffolds were recorded in the 1960’s (Figure 1.4a)\textsuperscript{51}. These images show the substructure of the nucleus to be comprised of clusters, called interchromatin granules, which are evenly distributed throughout the nucleus and connected through branching 10 nm sized filamentous fibers (Figure 1.4b). This structure has yet to be visualized in living cells and efforts of identifying the composition of the nuclear matrix showed ambiguous results so far\textsuperscript{52}, hence still leaving the existence of the nuclear matrix as a biological entity in question. One frequently identified constituent is a protein that was first discovered through its involvement in the formation of the spindle apparatus during mitosis, called
nuclear-mitotic apparatus (NuMA) protein\textsuperscript{53-55}. With its globular head and tail domains connected by a rod-like coiled-coil domain, NuMA shows many features of a structural protein. Increasing or decreasing of the coiled-coil domain’s length, through insertions or deletions, has shown to changes the spacing of the nuclear matrix lattice correspondingly\textsuperscript{56}. In the same study, deletions in the head domains also resulted in the reorganization of the nuclear architecture with chromatin and subnuclear bodies predominantly clustering at the nuclear periphery and deletion of the nuclear localization signal showed the formation of aggregates in the cytoplasm with a structure similar to that of the nuclear matrix. NuMA has also been shown to interact with the nuclear lamina\textsuperscript{57}. These findings suggest that NuMA plays a critical role for the establishment of nuclear architectures.

Figure 1.4. Nuclear matrix visualized by electron microscopy. a) After removal of chromatin, a proteinaceous network of connected interchromatin granules can be observed throughout the nucleus using electron microscopy. Indicated are the nucleolus (Nu) and the nuclear lamins (L); scale=1 \( \mu \)m. b) At higher magnification, branching fibers of 10 nm thick filaments connect different interchromatin granules with each other and to the nuclear lamina can be observed; scale=0.1 \( \mu \)m; adopted from\textsuperscript{50}. 
1.3.4. **Nuclear Actin**

Actin is another structural protein found in the nucleus, but whose function is better understood in the cellular processes. In the cytoplasm, filamentous actin is one of the three cytoskeleton components and majorly contributes to the cell’s resistance to tensile forces\(^{58}\). At the same time, actin is highly dynamic and can serve as a scaffold for myosin motor proteins to exert force for cell migration and cell divisions but also to transport cargo and arrange organelles\(^{59}\). Actin itself has no nuclear location sequence and is imported into the nucleus via cofillin\(^{60}\). The concentration of actin in the cytoplasm usually far exceeds that in the nucleus and nuclear actin was first observed in amphibian oocytes where its concentration is relatively high. Since actin plays a role in cellular organization, it was assumed that it might have a similar function in the nucleus. However, the function of nuclear actin is still under debate.

1.4. **MECHANISMS OF CHROMATIN ORGANIZATION**

In the previous sections, we discussed that the spatial arrangement of chromatin is tightly controlled from the single gene up to genomic scales. It is unknown how this organization is facilitated or regulated; however, studies have provided evidence for different potential mechanisms that might be involved in chromatin organization and which are summarized in this section.

1.4.1. **Chromatin Insulators**

TAD boundaries are enriched for a binding sequence that is recognized by the zinc-finger protein CTCF (CCCTC-binding factor)\(^ {16,61}\). CTCF further recruits cohesion, a multi-protein complex that forms a ring like structure around the TAD boundaries thereby forming a chromatin loop\(^ {4,62}\). The formation of a loop increases the interaction of gene regulatory elements within a TAD, hence
CTCF and cohesion are also known as insulator proteins. Post-translational modification of histone amino acid residues, known as epigenetic modifications, control gene regulation through changes in chromatin compaction or recruitment of effector proteins. Evidence suggests that epigenetic modifications also regulate the clustering of TADs with similar activity into chromatin compartments. Transcriptionally-active A-type compartments are associated with activating histone modification such as H3K4me1 (methylation of histone H3 at lysine 4) and H3K36me3 (trimethylation of histone H3 at lysine 36) while inactive B-type compartments are associated with H3K27me3 and H3K9me3 modifications that silence and compact chromatin. Further, TADs have shown to switch from A to B-type compartments after recruitment of the H3K9me3 methyltransferase SUV39H1.

1.4.2. Lamins and NETs

B-type compartment are more frequently found in transcriptionally repressed regions of the nucleus such as the nucleolus and the nuclear lamina, while nuclear lamina and nucleolus-associated domains (LAD, NAD) are depleted in A-type compartments. In most somatic cells, the nuclear lamina is associated with a layer of condensed chromatin. This is facilitated through nuclear envelope transmembrane proteins (NETs) that integrate into the inner nuclear membrane and contain lamina and chromatin binding domains. Importantly, multiple studies have shown that NETs are tissue-specifically expressed, and evidence suggests that they mediate tissue specific chromosome positioning. Even though NETs are anchored to the nuclear membrane, lamina-interaction or the lamina itself appears to be crucial for the tethering of chromatin to the nuclear periphery as deletion of A or B-type lamins phenocopied the inverted architecture of mouse rod receptor cells with most chromatin concentrated at the nuclear center. The interaction of NETs with chromatin also appears to be dependent on epigenetic modifications and current
investigations are focused on understanding the interdependent relationships of epigenetics and NET expression in the formation of cell type-specific chromatin organization\textsuperscript{70}.

1.4.3. **Nuclear Actin and Myosin**

How chromatin is repositioned is largely unclear; however, evidence suggests the involvement of nuclear motor proteins. Different studies showed that the reorganization of chromosome territories in response to transcriptional activation\textsuperscript{71}, serum starvation\textsuperscript{6} or induction of DNA damage\textsuperscript{23} was abrogated after inhibition of nuclear myosin 1 (NM1). Myosin motor proteins classically depend on actin as a scaffold for translocation and disruption of actin has also been shown to interfere with chromatin repositioning after transcriptional activation\textsuperscript{71,72}. In contrast, the team of Belin \textit{et al.} engineered a fluorescent probe to investigate nuclear actin activity in living cells and concluded that the short filament length (<100 subunits), the dynamic motion and the minor colocalization with nuclear myosins made actin unsuitable for long range transports\textsuperscript{73}. The role of nuclear actin is still widely debated and nuclear myosins, other than NM1, are poorly characterized, leaving more research to be done to understand their role in chromatin positioning.

1.4.4. **Nuclear Matrix**

The nuclear matrix is another likely candidate to act as a scaffold for directed chromatin organization. Investigation of chromatin interactions with the nuclear matrix identified AT-rich matrix-attachment regions (MAR)\textsuperscript{74} and targeting antibodies against the nuclear matrix protein NuMA disrupted chromatin organization and inhibited differentiation of liver acina\textsuperscript{75}. Expression of a truncated NuMA protein also altered the distribution of epigenetically modified chromatin\textsuperscript{75} and caused the relocation of chromatin and the nucleolus to the nuclear envelope\textsuperscript{56}. While the
mechanistic details are unclear, these findings show that the nuclear matrix is likely to play an important role for the organization of chromatin.

1.4.5. Nuclear Mechanosensation

LINC complexes connect the nucleus to the cytoskeleton. LINC complex protein are not directly involved in the organization of chromatin; however they forward mechanical signals from the cytoskeleton into the nucleus which can trigger changes in chromatin organization\textsuperscript{76}, gene expression\textsuperscript{77,78} and cell differentiation\textsuperscript{78}. Mechanical cues from the environment are known to guide cell differentiation\textsuperscript{49} and mutations in LINC complex and associated nuclear envelope proteins can cause severe developmental disorders\textsuperscript{79,80}. Taken together, this might suggest that biophysical signals from the cell environment guide cell fate through the reorganization of chromatin.

1.5. SUMMARY AND OUTLOOK

The accumulated findings over the last decades have completely changed the paradigms of chromatin organization from the “spaghetti model” of randomly entangled chromosomes to a model that shows fine-tuned chromatin organization at different scales from the single up to the whole genome. This organization is established throughout development starting from a largely unorganized arrangement which is step-wide structured into a cell type-specific nuclear architecture. Therefore, the role of chromatin organization in gene regulation and cell differentiation is well establish. The maintenance of stable cell differentiation throughout an organism’s life is also likely facilitated through the permanent spatial segregation of chromatin. There is even good evidence that the morphological structure of the nucleus can be integral to a cell’s function. However, the underlying mechanisms of active chromatin relocation and the
preservation of chromatin locations is largely unknown and findings from proposed mechanisms are still debated. Research into NETs for the cell type-specific tethering of chromatin at the nuclear border are currently underway and should provide further clues how chromatin organizations are established during development. More efforts should be focused on the investigation of the nuclear matrix and other structural protein in the nucleus since it appears likely that the dynamic organization of chromatin is dependent on an underlying scaffold.

The nucleus has further shown to be important in the processing of biophysical cues from the environment. It is plausible to assume that this is partially achieved through changes in chromatin organization; however, the influence of nuclear strain on chromatin positioning has not been studied so far. In Chapter 3 of this thesis, we present our findings on the influence of contraction-mediated nuclear strains on chromatin reorganization during the development and disease of mouse cardiomyocytes. Further, the fine resolution of organizational chromatin hierarchies is largely based advances in sequencing methods. These methods can resolve chromatin interactions at the sequence level but have poor temporal resolution since they can only make observations in a bulk sample of cells at the time of sample preparation. Other methods need to be developed to observe the dynamic response of chromatin in single cells, for example to mechanical stimuli. A new device for the high-magnification imaging of live cells under cyclic stretch and the resulting findings in mouse embryonic fibroblasts are presented in the following Chapter 2.
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Chapter 2

LiMex – A Novel Concept for High-Magnification Imaging of Cells During Mechanical Stimulation Reveals Divergent Nuclear Behavior in Response to Low or High Magnitude Cyclic Stretch

ABSTRACT

Mechanical cues from the environment influence cell behavior. Mechanisms of cellular mechanosensation are unclear, partially due to a lack of methods that can reveal dynamic processes. Here, we present a new concept for a low-cost, magnetically-driven device that enables high-magnification imaging of cells during stretch. Using this device, we observed that nuclei of mouse embryonic skin fibroblasts underwent rapid but divergent responses to strain magnitude, showing area increase and chromatin decompaction during 5% strain, but area decrease and chromatin condensation during 20% strain. Only responses to low strain were dependent on calcium, while actin inhibition abrogated any nuclear response and increased stretch-induced DNA damage. Stretch-activation revealed a shift in actin filaments away from (5% strain) or towards (20% strain) the nuclear periphery. Our findings suggest that different pathways control strain level-dependent cell behavior and that mechanical confinement of nuclei through actin may be a protective mechanism during high strain loads.
2.1. INTRODUCTION

Mechanical cues from the environment are known to have a profound impact on cell fate\(^1\) and cell behavior\(^2,3\), a phenomena referred to as mechanosensation. Changes in mechanical properties due to trauma\(^4,5\), chronic conditions\(^6-8\), or genetic predispositions\(^9,10\) lead to cellular degeneration and result in a range of pathologies\(^11\). Understanding the mechanisms involved in mechanosensation would help to work towards mitigating these conditions and allow researchers to direct cell differentiation to generate artificial tissues for drug testing\(^12\) or organ repair\(^13\).

The nucleus is thought to be an essential mechanosensitive organelle as it is tightly connected to all parts of the cytoskeleton through LINC (Linker of Nucleo- and Cytoskeleton) complexes\(^14,15\). Cyclic stretch has been shown to change nuclear morphology\(^16-18\), induce chromatin condensation\(^17-19\), increase mechanical resistance of nuclei\(^16,18,20\) and alter gene expression\(^21,22\). Studies on isolated nuclei have demonstrated that the nucleus alone can respond to stretch, however, only when engaged via LINC complexes\(^20\). Disruption of LINC complexes have shown to inhibit stretch-induced changes in chromatin remodeling\(^23-25\) and gene expression\(^21,22\), suggesting that strain transfer from the cytoskeleton plays an important role for nuclear mechanosensation. The actin skeleton, in particular, has been shown to be crucial for nuclear responses to dynamic mechanical stimulation\(^18,21,23,26\). Despite these findings, the underlying mechanisms of cellular and nuclear mechanosensation pathways are mostly unclear, partially due to a lack of accessible methods to image cell behavior under mechanical stimulation in real time.

Nuclear responses to mechanical stimulation have been shown to be very rapid (seconds)\(^17,21\) highlighting the importance of simultaneous stimulation and data acquisition to understand these processes. However, conventional and commercially available cell stretch devices (e.g. Flexcell) do not allow for the use of high magnification objectives necessary to
elucidate single cell behavior. Custom-built devices designed by research groups either lack high-resolution live imaging capability or use expensive components such as precise linear actuators or optical traps. In addition, designs are often complicated and require special expertise, which overall makes them difficult to replicate for widespread use.

Here we propose the design of a low-cost LiMex (Live-imaging, Magnetically-enabled Cell Stretcher) device that uses electromagnetic force to apply a precise equiaxial stretch to a thin silicone membrane suspended over a water-immersion objective (Figure 2.1a, Extended Figure 2.1). Using electromagnetic force is an advantage because it can be precisely controlled without requiring special components, in our case only needing an electromagnetic coil made in-house and a permanent rare earth magnet. Most of the device parts were 3D printed making the system easy to replicate at a low cost. Only one part, a tapered circular ring that interfaces with the silicone membrane, was machined due to low-friction requirements. The remaining parts (rare earth magnet, linear rails with carriages and electronics for control) were generally inexpensive and readily available (Extended Table 2.1). Using the LiMex device, we investigated the dynamic response of nuclei from mouse embryonic skin fibroblasts when exposed to cyclic stretch. Our experiments verified that nuclei respond rapidly to mechanical stimulation. Interestingly, we observed contrasting behavior for cells during low or high strain regimens, as we observed nuclear area shrinkage and chromatin condensation in response to high strain, but nuclear area expansion and chromatin decompaction in response to low strain. This dichotomous behavior appeared to be mediated through different pathways as only responses to low strain cyclic stretch were dependent on calcium signaling while the actin skeleton was necessary for any strain response. Imaging of actin dynamics during cyclic stretch revealed a divergent behavior similar to that of nuclei with actin filaments shifting from the cell border to towards the nuclear periphery during high strain
loads and vice versa for low strain. Moreover, actin depolymerization lead to an increase in DNA damage with increasing levels of strain, suggesting that F-actin-dependent nuclear shrinkage might serve as a protective mechanism during high strain loads.

2.2. RESULTS

2.2.1. Cell Stretch Device – Concept and Calibration

To record the dynamic responses of single cells at high magnification during mechanical stimulation, we built a system in which a thin (~127 µm) silicone membrane is stretched over a deformation ring that is fixed in place over a microscope objective (Figure 2.1a, Extended Figure 2.1a). The static deformation ring enabled a relatively constant imaging plane in x, y and z-directions while the membrane was stretched around the ring. The silicone membrane was assembled into a stretch chamber (Extended Figure 2.1b) and fused to a compliant silicone containment well to allow the culturing of cells. The stretch chamber, in turn, could be engaged into a piston that could move freely up and down in an electromagnetic coil via sliders. The piston contained a strong rare earth magnet at the top to transfer force from the electromagnet below. When current was applied to the coil, the resulting electromagnetic field lifted the piston up or pushed it down depending on the orientation of the magnetic field. The electromagnetic field, in turn, was controlled through an Arduino microprocessor that modulated intensity and the direction of current from a constant DC power source (Extended Figure 2.2a). To confirm the precision of the control system and movement of the device, a laser displacement sensor was used to show that the electromagnetic field could be used to precisely (Figure 2.1b) and repeatedly (Figure 2.1c) control the position of the piston and, therefore, the indentation of the membrane.
Figure 2.1. LiMex device allows for precise and repeatable membrane stretch via electromagnetic force. a) A cross-sectional illustration of the stretch device and its control circuit is shown. A suspended piston containing a permanent magnet moves vertically through an electromagnetic coil. Downward motion of the piston stretches a silicon membrane over a deformation ring which holds the stretched membrane at a constant distance over a microscope objective. See Extended Figure 3.1b for real images of the device. To control the electromagnet, an H-bridge is used to modulate intensity and direction of a constant current (6 A) from a DC power source through low voltage signals using an Arduino microprocessor. On the Arduino, a PWM pin (~, power-wave-modulation, 0-5 V) is used to control the intensity and a digital pin (D, 0/1) is used to control the direction of the current. A USB interface enables control of the Arduino inputs via MATLAB. b) A distance measurement laser was used to investigate piston movement, and thereby membrane indentation, in response to electromagnetic force as represented by Arduino input voltages. Electromagnetic force could be used for the precise membrane stretch. c) A sigmoidal function was programmed in MATLAB to generate Arduino inputs from +0.8 to -0.8 V at a frequency of 1 Hz and piston indentation was recorded over 5 cycles. Electromagnetic force could be used for precise and repeatable membrane indentation.
To calibrate the LiMex device, membranes were coated with fluorescent beads. During membrane stretch, bead displacements were recorded on a microscope to calculate the resulting strain using traction force microscopy\textsuperscript{34} (Figure 2.2a). Since the piston has a weight that stretches the membrane in the absence of a magnetic field, the baseline Arduino input voltage that produced an electromagnetic field to keep the piston suspended without indenting the membrane was determined to be +0.8 V (Extended Figure 2.2b). For calibration, we recorded bead displacements in response to different Arduino inputs from +0.8 to -3.25 V. The resulting current vs. strain calibration curve fit best to a 3\textsuperscript{rd}-order polynomial function due to a mild inflection around 0 V; however, a 2\textsuperscript{nd}-order polynomial function fit almost equally well and was chosen for simplicity (Figure 2.2b). Plotting of membrane indentation vs. strain from associated Arduino inputs showed a linear relationship as would be expected from a linear elastic material such as silicone (Figure 2.2c). Analysis of repeated membrane stretch from +0.8 to -0.9 V, corresponding to 10% strain, showed reliable strain application within 0.5% with no indication of declining or increasing trends within 11 repeats (Figure 2.2d). Next, we performed live cell imaging of cells during cyclic stretch routines to validate the utility of our device.

2.2.2. **Nuclei of MSF Show Dichotomous Responses to Low and High Strain Levels**

To test the device, we investigated the dynamic behavior of cell nuclei from mouse embryonic skin fibroblasts (MSF) from H2b-eGFP harboring mice in response to equiaxial stretch. For that, MSFs were seeded onto fibronectin-coated stretch chambers and mechanically stimulated for 30 min with a sigmoidal stretch routine (1 Hz) with peak strains of 5%, 10% or 20%. The stretch routine was followed by 30 min of no stimulation (rest) to determine reversibility of any
Figure 2.2. LiMex device calibration and performance using particle tracking. Membrane containment wells were coated with 2 µm sized fluorescent beads. Images were acquired at baseline (relaxed, Arduino input=+0.8 V, see Extended Figure 2.2b) and during stretch to calculate membrane strain from bead displacements, using particle tracking, in response to different Arduino input voltages. 

a) Example of recorded bead displacements and resulting strain map for an Arduino input of -0.9 V. 

b) Calibration curve as determined through bead displacements. The acquired data fit a 2nd-order polynomial function; SD; n=3. 

c) Plotting calculated membrane strains over measured membrane indentations from Figure 2.1b showed a linear relationship. 

d) Measurements of consecutive membrane indentation for an Arduino input of -0.9 V showed repeatable application of strain within 0.5%.
observed responses. In addition to unstretched control cells (0%), cells were also subjected to a magnetic field corresponding to the 20% stretch routine (MAG) under static conditions (no stretch) to assess effects of the magnetic field alone. Image stacks of nuclei were acquired via H2b-eGFP (Figure 2.3a). Unstretched control cells (0%) showed a continuous but slight decline in nuclear area during the 1 h experiment (Figure 2.3b). In contrast, area of nuclei decreased rapidly (< 2 min) in response to high strains of 20%, continued decreasing during the 30 min of stretch and increased again during the 30 min rest period. Nuclei subjected to 10% cyclic strain also showed a decrease in area but to a lesser extent and more delayed compared to the 20% strain routine. Surprisingly, at 5% strain, nuclear area increased during stretch and stayed elevated during rest compared to control cells.

Changes in skewness and kurtosis of chromatin intensity histograms could further be used to analyze chromatin condensation as indicated by a shift towards higher intensities (positive skewness) and narrowing of the histogram peak (positive kurtosis)\textsuperscript{35}. Similar to nuclear area, H2b histograms of MSF nuclei subjected to 20% cyclic strain showed a rapid increase in both skewness and kurtosis during the stretch interval, followed by a mild decline during the rest period. Nuclei subjected to 5% cyclic strain showed a decrease in skewness and kurtosis during the stretch and rest period (Figure 2.3c). Changes in nuclear area as well as H2b histogram skewness and kurtosis of MSFs subjected to the magnetic field alone (MAG) closely matched that of unstretched control cells (0%) in absence of a magnetic field, suggesting that the magnetic field had no influence on the observed cell behavior.

To test whether chromatin dyes are suitable to investigate mechanosensitive behavior of nuclei, MSFs were subjected to a 20% strain routine after staining with Hoechst (Extended Figure 2.3). Stained nuclei showed a similar dynamic of area decline during stretch, but no
Figure 2.3. MSF nuclei show opposing changes in nuclear area and chromatin condensation during low strain and high strain cyclic stretch. Mouse embryonic skin fibroblasts were exposed to 30 min of sigmoidal stretch with peak strains of 0%, 5%, 10% or 20%, followed by 30 min of no stimulation (rest), during which image stacks of nuclei were recorded. Control cells were exposed to the magnetic field alone without stretch (MAG). a) Images of nuclei recorded via H2b-eGFP; scales=5 µm. b) Relative changes in nuclear area (relative to 0 min) during stretch routines. Nuclear areas decreased in response to high strains (10%, 20%), but increased for low strain (5%), while exposure to the magnetic field alone (MAG) showed no difference compared to unstretched cells (0%). c) Difference in H2b
recovery during the rest period, compared to unstained nuclei. Additionally, measures of chromatin condensation were reduced during stretch, overall suggesting that the use of chromatin dyes can alter nuclear responses to stretch. In summary, these results showed that the nuclei of MSFs do not respond proportionally to increasing levels of strain as we observed a decrease in nuclear area and increased chromatin condensation for high strains in contrast to an increase in nuclear area and decrease in chromatin condensation for low strains. Depending on the strain level, responses occurred rapidly after starting the application of strain, which emphasizes the need for live imaging capabilities to capture these effects.

2.2.3. Nuclear Responses of MSFs to Low, but Not High Cyclic Strain, are Sensitive to Calcium While Actin is Essential for Both

We observed a dichotomous change in nuclear area and chromatin condensation of MSF nuclei in response to high and low cyclic strain. Next, we wanted to investigate whether there was a difference in signaling between low and high strain stimulation. It has been shown that chromatin condensation in response to uniaxial cyclic stretch is abrogated after inhibition of calcium signaling\textsuperscript{17}. Treatment of MSFs with BAPTA (BP), to sequester extracellular calcium, or KN-62 (KN), to inhibit intracellular calmodulin signaling, abrogated the increase in nuclear area and decrease in chromatin condensation observed for non-treated (NT) and vehicle control cells (VH) during 5\% cyclic strain routines (Figure 2.4). Conversely, calcium inhibition only minorly
effected the decrease in nuclear area and increase in chromatin condensation during 20% cyclic strain routines. Interestingly, both BAPTA and KN-62 treatments interfered with the slight decrease in nuclear area and increase in chromatin condensation observed during static magnetic field-only routines (MAG).

Further, the actin skeleton has been shown to be crucial for mechanosensitive signaling and is thought to be an important structure for forwarding mechanical cues to the nucleus. Treatment of MSFs with the actin depolymerization drug cytochalasin D (cyto D, CD) resulted in a similar abrogation of nuclear area increase in response to 5% cyclic strain but showed more elevated chromatin condensation compared to calcium inhibition (Figure 2.4). Interestingly, cyto D treatment completely prevented nuclear shrinkage during 20% strain routines and nuclei showed even less chromatin condensation compared to 5%. In contrast to calcium inhibition, cyto D treated MSF nuclei showed no difference during static magnetic field-only routines compared to non-treated and vehicle control cells. Together, this data suggested that calcium signaling plays a role during low strain, but not high strain stimulation, while an intact actin skeleton was crucial for nuclear responses to any magnitude of stretch.

2.2.4. Actin Depolymerization Increases DNA Damage After Low and High Cyclic Strain

The calcium-independent shrinkage of nuclear areas suggested that there is a different mechanism for cell behavior under high strain compared to low strain loading. Cyclic stretch has been shown to cause DNA damage. To test whether actin-mediated nuclear shrinkage under high strain loads might be a protective mechanism to prevent DNA damage, we stained MSFs for serine-139 phosphorylation of γH2a.x (p-γH2a.x), an indicator of DNA double strand breaks and filamentous actin (F-actin) after 30 min of cyclic stretch. F-actin intensities above the nucleus (perinuclear F-actin) increased with strain magnitudes, being only slightly higher after 5% and
Figure 2.4. The actin skeleton, but not calcium signaling, is required for nuclear responses to high strain cyclic stretch. Mouse embryonic skin fibroblasts were treated with BAPTA, KN-62 or cyto D before being exposed to 30 min of sigmoidal stretch with peak strains of 5% or 20%, or 0% under the influence of the magnetic field alone (MAG), during which image stacks of nuclei were recorded. a) Images of nuclei recorded via H2b-eGFP before (0 min) or after (30 min) cyclic stretch routines; scales=5 µm. b) Cyto D treatment (CD) inhibited changes in nuclear area and chromatin condensation in response to 5% and 20% cyclic stretch compared to non-treated (NT) or vehicle (VH) control cells. BAPTA (BP) or KN-62 (KN) treatment abrogated the increase in nuclear area and decrease in chromatin condensation after 5% cyclic stretch but had no effect after 20% cyclic stretch; NT control same as Figure 2.3; SEM; n≥15 from 3 exp.; ANOVA: * p<0.05, ** p<0.01.
twice as high after 20% cyclic strain compared to unstretched (0%) and magnetic field-only control cells (MAG, Figure 2.5a-b). The number of p-γH2a.x foci per nucleus also increased with increasing levels of strain. Surprisingly, DNA damage was higher under static conditions (0%, MAG) compared to 5% and showed a similar extent of damage as after 20% cyclic stretch.

Similar to nuclear responses in area and chromatin condensation, inhibition of calcium signaling via BAPTA or KN-62 treatment abrogated the increase in perinuclear F-actin intensities after 5% cyclic stretch, but not after 20% cyclic stretch, compared to non-treated (NT) or vehicle (VH) control cells (Figure 2.5c-d, Extended Figure 2.4a). Interestingly, inhibition of calcium signaling increased DNA damage only in static magnetic-field routines but showed no difference for cells after 5% or 20% cyclic stretch. In contrast, actin depolymerization via cyto D treatment distinctly increased the number of p-γH2a.x foci per nucleus after 5% and 20% stretch routines but had no effect on cells exposed to magnetic-field only routines. Cyto D treatment also showed no effect on perinuclear F-actin intensities after magnetic field-only routines. However, while the observed increase in F-actin intensities after 20% cyclic stretch was abrogated in cyto D treated MSFs (as would be expected after actin depolymerization), F-actin intensities were increased after 5% cyclic stretch, likely due to an accumulation of small actin filaments at the nuclear periphery (Extended Figure 2.4a). Imaging of nuclei in a relaxed or stretch condition after 30 min of 20% cyclic strain showed that nuclear strain transfer was higher in cyto D treated cells compared to non-treated cells (Extended Figure 2.4b). Overall, this data showed that perinuclear F-actin increased with increasing levels of strain and actin depolymerization resulted in elevated occurrences of double strand breaks during high and low cyclic stretch, suggesting that the actin skeleton might play a protective role for the nucleus during high strain loads.
Figure 2.5. Perinuclear F-actin increases with strain magnitude, and actin depolymerization leads to increased DNA damage after low and high strain cyclic stretch. Mouse embryonic skin fibroblasts were exposed to 30 min sigmoidal stretch routines with peak strains of 0%, 5% or 20%, or under the influence of the magnetic field alone (MAG), after which cells were stained for γH2a.x phosphorylation (p-γH2a.x), as an indicator of DNA double strand breaks, and F-actin. a) Stained images of nuclei after stretch routines. A custom
MATLAB code was used to analyze perinuclear F-actin intensities, using H2b-eGFP as a mask, and to identify p-γH2a.x foci as indicated by red circles. b) Perinuclear F-actin intensities and number of p-γH2a.x foci increased with strain magnitude; however, highest levels of DNA damage were observed for static control cells. c, d) MSFs were treated with BAPTA (BP), KN-62 (KN) or cyto D (CD) prior to stretch routines. Inhibition of calcium signaling via BAPTA and KN-62 treatment abrogated increases in perinuclear F-actin intensities in response to 5%, but not 20%, cyclic stretch. Actin depolymerization altered F-actin intensities and showed increased number of p-γH2a.x foci after both 5% and 20% cyclic stretch, while DNA damage was only increased for static magnetic-field only control cells after inhibition of calcium signaling; see Extended Figure 2.4a for MAG and 5% images; SEM; n≥150 from 3 exp.; ANOVA: * p<0.05, ** p<0.01; all scales=5 µm.

### 2.2.5. Live Imaging of Actin Dynamics Revealed Opposing Patterns of Reorganization During Low and High Cyclic Strain

Inhibition of actin polymerization abrogated nuclear responses to high and low strain routines, and increased DNA damage with increasing levels of strain. To further investigate the role of actin skeleton during stretch-induced changes in cell behavior, we transfected MSFs with a fluorescent F-actin probe (mRuby-Lifeact-7) and acquired image stacks of F-actin during 30 min of 5% or 20% cyclic stretch followed by 30 min of rest. Analysis of 2 µm thick profile line projections along the minor axis (perpendicular to F-actin filaments) of two example cells suggested that Lifeact intensities shifted towards the cell border after 30 min of 5% stretch, while they shifted towards the nucleus after 20% (Figure 2.6a-b). To verify these findings in multiple cells (n=6), profile line projections were grouped into bins along their relative distance to the nuclear center, with bins 1-5 representing Lifeact intensities from the nuclear center to the nuclear periphery and bins 6-10 representing intensities from the cytoplasmic site of the nuclear border to the cells border. After 30 min of cyclic stretch, Lifeact intensities were elevated above the nuclear interior (bin 1-4) in cells exposed to both low (5%) and high (20%) levels of strain (Figure 2.6c).
Figure 2.6. Lifeact imaging reveals opposing changes of actin reorganization at the cell and nuclear border during low strain and high strain cyclic stretch. Mouse embryonic skin fibroblasts were transfected with mRuby-Lifeact-7. The day after, cells were exposed to 30 min of 5% or 20% sigmoidal stretch, followed by 30 min of no stimulation (rest), during which image stacks were recorded. a) Images of actin (Lifeact) or nuclei (H2b) recorded during the stretch routine. White dotted lines represent the center location of profile lines in (b); scales=10 µm. b) Projections of actin (Lifeact) and nuclear (H2b) profile lines, as indicated in (a), of two example cells before (0 min) or after (30 min) exposure to either 5% or 20% cyclic stretch.
However, Lifeact intensities were decreased at the nuclear border (bin 6) and increased towards the cell border (bin 10) in cells after 5% of cyclic stretch, while intensities were increased at the nuclear border and decreased at the cell border after 20% of cyclic stretch.

Analysis of Lifeact intensities over time showed a steady decrease or incline of intensities at the nuclear border during the 30 min of stretch in response to low or high strain routines, respectively (Figure 2.6c). Intensities stayed declined or elevated during rest at the nuclear border. At the cell border, Lifeact intensities declined rapidly in response to 20% strain, continued decreasing during the stretch period and raised again during the 30 min of rest, albeit staying lower compared to 0 min. This change in Lifeact intensity was noticeably similar to the dynamics of nuclear area shrinkage after high strain cyclic stretch, suggesting that F-actin rearrangement might mediate the nuclear response through physical interaction. During 5% cyclic stretch, Lifeact intensities slowly increased at the cell border and declined to reduced levels of intensity, compared to 0 min, during rest. Moreover, we observed one cell which showed actin filament disruption and strong nuclear collapse shortly after the start of a 20% routine (Extended Figure 2.5). These observations were more pronounced after the rest period, indicating that the cell died through either necrosis or apoptosis. This further supported the notion that high strain exposure can be a serious challenge to cellular survival. Together, these results showed that actin filaments reorganize at the
nuclear border and cell border with opposing patterns between low and high strain loads, and similar to nuclear responses.

2.3. DISCUSSION

In this study, we present a new device concept, called LiMex, to image cells at high magnification during mechanical stimulation. The device was constructed using mainly 3D printed parts and operated through electromagnetic force and. Using this device, we could apply precise and repeatable strain onto a thin silicone membrane. The aspect of 3D printing makes the device easy to replicate, but also enables the adjustment of the design to fit different microscope stages. Live cell experiments with mouse embryonic skin fibroblasts showed that nuclei had opposing responses to low strain or high strain cyclic stretch routines, as they showed chromatin decondensation and nuclear area increase during low strain, and chromatin condensation and nuclear area decrease during high strain application. Previous studies have shown that cyclic uniaxial stretch (3-15%) induces chromatin condensation and nuclear elongation in the direction of stretch in mesenchymal stem cells (MSC)\textsuperscript{17,18}. Another study found that cyclic force application using a magnetic needle resulted in chromatin decondensation\textsuperscript{23}. Both groups reported changes in chromatin compaction to be very rapid (second scale) upon stimulation, similar to our findings here. However, to our knowledge, no study has reported dichotomous mechanosensitive behavior of nuclei. Pioneering studies in mechanosensation have shown that MSC differentiate in accordance with the stiffness of their environment\textsuperscript{1} (becoming osteogenic on stiff, myogenic on medium, and neurogenic on soft substrates) which indicated that cells differentiate between intensities of mechanical cues. Still, the underlying mechanosensitive mechanisms, and whether differences in strain magnitudes are processed through either one pathway in a dose-response
manner or are the result of different pathways interacting, is not clear. Here we showed that nuclear responses to low strain cyclic stretch were dependent on calcium signaling, while high strain responses were not, which provided evidence that different pathways are involved in strain magnitude processing.

2.3.1. Role and Mechanism of Divergent Nuclear Responses

Based on our observation of divergent nuclear responses, it is reasonable to assume that certain ranges of strain magnitudes might represent different modes of operation that are associated with specific challenges for the cell. For example, low strain cyclic stretch might mimic baseline physical activity while high strain cyclic stretch might be associated with extreme activity or trauma. Increased mechanical stress been shown to cause DNA damage\textsuperscript{36,37} and trigger apoptosis\textsuperscript{19,37}. The observed rapid nuclear contraction during high strain loads might therefore be a mechanism to protect from strain-induced DNA damage. In this study, we also observed an increase of DNA double strand breaks with increased levels of strains. Interestingly, the number of double strand break foci was as high in unstretched control cells as after high levels (20\%) of cyclic stretch, suggesting that skin fibroblasts cells perform better under dynamic compared to static conditions. It is likely that skin fibroblasts, and other types of cells, have an optimal performance under low mechanical stimulation since that reflects the conditions they evolved in inside motile organisms. This might have grave implication considering that close to all cell are cultured on rigid static plastic or glass and more work needs to be done to validate and understand this phenomenon.

We further observed that the actin skeleton was essential for any nuclear response to stretch. Other studies have reported that stretch induced changes in chromatin organization\textsuperscript{18,23,26} or gene expression\textsuperscript{21,22} were abrogated after disruption of the actin skeleton. One particular study
found that the nuclear shape is controlled by a perinuclear actin cap above and around the nucleus. In this study, we observed that perinuclear F-actin increased monotonically with strain magnitude and would therefore not explain the divergent nuclear response observed for different strains. However, closer investigation of dynamic F-actin reorganization in live cells showed that F-actin shifted away from the nuclear periphery to the cell border during low strain cyclic stretch and vice versa during high strain cyclic stretch. The dynamic change in actin reorganization was also rapid, particularly during high strain routines, and resembled that of nuclear responses. Together, this suggested that changes in nuclear area might be mediated by physical interactions with the actin skeleton. It would be interesting to further investigate whether changes in chromatin compaction are a passive result due nuclear area change or if they are mediated through the interaction actin filaments with the nucleus, e.g. through the LINC complex.

The occurrence of double strand breaks was increased during stretch after actin skeleton disruption. Hence, mechanical confinement of the nucleus through F-actin encapsulation might present a main mechanism to protect DNA during high strains loads by reducing the transfer of strain into the nucleus. We also observed that, after cyclic strain routines, strain transferred from the membrane to the nucleus was higher in cells treated with the actin depolymerizing drug, cyto D, which further supported this hypothesis. However, nuclear strain transfer prior to cyclic strain application could not be accurately assessed due to the rapid decline in nuclear area of cells held in a stretched position (see methods for details). Therefore, the question whether actin reorganization towards the nuclear periphery reduces nuclear strain transfer remains open.

2.3.2. Potential Influence of Magnetic Fields on Cell Behavior

A disadvantage of our LiMex device is the potential influence of magnetic fields, used to operate the device, on cell behavior. The rare earth magnet was positioned away from the
containment well at the opposite side of the piston and had a magnetic field strength of 7 mT at the location of the well (>5 cm from the pole). The distance of the magnet from the well changed only slightly (<1 cm) during stretch and can be considered static (±0.1 mT). In contrast, the electromagnetic coil produces an oscillating field during cyclic stretch with a maximum field strength of about 25.4 mT at the level of the membrane (Extended Figure 2.6) for 20% strain routines (1.0 mT for 5% and -9.3 mT at baseline). Studies showed that long-term exposure (1-5 days) to static 6 mT magnetic fields can have a significant but moderate effect on cell survival and cell morphology for some of the cell lines investigated\textsuperscript{40,41}. Reviews on the effects of static magnetic fields concluded that effects on cell survival and proliferation were absent or minor regardless of the field strength used\textsuperscript{42,43}. However, it should be noted that static magnetic fields can increase the effect of apoptosis-inducing drugs\textsuperscript{40-43} which have been related to field-induced changes in calcium uptake\textsuperscript{44,45}. This could also pose a possible explanation for the increase in DNA damage in BAPTA or KN-62 treated cells observed in this study. Investigation of the effect of oscillating electromagnetic fields (1-20 mT) showed moderate effects on cancer proliferation over the duration of 5 or 7 days\textsuperscript{46,47}. These studies use 50 Hz oscillations, which are considered low frequency but are still distinctly higher than the 1 Hz used here. Research in chick embryos showed that oscillating fields influenced development only upwards of 16 Hz independent of the field strength used\textsuperscript{48}. Overall, studies on static and oscillatory magnetic fields observed only minor changes in cell behavior after long time (days) exposure. In this study, we found no difference in nuclear responses between unstretched control cells exposed to magnetic field routines or cells in the absence of a magnetic field during the 1 h experimental routine. Special caution should be given for the use of pharmacological agents, especially when they negatively affect cell viability.
2.4. METHODS

2.4.1 LiMex Device Fabrication

Our custom-built device was designed to acquire high-magnification images of cells during the application of equiaxial strain while also avoiding the use of expensive materials (Extended Table 2.1) or complex designs. Two types of 3D printers were used to print a majority of the components: Objet30 (Computer Aided Technology) using the material VeroClear (OBJ-04055, Computer Aided Technology) and the uPrint SE Plus (311-20200, Computer Aided Technology, Inc) using ABS+. Designs for the device components were created as CAD files (Extended Figure 2.1a) using SolidWorks (Dassault Systèmes SolidWorks, v. 2018). All parts were printed at the Integrated Teaching and Learning Laboratory (ITLL) at the University of Colorado Boulder.

The main body consisted of four parts: a deformation ring holder, an electromagnet case, a slider tube and a piston (Figure 1a, Extended Figure 1b), which were printed using the uPrint SE Plus. The deformation ring holder was designed to fit into the circular notch of the manual stage of a Nikon Eclipse Ti Microscope (by interlocking with two metal wings that otherwise hold the aluminum sample tray) and contained an adapter that encased the microscope objective and held the deformation ring. Within the encasement, the objective had a moving range of approximately 8 mm in each direction. The deformation ring was machined from Delrin® Acetal Resin (8572K27, McMaster-Carr) to provide a friction-reduced interface with the silicone membrane. The slider tube fit tightly into the electromagnetic coil and contained 3 slider rails (NS-01-27, Igus) for friction-reduced vertical movement of the piston, which in turn contained 3 matching slider carriages (NW-02-27, Igus). A rare earth magnet (R3525, SuperMagnetMan) was attached to the top of the piston to transmit force from the electromagnet below.
The stretch chamber consisted of three parts: a main chamber, a membrane ring and holding clips (Extended Figure 2.1c), which were printed using the Objet30. The stretch chamber was assembled by placing a 60×60 mm silicon elastomer membrane (gloss 0.005”, Specialty Manufacturing Inc.) straight onto the elevated inner edge of the main chamber, spanning and fixing the membrane with the membrane ring. The membrane ring was secured laterally with three holding clips. To culture cells, a compliant silicon containment ring was fused to the silicon membrane prior to assembly. Containment rings (d_{out}=16 mm, d_{in}=11 mm, h=5 mm, A_{in}=100 mm²) were made from polydimethylsiloxane (PDMS, Sylgard®184, Dow Corning) using a 1:40 mixing ratio to produce soft rings with low mechanical resistance. Circular plastic molds were coated with 3,3,3-Trifluoropropyl-trichlorosilane (452807, Sigma) for 1 h under vacuum after which PDMS was poured into molds and cured over night at 80°C. The contact areas between the silicone membranes and the silicone containment rings were ozone-activated for 60 s via corona arc-discharge (BD-20, Electro-Technic Products Inc.) after which rings were pressed onto the membranes, weighted down with a 100g weight to maintain close contact and incubated again overnight at 80°C to facilitate bonding. Bonded membranes were sterilized with 70% Ethanol, dried, and stretch chambers were assembled.

2.4.2. LiMex Device Control

To operate the stretch device, a simple control circuit was designed in which an Arduino microcontroller (DEV-13975, SparkFun Electronics) modulated the magnitude and direction of a constant 6 A current from a DC power source (9129B, BK Precision) to the coil via a H-bridge (RB-Cyt-132, RobotShop). Two signals from the Arduino to the H-bridge controlled the current flow: A PWM pin (power-wave-modulation) sending low voltage from 0-5 V controlled the current intensity (Extended Figure 2.2a) and a digital pin (either 0 or 1) controlled the direction
of the current to allow lifting of the piston in the relaxed state or attracting the piston downwards to intendent the engaged membrane. Arduino inputs were controlled via MATLAB (Mathworks, v. 2018b) via a USB interface and the Arduino Support from MATLAB package and a custom written code was used to operate the device.

2.4.3. LiMex Device Calibration

To measure piston movement and associated membrane indentation in response to electromagnetic fields, a laser distance sensor (Keyence LJ-G5001P) was pointed vertically at the top of the piston and changes in vertical movement were recorded via the Keyence LJ-Navigator software (Keyence, v. 1.7.0.0). Particle tracking\textsuperscript{34} was used to determine the amount of strain applied to the membrane in response to electromagnetic fields. For strain measurements, containment wells were coated with 2 µm blue fluorescent beads (F8824, Life Technologies) and images were recorded before and after membrane indentation on an inverted epi-fluorescence microscope (Ti-Eclipse, Nikon) with a 60× water immersion objective (0.26 µm/pix) and an EMCCD camera (iXonEM+, Andor). Bead displacements were determined via the Particle Image Velocimetry (PIV) plugin on ImageJ (NIH, v. 1.50e) and strains were calculated from bead displacements using a custom written MATLAB code (Mathworks, v. 2018b). To determine to baseline Arduino input voltage to keep the piston floating over the deformation ring against its own weight, the piston was placed in a position in which the membrane would not touch the deformation ring and membrane strains during stepwise reduction of the magnetic field were determined. The baseline Arduino input voltage was determined as the input before distinct changes in membrane strain could be observed (Extended Figure 2.2b). Electromagnetic fields produced by the coil (Extended Figure 2.6) were modelled using COMSOLE (v. 5.2.0.166).

2.4.4. Mouse Embryonic Skin Fibroblast Isolation, Culture and Pharmacological Treatments
B6.Cg-Tg (HIST1H2BB/EGFP) 1Pa/J mice (Stock No: 006069) were obtained from Jackson Laboratory. All animal procedures were performed following Institutional Animal Care & Use Committee approval. Skin from embryonic mice was harvested 18.5 days post conception. Skin was minced, washed with HBSS and incubated in 35 mm dishes in shallow medium (~0.5 ml) to avoid floating of the tissue for four days during which fibroblasts extruded from the tissue. After four days, remaining tissue was removed (picked out with a pipette) and extruded cells in the dish were detached using TrypLE (Gibco) and expanded in culture for another two days before being seeded into stretch chambers for experiments. The inner well of assembled stretch chambers was ozone-activated for 30 s via corona arc-discharge (BD-20, Electro-Technic Products Inc.) and coated with 50 μg/ml bovine plasma fibronectin (F1141, Sigma) in a total volume of 250 μl overnight at 37°C. MSFs were seeded into stretch chambers at a density of 80,000 cells/cm² one day before experiments. MSF were extruded and cultured in DMEM (ATCC) containing 10% fetal bovine serum (Gibco), 1% penicillin-streptomycin (Gibco) and 25 mM HEPES (Gibco) at 37°C and 5% CO₂. To inhibit calcium signaling, MSFs were incubated with 50 μM BAPTA (A4926, Sigma) or 10 μM KN-62 (I2142, Sigma) 1 h prior to cyclic strain experiments. To disrupt actin polymerization, MSFs were incubated with 2 μM cytochalasin D (C8273, Sigma) 30 min prior to experiments. Vehicle controls were incubated with 0.001% DMSO (276855, Sigma) 1 h prior to experiments. To test the use of chromatin dyes, cells were stained with Hoechst (NucBlue™ Live ReadyProbes™, Life Technologies) 30 min prior to experiments.

2.4.5. Live Imaging and Analysis of Nuclear Behavior During Stretch Routines

The stretch device was mounted on an inverted epi-fluorescence microscope (Ti-Eclipse, Nikon) with a 60× water immersion objective (0.26 μm/pix) and an EMCCD camera (iXonEM+, Andor). Using MATLAB, a sigmoidal control signal (1 Hz) was sent to the Arduino controller,
resulting in a sigmoidal stretch routine of the membrane (Figure 2.1c), with peak strains set to 5% (-0.1 V), 10% (-0.9 V) and 20% (-2.25 V) as determined by the calibration curve. Cells were cyclically stretched for 30 min followed by 30 min of rest (no stretch but the baseline magnetic field keep the piston levitating at 0%) during which 2 µm z-stacks (0.5 µm steps) of nuclei were acquired. Unstretched control cells (0%) were seeded into stretch chambers but kept stationary on the microscope without any magnetic field applied. Unstretched magnetic control cells (MAG) were placed stationary inside the coil without the piston and a magnetic field corresponding to a 20% sigmoidal stretch routine was applied. A custom MATLAB code was written that tracked nuclear outlines and H2b histograms during an image series from which changes in nuclear area, H2b skewness and H2b kurtosis were calculated.

To analyze the amount of strain transferred from the membrane to the nucleus after cyclic stretch routines, image stacks of nuclei were acquired under relaxed or stretched conditions and bulk nuclear strain was calculated from the change in nuclear area using the same MATLAB script as above. Note: nuclear strain transfer could not be accurately analyzed prior to stretch routines due to the fast response in area decline. MATLAB code is available from the corresponding author upon request.

2.4.6. Perinuclear F-actin and p-γH2a.x Staining and Analysis

MSFs were fixed in 4% ice-cold PFA for 10 min, permeabilized with 1% Triton-X100 in PBS for 15 min and blocked with 10% NGS, 1% BSA in 0.1% PBT (0.1% Tween-20 in PBS) for 60 min. Primary incubation of Phospho-Histone H2A.X Ser139 (Cell Signaling, 9718S) was performed at 4°C overnight in 0.1% PBT containing 1% BSA at 1:400. Secondary incubation of Goat anti-Rabbit IgG-AF546 (Life Technologies) was performed in primary incubation buffer for 45 min at 22°C at a dilution of 1:500. F-actin was counterstained with Phalloidin-CF405 (Biotium)
for 30 min at a dilution of 1:30. Staining was performed in containment wells. After staining, membranes were cut out of the containment well, using a circular punch, and mounted cell-side up onto #1.0 glass slides with ProLong™ Diamond Antifade Mountant (Life Technologies). Image stacks (5 µm, 1 µm step) of multiple nuclei in a 318×318 µm area were acquired on a Nikon A1R confocal microscope using a 40× oil immersion objective (0.31 µm/pix). A custom MATLAB code was written that identified nuclei and determined perinuclear F-actin intensities and p-γH2a.x foci in projected image stacks. To account for variations in staining and imaging (same imaging settings were used), fluorescence channels were histogram normalized. Perinuclear F-actin intensities were calculated as the sum of normalized Phalloidin intensities within a nuclear border. DNA damage foci were determined by detecting 2D peaks in the normalized p-γH2a.x channel using the MATLAB script FastPeakFind (v. 1.7) previously programmed by Adi Natan. MATLAB code is available from the corresponding author upon request.

2.4.7. Lifeact Transfection and Analysis of Actin Dynamics

MSFs were transfected with mRuby-Lifeact-7 using Lipofectamine 3000 (Life Technologies) 18 h after seeding into stretch chambers; mRuby-Lifeact-7 was a gift from Michael Davidson (#54560, Addgene). One day after transfection, 2 µm image stacks (0.5 µm steps) of Actin (Lifeact) and Nuclei (H2b) were acquired during cyclic stretch and the following period of rest. Profile lines were generated with the Plot Profile function in ImageJ (NIH, v. 1.50e) using an 8 pixel (=2.1 µm) thick line. Binned profile analysis was performed using a custom MATLAB code that tracked cell and nuclear outlines during an image series using the Lifeact or H2b fluorescence channel, respectively. Image stacks were rotated to align actin filaments in the horizontal direction and projections of 8 pixel thick vertical profile lines that crossed through the nuclear center were extracted for further analysis. During each time step, profile line positions
were fixed with respect to the nuclear center. Using the position of the cell and nuclear boundary, profile lines were binned with 5 bins representing Lifeact intensities from the nuclear center to the inner nuclear border and another 5 bins representing intensities from the nuclear periphery to the cell border. Corresponding bins from each half of the cell were averaged. MATLAB code is available from the corresponding author upon request.

2.4.8. Statistical Analysis

One-way ANOVA with Tukey’s Honestly Significant Difference post hoc test or two-tailed T-test analysis was performed to evaluate statistical significance using JMP Pro12 software (SAS Institute). Displayed error (SD=standard deviation, SEM=standard error of the mean), number of individual data points (n), number of independent experiments (exp., if different from n) as well as significances and statistical tests that were used are indicated in the figure captions.
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2.6. EXTENDED DATA

**Extended Table 2.1. Component list of the LiMex stretch device.** Pricing for the device depends on materials costs and 3D printing, including cost of printing material, density of the print, and facility charges. Parts were printed with the Objet30 3D prints (Ob) or uPrint SE Plus (uP) as indicated.

<table>
<thead>
<tr>
<th>Component</th>
<th>Material</th>
<th>Vendor</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main Chamber (Ob)</td>
<td>VeroClear</td>
<td>Computer Aided Technology</td>
<td>1</td>
</tr>
<tr>
<td>Membrane Ring (Ob)</td>
<td>VeroClear</td>
<td>Computer Aided Technology</td>
<td>1</td>
</tr>
<tr>
<td>Holding Clips (Ob)</td>
<td>VeroClear</td>
<td>Computer Aided Technology</td>
<td>3</td>
</tr>
<tr>
<td>Piston (uP)</td>
<td>ABS+</td>
<td>Computer Aided Technology</td>
<td>1</td>
</tr>
<tr>
<td>Deformation Ring Holder (uP)</td>
<td>ABS+</td>
<td>Computer Aided Technology</td>
<td>1</td>
</tr>
<tr>
<td>Electromagnet Case (uP)</td>
<td>ABS+</td>
<td>Computer Aided Technology</td>
<td>1</td>
</tr>
<tr>
<td>Slider Tube (uP)</td>
<td>ABS+</td>
<td>Computer Aided Technology</td>
<td>1</td>
</tr>
<tr>
<td>Deformation Ring</td>
<td>Delrin</td>
<td>Computer Aided Technology</td>
<td>1</td>
</tr>
<tr>
<td>Electromagnetic Coil</td>
<td>Cooper Wire</td>
<td>NA</td>
<td>10 m</td>
</tr>
<tr>
<td>Permanent Rare Earth Magnet</td>
<td>Neodymium</td>
<td>SuperMagnetMan</td>
<td>1</td>
</tr>
<tr>
<td>Slider Rails</td>
<td>Aluminum</td>
<td>Igus</td>
<td>3</td>
</tr>
<tr>
<td>Slider Carriages</td>
<td>NA</td>
<td>Igus</td>
<td>3</td>
</tr>
<tr>
<td>Arduino Microcontroller</td>
<td>NA</td>
<td>SparkFun Electronics</td>
<td>1</td>
</tr>
<tr>
<td>H-Bridge</td>
<td>NA</td>
<td>RB-Cyt-132, RobotShop</td>
<td>1</td>
</tr>
</tbody>
</table>
Extended Figure 2.1. CAD sketches and real images of LiMex components and assembly.

a) SolidWorks CAD drawings of the 3D printed stretch device components shown assembled or as blow-up. Drawings also show slider rails and carriages (in gray), which were purchased.

b) The deformation ring holder is fixed into the manual stage of a Nikon Eclipse Ti Microscope by interlocking with two metal wings in the circular notch that otherwise holds an aluminum tray. The slider tube pushed tightly into the inner hole of the electromagnetic coil. Together, the slider tube and electromagnetic coil are placed on top of the deformation ring holder. The piston attached to a rare earth magnet is then placed into the slider tube via the friction-reduced
slider interface. c) The stretch chamber consisted of three parts which after assembly would fix a thin silicone membrane in place. A compliant silicon containment ring was fused to the silicon membrane prior to assembly to culture cells. The assembled stretch chamber can then be engaged into the piston and is held securely in place through bendable side pins that lock into the side grooves of the main chamber.

Extended Figure 2.2. Current control via Arduino input voltages and determination of baseline Arduino input voltage. a) Correspondence of Arduino input voltages to the amount of current received by the electromagnet coil was measured using a multimeter. b) The baseline Arduino input voltage is the input at which the membrane contacts the deformation ring without indentation. Membrane containment wells were coated with 2 µm sized fluorescent beads and membrane strains were calculated using particle tracking. To determine the baseline, the membrane was suspended above the deformation ring and the Arduino input voltage was stepwise lowered (+1.0 to +0.5 V) while measuring the strain applied to the membrane via bead displacements. The baseline Arduino input voltage was determined to be +0.8 V as the input before distinct increases in membrane strain could be measured.
Extended Figure 2.3. Use of chromatin dyes changes nuclear response to high strain cyclic stretch in MSFs. Mouse embryonic skin fibroblasts were exposed to 20% cyclic strain for 30 min followed by 30 min of no stimulation (rest) during which image stacks of nuclei were recorded. To test the influence of chromatin dyes, cells were stained with Hoechst 33342 prior to experiments. **a)** Images of nuclei recorded via H2b-eGFP or Hoechst staining; scales=5 µm. **b, c)** Relative changes in nuclear area (relative to 0 min) and differences in H2b histogram kurtosis and skewness (compared to 0 min) during stretch routines between DAPI stained or unstained control cells (H2b). Hoechst stained cells showed reduced chromatin condensation during stretch and no regain in nuclear areas during rest; SEM; H2b same as Figure 2.3; Hoechst n=10 from 2 exp.; T-test: + p<0.1, * p<0.05.
Extended Figure 2.4. Cyto D treated MSFs show higher nuclear strain transfer during stretch. Mouse embryonic skin fibroblasts were exposed to 30 min sigmoidal stretch routines after which cells were stained for $\gamma$H2a.x phosphorylation (p-$\gamma$H2a.x), indicating DNA double strand breaks, and F-actin. a) Additional immunostaining data for 5% cyclic stretch and magnetic field only (MAG) routines corresponding the Figure 2.5. b) After 20% cyclic stretch, images of nuclei were recorded under relaxed or stretched conditions to determine strain transfer from the membrane to nuclei. Cells treated with cyto D prior to experiments showed higher nuclear strains compared to untreated (no-treat) control cells; SEM; n=28 from 4 exp.; T-test: * p<0.05; all scales=5 µm.
Extended Figure 2.5. Lifeact imaging of a cell undergoing cell death during high strain cyclic stretch. Mouse embryonic skin fibroblasts were transfected with mRuby-Lifeact-7 and, 24 h after, cells were exposed to 30 min of 20% sigmoidal stretch, followed by 30 min of no stimulation (rest). Image stacks of actin (Lifeact) or nuclei (H2b) were recorded during the stretch routine. Image series shows a cell undergoing apoptosis shortly after start of the high strain routine; scale=10 μm.
**Extended Figure 2.6. COMSOLE-modeling of electromagnetic fields.** Shown is top view of magnetic fields produced by the electromagnetic coil during peak strains corresponding to 5% or 20% strain routines, or during rest (baseline). Two different z-planes are presented: at the center of the coil (z=0 mm) and at the location of the membrane close to the bottom of the coil (z=15.9 mm). Amount of current used to produce the field are as indicated at the top.
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CHAPTER 3

INTRA-NUCLEAR TENSILE STRAIN MEDIATES REORGANIZATION OF EPIGENETICALLY MARKED CHROMATIN DURING CARDIAC DEVELOPMENT AND DISEASE

ABSTRACT

Environmental mechanical cues are critical to guide cell fate. Forces transmit to the nucleus through the Linker of Nucleo- and Cytoskeleton (LINC) complex and are thought to influence the organization of chromatin that is related to cell differentiation; however, the underlying mechanisms are unclear. Here, we investigated chromatin reorganization during murine cardiac development and found that cardiomyocytes establish a distinct architecture characterized by relocation of H3K9me3-modified chromatin from the nuclear interior to the periphery and co-localization to myofibrils. This effect was abrogated in stiff environments that inhibited cardiomyocyte contractility, or after LINC complex disruption, and resulted in the relocation of H3K27me3-modified chromatin instead. By generating high-resolution intra-nuclear strain maps during cardiomyocyte contraction, we discovered that the reorganization of H3K9me3-marked chromatin is influenced by tensile, but not compressive, nuclear strains. Our findings highlight a new role for nuclear mechanosensation in guiding cell fate through chromatin reorganization in response to environmental cues.
3.1. INTRODUCTION

Mechanics of cell microenvironments play an important role in directing cell differentiation during development\(^1\) and maintaining tissue health during adulthood\(^2\). Changes in mechanical properties due to acute trauma, chronic conditions, or genetic predispositions lead to cellular degeneration and result in a range of pathologies\(^3\), including cardiac hypertrophy\(^4,5\). Further, regenerative medicine aims to engineer suitable microenvironments to guide cell fates for enhanced tissue regeneration. However, little is known about the underlying mechanisms that facilitate cell differentiation in response to environmental cues.

The nucleus is thought to be an essential mechanosensitive organelle\(^6-10\) as it is tightly connected to all parts of the cytoskeleton through LINC (Linker of Nucleo- and Cytoskeleton) complexes\(^11\) comprised of proteins that span the inner (SUNs) and outer (nesprins) nuclear membranes\(^12,13\). Studies on isolated nuclei demonstrated that the nucleus alone can respond to stretch; however, only when engaged via LINC complexes\(^14\). Mutations in LINC complex and nuclear envelope proteins are also related to developmental disorders\(^15\), particularly in mechanically active tissues such as cardiac and skeletal muscle\(^16,17\). In addition, there is a direct relation between nuclear architecture and cell differentiation. Chromatin organization changes from an unstructured organization in the zygote to a cell type-specific organization during development\(^18-22\). The 4D Nucleome Project aims to generate spatial maps of human and mouse genomes to better understand this relationship\(^23\). Since the nucleus makes up a large portion of the cell, type-specific nuclear morphology can also have direct implications for cellular functions as has been described for plasma cells\(^24\), neutrophil granulocytes\(^25\), T-cells\(^26\) and photoreceptor cells\(^27\). Together, this suggests that biophysical signals from the cell environment might guide cell
behavior through spatial rearrangement of chromatin; however, no study has investigated the effect of nuclear strains on chromatin organization.

To bridge this gap, we investigated the reorganization of chromatin during cardiomyocyte (CM) development and pathology in mice. CMs show poor contractility and inhibited differentiation on substrates that are stiffer than their native environment\textsuperscript{28–30}. Due to their well-investigated behavior in response to substrate stiffness and contraction-mediated deformation of nuclei, CMs provided a good model to investigate the relation between micro-environment, cell differentiation, and chromatin organization, as well as the potential role of nuclear mechanosensation in these processes. We documented the establishment of a distinct nuclear architecture during development and found evidence that tensile nuclear strains, transferred from myofibrils via LINC complexes, guided the reorganization of H3K9me3-modified chromatin to establish this architecture. Reduction of nuclear strains in stiff environments or disruption of LINC complexes inhibited the formation of the CM nuclear architecture and lead to the rearrangement of H3K27me3-modified chromatin instead. To find direct evidence for a link between nuclear deformation and chromatin reorganization in CMs, we used a recently developed method called \textit{deformation microscopy}\textsuperscript{31,32} to generate high resolution intra-nuclear strain maps from microscopy-based image series recorded during CM contractions and devised a workflow to map these strains back to chromatin regions with different epigenetic modifications. Overall our findings suggest a new role for nuclear mechanosensation in CMs in which the nucleus integrates mechanical signals from the environment through the reorganization of epigenetically marked chromatin to guide and stabilize cell differentiation.
3.2. RESULTS

3.2.1. CMs Adopt a Distinct Nuclear Architecture During Development

To study the relationships between functional microenvironments, nuclear morphology, and chromatin organization, we used adult H2b-eGFP mice to analyze nuclear architectures in primary cells of tissues with different stiffness properties and that undergo a broad range of mechanical challenges (Figure 3.1a)\textsuperscript{33}. While all cell types showed distinct nuclear architectures, nuclei of CMs had an elongated morphology with chromatin accumulated at the nuclear periphery and inner cavities that appeared almost void of chromatin. In contrast, cardiofibroblasts (CF), which shared a similar mechanical environment and had an elongated nuclear morphology, showed a homogeneous distribution of chromatin throughout the nucleus. Analysis of late stage (E)18.5 embryonic hearts revealed that the nuclear architecture observed in adult CMs was not present in embryonic CMs (Figure 3.1b), suggesting that the adult nuclear phenotype forms postnatally when a sudden increase in cardiac activity triggers CM maturation.

To analyze the formation of the adult nuclear phenotype in CMs during development, we isolated embryonic cardiac cells from (E)18.5 mouse hearts by using an optimized mixture of ECM-specific peptidases (see methods for details) to achieve high cell yields and high viability compared to existing trypsin methods\textsuperscript{34}. Isolated cells were plated on soft (13 kPa) silicone substrates (polydimethylsiloxane, PDMS), coated with basement membrane proteins, to mimic the mechanical environment of adult hearts\textsuperscript{28,29,35}. The resulting cardiac co-culture contained a high percentage (61%) of embryonic CMs, assessed by the formation of myofibrils, even without enrichment of CMs through pre-plating (Extended Figure 3.1). Embryonic CMs grew in connected clusters, started coordinated contractions within 24 hours of plating, and remained at a high ratio over a four-day culture period (Figure 3.2a). After two days in culture, nuclear
Figure 3.1. Cardiomyocytes adopt a distinct nuclear architecture with high amounts of peripheral chromatin during development. **a)** Tissues with diverse mechanical characteristics were harvested from adult H2b-eGFP mice and stained for actin. DAPI was used as DNA counterstain for soft tissues with weak H2b-eGFP fluorescence. Adult CMs had an elongated nucleus with a high ratio of peripheral chromatin compared to other cell types. **b)** Embryos from H2b-eGFP mice were harvested at embryonic day (E)18.5, sectioned and stained for actin. Left: whole embryo mid-section. Middle: close-up of embryonic cardiac tissue from mid-section. Right: close-up of an embryonic CM nucleus, which showed a diffuse nuclear organization unlike adult CMs. **c)** Embryonic cardiac cells were isolated from (E)18.5 H2b-eGFP mice hearts and plated on soft (13 kPa) PDMS substrates for two or four days. Embryonic CMs with contractile myofibrils showed a change in nuclear organization at day four. All scales=5 µm.
phenotypes of CMs still appeared diffuse with no distinctive accumulation of heterochromatin at the nuclear envelope (Figure 3.1c). However, after four days, embryonic CMs exhibited intranuclear cavities devoid of chromatin and an overall shift of chromatin towards the nuclear periphery like adult CMs. Interestingly, non-contractile CFs present in the culture continued to display a diffuse nuclear architecture more similar to adult CFs. These findings provided further support for a link between chromatin organization and cell differentiation and suggest that CMs form a cell type-specific nuclear architecture during development.

3.2.2. Substrate Stiffness Affects Histone and Epigenetic Enzyme Expression in Embryonic Cardiac Cells In Vitro

To better understand the relationship between CM-specific nuclear architecture and CM differentiation, we next screened for changes in gene expression related to chromatin remodeling in an in vitro model of cardiac dedifferentiation. Embryonic CMs show reduced contractility and dedifferentiate in environments that are stiffer than native cardiac tissue (12 ± 4 kPa)\(^28-30\). We verified these results by analyzing the ratio of contractile CMs to non-contractile CFs, assessed by the formation of contractile myofibrils, of embryonic cardiac cells plated on stiff (140 kPa) PDMS compared to soft (13 kPa) PDMS (Extended Figure 3.1). While the percentage of contractile CMs was similar between soft and stiff substrates after two days in culture (61% vs. 57%) it was decreased by more than half on stiff substrates on day four (58% vs. 25%, Figure 3.2a).

To analyze changes in the expression of genes associated to chromatin organization, we performed a comparative RNAseq analysis between cardiac cells plated on soft or stiff PDMS for four days. Of 114 annotated mouse histone genes\(^36\), we found 82 were expressed in our culture (Extended Table 3.1), of which 67 were more than 30% downregulated on stiff substrates (Figure 3.2b). The expression of replication-dependent canonical histones was particularly reduced across
Figure 3.2. Substrate stiffness affects gene expression of histones and histone modifying enzymes in embryonic cardiac cultures. Cells were isolated from (E)18.5 H2b-eGFP embryo hearts and cultured on soft (13 kPa) or stiff (140 kPa) PDMS. a) After two and four days, cultures were stained for actin (Extended Figure 3.1) and the ratio of CMs with contractile myofibrils to non-contractile CFs was determined. The percentage of contractile CMs was significantly reduced after four days on stiff substrates compared to soft; SEM, n=9 from 3 exp., 2W−ANOVA: ** p<0.01. b) Total RNA was collected after four days of culture. RNAseq analysis revealed that most of the 82 expressed histone genes were downregulated on stiff PDMS. Canonical histones (can) were consistently downregulated for all histone families while non-canonical histone variants (var) showed varying levels of expression changes between substrates; n=4; FPKM: Fragments Per Kilobase of transcript per Million mapped reads. c) Volcano plot of genes associated with the gene ontology term histone methylation (GO:0016571) as determined by RNAseq. Indicated are genes coding for H3K9 methylases, which were amongst the most significantly altered (Extended Table 3.2). d) PCR validation of RNAseq (SEQ) data verified downregulation of H3K9 methylating genes and showed that cardiac transcription and structural marker were decreased on stiff substrates. H3K9 demethylase Kdm3a and H3K27-specific methylase Ezh1 showed no change while H3K27 demethylase Kdm6a was downregulated, indicating inverse methylation activity between H3K9 and H3K27 for cardiac cells on stiff substrates; SD; n=4; T-test: * p<0.05, ** p<0.01.
all histone families which indicated that cardiac cell proliferation was inhibited on stiff substrates as reported previously\textsuperscript{30}. However, we also observed downregulation of H1, H2a and H3 histone variants that replace canonical histones independent of replication and play a regulatory role in cell differentiation. H1\textsuperscript{37} and H2a\textsuperscript{38} variants have been implicated in the reprogramming of pluripotent stem cells and H3 variants have shown to play a role in neuronal development\textsuperscript{39} and cardiac hypertrophy\textsuperscript{40}. This change of histone variant expression in stiff environments provided further evidence for a link between CM differentiation and chromatin organization.

Moreover, pathway analysis identified several signal transduction pathways involved in cell differentiation and cardiac signaling (Extended Table 3.2). Functional network grouping showed that pathways related to cell-ECM interactions were associated to MAPK (Extended Figure 3.2a), an important pathway for cardiac development\textsuperscript{41} as well as epigenetic regulation\textsuperscript{42}, which has been shown to influence chromatin positioning\textsuperscript{43}. Gene ontology (GO) term enrichment analysis of differentially expressed (p<0.2) genes with the parent GO term histone modification (GO:0016570) revealed the child GO terms histone methylation (GO:0016571) and histone acetylation (GO:0016573) as significantly enriched (p=1.30E-9, p=5.50E-6). Closer investigation revealed that genes coding for the H3K9 methylases (aka methyltransferases) \textit{Ehmt1}, \textit{Setdb1} and \textit{Eed} were among the most downregulated for cells cultured on stiff substrates (Figure 3.2c, Extended Table 3.3). Methylation of H3K9 is associated with strong gene repression and chromatin condensation\textsuperscript{44} and has been shown to be crucial during cardiac development\textsuperscript{45} and maintenance\textsuperscript{4}. RT-qPCR analysis validated the downregulation of H3K9 methylases, as well as downregulation of cardiac transcription factors and structural markers, while no change in gene expression was observed for the H3K9 demethylase \textit{Kdm3a} (Figure 3.2d) on stiff substrates compared to soft. \textit{Eed} and \textit{Ezh2} are also associated with the methylation of H3K27, in addition to
H3K9 (Extended Table 3.3). Similar to H3K9, methylation of H3K27 is associated with gene repression and heterochromatin formation\textsuperscript{44}; however, it has an opposing function during cardiac development and needs to be repressed for cardiac differentiation\textsuperscript{46}. In accordance, PCR data showed that H3K27 demethylase \textit{Kdm6a} was downregulated while H3K27-specific methylase \textit{Ezh1} remained unchanged on stiff PDMS. Overall, gene expression analysis validated the inhibitory effect of stiff environments on CM differentiation and showed that the expression of histone variants and epigenetic enzymes, particularly those involved in H3K9 and H3K27 methylation, were altered in stiff environments.

\subsection*{3.2.3. H3K9 and H3K27 Trimethylated Chromatin Shows Opposing Patterns of Reorganization Between Embryonic CMs and CFs During In Vitro Cultures}

Similar to the nuclear organization in adult CMs, we observed an enrichment of chromatin at the nuclear border as well as a reduction in chromatin at the nuclear center when embryonic CMs were cultured for four days \textit{in vitro} on soft (13 kPa) PDMS. We quantified overall chromatin enrichment by analyzing H2b-eGFP intensity over the relative distance to the nuclear center (0=center, 1=periphery) to verify this initial observation. A peripheral enrichment score was calculated as the ratio of the average intensity of the peripheral bin (0.85-0.95) divided by the center bin (0.05-0.15). Embryonic CMs, as identified via the formation of contractile myofibrils (Figure 3.3a, Extended Figure 3.3a), showed only minor accumulation of chromatin after two days in culture (Figure 3.3b-d). However, after four days, chromatin was significantly enriched at the nuclear border (1.17 to 1.76). In contrast, we observed a decrease in peripheral chromatin enrichment from day two compared to day four in non-contractile CFs (1.09 to 0.98).

Gene expression analysis of cardiac cultures on stiff substrates associated to CM dedifferentiation revealed specific changes in the expression of enzymes involved in histone H3
Figure 3.3. Contractile CMs and non-contractile CFs show opposing enrichment of H3K9 and H3K27 trimethylated chromatin in vitro. Embryonic cardiac cells were isolated from (E)18.5 H2b-eGFP embryo hearts and cultured on soft (13 kPa) PDMS substrates. a) After two days in culture, contractile CMs (C) with distinctly expressed myofibrils showed peripheral accumulation of H3K9me3-modified chromatin while non-contractile CFs (N) with actin fibers had a homogenous distribution of H3K9me3 clusters throughout the nucleus (see also Extended Figure 3.3a). b) Cells were stained for H3K27me3 and H3K9me3 (and actin, see Extended Figure 3.3b) and images of nuclei from CMs or CFs were acquired at day two or four of culture. c) Stained nuclei were analyzed for peripheral enrichment of overall chromatin (H2b) or epigenetically marked chromatin using a custom MATLAB code. Fluorescence intensity of each chromatin channel was analyzed with respect to its relative distance to the nuclear center (0=center, 1=periphery). Gray areas indicate the center bin (0.05-0.15) and the peripheral bin (0.85-0.95) used to calculate enrichment scores. SEM; n>60 from 5 exp. d) For each marker in
methylatio

n. Immunostaining of cardiac cultures showed that H3K9 trimethylated (H3K9me3) chromatin accumulated at the nuclear border in CMs while there was a homogenous distribution of H3K9me3 clusters throughout the nucleus of CFs (Figure 3.3a, Extended Figure 3.3b). Further quantification showed that H3K9me3-modified chromatin was significantly enriched at the nuclear border in CMs, but not in CFs on day two. This trend continued as we observed an increase in enrichment in CMs (1.65 to 2.20) compared to a slight decrease in CFs (1.14 to 1.08, Figure 3.3d). In turn, CFs showed increasing enrichment of H3K27me3-marked chromatin from days two to four (1.41 to 1.73). In CMs, peripheral enrichment of H3K27me3 occurred only on day four in conjunction with, and to the same extent as, overall chromatin. Furthermore, patterns of H3K27 methylation closely matched that of overall chromatin in CMs (Figure 3.3b), suggesting that enrichment of H3K27me3-marked chromatin mainly resulted from overall chromatin rearrangement in CMs. In contrast, enrichment of H3K27me3 occurred in the absence of peripheral enrichment of overall chromatin in CFs. These results validated the contrary roles of H3K9 and H3K27 methylation in cardiac development, as embryonic CMs and CFs showed opposing patterns of enrichment over time. Furthermore, our results suggest that the trimethylation of H3K9 may play a role in guiding the observed chromatin reorganization during CM development, because the accumulation of H3K9me3-marked chromatin at the nuclear periphery preceded the accumulation of overall chromatin.
3.2.4. Chromatin Reorganization is Abrogated in Stiffened Environments in Embryonic CMs

In Vitro and Adult CMs In Vivo

H3K9me3-marked chromatin was enriched at the nuclear border of CMs whereas H3K27me3 was enriched at the border of CFs during our four-day in vitro culture model. To further investigate whether H3K9me3-associated chromatin reorganization is related to CM differentiation in vitro, we analyzed peripheral chromatin enrichment in embryonic CMs plated on soft (13 kPa) PDMS, stiff (140 kPa) PDMS, or tissue culture plastic (TCP, >1 GPa). Surprisingly, CMs plated on TCP showed a higher overall chromatin enrichment at the nuclear periphery compared to cells on either PDMS substrates (Figure 3.4a-c) on day two. However, on day four peripheral enrichment on stiff substrates declined and CMs on soft PDMS showed a higher peripheral accumulation of overall chromatin compared to both stiff PDMS and TCP (1.76 vs. 1.12 and 1.12). In accordance, H3K9me3-marked chromatin was equally enriched for CMs on any substrate on day two, whereas on day four enrichment was higher on soft PDMS compared to both stiffer substrates and was higher for stiff PDMS compared to TCP (2.20 vs. 1.87 vs. 1.25). While there was no difference in enrichment on day two, CMs on soft PDMS had higher H3K9me3 intensities at any distance compared to cells on stiffer substrates (Figure 3.4b) in accordance with decreased expression of H3K9 methyltransferases observed on stiff PDMS (Figure 3.2c). H3K27me3-marked chromatin was slightly more enriched for CMs on stiff PDMS on day two compared to cells on soft PDMS. After four days, overall enrichment of H3K27me3-modified chromatin increased for all conditions and was highest in cells plated on the soft substrates; however, H3K27me3 enrichment was higher compared to overall chromatin on stiff substrates similar to observations in non-contractile CFs. Substrate stiffness moderately affected chromatin organization in CFs with peripheral enrichment being low for overall and H3K9me3-marked
chromatin and high for H3K27me3-modified chromatin throughout the four-day culture period (Extended Figure 3.4a-c), suggesting that CMs are more sensitive to substrate stiffness with regard to chromatin reorganization.

Hypertrophy leads to an increase in cardiac stiffness and CM dedifferentiation\(^{45}\). To validate our findings \textit{in vivo}, we analyzed CM nuclei in mice that received angiotensin II (AngII) for 28 days to induce hypertrophy. Control mice received saline over the same period. Reduction in ejection fraction and fractional shortening during the treatment period confirmed cardiac
performance decline in mice receiving AngII, but not saline (Figure 3.4d). CM nuclei of hypertrophic mice showed reduced enrichment of overall (DAPI, 0.82 vs. 1.49), H3K27me3 (1.24 vs. 2.17) and H3K9me3-marked chromatin (1.32 vs. 2.44, Figure 3.4e-g, Extended Figure 3.4d) similar to CM nuclei cultured on stiff substrates in vitro. Together these results further supported a link between H3K9 trimethylation and chromatin reorganization during CM differentiation and suggested that mechanical environments play an important role to establish and retain the nuclear phenotype of adult CMs.

3.2.5. LINC Complex Disruption Inhibits Reorganization of H3K9 Methylated Chromatin in Embryonic CMs, but Does Not Regulate Histone (De)Methylase Expression

We observed enrichment of H3K9me3-marked chromatin in contractile CMs, but not in non-contractile CFs. This enrichment was inhibited in stiffened environments that lead to a reduction in CM contractility. In accordance, analysis of nuclear deformation recorded during CM contraction showed that bulk linear strain and translational movement of nuclei were reduced in cells plated on stiff PDMS and TCP over the four-day culture period (Extended Figure 3.5a). CM nuclei are connected to the Z-disks of myofibrils via LINC complexes, which are crucial for nuclear mechanotransduction and cardiac development. To further investigate the link between nuclear deformation and chromatin reorganization, we disrupted LINC complexes in embryonic CMs by overexpressing a truncated nesprin-3 protein that contained the transmembrane and KASH (Klarsicht, ANC-1, Syne Homology) domain (Δsyne-K3) but lacked cytoskeleton binding domains (Figure 3.5a). Because KASH domains are highly conserved between species and nesprins, this construct competes with all nesprin isoforms for SUN connections. The control vector expressed a protein that was identical to Δsyne-K3 but lacked the KASH domain.
Figure 3.5. LINC complex disruption abrogates rearrangement of H3K9 methylated chromatin in CMs but does not affect epigenetic enzyme expression. Embryonic cardiac cells were isolated from (E)18.5 H2b-eGFP embryo hearts and cultured on soft (13 kPa) PDMS substrates. a) Illustration of adenoviral vectors for LINC complex disruption. The decoupling vector (K3) expressed a truncated nesprin-3 composed of the transmembrane (TM) and the KASH domain tagged with mNeptune2.5 (mNep2.5) to track nuclear membrane integration.
The control vector (CTL) lacked the KASH domain necessary for binding to SUN within LINC complexes. Fluorescently tagged α-actinin 2 \((\text{Actn2})\) was expressed to identify infected CMs. 

**b)** Cells were infected with either vector on day one and stained for H3K9me3 (or H3K27me3, see Extended Figure 3.5c) on day two (shown) or day four. The truncated nesprin construct integrated successfully into the outer nuclear membrane of infected CMs \((\text{mNep2.5})\) while no distinct localization was observed for the control vector. Myofibril formation was disrupted in decoupled CMs, particularly around the nucleus, which indicated successful decoupling of nuclei from the cytoskeleton (see also Extended Figure 3.5d); scale=5 μm. 

**c)** Image series of nuclei during CM contractions were recorded on day two (24h post infection) and day four and bulk linear strain and translational movement of nuclei were determined. Decoupled nuclei \((K3, n=32)\) showed lower bulk linear strain and translational movement compared to cells infected with the control vector \((\text{CTL}, n=32)\) or non-infected control cells \((\text{NIC}, n=67)\); SEM; from 4 exp.; 1W-ANOVA: * \(p<0.05\), ** \(p>0.01\).

**d, e)** Infected cells were stained for H3K9me3 or H3K27me3 on day two or four and peripheral enrichment of chromatin was analyzed using a custom MATLAB code. Decoupled cells \((K3)\) showed abolished enrichment of overall and H3K9me3-marked chromatin compared to infected control cells \((\text{CTL})\) while H3K27me3-marked chromatin was similarly enriched; SEM; \(n=35\) from 3 exp.; T-test: * \(p<0.05\), *** \(p<0.001\).

**f)** Gene expression analysis of decoupled \((K3)\) or non-infected control cells \((\text{NIC})\) compared to infected control cells \((\text{CTL})\). Expression of structural, but not transcriptional, cardiac genes was reduced in decoupled cells, while expression of histone methylating and demethylating genes remained largely unchanged except for a decrease of \(\text{Kdm6a}\); SD; \(n=4\); T-test: * \(p<0.05\), ** \(p<0.01\).

needed for LINC complex integration \((\text{Δsyne-CTL})\). Both vectors also expressed fluorescently tagged α-actinin 2 to identify infected cells.

Cardiac cultures were plated on soft (13 kPa) PDMS and infected on day one of culture. CMs that successfully integrated Δsyne-K3 at the nuclear border 24 hours after infection (day 2) had disorganized sarcomere fibers, particularly around the nucleus (Figure 3.5b, Extended Figure 3.5b), diminished localization of nesprin-1 at the nuclear periphery (Extended Figure 3.5b), and decreased nuclear bulk linear strain and translational movement during contraction (Figure 3.5c), all of which indicated successful LINC complex disruption. Enrichment towards
the nuclear border was significantly impaired for overall (H2b) and H3K9me3-modified chromatin in decoupled CMs compared to control cells, while H3K27me3 showed no distinct difference in enrichment (Figure 3.5b-e and Extended Figure 3.5c). Notably, overall H3K9me3 intensities were similar between decoupled and control cells, while H3K27me3 intensities were slightly elevated after decoupling (Figure 3.5e) similar to results on stiff substrates. RT-qPCR analysis revealed that gene expression of H3K9 and H3K27 histone (de)methylases was largely unchanged in decoupled cells, except for the downregulation of H3K27 demethylase Kdm6a (Figure 3.5f), suggesting that LINC-associated nuclear mechanosensitive pathways do not regulate the expression of epigenetic mediators. Expression in non-infected control cells (NIC) was altered compared to infected control cells, indicating that adenovirus transfection affected the expression of epigenetic enzymes as previously reported\textsuperscript{50}. In addition to epigenetic modifiers, decoupling also did not affect the expression of cardiac-specific transcription factors while structural cardiac markers were partially downregulated. Together these results showed that the disruption of LINC complex connections from the cytoskeleton to the nucleus inhibited the reorganization of H3K9me3-modified chromatin in CMs but did not affect the expression of cell-fate mediators such as transcription factors or epigenetic enzymes.

### 3.2.6. H3K9 Trimethylated Chromatin Is Co-Localized with Myofibrils in Embryonic CMs

We observed that the reorganization of H3K9me3-modified chromatin towards the nuclear periphery was inhibited for CMs in stiff environments and after LINC complex disruption, both of which reduced nuclear deformation, which suggested a potential mechanosensitive feedback between myofibrils and the nucleus. Analyzing the shortening of myofibrils of CTL infected CMs via α-actinin 2-mRuby2 expression further validated that CM contractility was abrogated on stiff (140 kPa) compared to soft (13 kPa) PDMS as overall sarcomere (S) and A-band (A) shortening.
were reduced by more than half (-0.171 vs. -0.077 µm, -0.185 vs. -0.060 µm), and Z-disks (Z) went from extending to shortening (0.015 vs. -0.032 µm; Figure 3.6a-c). In accordance with abrogated Z-disk extension, stretch-induced tyrosine-410 phosphorylation of p130Cas\textsuperscript{51}, a mechanosensitive focal adhesion protein\textsuperscript{52} found within Z-disk lattice in CMs\textsuperscript{53}, was reduced on stiff PDMS as well (Extended Figure 3.2b). Contractility was also abrogated in decoupled CMs infected with K3, albeit to a lesser extent than CMs on stiff PDMS (Figure 3.6c), which highlighted the role of LINC complexes in myofibril formation as recently reported\textsuperscript{54}.

To further inquire whether there is a direct association of H3K9me3-marked chromatin with myofibrils, we quantified the relative overlap of different chromatin markers with myofibrils in CMs cultured for four days on soft (13 kPa) PDMS. In addition to H3K9me3 and actin, cells were stained for serine-2 phosphorylated RNA-polymerase II (RPIIS2) as a control (Figure 3.6d) since actively transcribed chromatin\textsuperscript{55} is expected to be exclusive with suppressed H3K9me3-modified chromatin. Z-stacks of stained CMs were acquired and basal Z-slices, where myofibrils were primarily located in our in vitro cultures (Extended Figure 3.4a), were analyzed for marker overlap. A marker co-localization score was calculated by determining the percentage of overlapping pixels between two binarized marker channels normalized over their independent probability to overlap, with a score of 1 representing marker co-localization by chance (see Methods for details). H3K9me3-marked chromatin showed a higher than chance association with actin containing I-bands (1.28) while overall (H2b) and actively transcribed chromatin had lower than chance co-localization scores (0.74 and 0.85, Figure 3.6e). The low association with overall chromatin is likely an effect of actin pushing chromatin out of the z-plane (Extended Figure 3.6a). As expected, transcribed chromatin areas had a high coincidence score for overall chromatin but a
low score for H3K9me3 (1.48 vs. 0.49) while the association of overall chromatin with H3K9me3 did not significantly deviate from chance (1.12, p=0.165).

To further analyze marker co-localization after LINC complex disruption, we infected cardiac cells with the decoupling vector K3, or control vector CTL, on day one and stained for H3K9me3 or H3K27me3 on day four (Figure 3.6f-i, Extended Figure 3.6b). We observed an above chance coincidence score for H3K9me3-marked chromatin with the Z-disk protein α-actinin 2 (Actn2), which was significantly decreased below chance after decoupling (1.20 vs. 0.81). In
contrast, coincidence scores of H3K27me3 with Actn2 were slightly increased after decoupling (0.86 vs. 0.98), again highlighting the inverse relationship between H3K9me3 and H3K27me3 modifications in CM development. No significant difference in overlap of overall chromatin and Actn2 was observed in either decoupled or control cells; however, both infected groups showed an increased association of H3K9me3 with overall chromatin compared to uninfected cells, again suggesting a potential influence of adenoviral infections on epigenetic regulation. Overall, these findings provided evidence that H3K9me3-marked chromatin is associated with myofibrils in CMs, but only when connected to the nucleus via LINC complexes, further consolidating a link between nuclear mechanosensation and chromatin reorganization.

3.2.7. **H3K9 Trimethylated Chromatin Domains are Localized to Intranuclear Subregions with Elevated Tensile Strains During CM Contractions**

Our results suggested a link between myofibril-mediated nuclear deformation and peripheral enrichment of H3K9 trimethylated chromatin as well as an association of H3K9me3 with myofibrils. Analysis of CM nuclei during contractions further confirmed this association as dense, H3K9me3-rich heterochromatin clusters had higher translational movement compared to the overall nucleus ([Extended Figure 3.6c](#)). To investigate the link between nuclear strain and chromatin reorganization in CMs, we performed an in-depth analysis of the strain occupancy for different chromatin types during CM contraction. For that we utilized a recently published method, termed *deformation microscopy*[^31,32], which generates high-resolution spatial strain maps from an undeformed template and a deformed target image ([Figure 3.7a](#)). Image series of nuclear deformations were recorded in contracting CMs on day two after which cells were fixed, stained, and co-registered to chromatin markers. CMs recorded for live imaging were relocated, imaged and the common H2b-GFP channel was used to register intranuclear strain maps with chromatin
Figure 3.7. H3K9me3-marked chromatin is localized to intranuclear regions with elevated tensile strains during CM contractions. 

a) Illustration of deformation microscopy to generate high-resolution strain maps from image data. Image series of H2b-eGFP CM nuclei were acquired during contraction. Frames of undeformed nuclei during diastolic resting (white outline) were iteratively registered and warped to match nuclear image frames during peak contraction (red outline). Arrow plot shows a close-up of the resulting intranuclear strain map for hydrostatic strains.

b) Flowchart of spatial strain vs. marker analysis using deformation microscopy. Image series of CM nuclei were recorded on day two to calculate intranuclear strain maps. After, CMs were stained for H3K9me3, H3K27me3 or actively transcribed chromatin (RPIIS2), relocated and imaged again. Spatial nodes between both datasets were registered via the common H2b channel and strain occupancy for each marker was analyzed.

c) Composite analysis of nuclear strains over chromatin assigned to one marker or none of the markers (unassigned, white areas in composite image in b). Strains were normalized to the average of each nucleus. H3K9me3-marked chromatin showed above average association with
marker maps to calculate strain values for individual chromatin markers or no marker (unassigned, Figure 3.7b). Strain values were normalized to the average strain of each nucleus to enable comparison between cells.

H3K9me3-marked chromatin areas experienced above average absolute hydrostatic (changes in volume) strain magnitudes (1.103), but not shear or deviatoric strains (1.014 and 1.021, Figure 3.7c). Interestingly, subdividing hydrostatic strain values into tensile (positive) and compressive (negative) revealed that this trend arose from tensile strains alone (1.216) as no significant difference was observed for compressive hydrostatic strains (0.967) between any of the investigated chromatin features. In contrast, transcribed chromatin regions (RPIIS2) showed lower absolute hydrostatic strain (0.962), a trend that was again augmented for tensile hydrostatic strain (0.899), while no significant difference was observed for H3K27me3 for any of the strains investigated (p>0.177). Linear regression analysis of chromatin marker intensities over intranuclear strains further showed the highest degree of correlation (R²=0.923) and the highest slope for tensile strains over H3K9me3-intensities (Figure 3.7d, Extended Figure 3.7a). Analysis of intranuclear strains over the distance to the nucleus center showed that strains generally declined towards the periphery, excluding the possibility that H3K9me3-marked chromatin and hydrostatic strains simply coincide at the nuclear border (Extended Figure 3.7b).
Moreover, analysis of marker intensities over their angle with respect to the nuclear center revealed that H3K9me3 localization peaked within ±30° in the direction of nuclear translation; however, only in nuclei with a tensile loading mode (Extended Figure 3.8). In contrast, nuclei with a shortened major axis during contraction showed diminished H3K9me3 occupancy at the angle of nuclear translation while H3K27me3 and RPIIS2 showed no observable trend for any loading mode. Together, these findings provided further support for a link between the reorganization of epigenetically modified chromatin and contraction-mediated nuclear deformation in CMs and connects previous observations of the interactions between environment (substrate stiffness), cell differentiation and cell-type specific nuclear architecture into a new model of nuclear mechanosensation (Figure 3.8).

3.3. DISCUSSION

We showed that CMs establish a cell-type specific nuclear architecture during development that is characterized by a relocation of chromatin from the interior to the nuclear periphery. Our findings suggest that tensile strains transferred from myofibrils to the nucleus via LINC complex connections guide the rearrangement of epigenetically suppressed chromatin to the nuclear periphery. Stiff environments, which inhibited contraction and decreased nuclear deformation, or disruption of LINC complexes, profoundly disturbed the establishment of this architecture in embryonic stages or its maintenance in adults. We additionally observed opposing trends for the relocation of H3K9me3 and H3K27me3-modified chromatin as peripheral enrichment of H3K9me3 proceeded that of overall chromatin in embryonic CMs while early relocation of H3K27me3 was indicative for the formation of a non-contractile fibroblast cell-type. Taken together, our results provide further support for a link between nuclear architecture and cell
Figure 3.8. Summary of chromatin reorganization and epigenetic regulation during cardiac development and disease. During development, myofibril-mediated cell contraction and subsequent nuclear deformation of embryonic CMs leads to increased H3K9 trimethylation (me) and peripheral enrichment (PE) of H3K9me3-modified chromatin. This presumably stabilizes cardiac gene expression by anchoring suppressed non-cardiac genes to the periphery to prevent reactivation. Stiffening of the cardiac micro-environments inhibits cell contraction and nuclear deformation resulting in increased trimethylation and peripheral enrichment of H3K27 instead of H3K9. Abrogation of nuclear strain transfer through disruption of LINC complexes inhibited chromatin reorganization while regulation of methylation remained largely unchanged, suggesting that nuclear mechanosensation primarily affects chromatin reorganization.
differentiation and suggest that environmental cues can influence cell fate by affecting epigenetic regulation and reorganization of epigenetically modified chromatin (Figure 3.8). This work therefore connects previously observed nexuses between substrate properties, cell fate, and nuclear mechanics into one conceptual framework that highlights the role for nuclear mechanosensitive pathways in guiding and stabilizing cell fate determination through spatial chromatin organization. Our data from LINC complex disruption experiments indicated that epigenetic regulation is mediated independently of nuclear strains, hence the interplay between cells and their environment is likely to be a more complex interaction between nuclear and cellular mechanosensors.

3.3.1. Potential Roles of Chromatin Organization in CMs

The observed reorganization of H3K9me3-marked chromatin during CM differentiation might function to stabilize differential gene expression by segregating repressed non-cardiac genes to areas of low activity, like the nuclear envelope, to prevent accidental reactivation. In this study, RNAseq and PCR gene expression analysis revealed that H3K9 methylases Ehmt1, Ehmt2, Setdb1, and Eed were particularly downregulated on stiff substrates together with cardiac differentiation markers. Recent studies have also shown that the expression of Ehmt1/2 was decreased in the heart of hypertrophic rats and that the reactivation of cardiac fetal genes such as Myh7, Nppa, and Nppb was associated with the loss of H3K9 methylations at those genes. Furthermore, inhibition of Ehmt1/2 was sufficient to induce hypertrophy while stabilization of Ehmt1/2 expression counteracted effects of hypertrophy. Similarly, targeted deletion of H3K9 demethylase Kdm4a in the heart led to attenuated hypotrophy in mice. Here we observed that H3K9me3-marked chromatin relocated back towards the nuclear center in mature CMs of hypertrophic mice, supporting the hypothesis that peripheral segregation of chromatin stabilizes its suppression. Interestingly, mechanical decoupling of CM nuclei through LINC complex disruption only
minorly affected the expression of H3K9 (de)methylating enzymes or cardiac transcription factors. It is likely that CMs integrate mechanical signals from different pathways to achieve reliable and robust cell differentiation. One such candidate, identified here via RNAseq and validated through western blot analysis, was p130Cas. This mechanosensitive focal adhesion protein\textsuperscript{52} is found within the sarcomeric Z-disk lattice in CMs\textsuperscript{53}, hence making it a suitable candidate to sense substrate stiffness and influence epigenetic regulation via Rap1 and MAPK signaling (Extended Figure 3.2). One study also showed that p130Cas knockout mice die \textit{in utero} due to abnormal heart growth, further linking p130Cas to cardiac development\textsuperscript{57}.

In addition to stabilizing cardiac gene transcription, the CM nuclear architecture might also have a structural function as has been reported for other types of cells\textsuperscript{24,25,58}. The particularly strong accumulation of heterochromatin at the nuclear border might play a protective role as heterochromatin has been shown to increase nuclear rigidity independent of lamins\textsuperscript{59}. Chromatin void cavities could provide a protective environment for gene transcription in cells that must endure high and constant cyclic mechanical stresses. This is supported by our observation that nuclear areas of actively transcribed chromatin experienced lower (tensile) hydrostatic strains (Figure 3.7).

\subsection*{3.3.2. Potential Role of Nuclear Mechanosensation in CMs}

The role of nuclear mechanotransduction has long been debated. While it has been shown that LINC complexes are involved in mechanosensitive gene regulation\textsuperscript{60}, no distinct mechanism has been reported so far. We provided evidence that nuclear strains transferred from myofibrils via LINC complexes guide the reorganization of H3K9me3-modified chromatin in CMs. In contrast, the formation of a non-contractile CFs was associated with the reorganization of H3K27me3-marked chromatin instead. Our data suggests that CMs may use nuclear deformation as a feedback
for differentiation by consolidating the suppression of H3K9me3-marked non-cardiac genes through peripheral segregation as described above. This mechanism would be beneficial during development as it ensures that only CMs with high contractility mature, while others become fibroblasts or undergo apoptosis. Neurons are known to use similar activity-based mechanisms during development in which their initial state of differentiation is reinforced through functional fidelity\textsuperscript{61}. Further investigation will show whether this nuclear-feedback is used by other load-bearing cells as well.

### 3.3.3. Potential Mechanisms of Mechanosensitive Chromatin Reorganization

How nuclear strains could guide chromatin rearrangement is unclear, but it is likely to involve nuclear motor proteins. For example, nuclear myosin 1 (NM1) has been shown to be necessary for chromatin relocation in response to serum activation\textsuperscript{62} and DNA damage\textsuperscript{63}. After transport, nuclear envelope transmembrane proteins (NET) could anchor chromatin to the nuclear envelope. NETs have been shown to be tissue specific and might also recognize epigenetic modification of chromatin\textsuperscript{20,64,65}. Nuclear motor proteins and NETS are poorly characterized, and more research is needed to understand their role in the nucleus.

The strict association of H3K9me3 with tensile, but not compressive, hydrostatic strains indicated the involvement of stretch-activation. It has been argued that LINC complexes are the nuclear analog to stretch-sensitive focal-adhesions at the cell membrane\textsuperscript{66}, and research on isolated nuclei has shown that LINC complexes are necessary for stretch-induced nuclear mechanotransduction\textsuperscript{14}. Similarly, we found in this study that LINC complexes play a role for chromatin reorganization in CMs. Direct evidence for stretch-sensitivity of LINC complex components (nesprins and SUNs) is lacking; however, and it remains to be seen whether LINC complex or associated proteins (\textit{e.g.} lamins) bear mechanosensitivity. Stretch-activation could
ultimately control motor-protein activity and/or the recruitment of NETs to guide chromatin reorganization using mechanisms similar to focal adhesions\textsuperscript{66}.

3.4. METHODS

3.4.1. Substrate Fabrication

To mimic native and stiffened mechanical environments of adult cardiac tissue\textsuperscript{28,29,67}, cell culture dishes were coated with soft or stiff polydimethylsiloxane (PDMS, Sylgard\textsuperscript{®}527, Dow Corning) by using different mixing ratios (base:curing agent): 1:1 ($E=12.7 \pm 5.0$ kPa) and 1:4 ($E=139.7 \pm 16.2$ kPa). To enable live imaging at high magnification using a 100\times objective, PDMS was deposited as thin layer (~100 µm) in gridded imaging dishes (µ-Dish 35 mm high Grid-500, ibidi). PDMS coated dishes were degassed under vacuum for 30 min, cured for 1h at 80°C, ozone-activated via corona arc-discharge (30s) and coated with reduced growth factor basement membrane matrix (Geltrex\textsuperscript{®}, Gibco) for 1h at 37°C to provide attachment sites similar to the cardiac basement membrane. PDMS stiffness was determined via AFM using a spherical borosilicate glass tip (diameter=10 µm, stiffness=0.85 N/m), and Young’s modulus $E$ was calculated using a Hertz contact model\textsuperscript{68}.

3.4.2. Cardiac Cell Isolation and Culture

B6.Cg-Tg (HIST1H2BB/EGFP) 1Pa/J mice (Stock No: 006069) were obtained from Jackson Laboratory. All animal procedures were performed following Institutional Animal Care and Use Committee approval. Embryonic mice hearts were harvested 18.5 days post conception. Hearts were minced and incubated in a digestive mix for 30 min at 37°C. Digestive mix contained 2 mg/ml Papain (P4762, Sigma), 500 µg/ml Liberase TM (05401119001, Roche), 5 mM L-Cysteine (C6852, Sigma) and 10 µg/ml DNase-I (D4263, Sigma). Cardiac cells were isolated
through gentle trituration using a 1 ml pipette and cells were cultured on prepared substrates in DMEM-F12 Advanced (Gibco) containing 10% fetal bovine serum (Gibco), 1% penicillin-streptomycin (Gibco) and 25 mM HEPES (Gibco) at a density of 50,000 cells/cm². Samples were incubated at 37°C and 5% CO₂⁶⁹.

3.4.3. **RNAseq Analysis**

Total RNA was extracted from cardiac cultures after 4 days on either soft or stiff PDMS (n=4) using the AurumTM Total RNA Mini Kit (Bio-Rad Laboratories). Libraries were constructed by the Purdue Genomics Core Facilities according to standard protocols using TruSeq Stranded mRNA Library Prep Kit (Illumina). Samples were run on a HiSeq 2500 (Illumina) with 200 bp paired-end reads. The filtered Illumina reads were pre-processed and mapped by the Purdue Bioinformatics Core. Sequence quality was assessed using FastQC (v0.11.2) for all samples and quality trimming was done using FASTX toolkit (v0.0.13.2) to remove bases with less than Phred33 score of 30 and resulting reads of at least 50 bases were retained. The quality trimmed reads were mapped against the bowtie2-indexed reference genome downloaded from Ensembl using Tophat (v2.0.14) with default parameters. RNAseq data can be obtained from the GEO database (GSE109405).

Histone subfamily classifications were done using HistoneDB 2.0 ([https://www.ncbi.nlm.nih.gov/research/HistoneDB2.0/](https://www.ncbi.nlm.nih.gov/research/HistoneDB2.0/)). Pathways with enriched differential gene expression (p<0.2, FPKM>1) were screened using the KEGG database via the functional annotation tool DAVID ([https://david.ncifcrf.gov/](https://david.ncifcrf.gov/)). Analyses of functionally grouped networks was performed using the ClueGO (v2.5.0) app on the Cytoscape (v3.6.0) software tool. Genes associated with the GO term *histone modification* (GO:0016570) were obtained from AmiGO 2.
(http://amigo.geneontology.org/amigo) and differentially expressed genes (p<0.2) in this ontology were used to screen for child GO terms using AmiGO’s term enrichment tool (v1.8).

### 3.4.4. RT-qPCR Analysis

Total RNA was extracted from cardiac cultures after 4 days on either soft or stiff PDMS (n=4) using the AurumTM Total RNA Mini Kit. RNA was reverse transcribed into cDNA via iScriptTM Reverse Transcription Supermix and real-time quantitative PCR was performed with SsoAdvancedTM Universal SYBR® Green Supermix in a CFX96 Touch™ thermocycler (all kits and devices from Bio-Rad Laboratories) using 10 ng of cDNA as input. Primers were custom designed using NCBI primer blast, cross-confirmed in Ensembl gene database and synthesized by IdtDNA. Primers span at least one exon-exon junction. Relative expression change was calculated using the ΔΔCt method. All data was normalized to the reference genes Gapdh and ActB as established in previous heart studies\(^{70,71}\). Primer sequences are listed in Extended Table 4.

### 3.4.5. Immunofluorescence Staining

Cells were fixed in 4% ice-cold PFA for 10min, permeabilized with 1% Triton-X100 in PBS for 15 min and blocked with 10%NGS, 1% BSA in 0.1% PBT (0.1% Tween-20 in PBS) for 60 min. Primary incubation was performed at 4°C overnight in 0.1% PBT containing 1% BSA. Secondary incubation was performed in primary incubation buffer for 45 min (RT) at a dilution of 1:500. Actin was counterstained with Phalloidin conjugated to either Texas Red-X for embryonic tissues and marker co-localization in vitro studies (Life Technologies), Alexa Flour 488 for cardiac sections of hypertrophic mice (Life Technologies) or CF405 for all other in vitro cultures (Biotium). Primary antibodies: H3K9me3 (ab8898, Abcam, 1:800), H3K27me3 (ab6002, Abcam, 1:200), RNA polymerase II CTD repeat YSPTSPS phospho S2 (ab24758, Abcam, 1:400) and nesprin-1 (ab24742, Abcam, 1:500).
3.4.6. **Tissue Sectioning and Staining**

After harvest, tissues were washed in PBS and fixed in 4% PFA at 4°C overnight. Tissue were washed again in PBS, embedded in 6% agarose and sectioned into 100 µm thin slices using a vibratome (VT1000 S, Leica). Tissue sections were further immunostained as described above.

3.4.7. **Analysis of Chromatin Marker Occupancy**

Image stacks of immunostained nuclei were recorded on a Nikon A1R confocal microscope using a 60× oil immersion objective. A custom MATLAB code was used to calculate the intensity of each chromatin marker with respect to distance of the nuclear border. Briefly, the H2b-eGFP image stack was used to determine the nuclear border and the nuclear center for each nucleus. For each pixel, the distance to the nuclear center was calculated and histogram-normalized image intensities for each marker channel were collected. Nuclear center distances were normalized to the maximum distance of each corresponding center trajectory resulting in a normalized center distance of 0 for the center and 1 for the nuclear periphery for any nuclear geometry. Normalized nuclear center distances were then binned in 0.01 steps (100 bins total) and marker intensities for pixels in the same bin were averaged for each nucleus. MATLAB code is available from the corresponding author upon request.

3.4.8. **Hypertrophic Animal Model**

Female, 12 weeks old C57BL/6J mice (Jackson Laboratory) were surgically implanted with a mini-osmotic pump (ALZET Model 2004, DURECT Corporation) to deliver either saline (n=5) or AngII (n=4) at a rate of 0.28 μL/h for 28 days. For the AngII group, the AngII powder was dissolved in saline to provide a 1000 ng/kg/min infusion rate. Mice were monitored at baseline and again on day 28 post-surgery using a high resolution, small animal ultrasound imaging system (Vevo2100 Imaging System, FUJIFILM VisualSonics) to assess cardiac size and function. After
28 days, mice were euthanized, hearts harvested, and the left ventricles were cut along the transverse plane. Tissue sectioning and staining was performed as described above. All animal procedures were approved by the Institutional Animal Care and Use Committee.

3.4.9. **Small Animal Ultrasound Imaging**

A high resolution, small animal in vivo ultrasound imaging system was used to assess cardiac size and function at baseline and again on day 28 post-surgery. Briefly, anesthetized mice (1-3% isoflurane) were positioned supine on a heated stage. Body temperature was monitored using a rectal probe, while cardiac and respiratory rates were monitored using stage electrodes. Hair on the thoracic region was removed with depilatory cream and ultrasound gel was applied. A linear array transducer (MS550D) was used to view both the long and short axes of the heart. Two-dimensional cine loops in brightness mode (B-mode) and motion mode (M-mode) were collected. In addition, high temporal resolution cine loops were acquired using ECG-gated Kilohertz Visualization (EKV). These images were analyzed with Vevo2100 software (FUJIFILM VisualSonics) to determine ejection fraction and fractional shortening.

3.4.10. **Adenovirus Generation and Transduction**

Adenoviral vectors for LINC disruption experiments were generated as described before using the AdEasy vector system. The decoupling and control construct were assembled via Gibson cloning using NEBuilder® HiFi DNA Assembly Master Mix (New England Biolabs). The decoupling construct contained the C-terminal end of the nesprin-3 gene (Syne3) including the transmembrane (Tm) and the KASH domain. The N-terminus was replaced by a far-red fluorescence protein (mNeptune2.5) for visualization and a signal peptide (SP, from Tor1a) for membrane integration. The control construct was identical to the decoupling construct but lacked the KASH domain. AdEasy plasmids were a gift from Leslie Leinwand. pcDNA3-mNeptune2.5
and pcDNA3-mRuby2 were a gift from Michael Lin (Addgene, #51310 and #40260)\textsuperscript{74}. Embryonic cardiac cells were infected at day one with 100×MOI, as determined by plaque assay, and further analyzed at day two or day four as described above. Plasmid maps and stab cultures of adenoviral transfer plasmids can be obtained from Addgene (CTL: #122243 and K3: #122242).

3.4.11 Nuclear Bulk Linear Strain and Translation

CMs cultured on soft PDMS, stiff PDMS or TCP or infected with K3 or CTL on day one on soft PDMS and image series of nuclei (6.4 fps) were recorded during contraction on day two or four using an inverted epi-fluorescence microscope (Nikon Ti-Eclipse) with a 100× oil immersion objective (0.16 µm/pix) and an iXon\textsuperscript{EM}+ EMCCD camera (Andor). A custom MATLAB code was written that tracked nuclear outlines during image series. Bulk linear strain was calculated as the average of the differential length of major and minor axis while translation was determined via centroid tracking. For each nucleus, the results of four contraction cycles were averaged for one data point. MATLAB code is available from the corresponding author upon request.

3.4.12. Sarcomere Shortening Analysis

CMs cultured on soft or stiff PDMS were infected with K3 or CTL on day one and image series (6.4 fps) of myofibril contractions were recorded on day four using an inverted epi-fluorescence microscope (Nikon Ti-Eclipse) with a 100× oil immersion objective (0.16 µm/pix) and an EMCCD camera (iXon\textsuperscript{EM}+, Andor) via expression of α-actinin 2-mRuby2. A custom written MATLAB code was used to quantify the length of different sarcomere features before and during contraction from α-actinin 2 fluorescence intensity profiles stretching 15-20µm and containing 8-12 α-actinin 2-rich Z-disks (Figure 3.6a). Overall sarcomere lengths were determined as the distance between neighboring peaks. Data points between peaks were
interpolated (cubic) to achieve sub-pixel resolution and the mid-intensity between a maximum (peak) and a minimum (valley) was used to separate the Z-disks from A-bands for each segment (Figure 3.6b). Values along one intensity profile were averaged and the difference in length before and during contraction for each sarcomere feature was calculated. A total of 25 intensity profiles were analyzed for each substrate. MATLAB code is available from the corresponding author upon request.

3.4.13. Marker Co-Localization Analysis

Cardiac cultures were immunostained after four days on soft PDMS and image z-stacks were acquired on a Nikon A1R confocal microscope using a 60× oil immersion objective. In vitro, myofibrils primarily intersected with nuclei on the basal side (Extended Figure 3.6). A custom MATLAB code was used to calculate marker co-localization scores for basal nuclear z-slices. For that, marker channels were binarized (0 or 1) using accumulated histogram thresholding with cut-off values of 90% for actin and α-actinin 2, 95% for H2b, and 85% for H3K9me3 and H3K27me3 to achieve equal representation of true pixels (=1) amongst channels. A marker co-localization score for any marker pair was calculated as the percentage of overlapping pixels (number of pixels that are true for both channels divided by total number of pixels in the nucleus) divided by the probability that positive pixels overlap by chance (independent probability): co-localization score = $p(A \cap B) / [p(A) \times p(B)]$ with A {marker channel 1=true} and B {marker channel 2=true}. MATLAB code is available from the corresponding author upon request.

3.4.14. Spatial Intranuclear Strain vs. Chromatin Marker Analysis

After two days on soft PDMS, image series (7.2 fps) of nuclear deformation during CM contractions were recorded on a Nikon A1R confocal microscope using a 60× oil immersion objective (0.14 μm/pix) via the expression of H2b-eGFP. Nuclear frames during diastolic rest and
during peak contraction were used as template and target, respectively, to generate high-resolution intranuclear strain maps via deformation microscopy developed previously\textsuperscript{31,32}. The location of each cell was recorded through the use of gridded imaging dishes (µ-Dish 35 mm high Grid-500, ibidi). After live imaging, cells were fixed, immunostained for chromatin markers, relocated and image color stacks were recorded again on a confocal microscope. To compensate for changes in nuclear morphology during fixation, intranuclear strain maps and chromatin marker maps were aligned via the registration function of the deformation microscopy algorithm using the common H2b channel in both datasets and marker channels were interpolated (cubic) to match strain resolution.

A custom written MATLAB code was used to analyze nuclear strains over chromatin marker intensities. For non-continuous analysis (Figure 3.7c), marker channels were binarized using accumulative histogram thresholding with a cut-off value of 75\% and strain values for true marker pixels were averaged. A composite map was generated by assigning pixels to the marker with the highest normalized intensity value, if multiple channels were true, or labeled as unassigned if no channel was true.

For angular analysis, the angle of each pixel with respect to the nuclear center was obtained with the angle of nuclear translation during contraction set to 0°. Nuclear translation angle was determined as the angle of the trajectory that connected the nuclear centers before (resting) and during CM contraction (Extended Figure 3.8). Pixels were binned in 1° steps and marker intensities for each channel were averaged for each bin. Areas represent SEM between cells. MATLAB codes are available from the corresponding author upon request.

3.4.15. Western Blot Analysis
After four days on soft or stiff PDMS substrates, cardiac cells were lysed in tris-triton buffer containing a protease/phosphatase inhibitor mix (Sigma). Protein concentrations were determined using Bradford Assay Kit 1 (Bio-Rad) and 30µg of protein were loaded onto 8% SDS-Page Gels (Thermo Scientific), transferred to PVDF membranes (EMD Millipore) and immunodetected using an ECL substrate kit (Life Technologies) and a PXi imaging system (Syngene). Densitometric quantification was performed using ImageJ (v1.50e). Primary antibodies: p130Cas (13846, Cell Signaling), phospho-p130Cas Tyr410 (4011, Cell Signaling) and Gapdh (5174, Cell Signaling).

3.4.16. Statistical Analysis

One-way (1W) or two-way (2W) ANOVA with Tukey’s Honestly Significant Difference post hoc test or two-tailed t-test analysis was performed to evaluate statistical significance using JMP Pro12 software (SAS Institute). Displayed error (SD=standard deviation, SEM=standard error of the mean), number of individual data points (n), number of independent experiments (exp., if different from n), hypothetical population mean (HM, for single sample t-test), significances and statistical tests used are indicated in the figure captions. Boxplots are shown with all data points overlaid, a square representing the mean and whiskers indicating the data span under the exclusion of outliers (coefficient=3).
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### 3.6. EXTENDED DATA

#### 3.6.1. EXTENDED TABLES

Extended Table 3.1. Expression of histone variants in cardiac cultures on cultured on soft or stiff substrates. Embryonic cardiac cells were plated on soft (13 kPa) or stiff (140 kPa) PDMS for four days after which total RNA was harvested to perform RNAseq analysis. Averaged expression (FPKM: Fragments Per Kilobase of transcript per Million mapped reads) for each substrate group, as well as fold changes and p-values between substrates, of previously annotated mouse histone variants\(^\text{36}\) are shown; * indicates canonical (generic) H1 variants.

<table>
<thead>
<tr>
<th>Gene</th>
<th>Ensembl ID</th>
<th>Family</th>
<th>Variant</th>
<th>FPKM 13 kPa</th>
<th>FPKM 140 kPa</th>
<th>Fold Change</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hist1h1a</td>
<td>ENSMUSG00000049539</td>
<td>H1</td>
<td>H1.1*</td>
<td>32.92</td>
<td>22.83</td>
<td>0.69</td>
<td>0.595</td>
</tr>
<tr>
<td>Hist1h1c</td>
<td>ENSMUSG00000036181</td>
<td>H1</td>
<td>H1.2*</td>
<td>75.57</td>
<td>55.23</td>
<td>0.73</td>
<td>0.413</td>
</tr>
<tr>
<td>Hist1h1d</td>
<td>ENSMUSG00000052565</td>
<td>H1</td>
<td>H1.3*</td>
<td>65.25</td>
<td>35.79</td>
<td>0.55</td>
<td>0.350</td>
</tr>
<tr>
<td>Hist1h1e</td>
<td>ENSMUSG00000051627</td>
<td>H1</td>
<td>H1.4*</td>
<td>66.10</td>
<td>43.53</td>
<td>0.73</td>
<td>0.386</td>
</tr>
<tr>
<td>Hist1h1b</td>
<td>ENSMUSG00000058773</td>
<td>H1</td>
<td>H1.5*</td>
<td>41.15</td>
<td>26.51</td>
<td>0.65</td>
<td>0.531</td>
</tr>
<tr>
<td>H1f0</td>
<td>ENSMUSG00000096210</td>
<td>H1</td>
<td>H1.0</td>
<td>60.85</td>
<td>51.81</td>
<td>0.85</td>
<td>0.015</td>
</tr>
<tr>
<td>H1fx</td>
<td>ENSMUSG00000044927</td>
<td>H1</td>
<td>H1.X</td>
<td>0.14</td>
<td>0.01</td>
<td>0.09</td>
<td>0.239</td>
</tr>
<tr>
<td>Gm6970</td>
<td>ENSMUSG00000091230</td>
<td>H1</td>
<td>H1.11</td>
<td>0.43</td>
<td>0.06</td>
<td>0.15</td>
<td>0.306</td>
</tr>
<tr>
<td>Hist1h1t</td>
<td>ENSMUSG00000036211</td>
<td>H1</td>
<td>TS H1.6</td>
<td>0</td>
<td>0.80</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hist1h1fnt</td>
<td>ENSMUSG00000048077</td>
<td>H1</td>
<td>TS H1.7</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hist1hfoo</td>
<td>ENSMUSG00000042279</td>
<td>H1</td>
<td>OO H1.8</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hist1h1s1</td>
<td>ENSMUSG00000038994</td>
<td>H1</td>
<td>TS H1.9</td>
<td>0</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hist1h2ab</td>
<td>ENSMUSG00000061615</td>
<td>H2A</td>
<td>canonical</td>
<td>14.08</td>
<td>3.38</td>
<td>0.42</td>
<td>0.335</td>
</tr>
<tr>
<td>Hist1h2ac</td>
<td>ENSMUSG00000069270</td>
<td>H2A</td>
<td>canonical</td>
<td>7.33</td>
<td>1.20</td>
<td>0.63</td>
<td>0.286</td>
</tr>
<tr>
<td>Hist1h2ad</td>
<td>ENSMUSG00000071478</td>
<td>H2A</td>
<td>canonical</td>
<td>5.11</td>
<td>1.05</td>
<td>0.5</td>
<td>0.370</td>
</tr>
<tr>
<td>Hist1h2ae</td>
<td>ENSMUSG00000069272</td>
<td>H2A</td>
<td>canonical</td>
<td>4.83</td>
<td>0.77</td>
<td>0.66</td>
<td>0.314</td>
</tr>
<tr>
<td>Hist1h2ag</td>
<td>ENSMUSG00000069301</td>
<td>H2A</td>
<td>canonical</td>
<td>6.01</td>
<td>1.27</td>
<td>0.21</td>
<td>0.379</td>
</tr>
<tr>
<td>Hist1h2ai</td>
<td>ENSMUSG00000075156</td>
<td>H2A</td>
<td>canonical</td>
<td>5.27</td>
<td>0.80</td>
<td>0.15</td>
<td>0.312</td>
</tr>
<tr>
<td>Hist1h2an</td>
<td>ENSMUSG00000069309</td>
<td>H2A</td>
<td>canonical</td>
<td>3.65</td>
<td>0.41</td>
<td>0.11</td>
<td>0.330</td>
</tr>
<tr>
<td>Hist1h2ao</td>
<td>ENSMUSG00000094248</td>
<td>H2A</td>
<td>canonical</td>
<td>6.25</td>
<td>1.15</td>
<td>0.18</td>
<td>0.356</td>
</tr>
<tr>
<td>Hist1h2ap</td>
<td>ENSMUSG00000094777</td>
<td>H2A</td>
<td>canonical</td>
<td>6.26</td>
<td>1.05</td>
<td>0.17</td>
<td>0.351</td>
</tr>
<tr>
<td>Hist1h2af</td>
<td>ENSMUSG00000061991</td>
<td>H2A</td>
<td>canonical</td>
<td>3.94</td>
<td>0.92</td>
<td>0.23</td>
<td>0.286</td>
</tr>
<tr>
<td>Hist1h2ah</td>
<td>ENSMUSG00000069302</td>
<td>H2A</td>
<td>canonical</td>
<td>4.99</td>
<td>0.78</td>
<td>0.16</td>
<td>0.314</td>
</tr>
<tr>
<td>Hist1h2ak</td>
<td>ENSMUSG00000063021</td>
<td>H2A</td>
<td>canonical</td>
<td>14.40</td>
<td>1.52</td>
<td>0.11</td>
<td>0.274</td>
</tr>
<tr>
<td>Hist1h2al</td>
<td>ENSMUSG00000091383</td>
<td>H2A</td>
<td>canonical</td>
<td>0.38</td>
<td>0.07</td>
<td>0.19</td>
<td>0.143</td>
</tr>
<tr>
<td>Hist2h2aa1</td>
<td>ENSMUSG00000064220</td>
<td>H2A</td>
<td>canonical</td>
<td>37.72</td>
<td>10.72</td>
<td>0.28</td>
<td>0.314</td>
</tr>
<tr>
<td>Hist2h2aa2</td>
<td>ENSMUSG00000063954</td>
<td>H2A</td>
<td>canonical</td>
<td>44.72</td>
<td>13.15</td>
<td>0.29</td>
<td>0.322</td>
</tr>
<tr>
<td>Gene</td>
<td>Accession</td>
<td>Type</td>
<td>Canonical</td>
<td>P1</td>
<td>P2</td>
<td>P3</td>
<td>P4</td>
</tr>
<tr>
<td>-------------</td>
<td>-----------------------</td>
<td>----------</td>
<td>-----------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>Hist2h2ab</td>
<td>ENSMUSG0000063689</td>
<td>H2A</td>
<td>canonical</td>
<td>1.31</td>
<td>0.19</td>
<td>0.144</td>
<td>0.212</td>
</tr>
<tr>
<td>Hist2h2ac</td>
<td>ENSMUSG0000068855</td>
<td>H2A</td>
<td>canonical</td>
<td>16.41</td>
<td>4.61</td>
<td>0.281</td>
<td>0.243</td>
</tr>
<tr>
<td>Hist3h2a</td>
<td>ENSMUSG0000078851</td>
<td>H2A</td>
<td>canonical</td>
<td>8.28</td>
<td>5.36</td>
<td>0.648</td>
<td>0.151</td>
</tr>
<tr>
<td>H2afj</td>
<td>ENSMUSG0000060032</td>
<td>H2A.H2A.J</td>
<td>3.03</td>
<td>2.30</td>
<td>0.761</td>
<td>0.445</td>
<td></td>
</tr>
<tr>
<td>H2afx</td>
<td>ENSMUSG0000049932</td>
<td>H2A.H2A.X</td>
<td>8.63</td>
<td>4.77</td>
<td>0.553</td>
<td>0.416</td>
<td></td>
</tr>
<tr>
<td>H2afz</td>
<td>ENSMUSG0000037894</td>
<td>H2A.H2A.Z</td>
<td>69.22</td>
<td>75.76</td>
<td>1.094</td>
<td>0.638</td>
<td></td>
</tr>
<tr>
<td>H2afv</td>
<td>ENSMUSG0000041126</td>
<td>H2A.H2A.Z</td>
<td>12.45</td>
<td>11.91</td>
<td>0.956</td>
<td>0.741</td>
<td></td>
</tr>
<tr>
<td>H2afy</td>
<td>ENSMUSG0000015937</td>
<td>H2A</td>
<td>macro H2A</td>
<td>22.42</td>
<td>24.38</td>
<td>1.087</td>
<td>0.603</td>
</tr>
<tr>
<td>H2afy2</td>
<td>ENSMUSG0000020086</td>
<td>H2A</td>
<td>macro H2A</td>
<td>9.54</td>
<td>9.11</td>
<td>0.954</td>
<td>0.735</td>
</tr>
<tr>
<td>H2afy3</td>
<td>ENSMUSG00000101167</td>
<td>H2A</td>
<td>macro H2A</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hist1h2aa</td>
<td>ENSMUSG0000060081</td>
<td>H2A</td>
<td>TS H2A.1</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>H2all1a</td>
<td>ENSMUSG0000010626</td>
<td>H2A.H2A.L</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>H2all1c</td>
<td>ENSMUSG0000096097</td>
<td>H2A.H2A.L</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>H2all1d</td>
<td>ENSMUSG0000094904</td>
<td>H2A.H2A.L</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>H2all1f</td>
<td>ENSMUSG0000095655</td>
<td>H2A.H2A.L</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>H2all1g</td>
<td>ENSMUSG0000095662</td>
<td>H2A.H2A.L</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>H2all1h</td>
<td>ENSMUSG0000099443</td>
<td>H2A.H2A.L</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>H2all1i</td>
<td>ENSMUSG0000095445</td>
<td>H2A.H2A.L</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>H2all1j</td>
<td>ENSMUSG0000069038</td>
<td>H2A.H2A.L</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>H2all1k</td>
<td>ENSMUSG0000100448</td>
<td>H2A.H2A.L</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>H2all1m</td>
<td>ENSMUSG0000100200</td>
<td>H2A.H2A.L</td>
<td>0.21</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>H2all1n</td>
<td>ENSMUSG0000078346</td>
<td>H2A.H2A.L</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>H2al2b</td>
<td>ENSMUSG0000062651</td>
<td>H2A.H2A.L</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>H2al2c</td>
<td>ENSMUSG0000095573</td>
<td>H2A.H2A.L</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>H2al2d</td>
<td>ENSMUSG0000094881</td>
<td>H2A.H2A.L</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>H2al2e</td>
<td>ENSMUSG0000095413</td>
<td>H2A.H2A.L</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>H2al2f</td>
<td>ENSMUSG0000095445</td>
<td>H2A.H2A.L</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>H2al2g</td>
<td>ENSMUSG0000069038</td>
<td>H2A.H2A.L</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Gm14920</td>
<td>ENSMUSG0000067441</td>
<td>H2A.H2A.B</td>
<td>0.0</td>
<td>0.0</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Hist1h2bb</td>
<td>ENSMUSG0000075031</td>
<td>H2B</td>
<td>canonical</td>
<td>58.66</td>
<td>31.09</td>
<td>0.530</td>
<td>0.330</td>
</tr>
<tr>
<td>Hist1h2bc</td>
<td>ENSMUSG0000018102</td>
<td>H2B</td>
<td>canonical</td>
<td>75.02</td>
<td>62.26</td>
<td>0.830</td>
<td>0.547</td>
</tr>
<tr>
<td>Hist1h2be</td>
<td>ENSMUSG0000047246</td>
<td>H2B</td>
<td>canonical</td>
<td>8.78</td>
<td>4.93</td>
<td>0.561</td>
<td>0.402</td>
</tr>
<tr>
<td>Hist1h2bg</td>
<td>ENSMUSG0000058385</td>
<td>H2B</td>
<td>canonical</td>
<td>54.19</td>
<td>29.79</td>
<td>0.550</td>
<td>0.522</td>
</tr>
<tr>
<td>Hist1h2bf</td>
<td>ENSMUSG0000069268</td>
<td>H2B</td>
<td>canonical</td>
<td>12.99</td>
<td>7.59</td>
<td>0.584</td>
<td>0.482</td>
</tr>
<tr>
<td>Hist1h2bj</td>
<td>ENSMUSG0000069300</td>
<td>H2B</td>
<td>canonical</td>
<td>31.22</td>
<td>10.63</td>
<td>0.341</td>
<td>0.386</td>
</tr>
<tr>
<td>Hist1h2bl</td>
<td>ENSMUSG0000094338</td>
<td>H2B</td>
<td>canonical</td>
<td>25.52</td>
<td>14.71</td>
<td>0.577</td>
<td>0.506</td>
</tr>
<tr>
<td>Gene</td>
<td>Accession</td>
<td>H2B Type</td>
<td>Canonical</td>
<td>H3 Type</td>
<td>Canonical</td>
<td>H4 Type</td>
<td>Canonical</td>
</tr>
<tr>
<td>------------</td>
<td>------------------</td>
<td>----------</td>
<td>-----------</td>
<td>----------</td>
<td>-----------</td>
<td>----------</td>
<td>-----------</td>
</tr>
<tr>
<td>Hist1h2bn</td>
<td>ENSMUSG00000095217</td>
<td>H2B</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h2bq</td>
<td>ENSMUSG00000069307</td>
<td>H2B</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h2br</td>
<td>ENSMUSG00000069303</td>
<td>H2B</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h2bh</td>
<td>ENSMUSG00000064168</td>
<td>H2B</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h2bk</td>
<td>ENSMUSG00000062727</td>
<td>H2B</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h2bp</td>
<td>ENSMUSG00000069308</td>
<td>H2B</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist2h2be</td>
<td>ENSMUSG00000068854</td>
<td>H2B</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist3h2ba</td>
<td>ENSMUSG00000056895</td>
<td>H2B</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist3h2bb</td>
<td>ENSMUSG00000080712</td>
<td>H2B</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h2ba</td>
<td>ENSMUSG00000050799</td>
<td>H2B</td>
<td>sperm H2B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist2h2bb</td>
<td>ENSMUSG00000105827</td>
<td>H2B</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1700024p04rik</td>
<td>ENSMUSG00000045022</td>
<td>H2B</td>
<td>subH2B</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H2bfn</td>
<td>ENSMUSG00000048155</td>
<td>H2B</td>
<td>H2B.W</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h3a</td>
<td>ENSMUSG00000069265</td>
<td>H3</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h3g</td>
<td>ENSMUSG00000099517</td>
<td>H3</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h3h</td>
<td>ENSMUSG00000101355</td>
<td>H3</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h3i</td>
<td>ENSMUSG00000101972</td>
<td>H3</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h3b</td>
<td>ENSMUSG00000069267</td>
<td>H3</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h3c</td>
<td>ENSMUSG00000069310</td>
<td>H3</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h3d</td>
<td>ENSMUSG00000099583</td>
<td>H3</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h3e</td>
<td>ENSMUSG00000069273</td>
<td>H3</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h3f</td>
<td>ENSMUSG00000100210</td>
<td>H3</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist2h3b</td>
<td>ENSMUSG00000074403</td>
<td>H3</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist2h3c2</td>
<td>ENSMUSG00000081058</td>
<td>H3</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H3f3a</td>
<td>ENSMUSG00000060743</td>
<td>H3</td>
<td>H3.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H3f3b</td>
<td>ENSMUSG00000016559</td>
<td>H3</td>
<td>H3.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gm6421</td>
<td>ENSMUSG00000094518</td>
<td>H3</td>
<td>H3.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gm10257</td>
<td>ENSMUSG0000096789</td>
<td>H3</td>
<td>H3.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cenpa</td>
<td>ENSMUSG00000029177</td>
<td>H3</td>
<td>cenH3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H3f3c</td>
<td>ENSMUSG00000082029</td>
<td>H3</td>
<td>H3.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist2h3c1</td>
<td>ENSMUSG00000093769</td>
<td>H3</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gm12260</td>
<td>ENSMUSG00000080152</td>
<td>H3</td>
<td>TS H3.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h4a</td>
<td>ENSMUSG00000060993</td>
<td>H4</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h4b</td>
<td>ENSMUSG00000069266</td>
<td>H4</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h4c</td>
<td>ENSMUSG00000060678</td>
<td>H4</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h4d</td>
<td>ENSMUSG00000061482</td>
<td>H4</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h4f</td>
<td>ENSMUSG00000069274</td>
<td>H4</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hist1h4h</td>
<td>ENSMUSG00000060981</td>
<td>H4</td>
<td>canonical</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Extended Table 3.2. KEGG pathway analysis of differentially expressed genes from cardiac cultures plated on soft or stiff PDMS substrates. Global gene expression data from RNAseq analysis was used to screen for pathways with enriched differential gene expression ($p<0.2$, FPKM>1) using the KEGG database via DAVID. Listed are pathway terms involved in signal transduction cascades, the number of differentially expressed genes, the percentage of differentially expressed genes compared to the total number of genes associated with that pathway as well as $p$-values and corrected $p$-value Benjamini-scores obtained via the Benjamini-Hochberg procedure.

<table>
<thead>
<tr>
<th>Term</th>
<th>Gene count</th>
<th>% total</th>
<th>$p$-value</th>
<th>Benjamini</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signaling pathways regulating stem cell pluripotency</td>
<td>29</td>
<td>1.2</td>
<td>0.0002</td>
<td>0.0650</td>
</tr>
<tr>
<td>Rap1 signaling pathway</td>
<td>35</td>
<td>1.4</td>
<td>0.0050</td>
<td>0.2100</td>
</tr>
<tr>
<td>Toll-like receptor signaling pathway</td>
<td>20</td>
<td>0.8</td>
<td>0.0055</td>
<td>0.1800</td>
</tr>
<tr>
<td>TNF signaling pathway</td>
<td>20</td>
<td>0.8</td>
<td>0.0120</td>
<td>0.3000</td>
</tr>
<tr>
<td>MAPK signaling pathway</td>
<td>37</td>
<td>1.5</td>
<td>0.0210</td>
<td>0.2800</td>
</tr>
<tr>
<td>PI3K-Akt signaling pathway</td>
<td>48</td>
<td>2</td>
<td>0.0270</td>
<td>0.3200</td>
</tr>
<tr>
<td>Adrenergic signaling in cardiomyocytes</td>
<td>24</td>
<td>1</td>
<td>0.0280</td>
<td>0.3100</td>
</tr>
<tr>
<td>HIF-1 signaling pathway</td>
<td>18</td>
<td>0.7</td>
<td>0.0310</td>
<td>0.3300</td>
</tr>
<tr>
<td>Cholinergic synapse</td>
<td>19</td>
<td>0.8</td>
<td>0.0340</td>
<td>0.3500</td>
</tr>
<tr>
<td>cGMP-PKG signaling pathway</td>
<td>26</td>
<td>1.1</td>
<td>0.0370</td>
<td>0.3300</td>
</tr>
<tr>
<td>Insulin resistance</td>
<td>18</td>
<td>0.7</td>
<td>0.0500</td>
<td>0.3600</td>
</tr>
<tr>
<td>AMPK signaling pathway</td>
<td>20</td>
<td>0.8</td>
<td>0.0520</td>
<td>0.3700</td>
</tr>
<tr>
<td>ErbB signaling pathway</td>
<td>15</td>
<td>0.6</td>
<td>0.0530</td>
<td>0.3700</td>
</tr>
<tr>
<td>ECM-receptor interaction</td>
<td>15</td>
<td>0.6</td>
<td>0.0580</td>
<td>0.3700</td>
</tr>
<tr>
<td>Neurotrophin signaling pathway</td>
<td>19</td>
<td>0.8</td>
<td>0.0650</td>
<td>0.3800</td>
</tr>
<tr>
<td>Estrogen signaling pathway</td>
<td>16</td>
<td>0.7</td>
<td>0.0670</td>
<td>0.3800</td>
</tr>
<tr>
<td>Wnt signaling pathway</td>
<td>21</td>
<td>0.9</td>
<td>0.0750</td>
<td>0.4000</td>
</tr>
<tr>
<td>VEGF signaling pathway</td>
<td>11</td>
<td>0.4</td>
<td>0.0770</td>
<td>0.4000</td>
</tr>
<tr>
<td>Hippo signaling pathway</td>
<td>22</td>
<td>0.9</td>
<td>0.0820</td>
<td>0.4100</td>
</tr>
<tr>
<td>Jak-STAT signaling pathway</td>
<td>21</td>
<td>0.9</td>
<td>0.0930</td>
<td>0.4300</td>
</tr>
<tr>
<td>Calcium signaling pathway</td>
<td>25</td>
<td>1</td>
<td>0.0960</td>
<td>0.4300</td>
</tr>
</tbody>
</table>
Extended Table 3.3. Substrate specificity of differentially expressed histone methylating genes. List of differentially expressed (p<0.2) genes between soft and stiff PDMS, as determined by RNAseq, with the GO term association histone methylation (GO:0016571). Shown are substrate specificities for mono (1), di (2), tri (3) or any methylation of the respective target histone residue as obtained from either UniProt or AmiGO database. H3K9 residues were amongst the most prevalent substrates.

<table>
<thead>
<tr>
<th>Gene</th>
<th>Ensembl ID</th>
<th>Substrate specificity</th>
<th>Source</th>
<th>FC</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ehmt1</td>
<td>ENSMUSG00000003893</td>
<td>H3K9me1/2</td>
<td>UniProt</td>
<td>0.847</td>
<td>0.0185</td>
</tr>
<tr>
<td>Paxbp1</td>
<td>ENSMUSG00000022974</td>
<td>H3K4me2/3</td>
<td>UniProt</td>
<td>0.751</td>
<td>0.0666</td>
</tr>
<tr>
<td>Pwlp</td>
<td>ENSMUSG00000001785</td>
<td>H3K20me3</td>
<td>AmiGO</td>
<td>0.860</td>
<td>0.0797</td>
</tr>
<tr>
<td>Setdb1</td>
<td>ENSMUSG00000015697</td>
<td>H3K9me3</td>
<td>UniProt</td>
<td>0.823</td>
<td>0.0830</td>
</tr>
<tr>
<td>Rtf1</td>
<td>ENSMUSG00000027304</td>
<td>H3K4me3</td>
<td>UniProt</td>
<td>1.127</td>
<td>0.1119</td>
</tr>
<tr>
<td>Setd1a</td>
<td>ENSMUSG00000042308</td>
<td>H3K4me</td>
<td>UniProt</td>
<td>0.670</td>
<td>0.1190</td>
</tr>
<tr>
<td>Setd1b</td>
<td>ENSMUSG00000038384</td>
<td>H3K4me</td>
<td>UniProt</td>
<td>0.193</td>
<td>0.1573</td>
</tr>
<tr>
<td>Eed</td>
<td>ENSMUSG00000030619</td>
<td>H3K9me, H3K27me</td>
<td>UniProt</td>
<td>0.719</td>
<td>0.1687</td>
</tr>
<tr>
<td>Arid4b</td>
<td>ENSMUSG00000039219</td>
<td>H3K9me3, H3K20me3</td>
<td>AmiGO</td>
<td>1.158</td>
<td>0.1881</td>
</tr>
</tbody>
</table>

Extended Table 3.4. PCR primers for gene expression analysis.

<table>
<thead>
<tr>
<th>Gene</th>
<th>Forward</th>
<th>Reward</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gapdh</td>
<td>TGTCAAGCTCATTTCTCTGTATG</td>
<td>GGGATAGGGGCTCTCTTGCT</td>
</tr>
<tr>
<td>ActB</td>
<td>GATCAAGATCTAGTCTCTCTCTG</td>
<td>AGGTTGTAACACGGAGCTCA</td>
</tr>
<tr>
<td>Gata4</td>
<td>CTCCATGTCGCCAGACATTGAT</td>
<td>GTGCATACGCTTTGTGGGA</td>
</tr>
<tr>
<td>Hand2</td>
<td>CACCAGCTACATCGCTACC</td>
<td>TCTCATTAGCTTTTCCTCTC</td>
</tr>
<tr>
<td>Mef2c</td>
<td>ACCTCCAGCTTGAGATGC</td>
<td>CCATCGACGCGCTCTGTATA</td>
</tr>
<tr>
<td>Nkx2-5</td>
<td>AATTACCCGGGGGAGGCCTAG</td>
<td>CAGCGCGACAGCTCTTTT</td>
</tr>
<tr>
<td>Atp2a2</td>
<td>CCGGCTGAAAGGGAAGAAAACC</td>
<td>CCACGATTGAGCTGCTACC</td>
</tr>
<tr>
<td>Myh6</td>
<td>CTCTGGATTTGGTCTCCAGC</td>
<td>GTCATTCTGTACACTCAAACCTGG</td>
</tr>
<tr>
<td>Snc5a</td>
<td>ATATGGTAGTACACCTTACCCGC</td>
<td>CGTACAAACGTAGCATGCA</td>
</tr>
<tr>
<td>Tnni3</td>
<td>CGTCTCGGCGAGCTGTTGCC</td>
<td>TTAAACTTGCCACAGGAGTCA</td>
</tr>
<tr>
<td>Kdm6a</td>
<td>TGGAAGCAGTCCCTCTATCCTG</td>
<td>TGAAGCCTGAGTTAGGTT</td>
</tr>
<tr>
<td>Eed</td>
<td>TGACGCGATTGGATTAGCAGCCA</td>
<td>GGGTCACTTGGTGTCCCATTTG</td>
</tr>
<tr>
<td>Ezh1</td>
<td>TGGGATAGAGCAGCTAGTCCC</td>
<td>ACATACGAGCCTTGGTCCCC</td>
</tr>
<tr>
<td>Ezh2</td>
<td>TCCATGCAACACCCACACATA</td>
<td>ACTCCTTGAGCTCCCTAGCAGAT</td>
</tr>
<tr>
<td>Kdm3a</td>
<td>CAGGACAAGTTGGGACTTTTGAG</td>
<td>CCACACACCTGAGATCCTTTTC</td>
</tr>
<tr>
<td>Ehmt1</td>
<td>GCTAAGGAGGAGATACTAGCTTGGCG</td>
<td>CACTCGTTGGGTCTGCTCTCCT</td>
</tr>
<tr>
<td>Ehmt2</td>
<td>GAACCTCGTGGCTGTCCTCG</td>
<td>GTCATCCACAGAGTGCC</td>
</tr>
<tr>
<td>Setdb1</td>
<td>CATACAGCGCAGAAGGC</td>
<td>AGTTAGTCTTTGCTGGATGC</td>
</tr>
</tbody>
</table>
3.6.2. EXTENDED FIGURES
Extended Figure 3.1. Determining the ratio of contractile CMs to non-contractile CFs in embryonic cardiac cultures on substrates with different stiffness. Embryonic cardiac cells were isolated from (E)18.5 H2b-eGFP embryo hearts and cultured on soft (13 kPa) or stiff (140 kPa) PDMS. After two or four days, cultures were stained for actin and images of 300×300 µm² areas were acquired. Using cell nuclei as reference, cells with clearly formed striated myofibrils were counted as contractile CM (*) or otherwise as non-contractile CF (+). Close-up shows the area indicated by a rectangle in the upper-left frame with adjusted intensity settings to accentuate myofibril striations.
Extended Figure 3.2. Stiff substrates alter cell-ECM interaction pathways and inhibit stretch-activation of associated p130Cas. Cardiac cells were cultured on soft (13 kPa) or stiff (140 kPa) PDMS for four days before RNA or protein was extracted. a) Network analysis of global gene expression change revealed alterations in MAPK signaling and associated pathways that play a role in cell-substrate interaction. Rap1 signaling included the downregulation Bcar1 coding for p130Cas, a mechanosensitive protein located within the Z-disk lattice in CMs. b) Western blot analysis showed reduced tyrosine-410 phosphorylation of the stretch-sensitive mechanosensor p130Cas on stiff PDMS compared to soft; SD; n=3; T-test: * p<0.05.
Extended Figure 3.3. Contractile CMs and non-contractile CFs show differences in the positioning of H3K9 trimethylated chromatin in vitro. Embryonic cardiac cells were isolated from (E)18.5 H2b-eGFP embryo hearts and cultured on soft (13 kPa) PDMS substrates. a) Actin staining corresponding to the data from Figure 3.3b to distinguish CMs from CFs via the formation of contractile myofibrils; scales=5 µm. b) After two days in culture, contractile (C) CMs with clearly formed myofibrils showed enrichment of H3K9me3-marked chromatin at the nuclear border while actin-fiber forming non-contractile cells (N) showed a more homogenous distribution throughout the nuclear interior.
Extended Figure 3.4. Effect of stiff mechanical environments on chromatin organization in non-contractile CFs in vitro. a) Embryonic cardiac cells were isolated from (E)18.5 H2b-eGFP embryo hearts and cultured on either soft (13 kPa) PDMS, stiff (140 kPa) PDMS or TCP for two or four days after which cells were stained for H3K27me3 and H3K9me3 as well as actin to distinguish CFs from CMs. b) CF nuclei were evaluated for peripheral enrichment of overall chromatin (H2b) or epigenetically marked chromatin using a custom MATLAB code that analyzed marker intensity with respect to its relative distance to the nuclear center (0=center, 1=periphery). Gray areas indicate center and peripheral bin; SEM; n≥30 from 3 exp. c) Enrichment scores for each chromatin marker were calculated as the quotient of intensity of the peripheral bin (0.85-0.95) divided by the center bin (0.05-0.15). Substrate stiffness only minorly affected chromatin organization and enrichment of overall and H3K9me3-marked chromatin remained low while
enrichment of H3K27me3-modified chromatin remained high throughout the four-day culture period; SEM; n≥30 from 3 exp.; 1W-ANOVA: * p<0.05, ** p<0.01. d) Actin staining corresponding to the data from Figure 3.4e. All scales=5 µm.
Extended Figure 3.5. LINC complex disruption in CMs. Embryonic cardiac cells were isolated from (E)18.5 H2b-eGFP embryo hearts. a) Image series of nuclei of CMs cultured on either soft (13 kPa) PDMS, stiff (140 kPa) PDMS or TCP for four days were recorded during contraction and bulk linear strain and translational movement of nuclei were determined. Nuclei of CMs cultured
on soft substrates showed higher bulk linear strain and translational movement compared to stiff PDMS and TCP; SEM; n>44 from 4 exp.; 1W-ANOVA: * p<0.05, ** p<0.01.  

b) On day one, cells were infected with an adenoviral vector that disrupted LINC connection or a control vector (see Figure 3.5a). 24h post infection, widefield images of fixed CMs infected with the decoupling vector showed successful integration of the truncated nesprin construct (mNep2.5) into the outer nuclear membrane while no distinct localization was observed for the control vector. Decoupled cells showed disrupted myofibril formation, particularly around the nucleus, and diminished presence of nesprin-1 at the nuclear membrane; scales=5 μm.  

c) CMs were infected at day 1 and stained for actin and H3K27me3 on day two (shown) and day four. Decoupled cells (K3) showed abolished enrichment of overall and H3K9me3-marked chromatin compared to infected control cells (CTL) while H3K27me3-marked chromatin was similarly enriched (see also Figure 3.5); scales=5 μm.  

d) Images of infected cells plated on either soft (13 kPa) or stiff (140 kPa) PDMS. Decoupled cells show disrupted sarcomere fibers, particularly around the nucleus. See also Extended Videos 1-3; scales=10 μm.
Extended Figure 3.6. Co-localization of chromatin markers with myofibrils in CMs after LINC complex disruption. Embryonic cardiac cells were isolated from (E)18.5 H2b-eGFP
embryo hearts and cultured on soft PDMS (13 kPa). a) CMs were infected with K3 or CTL (shown) on day one and stained for H3K9me3 (shown) or H3K27me3 on day four after which z-stacks were recorded on a confocal microscope. Left: Z-projection as well as XZ and YZ slices along white dashed lines for a CTL infected CM. Right: Panels show representative z-slices at different z-positions (basal, medial, apical) indicated by white arrows in the XZ projection. Basal z-slices were used for marker overlap analysis; scale=5 µm. b) CMs were infected with K3 or CTL on day one and stained for H3K9me3 (see Figure 3.6f) or H3K27me3 (shown) on day four to analyze marker overlap. c) Nuclear image stacks of beating CMs were recorded on day two after which cells were stained for H3K9me3 and H3K27me3 and translation of dense, H3K9me3-rich heterochromatin clusters and overall nuclear translation were analyzed. Translational movement was higher for heterochromatin clusters than for nuclei during contractions. White and red outlines indicate nuclear and cluster boundary during rest and peak contraction, respectively; n=10 from 3 exp.; T-test: *** p<0.001; scale=5 µm.
Extended Figure 3.7. Extended analysis of intranuclear strains during CM contraction. CMs were isolated from (E)18.5 H2b-eGFP embryo hearts and cultured on soft (13 kPa) PDMS for two days. Intranuclear strain maps of CM nuclei during contraction were generated via deformation microscopy after which cells were stained for H3K9me3, H3K27me3 or actively transcribed chromatin (RPIIS2) and strain occupancy for chromatin markers was analyzed (see Figure 3.7). a) Intranuclear strains were analyzed over chromatin marker intensities. b) Intranuclear strains were
analyzed over distance to the nuclear center. Strains declined towards the nuclear border. c, d) Intranuclear strains and chromatin marker intensities were analyzed over relative chromatin density based on H2b intensity. Chromatin density distribution (histogram) is represented as relative chromatin count on the right y-axis. Hydrostatic strains are lowest around medium chromatin density (density histogram peak) and increases for denser chromatin which is primarily occupied by H3K9me3 modifications.
Extended Figure 3.8. H3K9 methylated chromatin occupancy peaks in the direction of contraction in nuclei with tensile loading mode. CMs were isolated from (E)18.5 H2b-eGFP embryo hearts and cultured on soft (13 kPa) PDMS for two days. Image stacks of CM nuclei were recorded during contractions to determine the direction of nuclear translation. Cells were then stained for chromatin markers H3K9me3, H3K27me3 or actively transcribed chromatin (RPIIS2). Chromatin marker occupancy was calculated with respect to the angle of the nuclear center with the angle of nuclear translation set to 0°. Cells with extended major axis during contraction (tensile loading mode, n=20, same as intranuclear analysis) showed a distinct peak of H3K9me3 intensity ±30° around the direction of translation while a decline in H3K9me3 intensity was observed for cells with shortened major axis (compressive loading mode, n=8). Right side provides a graphic illustration of angular analysis showing nuclear outlines during resting phase (dotted black) and peak contraction (solid green). The black arrow indicates the direction of translation, which defines the 0° point, and green arrows demonstrate extension or compression of the nuclear major axis used to determine the loading mode of cells; areas=SEM; from 5 exp.
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