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We perform laboratory experiments on the Colorado Solar Wind Experiment (CSWE) device

to study the dynamics of the solar wind interaction with lunar magnetic anomalies. A large cross-

section plasma flow with ion energies between 100 and 800 eV is incident on an insulating surface

embedded in a magnetic dipole field. Plasma is created by a Kaufman ion source under operating

pressure of 4×10−5 Torr. The beam profile has been characterized using a Langmuir probe and an

ion Energy Analyzer. The dipole field is created with a permanent magnet behind the surface. 2D

potential profiles are measured above the surface using an emissive Langmuir probe. With a dipole

moment perpendicular to the surface, the results show large positive potentials on the surface in the

dipole lobe regions, where the electrons are magnetically shielded while the unmagnetized ions go

to the surface. However, the magnitudes of these positive potentials follow the ion energies (in eV)

until 200 eV. Three possible explanations are investigated, including: (i) the electric field model,

(ii) secondary electron emission, (iii) surface material effect. This laboratory study will enhance

our knowledge on the lunar electric environment in the magnetic anomaly regions, which will help

us to understand the formation of the high-albedo swirl-shaped markers on the lunar surface.
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Chapter 1

Introduction and Background

This thesis focuses on a laboratory experiment simulating solar wind interaction with a

magnetic dipole field. The experiment is conducted on the Colorado Solar Wind Experiment

(CSWE) device located at the Institute for Modeling Plasma, Atmospheres, and Cosmic Dust

(IMPACT) at the University of Colorado. A large cross-section flowing plasma with ion energies

between 100 eV and 800 eV is incident on an insulating surface embedded in a magnetic dipole field.

By studying the effect of plasma interaction with the magnetic dipole field, we will gain insight

on the lunar surface environment in the magnetic anomaly regions, especially information about

lunar surface charging. The surface charging in these magnetic anomaly regions may contribute

to electrostatic dust transport, which may be related to the formation of high albedo features on

lunar surface called “lunar swirls” [1].

1.1 Lunar Magnetic Anomalies

The magnetic field of Earth is known as geomagnetic field, which extends from the center

core to outer space. The shape of the field is similar to that of a magnetic dipole and its strength

at Earths surface ranges from 25-65 mT [4]. Unlike Earth, the moon does not have a global

magnetic field. Instead, it has localized crustal magnetic fields that are known as lunar magnetic

anomalies [5, 6, 18, 29]. Recent observations have measured that the surface magnetic field strength

in these anomaly regions are between 0.1 to 1000 nT [27], and their size ranges from less than 1

km to more than 100 km [12]. The theory behind the formation of magnetic anomalies remains
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poorly understood. One hypothesis is that during large impact events, such magnetic field can be

generated on an airless bodies like the Moon [16]. This hypothesis is supported by the fact that

some of the highest crustal magnetization occurs at the antipodes of impact basins [20]. Regardless

of how they were formed, lunar magnetic anomalies can significantly effect the interaction between

the local plasma environment and the surface regolith.

1.2 Solar Wind Interaction with Lunar Surface

Because a global magnetic field is absent, direct interaction of solar wind plasma with lunar

surfaces are possible. Studies have shown different types of influences of solar wind plasma on

the lunar surface. As shown schematically in Fig 1.1, the dayside of the Moon can be positively

charged to few volts due to UV induced emission of photoelectrons [26]. On the nightside, in which

photoelectrons are absent, the formation of plasma wakes can charge the lunar surface negatively

to few hundreds of volts. Reflection and backscattering of solar wind ions also occur on the solar

wind upstream side of the Moon [22, 24].

Figure 1.1: Charging of the lunar surface due to solar wind interaction. [12, 10, 11]
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Recently, in situ observations [11, 30, 21], computer simulations [13, 14, 15, 5], and laboratory

experiments [1] have indicated that the lunar crustal magnetic fields have a strong influence on the

solar wind plasma flow, possibly even forming mini-magnetospheres that prevent the solar wind

plasma from impinging on the surface.

At magnetic anomaly regions, solar wind electrons are generally magnetized while solar wind

ions remain weakly magnetized or unmagnetized. While the electrons are deflected and/or re-

flected, the ions do not feel a strong magnetic force and penetrate deeper or even reach the surface,

charging it positively. Futaana et al. [8] observed, using the remote energetic neutral atom imaging

technique, that the surface potential in Gerasimovich magnetic anomaly is larger than + 135 V

(Fig. 1.2). Based on conditions in this observation, Jarvinen et al. [19] developed a simulation, and

showed a result of +300 V surface potential in the Gerasimovich anomaly region. These findings

suggest that the surface charging on the dayside of the Moon is not solely governed by emission of

photoelectrons.

Previous laboratory investigations used flowing plasma with ion energies below 100 eV to

engulf a magnetic dipole field above an insulating surface. For dipole moment perpendicular to

the insulating surface (B⊥), results showed a large positive surface potential (close to ion flow

energies in eV) at dipole lobe regions (Fig. 1.3 a). The positive potential at the surface was due

to the accumulation of unmagnetized ions, where the electrons were magnetically excluded. The

electric potential exponentially decreases with distance from the surface on a Debye length scale.

For a dipole moment parallel to the insulating surface (B‖), there is no significant large positive

potential (Fig. 1.3 c) around the shielding regions. This is likely caused by the collisions between

mirror-trapped electrons and neutral particles [18]. In this thesis work, the plasma interaction with

the magnetic dipole fields was upgraded using a laboratory simulated solar wind plasma with the

ion flow energy up to 800 eV.
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Figure 1.2: Surface potential in Gerasimovich magnetic anomaly. Blue lines are incoming solar
wind protons. (a) shows deflection and engulfing the enhanced region without a change in velocity,
(b) shows deceleration inside the magnetic anomaly due to the potential structure and (c) shows
reflection in space before reaching the surface. [8]

1.3 Lunar Swirls and Dust Transport

Lunar swirls are regions on the lunar surface that have a high albedo, sinuous shape, and

appear optically immature (young regolith). Fig 1.4 shows a picture of the Reiner Gamma forma-

tion, an example of lunar swirls. The swirl is on the left of the picture next to the Reiner impact

crater. The swirl region with a oval shape and light color contrasts strongly against the dark surface

around it.

The lunar swirls are often found at regions with a relatively high magnetic field strength.

The reason for their formation remains a mystery. One possible model suggests that the deflection

of solar wind ion bombardment in lunar magnetic anomalies preserves long term space weathering

effects, which thus results in the formation of the lunar swirls [17]. Another model suggests that

the electric fields created due to charge separation in the magnetic anomaly regions may lead to

redistribution of electrostatically lofted fine-sized dust particles, which can be responsible for the
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Figure 1.3: Result from previous laboratory experiment involving low ion flow energy. (a) & (c)
are potential contour plots above the surface. (b) & (d) are the associate magnetic field strength.
Figure (a), (b) are for B field perpendicular to the surface, where (c), (d) are for B field parallel to
the surface. [18]

Figure 1.4: The Reiner Gamma formation

surface albedo contrast in these regions [9].

By performing small-scale laboratory experiments of plasma interaction with a dipole field,

we will enhance our knowledge on the surface charging and electric field formation in magnetic
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anomaly regions. This will help us to understand the lunar surface environment, and provide

insights on the formation of lunar swirls.



Chapter 2

Experiment Setup

2.1 The Colorado Solar Wind Experiment

The experiment was conducted using the Colorado Solar Wind Experiment (CSWE) device

[28]. The device uses a large cross-section Kaufman ion source with a plasma beam diameter of

12 cm, which can reach ion flow energies of 1.2 keV, and ion flow current density of 0.1 mA/cm2.

The chamber is typically operated at a pressure of 4 × 10−5 Torr, which is low enough so that

ion-neutral collisions are suppressed. A double Langmuir probe and an ion energy analyzer are

used to measure plasma characteristics, such as electron density or ion flux. They are mounted on

a two-dimensional translations stage, which can move the diagnostic instruments both along and

across the plasma flow.

Figure 2.1: Photo of the CSWE chamber. Plasma is created by ionizing gas from the left side of
the chamber. A turbo pump is used in a differential pressure chamber right of the ion source to
prevent gas build up in the experimental chamber. [28]
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2.1.1 Vacuum Chamber and Ion Source

The experimental vacuum chamber is 183 cm in length and 76 cm in diameter. Fig 2.1 shows

a photo of the CSWE vacuum chamber, where plasma is generated on the left and flows to the

right into the chamber.

Plasma is generated using a high-current Kaufman KDC 100 ion source. As gas flows into the

ion source, molecules are singly ionized by the energetic electrons emitted from a heated cathode.

The ions are then accelerated into the chamber by an anode grid, where the ion energy is determined

by the anode potential. The ion beam at the exit of the source is 12 cm in diameter and diverges

at 7 degrees by the ion optics to create a large uniformity. The flowing plasma is maintained at

quasi-neutrality by using a neutralizing filament at the end of the source. A controlled number of

electrons are emitted from the neutralizer, so that the density of electrons in the ion beam matches

the density of the ions approximately. A schematic of the ion source is shown in Fig 2.2.

Figure 2.2: A schematic of the Kaufman KDC 100 ion source. Gas molecules are ionized at the
cathode. The anode potential with respect to ground selects the ion energy. A two grid ion optic
design is used to shape the ion beam. The neutralizer at the end of the source is used to maintain
the plasma’s neutrality.
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As pressure increases with gas flowing into the chamber, collisional effect need to be taken into

consideration. To avoid charge exchange between ions and neutral atoms, we use a turbo molecular

pump located in a differential pressure chamber (right side on Fig 2.1), so that the neutral gas

flow is partially isolated from the rest of the chamber. The base pressure of the vacuum chamber

without the plasma source operating is maintained at 3×10−7 Torr, and is at 4×10−5 Torr during

plasma flows.

We have tested the ion source with hydrogen, nitrogen, and argon gases. Although hydrogen

is the best representative of solar wind, it does not work very well in laboratory environment. With

the small ionization cross-section, hydrogen requires a higher gas flow rate in order to reach the

desired ion current. This increases the operating pressure of the chamber, which makes it hard to

eliminate charge-exchange collisions. On the other hand, nitrogen and argon can be easily ionized

at the relatively low operating pressure described above. Since nitrogen has a smaller mass number

than argon, we have used nitrogen for the experiment described in this thesis. General physics

results can be then interpreted for actual solar wind constituents as needed.

2.1.2 Characterization of the simulated solar wind plasma

2.1.2.1 Langmuir Probe

A double planar Langmuir probe is used to determine the plasma potential, electron density,

and electron temperature. A picture of the Langmuir probe is shown on the left of Fig 2.3. The

probe consisting of two tantalum discs with a diameter of 6.35 mm [28], is inserted into plasma

and biased with respect to the plasma potential (Vp). A current voltage (I-V) characteristic (Fig.

2.4 b) is measured as the applied bias voltage (Vbias) sweep from negative to positive. The probe

collects a saturated ion current curve when Vbias is sufficiently negative with respect to Vp. The ion

collecting process continues until Vbias reaches Vp, where ions start to get repelled from the probe.

The electron current is collected and all ions are repelled from the probe when Vbias >> Vp. Fig

2.4 (a) shows a schematic diagram of a Langmuir probe circuitry. The current is determined by



10

Figure 2.3: A photo of the diagnostic equipment and the 2-dimensional stage for in-vacuum transla-
tion. On the left of the stage is a double planar Langmuir probe, and on the right is an ion energy
analyzer. The translation stage is able to move across the chamber in two directions. During
normal operation, plasma would be flowing from the lower-left corner of the photo.

measuring the voltage across resistor R as the probe’s bias potential changes [23].

(a) Circuit diagram
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Figure 2.4: (a) A simple circuit diagram of the Langmuir probe. The I-V characteristic of the
plasma is obtained by sweeping an applied bias voltage across the probe. The current across the
resistor R gives the current passing through the probe. (b) A sample Langmuir probe trace showing
the I-V characteristics for the plasma. Ion or electron current is collected according to the bias
voltage compared to the plasma potential. This curve is used to determine the plasma potential,
electron density, and electron temperature. [23]
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From the current-voltage (I-V) characteristics, we observed two Maxwellian distributions

of electrons: one at a higher temperature, and one at a lower temperature. The hot electron

population has a temperature around 10 eV, while the cold electrons are around 0.5 eV. The hot

electron population has a density that is approximately 1% of the cold population.

The electron density of the plasma is also determined from the I-V characteristics, and the

results are shown in Fig 2.5. We diagnose the plasma characteristics at three different ion energies,

and each corresponds to three different ion currents. The three plots on the left of Fig 2.5 show

the electron density vs. position across the x-axis, which is the horizontal displacement from the

beam’s center axis. Three plots on the right shows measurements taken along the z-axis, which is

the displacement along the beam’s axis. The electron density plots are for 200 eV, 400 eV, and 800

eV from bottom to top, and black/blue/red curve shows result for 20/40/80 mA, respectively.

Figure 2.5: Plot of electron densities that are analyzed from Langmiur probe measurements. X-
position is the horizontal displacement from the beam’s center axis. Z-position is the distance along
the beam axis. The green region represents positions dedicated for performing experiments. [28]
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2.1.2.2 Ion Energy Analyzer

Figure 2.6: Top: Sketch of the energy analyzer geometry.
Bottom: Potentials of the grids along the axis of the plasma beam. [3]

An ion energy analyzer (on the right of Fig 2.3) is used to determine the ion energy and ion

flux. The device measures the energy distribution of ions in plasma using a retarding electrostatic

field. In the CSWE diagnostic, we use a plane four-grid retarding-field electrostatic analyzer. Fig

2.6 shows a schematic diagram for it. The energy analyzer consists of four square grids, with grid

No. 0 facing the incoming plasma, and the last grid on the right is the collector grid [3]. As charged

particles enter grid No. 0, the ions are accelerated towards grid No. 1, which is held at a negative

potential (-55 V), and the electrons are repelled by grid No. 1. After their entrance, the ions are



13

selected based on their kinetic energy by the retarding potential field between grid No. 1 and No.

2. Grid No. 2 creates a potential barrier for the ions by sweeping from 0 V to + 1000 V. Ions with

kinetic energies larger than the potential of grid No. 2 will eventually reach the collector grid. We

measure the ion current at the collector grid as a function of the sweeping voltage on grid No. 2.

When the ions reach the collector grid, they can induce secondary electrons. The potential of grid

No. 3 is chosen to be held at -85 V, so that the potential difference between it and the collector

grid is greater than the kinetic energy of the secondary electrons. This will prevent them escaping

from the collector grid.
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Figure 2.7: A sample trace of the Ion Energy Analyzer. The solid lines are the energy analyzer
trace, and the dotted lines are their derivatives. The width of the peaks in the derivative traces
indicates the thermal energy spread. The sharp drop off at each specific energy levels indicate that
the plasma is mono-energetic. [28]

Figure 2.7 shows a sample measurement taken from the Ion Energy Analyzer. The sharp drop

off at specific energies indicates the plasma ion energies, showing that the plasma flow is mono-

energetic. The small drop off (near 10 eV) before the sharp step indicates a production of thermal

ions due to charge-exchange collision effects. Although the thermal ions is small compare to the

ion population flowing out from the source, they are not negligible. However, for the experiment

described in this thesis, we are mostly interested on the electron population instead of the ions.
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Therefore, the effect of thermal ion production is unlikely to contribute a difference in the result.

Figure 2.8: Plot of ion flux calculated from measurements of the Ion Energy Analyzer. X-position
is the horizontal placement from the beam’s center axis. Z-position is the distance from the source.
The green region are positions dedicated for taking future measurements. [28]

Figure 2.8 shows the ion flux of the simulated solar wind plasma. Over the region where

experiments are performed (green region), the ion flux is proportional to the source current. The

density and flux are maximum at the center of the beam, and drops up to 30% around the edge

of the green region. The ion source behaves as expected, except for ion flow with 200eV and 80

mA. The ion flux for this particular combination of ion energy and current does not double that

of 40 mA. This is because the source’s ion optics are not designed to supply large currents at

high voltages. Thus, even with a higher current supplied to the acceleration grids, not all ions are

allowed to flow into the chamber due to the low ion energy constraint. Similarly, the 800 V and 80

mA ion beam suggests an ion flux of more than double in magnitude than the 40 mA beam. This is

likely caused by the increase in performance of the ion optics from the source. For the experiment
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described in this thesis, we will only be operating with ion flow energy and current combinations

that behaves more as expected. Therefore, although the ion current does not scale in some cases,

it is not a major concern in this experiment.

2.2 Simulating Solar Wind Interaction with Lunar Magnetic Anomalies

(a) Trajectory of electrons and ions (b) Experiment setup

Figure 2.9: (a) Trajectory of incoming electrons and ions from plasma. The ions (red) are not
altered by Lorentz force, and the electrons (blue) is deflected by the field. Electron is shielded in
the magnetic lobe regions. (b) Schematic of the experimental set up inside the chamber. Plasma
is created by the ions source(left) and flows to the right engulfing an insulating surface above a
magnetic dipole field. An emissive probe is used to take potential profile in front of the plate.

We have chosen to represent the lunar magnetic anomaly region using a simple magnetic

dipole field. Note that although the crustal lunar magnetic fields have complicated configuration,

a dipole field is a simple but useful model to provide insight into the fundamental dynamics of

solar wind in these regions, as any complex surface field can be considered to be a superposition

of multiple dipole fields. The B field we choose to study here is on the order such that the gyro-

radii of the ions are much larger than the magnetic field characteristic size, so they do not feel a

strong Lorentz force. The electrons have a much smaller gyro-radii, so they are excluded from the

magnetic field lobe region as shown in Fig 2.9 (a).

A schematic of the experiment setup is shown in Fig 2.9 (b), with plasma flowing to the
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right, where a 30 × 30 square insulating plate is positioned. The insulating plate is 56 cm away

from the ion source. The ion source creates a flowing plasma with the ion energy between 100-800

eV, and the ion current of 1-100 mA. The electron density of the plasma flow at the plate’s region

is 1.14 × 106 − 108cm−3, and the electron temperature is about 0.5 eV (cold electrons dominate).

The magnetic dipole field is created using a permanent magnet sitting behind the insulating plate.

The maximum magnetic field strength is about 580G at the surface. An emissive probe is used to

measure the 2D potential profile in front of the plate.

2.2.1 Plasma Parameters

Laboratory Lunar Case (Strong |B |region)

Ion Species N+
2 H+

Ion Mach Number, Vi√
Ti/Tm

11 9

Ion Flow Energy, Eb(eV ) 100 - 800 1000

Electron Temperature, Te 0.5 eV (cold) / 10 eV (hot) 10 eV

Ion Temperature, Ti 10 eV 14 eV

Ion Mach Number, M 11 9

Electron Gyro-ratio, re/L < 1 (0.3 cm / 2 cm) << 1 (0.35 km / 30 km)

Ion Gyro-ratio, ri/L >> 1 (250-720 cm / 2cm) > 1 (150 km / 30 km)

Electron Debye Ratio, λDe/L < 1 (0.2 cm / 2 cm) << 1 (0.01 cm / 30 km)

Ion Debye Ratio, λDi/L < or > 1 (1.4-6.5 cm / 2 cm) << 1 (0.1 km / 30 km)

Table 2.1: Comparison of parameters between lunar and laboratory conditions.

A comparison of plasma parameters between space and laboratory conditions is summarized

in Table 2.1. The reason of using nitrogen instead of hydrogen as the ion species is explained earlier

in this chapter. Although the nitrogen molecular mass is heavier than the hydrogen, the ion Mach

number (ratio of ion flow speed to ion sound speed) is much larger than 1 in both the laboratory

and lunar cases. This indicates that both cases have a supersonic ion flow speed. The CSWE

creates a flowing plasma with the ion energy up to 1 keV, close to a typical solar wind energy of

1.2 keV. The solar wind electron density and temperature are 10 cm3 and 10 eV, respectively.

The magnetic fields characteristic size (L) is defined as the distance between the surface and

the position where the magnetic field strength has significantly dropped. For the magnetic field
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strength that we have chosen, the electron gyro-ratio is less than 1, and the ion gyro-ratio is greater

than 1 for both lunar and laboratory cases. This means that the electrons are magnetized, while

the ions remain unmagnetized. The ion Debye length is calculated using the equation

λD =

√
ε0Ei

ne2
(2.1)

where Ei is the ion energy, and n is the electron density. We are able to adjust the ion Debye length

by shooting plasma with different ion energies. Therefore, the ion Debye ratio can be greater or

less than 1 in the laboratory environment. It is impossible to reproduce the absolute scale of solar

wind interactions with the lunar surface in laboratory environment. However, the dimensionless

parameters in the laboratory case match the condition of lunar magnetic anomaly regions with

magnetic field strength of 30 nT at 30 km altitude [16, 21].

2.2.2 Emissive probe

We use an emissive Langmuir probe to measure the potentials in front of the insulating

surface with the current-voltage method. The Emissive probe is an example of electron-emitting

probe that can measure the characteristics of the plasma. During operation, the probe emits

thermionic electrons by heating a filament in addition to collecting electrons and ions from the

plasma. At a specific electron emission current (Ib), the probe bias potential indicates the local

plasma potential (Vp). Therefore, we can make the probe potential equal the local plasma potential

(Vp) by externally biasing the current to (Ib). This is called the current voltage method. The

Emissive probe has an advantage comparing to other probes, as it provides a direct measurement

of the potential without requiring a voltage sweep or data reduction.

The probe consists a tungsten filament of approximately 1 cm long and 0.025 mm in diameter.

It is spot welded to two nickel supporting wires, and the wires are protected in a ceramic tubes

from plasma (Fig 2.10). We measure the voltage across the probe at a feedback current of 1 µA.

This feedback current is associated with an electron emission current of 10 µA. The above values

are chosen from calibrations with an inflection-point method [25]. We move the emissive probe
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using the 2D motorized translation stage shown in Fig 2.3, and measure the 2D potential contour

in front of the insulating surface over a magnetic dipole field.

Figure 2.10: Construction of the Emissive probe [25]



Chapter 3

Results and Discussion

3.1 Surface Potential and Electric Field

With a perpendicular magnetic dipole moment, Fig 3.1 shows the potential contours for 100

eV, 200 eV, 400 eV, and 800 eV ion flow energies. In the cusp regions, neutral plasma reaches the

surface without deflection, therefore potentials are measured to be close to 0 V. In the lobe regions,

electrons are deflected by the magnetic field, while ions reach the surface, forming an electron-

shielded region with positive potentials near the insulating surface. In the absence of other effects,

it is expected that the potential should build up to the ion energy.

For the 100 eV and 200 eV cases (Fig. 3.1 a,b), potentials at 3 mm above the surface are

measured to be around +90 V and +180 V, respectively. The asymmetry in potential distributions

is likely caused by the movement of probe that is not perfectly parallel to the surface. The electrons

were magnetized, and thus they were prohibited from entering the dipole lobe regions. The ions

are not magnetized, so they can easily travel through the magnetic field lines, charging the surface

positively. For the 400 eV and 800 eV cases (Fig. 3.1 c,d), the maximum potential above the

surface is around +230 V and +170 V, respectively. The surface potentials are still positive, but

their magnitudes are much smaller than the ion flow energies. The electron-shielded region extends

1.5-3.5 cm above the surface, for 100-800 eV respectively. The basic shape and magnitude of these

surface contours is largely consistent with the basic physical picture of magnetic electron shielding.

A major unexpected result from these observations is that the measured surface potential

stops following the ion flow energy after 200 eV in the electron shielded region. Fig 3.2 shows the



20

(a) 100 eV (b) 200 eV

(c) 400 eV (d) 800 eV

Figure 3.1: Potential contours above the surface. The ion flow energies are respectively: (a) 100eV,
(b) 200eV, (c) 400eV, and (d) 800eV. The ion flow current for all energies is 5 mA. The x-axis is
parallel to the surface and z-axis is perpendicular to the surface. The asymmetries of the potential
are likely due to the asymmetry of the ion source.

maximum surface potential plotted vs. ion energy. At low ion energies, there is a linear relationship,

but the curve levels off and even rolls over to negative slope at the highest ion energies. This

indicates that either part of the ion density failed to reach the surface, or the electron shielding

from the magnetic field is incomplete. Since ions are much heavier than electrons, we suspect that

the electrons are much more likely to be influenced than the ions.

One possible explanation of this drop, where part of the electron population might reach the surface
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Figure 3.2: Plot of the maximum surface potential (Vmax) in the electron shielded region vs ion
energy. The surface potential stops following the ion energy after 200 eV.

in the electron shielded region, is an electric field model. As the ion charges are built up on the

surface in the electron-shielded region, an electric field pointing away the surface will be created.

This electric field can in turn exert an electric force on the electrons pointing toward the surface.

When this electric force is larger than the Lorentze force, the electrons may be pulled into the

electron-shielded region.

To investigate the effect of the electric field on the dynamics of the electrons, we choose a set

of data taken along z-axis where the surface potential is maximized (equal to the ion energy in eV

ideally). The 100eV case is set as the standard, where we use a exponential model

V (x) = V0e
− x
aλD (3.1)

to fit the potential profile along z-axis. The Debye length (λD) is determined using Eq. 2.1, and

the constant a = 0.3 is calculated by comparing the fitting curve to the measured data. The ideal

potential curves are then made for the 200/400/800 eV cases by plugging in different parameters for

V (x). In the ideal cases, the potential right at the surface (V0), are 200/400/800 V, respectively. Fig

3.3 shows the potential curves of different energies in both the ideal and experimental cases. The

electric field strength can then be calculated by taking the derivative of the potential (E = −5V )

The Lorentz force exerted on the electrons is determined by |F | = qvB, where the electron
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(a) 100 eV (b) 200 eV

(c) 400 eV (d) 800 eV

Figure 3.3: Potential drop measured vs. distance normal to the surface. This is taken at a maximum
potential in the x direction from the potential contour plot of Fig 3.1. The ion flow energies are
respectively: (a) 100 eV, (b) 200 eV, (c) 400 eV, and (d) 800 eV. The ion flow current for all
energies is 5 mA. The solid line presents the ideal potential curve, and the dotted line presents the
experimental curve.

velocity v = 3/2KBT with electron temperature (KBT ) of 0.5 eV. The magnetic field strength in

the lobe regions entails parallel component only, and is measured by using a magnetic probe [29].

The maximum strength of the magnetic field in the cusps is 600G. We can therefore plot the ratio

of electric field force to Lorentz force as a function of distance away from the surface using the

relation

FE

FB
=

qE

qvB
=

E

vB
(3.2)

For the ideal case(Fig. 3.4 a), the electric field force dominates over the Lorentz force at
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(a) Ideal curve (b) Experimental curve

Figure 3.4: The ratio of Electric field force to Magnetic field force plotted against distance away
from the surface. The ion energies are 100 eV (red), 200 eV (blue), 400 eV (green), and 800 eV
(yellow). The ideal curve

about 2-3 cm in front of the insulating surface for the cases of 400 and 800 eV beam ions. This

indicates that the electric field should be able to continue pulling in electrons, and therefore it

might not be an equilibrium case. For this same region, the experimental case (Fig. 3.4 b) shows a

completely opposite result, where the Lorentz force and the electric field force are about the same

size. This is an evidence for which the electric field have pulled in electrons at the lobe regions,

so that the forces are balanced between the electrons and ions eventually. With this balance, the

surface potential will maintain at a positive value that is smaller than the ion flow energy, especially

for the 400 eV and 800 eV cases (Fig. 3.4 green and red curve).

In order to know whether if the electric field can effectively change the dynamics of the

electrons to cause them to reach the surface in the dipole lobe regions, we performed a test particle

computer simulation which simulates an electron hitting the insulating surface above a magnetic

dipole field using the parameters given above. In our assumption, part of the electron population

will possibly reach the magnetic field lobe region, where normally it will be deflected. However, the

simulation result shows that none of the electrons can make it to the electron shielded region with

the electric field strength given in above experimental results. The results are shown in Fig 3.5.

The inconsistency between experiment and computer simulation results indicates that the
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(a) 100 eV (b) 200 eV

(c) 400 eV (d) 800 eV

Figure 3.5: Simulation showing the electron trajectories. The ion flow energies are respectively:
(a) 100eV, (b) 200eV, (c) 400eV, and (d) 800eV. The x-axis is parallel to the surface and z-axis is
perpendicular to the surface. The electron trajectories are the purple curves. [Simulation results
from J. Deca, 2017]

reason behind the reduced positive surface potential might not be caused by the creation of an

electric field due to charge separation. Therefore, we proposed another mechanism, which involves

with ion induced secondary electron emission.

3.2 Surface Potential and Secondary Electron Emission

Secondary electron emission from the surface can be induced when high-energy ions coming

from the ion source strikes the surface in vacuum. It is possible that these secondary electrons
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are attracted by the positive surface potential in the electron shielded region, and get pulled into

it. To eliminate the effect due to secondary electrons, all measurements we took in the previous

section are at a plasma ion current of 5 mA. With a lower ion current, we expect secondary electron

emissions less likely to take place.
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Figure 3.6: Potential contours above the surface.
The ion currents are respectively: (a) 1 mA, (b) 5 mA, (c) 100 mA. The ion flow energy for all
currents is 400 eV. The x-axis is parallel to the surface and z-axis is perpendicular to the surface.
The asymmetries of the potential are likely due to the asymmetry of the ion source.

In order to acquire a better understanding on this effect, we took measurements at higher ion

currents with the same ion energy. Since the ion velocity was constraint, the ion density increases
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to reach a higher ion current. Fig 3.6 is the resulting 2D potential contours with all measurements

taken at 400 eV ion flow energy, and ion currents at 5 mA, 50 mA, and 100 mA, respectively.

From Fig 3.6, we can see that the potentials at 3 mm above the surface for 1 mA, 5 mA, and

100 mA are measured to be around +180 V, +230 V, and +290 V, respectively. The maximum

potential right above the surface is increasing as we increase the ion current. If we repeat the

same process from above section, where we take a slice in z direction where the surface potential

is maximum, we receive Fig 3.7. The solid line is an exponential fitting of the experiment data

using equation 3.1. The electron-shielded region extends about 2 cm for all three ion currents. The

potential at the surface reaches the ion energy for the 100 mA curve (Fig. 3.7 red).

0. 1. 2. 3. 4. 5.
distance(cm)

100

200

300

400
Potential(V)

Potential curve in z direction

Figure 3.7: Potential along the z-axis with different ion currents. Curves for 1 mA, 5 mA, and 100
mA are respectively blue, yellow, and red. With an exponential fitting to the experimental data,
plasma with 100 mA can create a surface potential close to the ion flow energy. On the contrary,
surface potential for 1 mA and 5 mA ion currents are much lower.

This result counters our assumption on secondary electron emission. We have assumed that

when the ion current is higher, there will be more ions hitting the surface, which creates a higher

secondary electron emission rate. However, from the result, the surface potential is more positive

when the ion current is higher. This means that there are less electrons in the shielded region when

the ion flux is higher. Hence, secondary electron emission is unlikely to be related with the decrease
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in surface potential.

3.3 Surface Potential and Surface Effects

With the inconsistency between experiment and simulation described above, and based on

the negative slope in Fig. 3.2 at high ion energies, we begin to suspect whether the decrease in

surface potential is affected by the material of the surface. For both results in section 3.1 and 3.2, we

have used a plexiglass plate as the insulating surface. Although it is a non-conducting surface, ion

bombardment will have the ability to create a surface conductivity. The plexiglass has a thickness

of 2 mm. Thus, it is possible that the plasma interaction does not effect the interior conductivity,

but only changes the surface conductivity of the plexiglass material. Ion bombardment may also

lead to the sputtering of atoms from the surface that may collide with the main ion beam and/or

secondary electrons, which results in electron scattering into magnetic lobe regions.

To investigate more on the surface effect, we replaced the insulating surface with two other

materials and measured the surface potentials across the x-axis in front of the plate, so that the

positive potential in electron shielded region is at maximum. The materials we used are glass and

alumina. The glass plate has the same length as the plexiglass plate (30 cm) and with a thickness of

1 mm. The alumina plate consist a high density fiber based ceramic material with alumina purity

greater than 99%. A general comparison between the surface potential for different materials is

shown in Fig 3.8.

As shown in Fig 3.8, the surface potential varied with the material we chose for the insulating

surface. For both glass and alumina material, we observe a lower surface potential compared to

the plexiglass material we had in section 3.1 and 3.2. For ion flow energy of 100 eV (Fig. 3.8

a), the maximum potential at the surface (Vmax) for alumina, glass, and plexiglass are +65 V,

+80 V, and +95 V, respectively. Vmax for alumina is about 20 % lower than that of plexiglass.

For 200 eV case (Fig. 3.8 b), Vmax for alumina, glass, and plexiglass became +100 V, +80 V,

and +180 V, respectively. Different from ion energy of 100 eV case, Vmax for glass material was

lower than that of alumina in the 200 eV case. For 400 eV case, Vmax of plexiglass (+200 V) is
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Figure 3.8: Surface potential measuring along the x-axis in front of the surface.
The ion flow energies are respectively: (a) 100eV, (b) 200eV, and (c) 400eV.

about twice that of glass (+70 V) and alumina (+100 V). The difference between surface potentials

becomes more significant as the ion flow energy increases. In section 3.1, we found that the surface

potential diverges from the ion flow energy more as we increase the ion energy (Fig. 3.2). The

switch of surface material revealing a larger change in Vmax indicates that using different material

of insulating surface is likely to be a contributing factor to the observed differences between ion

flow energy and maximum surface potential. The interaction of plasma with the insulating surface

might change the surface conductivity, and create a surface charging effect.
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Another interesting feature apparent in Fig 3.8 is the asymmetry between two peaks on the

potential plot. The two maximum positions correspond to two lobe regions of the magnetic dipole.

When we performed the experiments in section 3.1 and 3.2, we suspected that the asymmetry was

caused by asymmetry in electron density and ion flux of the ion source (Figs. 2.5 & 2.8). However,

as we switched to a different material, the asymmetry changed and grew larger. For plexiglass, the

first potential peak is lower than the second peak, whereas for glass and alumina, it is the opposite.

The alumina plate also showed a less smooth potential curve than the two other materials. While

we observed the various changes occurred with surface material, we were still unsure about the

pattern and reason of these changes.

Further experiments will be performed to gain more information on the surface material effect.

We are currently building a spherical Langmuir probe to exterminate the density of electrons in

the shielded region in front of the insulating surface. Since the planer Langmuir probe we had used

previously only detects electron current in two directions, it does not perform best in the presence

of a magnetic field where electrons gyrate in the direction of the field lines. By using a spherical

probe, we hope to determine whether the decrease in surface potential is caused by unexpected

electron population.



Chapter 4

Conclusion

We performed laboratory simulations of solar wind plasma interaction with a magnetic dipole

field on an insulating surface. For ion energies below 200 eV, the results are consistent with a simple

model based on preferential magnetic shielding of beam electrons (but not ions), where the surface

potential is close to the ion flow energy. However, for 400 eV and 800 eV cases, the measured surface

potential is much smaller than the ion energies. To explain this phenomenon, we considered three

possible explanations.

(i) The influence of electric field force induced by charge separation of the plasma. As plasma

tries to reach its steady state in front of the surface, ions start to build up on the surface, and

then try to pull in electrons, making the surface potential less positive. Since previous laboratory

experiments have only dealt with low energy flowing plasma, it is possible that the electric field

strength is related to ion flow energy. However, simulation results with conditions mimicking the

CSWE plasma parameters showed none of the electron trajectories reaching the electron shielded

region. This indicates that the electric field created by charge separation might not be strong

enough to alter the electron pathway, and make the surface potential less positive. Furthermore,

at high ion energies, the surface potential actually decreases with increasing ion energy, which is

inconsistent with this scenario.

(ii) The effect of secondary electron emission. When incoming high-energy ions engulf the

insulating surface, one can emit secondary electrons which may be attracted by the positive surface

potential in the electron shielded region. The secondary electrons will then make the surface
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potential less positive in those regions. Although we originally used a low ion current (5 mA) to

reduce the emissions as much as possible, it is impossible to avoid this effect completely. However,

as we increased the ion current to 100 mA, the surface potential becomes more positive, and very

close to the ion flow energy right at the surface. This counters our assumption, because a higher

ion current corresponds to a higher secondary electron emission, but the surface potential did not

become less positive.

(iii) The effect of surface material. We considered whether the change in surface material

would effect the surface potential. Results had shown that the surface potential varies considerably

for plexiglass, glass, and alumina surfaces. In fact, not only the magnitude of the maximum surface

potential changed, but the shape and asymmetry changed at the same time with different surface

material. It is possible that as plasma interacts with the insulating surface, ion bombardment

might change the surface conductance of the targeted plate. It is also possible that the interaction

creates surface sputtering, and the sputtered atoms scattered primary and/or secondary electrons

into the electron shielded region.

We will continue studying the role of target material in future experiments. We are still

unsure what property of the surface altered the surface potential in the lobe regions. We will

also like to study whether the surface conductance changes over time as plasma interacts with the

surface. On the Moon, emission of photoelectrons can act similarly as secondary electrons from

the insulating surface in lab. Understanding the charging process in laboratory environment will

provide us a clue about the surface charging in the lunar magnetic anomaly regions.
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