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Abstract

Computer systems are being used to register an increasing variety of resources, including retail products, net-
work services, and people in various capacities. We consider the problem of allowing users to discover the
existence of such resources in a large scale, administratively decentralized environment. We describe an
approach that accesses the distributed coilection of repositories that naturaily maintain resource information,
rather than building a global database to register all resources. This raises two primary issues: preserving the
autonomy of the participating organizations (including privacy/security and heterogeneity), and organizing the
resource space in a manner suitable to all participants. A key problem is avoiding a strict hierarchical structure
for the resource space, since that would limit the flexibility with which users could search for resources. Our
approach allows the resource space organization to evolve in accordance with what resources exist, and what
types of queries users make. To support this, a set of agents organize and search the resource space by con-
structing links between each other and the repositories of resource information, based on keywords that describe
the contents of each repository. The links form a general graph, with a flexible set of hierarchies embedded
within the graph to provide some measure of scalability. The graph structure evolves over time through the use
of cache aging protocois. Additional scalability is targeted through the use of probabilistic graph protocots.
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1. Introduction

Given a diverse collection of resources registered with computer systems in a large scale, administratively
decentralized environment, the Resource Discovery problem is to allow users to discover the existence of partic-
ular resources of interest. This problem is not solved by name services, which typically only allow clients to
locate an instance of some resource given its name. Most systems provide very little support for resource
discovery, relying primarily on users’ knowing the names for resources a priori, from information obtained out-
side of the system [Fowler 1985]. For example, people typicaily obtain electronic mail names verbaily or
through electronic mail messages, and learn of the existence of network services through documentation or bui-
letin board postings.

The problem is also more general than what has been called the artribwe based naming or name discovery
problem [CCITT 1984, Schwartz 1987]. These problems are almost universally oriented only towards resoarces
typically associated with computer systems, such as mailboxes and network services. In addition to such
resources, we consider a wide variety of physical resources, such as retail products registered in corporate inven-
tory databases, and people sharing particular interests registered in special interest group membership lists.
Hence, we would like to be able to support a wide variety of resource searches, such as "a nearby laser printer”,
"Michael Schwartz’ electronic mail name”, "TCP implementations for IBM mainframes”, "inexpensive lawn
mowers", and "movies playing in town tonight".!

Directory services employed by current network providers (including those providing telephone, electronic
mail, and online information services) do not by themselves solve this problem, largely because they are frag-
mented: one must access a variety of different mechanisms and databases to cover this wide variety of resources.
Additionally, these mechanisms are human labor intensive, and often impose constraints that the user may not
wish to see, such as the geographical divisions in telephone directories. When searching for a partcular
resource, users must usually try a number of categories, following a chain of suggestons from various sources.
If the resource is sufficiently obscure or specialized, the search typically fails. This problem will only become
more pronounced as the various networks become more integrated through ongoing international standardization
efforts such as the ISO protocols [Desjardins & Foley 1984], MAP/TOP [Farowich 1986, Kaminski Jr. 1986],
and ISDN [Gawrys et al. 1986].

One could build a global database that registers all resources, but the conversion from the current collection
of Resource Information Repositories (RIRs)? that hold such information would be quite expensive, and keeping
the database up-to-date would be probably be impossible. More importantly, such a global database would
require centralized administration, and many organizatons would be unwilling to relinquish control over their
informadon. In essence, the problem with building such a reregistered database is that the information more
naturally belongs in the distibuted set of repositories where people own and maintain the information. There-
fore, our approach is to access the information where it naturally resides.

The differences between these approaches can be appreciated by considering the Network Information
Center Whois service (Harrenstien, Stahl & Feinler 1985], which allows DARPA Internet users to register their
name, address, telephone number, and electronic mail name with a centralized database that can be queried over
the Internet. While well motivated, this database is not always helpful because many users are not registered.,
and those who are often do not update their informaton when it changes. For example, if an individual leaves
one university for a positon at another, both universities typically keep track of the employee’s telephone and
address information for some period of time, since doing so is relevant to their business. In contrast, the Whois
service will receive the new informaton only if the individual remembers to inform SRI of the address change.
Hence, it is often more reliable to contact either of these universides in looking for information about the indivi-
dual than to use the Whois service. Of course, people do not always have enough information about the
resources being sought to know the name of an organization that could help them in this fashion, so any mechan-
ism we provide must be capable of functoning with less specific information than this.

! These examples are intended to demonstrate the general applicability of the problem. Whether we will be able to support searches as
sophisticated as these is not yet ciear.

2 RIRs can be any form of information that can be utilized in the resource discovery process. While one typicaily would think of them as
databases, they could also be information derived by active processing (e.g., comparing fields of particular files).



..

Throughout this report we derive several ideas from observations about human societies. This does not
imply that we intend to udlize artificial intelligence techniques. Rather, the purpose of these observations is to
study the nawre of successful systems of much larger scale than existing computer systems, and therefore derive
ideas about how to organize a large scale resource discovery mechanism.

On a related note, when designing a system for use in a large scale distributed environment, there are a host
of societwal and technological influences, which we now consider.

1.1. Societal and Technological Influences

Three important societal trends [Naisbitt 1984] are relevant to the goals of this project: the transition from an
industrial- to an information-based economy, decentralization, and the move from hierarchy to networking.

The transition to an information-based economy impilies an explosion in the amount of information concern-
ing resources. This increases the number of resources that could potendally be discovered through a automated
mechanism, but at the same time makes it more difficuit for humans to navigate through the information. Put
another way, as the world becomes increasingly inundated with information, the structure provided for the infor-
mation becomes more valuable than aimost any particular piece of information. This point is the basis of the
tremendously profitable and compettive telephone Yellow Pages business.

While even single administrations can grow large enough that this becomes an issue, the problem takes on
new dimensions in a decentralized environment because of the privacy/security concerns of the participants, and
because of the difficulty of reaching consensus on how the information should be organized. Since there can be
no single administering entity to control the system, any mechanisms provided are more likely to acquire
widespread use if they allow organizations to "patch into” the system (the UUCP network model prior to the
addition of the "pathalias" protocol [Nowitz & Lesk 1978]) rather than having to register with some central
authority (the DARPA Intemet model [Stahl et al. 19847).

The move to networking deserves more comment. Hierarchical organization has historically supported both
formal social environments (such as bureaucracies) and technical environments (such as file systems). Yet, a
single, strict hierarchy does not adequately support real world organizational needs. As a hierarchy grows; its
organization often becomes convoluted and inconsistent, because users are forced to encode a variety of dif-
ferent information into a  single  hierarchy. For example, the UNIX? file name
lusersifacultyischwartz/pdp/monte/asynchiinit.o contains (from left to right) information about the file’s disk
location, creator’s role, creator, research project, research subproject, algorithm variant, contents (ini¢ = "initali-
zation routines"), and file type (.o = "object code™).* Reorganizing such a hierarchy is time consuming and not
easily accommodated, once a user base has been established.

More importantly, a strict hierarchy is inflexible. For example, in searching for people having technical
expertise in three dimensional graphics shading algorithms, one person might prefer to organize the world as
"/Computers/Graphics/3D/Experts”, while another might prefer "/People/Interests/Technical/Graphics/3D", as
illustrated in Figure 1. Moreover, as the world evolves, the resource space organization must change. Requiring
global agreement for such changes would slow the process tremendously. This point is underscored by Naisbitt
in his popular book Megatrends: "In an informadon economy, rigid hierarchical structures slow down the infor-
mation flow — just when greater speed and more flexibility are critically needed” [Naisbitt 1984].

3 UNIX is a trademark of AT&T Beil Laboratories.
4 This example is a modified version of the one given in [Greenspan & Smolensky 1983].
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Figure 1: Conilicting Hierarchies

Unfortunately, hierarchy is the only way that scalable computer systems have been built to date [Lampson
1987]. The scalability of a hierarchy derives from its ability to divide management and processing into an arbi-
trarily large number of units (e.g., allowing disk and CPU requirements to be divided among multiple servers in
a distributed file system). Yet, the observations made in the previous paragraphs indicate that no single, static
hierarchy would suffice.

A final problem concemns overcoming the inerria of legal and social constraints on technology. An example
is the current legal status of the Regional Beil Operating Companies (RBOCs). In particular, the AT&T
Modified Final Judgement divesting AT&T of ownership of the RBOCs prohibits the RBOCs from providing
informaton services. This effectvely limits a large potential source of resource information, namely, telephone
directories. Over time, we expect these restrictions to diminish, since they unreasonably limit the extent to
which new technologies can be deployed. In fact, consideration is currently being given to allow the RBOCs to
provide electronic Yeilow Pages and videotex services [McPartin 1988}, and they were recently allowed to
enter into information transmission and voice storage {McPartlin & Puttre 1988].

+

1.2. Scope

The resource discovery problem involves many issues, and has very broad potental applicability. It is
worthwhile to point out several issues purposefuily excluded from the scope of this research. First, we exclude
non-research problems that could clearly be solved given enough effort (e.g., problems that would be addressed
in a production quality system deveiopment). These problems are primarily in the areas of user interface and
query format sophistication. Qur prototype system will support only simple sets of string names for keywords,
rather than more complicated specifications invoiving regular expressions, relatonal query languages, etc.

Second, we exclude research problems outside the central focus of the resource discovery problem. For
example, accessing resources once they are discovered is outside the scope of the project. (This problem has
been addressed before. For example, see [Heimbigner 1985, Litwin & Abdellatif 1986, Schwartz, Zahorjan &
Notkin 1987]). Also, we do not intend to incorporate artificial inteiligence techniques to decide how to parse the
resource descriptions presented by users. Instead, our approach is to let humans perform such functions. The
user might choose from among a set of options presented in a menu, w0 indicate, for example, that graphics is a
computer science discipline, and that there are interest groups and magazines concerned with graphics.

Finally, we are not concerned with supporting resource discovery in every conceivable situation. QOur tech-
niques focus on large scale distributed environments, and are not well-suited to fine-grained searches, such as
searching for suitable software toois or machine instructions in a programming environment. Similarly, we will
not support general purpose text retrieval, since doing so requires more sophisticated access controls and bulk



data transfer protocols than we consider.

1.3. Organization of this Report

The remainder of this report is organized as follows. In Sectdon 2, we introduce the basic approach, indicat-
ing how resources are described, what the resource space looks like, and how the system is organized. Our
approach raises two primary areas of focus: preserving the autonomy of the participating organizations, and
organizing the resource space. In Section 3, we discuss the issues concerned with preserving autonomy, includ-
ing heterogeneity and privacy/security. In Section 4 we discuss how the resource space is organized, detailing
several protocols that allow the organization to evolve over time without human intervention. In Section 5, we
discuss our efforts to demonstrate the validity of the design, including theoretical analysis, measurements of
existing systems, and a multi-stage prototype effort. In Sectdon 6, we discuss related work. Finally, in Section 7,
we summarize the project.

2. Basic Approach

In this section we describe our basic approach to the resource discovery problem. We begin by considering
the problem of how resources are categorized at the user level, and then lay the foundations for what the
resource space will look like. Finally we discuss the system organization.

2.1. Resource Categorization and the Vocabulary Prob-

lem

Organizing the resource space in a manner suitable to all participants is a difficuit prospect. Part of the
difficuity is what has been called the vocabulary problem, the endency for people to use a large number of dif-
ferent terms for any concept, requiring support for many alternative access words in large and complex systems
requiring human typed inputs {Fumnas et al. 1987]. Systems based on a standardized set of category descriptors
have been successfully deployed (e.g., telephone Yellow Pages categories, ACM Computing Reviews Subject
Descriptors, and library system categories), but none suffice to describe the breadth of resources that could
potentally be of interest to users of a resource discovery mechanism.

More importantly, standardized categorizations do not allow the world to evolve rapidly and gracefully.
When compact disk and other digital sound technologies entered the marketplace, the worlds of music equip-
ment and informaton systems became closer, and a resource space reorganization became appropriate (a point
demonstrated by how various music and computer trade magazines began advertising more products in each oth-
ers’ respective domains at that ime). What we would like is that at any instant, the most popular organizational
schema will be the most efficient in which to search for resources, without restricting more specialized schema
from coexisting. This approach is interesting because it is reminiscent of a participatory democracy, where indi-
viduais decide over time how the world is to be ruled, rather than having an inflexible centrally administered rui-
ing body. We want to allow the resource space organization to evolve over time automatically, in accordance
with what resources exist, and what types of queries users make. We will consider these problems further in
Section 4.2.

2.2. Resource Space Structure

The structure of the resource space must somehow allow muitiple resource categorizations. Since a single
global hierarchy will not suffice, the next obvious approach wouid be to organize resources into multiple hierar-
chies. For example, one hierarchy could be concermned with geographical considerations, another with organiza-
tonal considerations, and a third with functional considerations (i.e., organizing resources according to how they
are used). However, constructing such hierarchies would require a large amount of human administrative effort,
and the system would still be inflexible once the hierarchies were established. Another potential approach
involves dynamic hierarchy reorganizatdon. Lampson’s name service {Lampson 1986] provides such a mechan-
ism, but that work applies to a single hierarchy, and focuses on moving and joining individual subtrees, as
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opposed to reorganizing the basic structure of the naming tree. Banerjee et al. implemented a sophisticated
object-oriented database schema reorganization mechanism that would ailow more involved reorganizations
[Banerjee et al. 1987], but the approach appears to be quite complex, and of questionable scalability.

Human social networks have evolved a structure that udlizes a more direct set of connections between
related participants, a mechanism denoted nerworking in the popular jargon. According to Naisbitt, "There are
three fundamental reasons why networks have emerged as a critical social form now: (1) the death of traditional
structures, (2) the din of information overload, and (3) the failure of hierarchies ... We are all buried in the over-
load of information being generated and transmitted all around us. With networks to help, we can select and
acquire only the information we need as quickly as possible. Networks cut diagonally across the instmtions that
house information and put peopie in direct contact with the person or resource they seek” [Naisbitt 1984],

The success of such networks is based on what has been called the "small world” phenomenon [Travers &
Milgram 1969]. Consider a graph where nodes are people and edges represent one person’s knowing another, as
illustrated in Figure 2. It has been observed that the diameter of such a graph (i.e., the maximum number of
edges in the shortest path between any two nodes) is surprisingly small, even in an enormous setting. For exam-
ple, Naisbitt states that "Experienced networkers claim they can reach anyone in the world with only six interac-
tons. It has been my experience, however, that I can reach anyone in the United States with only two — three
at the very most — exchanges (Naisbitt 19841." As another example, there is a mathematical game based on the
co-author relationship with the prolific mathematician Paul Erdos: One’s Erdos number is defined to be 1 if that
person has written a paper with Erdos, 2 if they have written a paper with someone who has written a paper with
Erdos, etc. Based on this definition, the highest Erdos number known to be possessed by a person is 7 [Hoffman
1987]. This small world observation has also been the subject of various smail-scale sociological studies. For
example, see [Travers & Milgram 1969] and the chapter on Network Interaction and Structure in [Boissevain
1974].
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Figure 2: Human Social Network Graph

One can imagine an analogous property for resource nerworks (where diameter refers to this knows-about
relation, rather than physical network connectivity). Given this property, there shouid be many paths to discov-
ering information about any particular resource, and resource discovery could, in theory, be very efficient. The
difficuity, of course, is finding a path to discovering a resource, given little or no a priori knowledge about the
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global knows-about relation topology. Given only a collection of RIRs, it would not be possible to determine a
- path in general, since relationships between RIRs (what would be found in what one might call a meta-RIR) do
not namraily exist.’ However, by augmenting the system with some entides that actively develop a useful
knows-about relaton graph, we can provide a system that does exactly this. We call this the nemworked

approach to resource discovery.

While the network structure shown in Figure 2 is drawn as a general-looking graph, there is actually some
notion of hierarchy present in real social networks. Within a collection of individuals there are often subsets of
individuals who have more close, specialized relationships (e.g., task forces within large standardization com-
mittees). This is not a simple hierarchy, because any person could be a member of multiple hierarchies
(representing different interests and roles), and there could be back pointers and cycles in the graph. Individuals
can shortcut the hierarchy to find other related individuals in other hierarchies.

To provide a scalable resource discovery mechanism, we will utilize a similarly flexible form of hierarchy,
called specialization subgraphs. Using this construction, a resource could be a member of muitiple hierarchies
(representing different organizational schema), and there couid be back pointers and cycles in the graph. For
example, one specialization subgraph could link databases containing information about automobile parts, while
another subgraph could link databases according to geographic boundaries. The automobile parts subgraph
could, in turn, have one subgraph organized according to functon (engine parts, tires, etc.), another subgraph
organized according to manufacturer, etc.

The graph construction is abstractly illustrated in Figure 3. Starting with the simple hierarchy of Figure 3A,
a general graph that embeds this hierarchy can be constructed by linking nodes at the same nesting level
together, and placing pointers between one or more of these nodes and their parent node, as illustrated in Figure
3B. In this way, it is possible to reach related resources by traversing a chain of pointers between the nodes at
the same specialization leve! (e.g., nodes G, H, I, and J). Figure 3C indicates how a second set of edges (shown
with different shading) might link related resources according to a different organizational scheme. For the sake
of simplicity we have not shown many links between related nodes. In a real system we expect the links to be
considerably more complex. Also, these figures contain a large amount of link redundancy. In Section 4.1 we

will consider techniques to reduce this redundancy.
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Figure 3: General Graph Coastruction

Using this general construction, a graph encompassing the hierarchies shown in Figure 1 is illustrated in Fig-
ure 4.

5 For example, if one asks the John Deere Company where to buy the most cost effective tractor, their database is not likely to mention
Internationai Harvester.
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Figure 4: Exampie Graph Encompassing the Hierarchies of Figure 1

This style of graph organization is essendally a special case of the network database model [Ullman 1982],
where the network has more strucmre (i.e., specialization subgraphs) and the graph structure is built and evolved
without the need for human intervention. Note that the graph edges in the figures concemn resource categoriza-
tion, not network topology. For the purposes of the graph organization, we ignore the low-level issues associ-

ated with network topology, such as message routing.
+

2.3. System Organization

To provide a resource discovery mechanism, we introduce three new types of entities: a set of agents that
dynamically construct links between the RIRs, a set of brokers that encapsulate the heterogeneity and access
control concerns of the RIRs, and a set of clients that initiate resource searches on behaif of users by communi-
cating with agents. This organization is illustrated in Figure 3.
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When an RIR enters the network, the broker associated with it announces to any agent the set of resource
description keywords about which that RIR can answer queries. These keywords could concern product-specific
- information (such as movie names or replacement part sizes) as weil as generic information (such as prices or
geographic location of rewil outlets that stock the product). Over time, brokers can detect which announced
keywords are most useful, as weil as which keywords that were not announced commonly occur in queries.
Based on these statistics, the broker’s administrators can introduce and remove keywords (up to a predetermined
maximum number of keywords per resource type).

A client initiates a resource search by contacting any agent. If the agent does not know about the specified
keywords, it must try to find some other agent that does, possibly following a multiple hop chain of agents. The
agents examine requests and decide, based on the named keywords, how best to route searches. In some cases,
searches are routed to other agents that are thought to be "closer” (in the sense of the knows-about relation) to
the resources being sought. In other cases, agents initiate transactions with brokers to access online information
maintained by various organizations around the network (e.g., a telephone directory or a company’s product line
description) to discover what resources exist at these organizations.

There are several points to notice about agents and brokers. First, each broker is a piece of special-purpose
code that understands the access mechanisms and privacy concerns for a particular RIR, whereas agents are gen-
eral purpose code that can be implemented as a single set of protocols and distributed/ported to all parts of the
environment. Second, brokers are developed and administered by RIR providers, with the incentive to advertise
their resources, whereas agents must, for the sake of fairness of resource access, be unbiased. (For exampie, the
agents could be administered by a government-monitored agency). Third, the agent/broker division provides
separation of concerns. Agents are concerned with the agent/category topology; clients and brokers can contact
any agent (e.g., by broadcasting on a local network), without concern for how the resource discovery process
will progress. Finally, there is an adversarial relationship between brokers and agents — brokers try to restrict
informadon flow, while agents try to increase it.

A useful abstraction for the concrete structure illustrated in Figure 5 is shown in Figure 6. This figure
emphasizes the fact that brokers encapsulate RIRs, and agents organize them.
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In the following two sections we consider in detail the broker mechanisms for preserving autonomy, and the
agent protocols for establishing and evolving the resource graph. .

3. Preserving Autonomy

An important aspect of this project is preserving the autonomy of the participating systems. This involves
two distinct issues: accommodating heterogeneity of the RIRs, and ensuring privacy/security of the constituent
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organizations.

3.1. Heterogeneity

To accommodate RIR heterogeneity, each broker must be able to translate generic keyword-based resource
descriptions into whatever RIR-specific operations are needed, such as formatting a relational query for a local
Ingres database. This requirement can be made to scaie well in the heterogeneous dimension (i.e., may be
applied to environments consisting of a large number of different types of systems) by utilizing techniques
developed in my recent research into heterogeneous naming [Schwartz, Zahorjan & Notkin 1987], as part of the
Heterogeneous Computer System (HCS) Project [Notkin et al. 1988]. In that work I recognized that a key
difficulty of heterogeneous naming is the variety of data semantics and access protocols involved in using the
information. Based on this observation, I developed a system that separated the management of the global name
space from the understanding of the semantics and access protocols of the data in a fashion that minimized the
difficulty of adding new naming systems and applications. In the current project, the same separation has been
made: agents provide the resource space structure, and brokers are responsible for performing RIR-specific
operations. We wiil use the Heterogeneous Remote Procedure Call mechanism [Bershad et al. 1987] (also
developed as part of the HCS Project) to handle communication heterogeneity (e.g., varying network protocols
and data representations) between the clients, agents, brokers, and RIRs.

3.2. Privacy/Security

Since resource information is distributed among autonomous systems, sharing the information poses privacy
and security problems. It should not be possible o use the system to obtain information that would violate indi-
vidual privacy (such as empioyee payroll information) or corporate competitiveness (such as product engineer-
ing diagrams). As mentioned briefly earlier, our approach to this problem involves encapsulating each auto-
nomous RIR by a broker responsible for accessing the RIR and deciding exactly what information may be
released to the outside world. Brokers are essentially abstract data types corresponding to human operators that
currently ailow the general public limited access to many existing databases. For example, telephone directory
service operators are responsible for deciding to refuse queries asking what person has a particular telephone
number, but they will answer many other queries. Similarly, airline information operators will neither confirm
nor deny whether a particular passenger boarded a particular airpiane. In both examples, humans decide whether
to allow a given query, based on privacy/security considerations. It would not be difficuit to incorporate such
considerations into brokers. Brokers can be built by informaton providers (or by a third party and inspected by
the information providers) to ensure that they are trustworthy. Abstractly, this technique is similar to the "arms
length” access control provided by electronic mail and DARPA Internet "anonymous FTP" file transfers, where
users outside an administrative domain are allowed access to a limited subset of the informaton in that domain,
through a restricted interface.

Brokers can also perform other privacy-enhancing functions that become necessary because of the automated
nature of the information system. For example, even though queries asking what person has a particular tele-
phone number are disallowed, it is possible for someone to program their computer to make queries about the
phone numbers of a large number of people in succession, and compare each phone number to the number being
sought. To counter such an approach, brokers could refuse to answer queries at a high rate from any individual.®

A relatively large amount of resource information can be shared using this simple concept of a broker. For
exampie, corporations would likely be willing to release product line information (other than sales figures, etc.),
since that is essentially a form of advertising. Many individuals would also participate, just as they are currently
registered in telephone directories.

However, this model does not capture other interesting sharing relationships. A more sophisticated model
would allow more information to flow within than across administrative boundaries. More generally, one could
define an /nformation Sharing Domain (ISD) as a grouping within which resource information is freely shared.

§ We do not intend to impiement such functions in the prototype, since it is clear that they can be done. We include this description only
to indicate the strength of the model.
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An ISD may be smaller than an administrative domain. For example, within a company there may be some
groups that do not freely share information with other groups. In this case, there should be ISDs surrounding
each of the smaller groups within which information is freely shared, and a larger ISD surrounding them within
which less information is shared. Beyond that is the outside world, in which even less (or no) information is
shared.

Information may also fall within muitiple ISDs. For sxample, in Figure 7 an employee in a software
development group in a company could also be involved with a standards committee that crosses company boun-
daries. These separate roles each have their own ISD hierarchies. There could be some overlap, but in general
different sharing restrictions apply to each ISD.

Ug.s.
Government

Standards
Task Force

Dynotech
Corporation

Advanced Development
Division

Fault Tolerant
Scftware Group

Figure 7: Information Sharing Domains

Extending the model this way clearly supports more general sharing behavior, but this generality comes at a
fairly high price. First, the extended model requires an authentication mechanism, which is not required in the
simpler model. Second, the extended model would involve more system complexity, e.g., a muitiple inheritance
hierarchy of objects, each of which performed "privacy filtering” for some ISD, pius a globally meaningful way
to name and manipulate (add/delete, etc.) ISDs. It is not yet ciear how seriously we will attempt to explore this
more sophistcated model.

4. Establishing and Evolving the Resource
Graph

The agent protocols are responsible for establishing and evolving the resource graph so that it may be
efficiently searched according to multiple organizational schema. In this section we consider these agent proto-
cols in detail.
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Human social networks provide an interesting model for establishing and evolving a graph structure. In that
domain there are a variety of mechanisms, including logically centralized directories (such as telephone Yellow
Pages and Gale Research’s Directory of Directories [Ethridge 1983]), administrative agencies (such as govern-
ment offices), and business gatherings (such as conferences and cocktail partes). Business gatherings are partic-
ularly interesting, since they exhibit several properties that can be adapted for use in a networked resource
discovery mechanism. First, they operate on a locality of concern: any particular gathering is attended by a only
very specific group of people sharing some common concerns, such as technical interests at a conference or
responsibilities at a business meeting. Second, event announcements are made through a variety of unreliable
broadcasts to subsets of the population (e.g., ACM conference announcements mailed to members of the
relevant Special Interest Groups). Third, popular concems are likely to be represented at the gathering (e.g.,
persons interested in large scale file systems are usually present at any conference on distributed computing sys-
tem). Fourth, only a smail subset of all people sharing a particular concern attend any particular gathering, yet
these people can often form the basis for helping each other meet many other people with related concerns.
Fifth, when two people who share common concerns meet, they can substantially increase each others’ aware-
ness and knowledge by drawing conceptual connections based on both of their sets of experiences. These pro-
perties and the corresponding resource graph adaptations are summarized in Table 1. The adaptations are dis-
cussed in the following subsections. -

Business Gathering Property Resource Graph Adaptation
Locality of concern Agent Specialization Subgraphs
Popular concemns likely More efficient to search using
to be represented popular keywords/organizational schema
Wide, sparse event Sparse Diffusion Multicast
announcement (See Section 4.1)
Few people attend, but A few agents couid provide an
form "networking” basis effective basis for resource discovery
People sharing concerns Agents exchange caches
increase each others’ awareness | at their specialization level

Table 1: Business Gathering Properties and Resource Graph Adaptations

4.1. Bootstrapping the Graph Structure

Establishing the resource graph edges is a bootstrapping problem. Once some set of edges exists, searches
can usuaily proceed by following the edges according to their labels (i.e., the keywords). While the term
"bootstrapping” often connotes operations performed when a system is first started, here bootstrapping happens
at various intervals, to update the graph. This "recurring bootstrap” approach is common to many dynamic sys-
tems. For exampie, Eden [Almes et al. 1985], disaibuted V [Cheriton & Mann 1988], and Sprite [Welch &
Qusterhout 1986] all use some form of broadcast or multicast for bootstrapping their object location protocols.
They rely on caching to improve performance for objects that move infrequently (the majority of cases), and
resort to the broadcast bootstrap upon a cache miss.

In the case of the resource graph, bootstrapping involves providing a means for agents to discover the
existence of other agents that know about particular resource keywords. Clearly, any solution based on central-
ized search processing, fully replicated informaton, or full scale broadcast would not work in a large scale
implementation. Instead, each agent should be capable of finding RIRs that hold resource information for some
keywords, and shouid be able to route searches to more appropriate agents for other keywords. Put another way,
for the mechanism to be scalable, knows-about chains of length greater than one must exist.

In designing graph bootstrapping protocols, an important question is what guarantees will be made about the
exhaustiveness of searches. Because communication failures may occur and RIRs may be unavailable at any
point in time, it iS not possible to guarantee perfect service. This fact, in combination with the scalability
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problems presented by attempting exhaustive searches, makes it clear that the system should only guarantee rea-
sonably thorough searches. We will carry this observation one step further, utilizing a suite of probabilistic pro-
tocols to establish and search the graph. By doing so, we hope to gain a measure of scalability beyond what
could be achieved by deterministic protocois.

With this motivation in mind, we introduce a new primitive called a sparse diffusion multicast. The idea is
that we want to pattern bootstrapping after the unreliable broadcast announcements made to subsets of the popu-
lation who might attend a particular business gathering, but using full-scale broadcast will not scale. We there-
fore define a sparse diffusion multicast as follows. Given a set of N target agents, a message is sent to a subset
of size k + log, (N, selected at random, where k is a (tunable) constant that ensures that some minimum set of
agents receive the ransmission. While not strictly in accord with the laudable Grapevine maxim of scaling by
adding more processors of fixed power (rather than more powerful processors) [Birrell et al. 1982], logarithmic
growth requirements seem quite reasonable, depending on how b is chosen.

Using this primitive, we can construct a graph bootstrapping protocol wherein agents sparse diffusion multi-
cast the keywords they know about to other agents. As with all probabilistic protocols, the success of this tech-
nique will rely on its repeated application. By tuning the extent and frequency of sparse diffusion multicasts, we
can hopefully construct a system that is scalable yet effective at supporting resource searches: over time the
graph will approach a steady state, where most of the edges needed for efficient resource searches are in place.
Figure 8 illustrates what the graph of Figure 3C might look like based on this probabilistic bootstrapping proto-
col. In this figure, node I is temporarily isolated, but over time the probabilistic bootstrapping mechanism
should allow this node to join the rest of the graph. We consider the details of this bootstrapping protocol
further in Section 4.2.

Figure 8: Example Result of Probabilistic Bootstrapping Corresponding to Graph of Figure 3C

If a search is requested at an agent that has no information about the named keywords, the client can ask the
user to choose from a menu of keywords that are known by that agent. If this is ineffective, as a last resort the
agent can use a sparse diffusion multicast to search for other agents that couid help. Users could pay extra 10
increase the density of the sparse diffusion multicasts, and the fees could go towards supporting the agent net-
work infrastructure.

Notice that sparse diffusion multicasts are qualitatively different from other forms of unreliable multicast that

have been introduced in the past, including data link level broadcasts [Metcaife & Boggs 1976], internet multi-
casts [Cheriton & Deering 19857, and directed broadcasts [Braden & Postel 1987]: with these other primitives,
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delivery is unreliable because the broadcasts can exceed node and link capacities, or there could be a node or
link failure. In contrast, sparse diffusion multicasts are intended to deliver messages to only a small subset of
the nodes, selected at random.

Implementing sparse diffusion muiticasts could be difficult, because at any routing point one must ensure
that messages traverse the links in proportion to both the sparse diffusion probability and the network connec-
tivity at that point. For example, there are relatively few network lines between the U.S. and Europe, and hence
any sparse diffusion multicast spanning hosts in both regions must traverse at least one of these paths. Ensuring
this may be difficult without global routing information. One possible solution would be to register agents’
existence with an administratively centralized Agent Registry. The implementation of this registry can be physi-
cally decentralized for the usual reasons of load distribution and availability (as is done with the root registries in
the Domain Naming System [Mockapetris 1987].) Utilizing such an administratively centralized registry would
not conflict with our goals, since it would not require centralized administration of the autonomous entities "out-
side of the network" (i.e., the RIRs, brokers, and clients). The Agent Registry is simply a possible means of sup-
porting sparse diffusion multicasts without global routing information, and without requiring each agents to
know about every other existing agent. The benefit of centralizing the agent repository is similar to that of pro-
viding a logically centralized idle node regisury, as analyzed in (Theimer & Lantz 1988].)

4.2. Evolving and Refining the Graph

The graph bootstrapping protocols provide a basis for establishing a set of graph edges. However, some of
these edges will be infrequently used, and over time should be replaced by other, more appropriate edges. We
utlize a set of caching protocols for this purpose. When an agent receives a sparse diffusion muiticast from
some other agent, it caches the announced keywords, setting cache timeouts for each keyword in proportion to
the amount of information already cached for that keyword. The agent then responds to the muiticasting agent
with its own set of keywords, so that agent may cache them. This keyword cache exchange will cause speciali- -
zation subgraphs to develop over time.

- However, this protocol does not establish knows-about chains of length greater than one (i.e., specialization
subgraphs). As mentioned in Section 4.1, such chains must exist for the system to be scalable. Otherwise, when
a client initates a resource discovery search at an agent that does not know about the keyword being requested,
that agent would always have to resort to using a sparse diffusion multicast to locate agents that know about the
keyword. With chains of length greater than one, the agent could forward the search to another agent more
closely concerned with the keyword being sought. We cail this the graph refining problem. To accomplish this,
at randomly selected intervals agents will sparse diffusion multicast the set of keywords that are in the transitive
closure of the keywords they know about. This protocol is illustrated in Figure 9. In part A of this figure, node
A issues a sparse diffusion multicast, which reaches four other nodes. Later (and not necessarily all at once),
each of these nodes will issue sparse diffusion multicasts, reaching many of the other nodes with high probabil-
ity. Of course, if a query is later made that traverses a muitiple hop chain constructed by this protocol, it makes
sense to collapse the path for future use, using protocols such as those anaiyzed by Fowler [Fowler 1985].
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Figure 9: Multiple Hop Chain Construction

Another important issue is the vocabulary problem (see Section 2.1). A simple solution to this problem
would be to provide an online thesaurus, so that if a keyword is not recognized, the user could be presented with
a choice of related keywords that are present. Because there are few research issues involved in doing this, we
will not provide this capability in the initial prototype. However, Mozer introduces another technique that could
prove useful for both refining the graph and attacking the vocabulary problem. His system makes use of the
internal structure of a database to infer relationships among items, to help overcome incompleteness and impre-
cision in the database and requests made to the database. He describes the system as follows:

The user activates a set of descriptors. These descriptors activate a set of documents. The docu-
ments in turn activates new descriptors, which will activate some new documents as welil as rein-
force the activation of already active documents, and so on. Activation continuaily flows from
descriptors to documents and vice-versa. This flow of activadon allows descriptors in a query to
indirectly suggest other descriptors that may be useful in the document search, and it allows active
documents to indirectly suggest other documents {Mozer 1984].

We could provide a related mechanism by having each broker keep track of which agents made queries at
that broker, as well as the keywords they used. Then, when other queries are made using these keywords, the
broker could retun to the requesting agent an indication of the other agents that made similar queries. The
agents could then contact each other and form new specialization subgraphs, and could infer that some of their
keywords were related. This approach is illustrated in Figure 10. In this figure, the fact that one agent searched
for "autornobiles, snow chains” and another searched for “cars, snow chains” (part A) could be recorded by the
contacted brokers. This information could be used in later searches (part B) to indicate that "automobiles” might
be related to "cars” (the vocabulary problem), and to join the two agents into a specialization subgraph based on
their common concems (the graph refining problem).
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Figure 10: Feedback Chaining to Refine Graph and Link Related Keywords

A final technique for evolving the graph involves caching incidentaily acquired information. This notion is
similar to a concept introduced by Bates [Bates 19851, and is roughly analogous to how humans find resources
by recalling a past experience that, at the time, they did not know would become useful for a future resource
search. We can provide such a facility in our system by returning more information in responses that was
requested, so that agents along the return path can cache this information. The selection criteria for this addi-
tional information is not yet clear, but will probably be some function of the keyword categories shared by the
agents that contact each other.

Caching incidentally acquired information has a different goal from most caching mechanisms. Caching is
usually oriented towards improving the performance of frequenty referenced entities; the cache maintains some
type of working set, based on the cache repiacement policy. In contrast, incidentaily acquired knowledge is
cached in case it might be useful later. This type of caching could be especially useful if very large caches are
available, either in main memory, or possibly in large scale optcal storage. In addition, caching incidentally
acquired information can support information that is available only on-the-fly, such as AP news broadcasts and
electronic bulletin board transmissions.
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4.3. Scalability

Resource discovery presumably happens infrequently relatively to accessing resources. Hence, while perfor-
mance should be reasonable, it is not critical. However, scalability is very important. In this subsection we con-
sider various issues regarding the scalability of the resource discovery mechanisms.

There are several scalability issues that can be solved by imposing some simple limits. For example, if a
user specifies a very general query, the response could be quite large, and limiting the response to some fixed
maximum size (with a notification that this has been done) is necessary. Similarly, there must be a limit on the
amount of information cached at any particular agent.

A more difficult problem arises with the number of keywords in use. Since brokers and clients are free to
choose keywords as they please, the number of keywords in use (the vocabulary problem) couid become a scala-
bility concern. It is hoped that the cache aging protocols discussed in Section 4.2 will ameliorate this problem.
The number of different types of resources will probably not be a scalability issue, because of what might be
called cultural commonality, the tendency for some basic set of resource types to be instantiated in many dif-
ferent communities. For example, consider the categories in current telephone Yellow Pages: the categories in
each major metropolitan telephone book overlap to a large extent, because there are a common set of goods and
services that most cities support. Of course, this example is biased because the telephone books in the U.S. were
originally controlled by a single corporation (pre-divesdmre AT&T). Yet, a similar advantage could be obtained
in our resource discovery mechanism by installing an inital set of keywords in the agents. This would simplify
the user view without constraining the system to stay fixed at the original categories, since users and brokers are
free to introduce new categories at any time. How well this level of commonality extends beyond a single
society is an open question.

Another scalability issue concerns consistency of the resource information. Our solution to this problem is
that agents will treat all graph edges as cached hints [Lampson & Sturgis 1983]. Only edges, and not actual
resource information, will be cached. Therefore, all cached information will be detectable as stale upon use.

5. Research Efforts

The preceding sections raised many issues and posed many potential solutions. Clearly, a large amount of
work can be put into research and development of these ideas. To limit this level of effort, we will focus on
demonstrating the feasibility of the more novel aspects of the system, especially the protocols for establishing
and evolving the resource graph.

We will begin with some mathematical analysis of the graph algorithms. To perform this analysis, however,
we must propose a model for what typical resource graphs look like. This model will be based on measurements
of an existing resource graph structure (internet electronic maif). We will then build a prototype system that will
allow us to verify some aspects of the proposed mechanisms, and to gather measurements as a basis for simula-
tions and analytic models that we will use to estimate how well our design would work in a large scale network.
Each of these parts of the project are described in the subsections below.

5.1. Mathematical Analysis

To help explore the networked approach to resource discovery, we plan to perform some graph-theoretic
analysis about the agent knows-about graph. There are several issues involved. First, we would like to establish
an understanding for how the number of resources that can be reached in N hops increases as a functon of N.
In a tree of uniform branching factor b, this function would grow simpiy as 4”. Establishing such a relationship
for the more general graph swucture we have proposed will provide some empirical justification for the "smail
world” phenomenon that motvated parts of our approach.

We also intend to study the complexity of using parallel searches o locate resources, to0 help us make scala-
bility predictions. This could provide a more direct measure of the effectiveness of our approach, because a
complexity model based on the aforementioned growth function admits a trivial solution wherein an "expanding
ring" broadcast is issued, and each tme the ring diameter is increased by one, all agents at that distance begin
searching. This technique is clearly inappropriate for a large scale network. Instead, we must capture the need
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for high agent utilization efficiency.

We also intend to analyze the efficiency of the proposed probabilistic bootstrapping algorithms. We will
begin by considering the efficiency and robustness of the sparse diffusion multicast mechanism, i.e., how
quickly the graph edges are instantiated as a function of the number of iteradons of the algorithm. Drezner and
Barak consider a related problem, where at each time unit, each node sends a message t0 a randomly selected
node. They showed that it is possible to scatter information to a set of 2 nodes in (1 + In 2)logyn steps with
probability approaching 1 for large values of n [Drezner & Barak 1984]. This work indicates that probabilistic
information scattering techniques can be effective, but the algorithm they utilize does not take into account any
structure in the graph (e.g., specialization subgraphs), which could potentiaily render a more efficient algorithm
(ie., one in which only a few nodes exchange information at each step).

5.2. Measurements of Internet Electronic Mail Graph

To carry out the analyses of Section 5.1, we need more information about the structure of typical resource
graphs: they are certainly more structured than fully general graphs, since they contain nested groupings of
related resources (specialization subgraphs). Analysis based on fully general graphs is unlikely 0 yield useful
bounds for our purposes. For example, a recent paper by Megiddo et al. considers the complexity of searching
a graph for a fugitive that always knows the location of a set of captors [Megiddo et al. 1988]. It is shown that
determining the minimum number of captors needed to guarantee success is linear in the number of nodes for a
ree, but the problem is NP-complete for a general graph. While this problem is only marginally related to the
resource discovery problem, it is evident that without information about the structure of the graph, determining
the complexity of searching the graph can only be bounded very loosely.

By measuring some existing systems, we hope to build a model of realistic knows-about relation graphs,
incorporating such features as overlapping knowledge and differential importance of resources. Additionaily,
this information will be interesting in itseif, because it will provide some insight into the societal organization in
a large scale environment. The analogous data in human social networks would be very difficult to gather. To
our knowledge, studies attempting to characterize societies this way have been small and rather inconciusive
[Boissevain 1974, Travers & Milgram 1969].

To carry out these studies, we are beginning to gather data about current electronic mail usage at a collection
of institutions that span geographical, functional, and specialization boundaries, i.e., universities and companies
working on a variety of research, education, and product development projects around the world. Using data
about electronic mail usage is a reasonable place to start because mail names refer to people, which are an exam-
ple of one type of resource in our model.

To carry out this sudy, we will coilect log information from sendmail, the Berkeley UNIX mail agent [All-
man 1985]. This invoives monitoring the "From:" and "To:" lines of electronic mail on a temporary basis at
some representative instimtions, to detect who is communicating with whom. For this purpose we will use a
script that collects these lines in UNIX sendmail logs, and then mails the data to us. By comparing the data at
these institutions we can determine how much overlap exists between various institutions, as a function of geo-
graphical and organizational separation. We can also use this data to compute the diameter of the knows-about
relation graph for this sample population. We can aiso determine the number of different administratve
domains represented by these names, to get some feeling for the "reach” of an average administratve domain,
i.e., how many other administrative domains are known from an average administrative domain.

Of course, this smdy presents privacy concemns. While the script never sees the actual contents of messages
(since they are not present in sendmail logs), the data we gather can potentially be used for traffic analysis that
could provide us with information of a more sensitive nature than that used in this study (e.g., the information
might indicate something about a joint product development effort between two companies). Unfortunately,
there is little we can do to ensure institutions that we will not exploit their data for purposes other than this study.
We nonetheless hope to find enough people who will trust our intentions that we can do a statistically meaning-
ful stdy.

At this point we have asked approximately fifty institutions (mostly U.S. universities) to participate in this
study. While we have not received all of the responses yet, many institutions have agreed to partcipate. The
major problem at institutions that have declined has (predictably) been security concems, particularly from
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industrial institutions. The study may be lopsided on the side of universities, since they are typically not quite as
concerned with these security issues. Still, we have received permission from quite a few institutions in
academia, research industry, and product-development industry. In fact, enough institutions have agreed to par-
ticipate that we are now studying how best to analyze the voluminous data that we expect. Since many graph
computations are too costly to run on the fuil data we expect to collect, we are currently considering statistical
techniques for analyzing the data.

5.3. Staged Prototype Effort

We are currently beginning a prototype effort to experiment with the ideas discussed with this report. The
prototype effort is broken into five stages. In the first stage, we will build and experiment with only the agent
protocols.

In the second stage, we will construct a system with brokers that access mock RIRs, to test some of the sim-
ple privacy concepts discussed in Section 2. These mock RIRs will be filled with information about fictitious
resources. This will allow us to concentrate on the central themes of the research, ignoring less relevant details
of real-world RIRs.

In the third stage, we will access a collection of UNIX file systems, treating them as a variety of different
RIRs. There is a rich set of resource information available this way, including ".plan” files, /etc/passwd files,
/usr/lib/aliases files, user files containing hobby member lists (e.g., departmental sporting and technical interest
lists), etc.

In the forth stage, we hope to begin accessing a collection of real RIRs that span geographic, organizational,
and functional boundaries. We are currently seeking temporary experimental access to a collection of RIRs
(including telephone directories from several long distance, regional, and university networks, and some cor-
porate product line catalogs). Early efforts to gain access to such real systems have (predictably) been mosdy
unsuccessful, either because of legal restrictions (as in the case of the Regional Beil Operating Companies),
security concerns (profitability issues at various companies), privacy concerns (various individuais at universi-
tes), or lack of networking capabilities (e.g., local department stores). We hope an industrial development
effort can overcome some of these problems, and are currently exploring the possibilities for coilaboration on
one such effort

In a possible fifth stage, we may implement the more sophisticated information sharing mechanism discussed
in Section 2. For this stage, we would need to find a reasonable "off-the-shelf” authentication service, as well as
an object based distributed system with multiple inheritance. (We are currently considering several such sys-
tems).

5.4. Prototype Experiments, Measurement, and Model-
ing
Once we have some of the prototype development compiete, we plan to collect statistics to aid our under-

standing of the agent networking and caching protocols. Using these statistics, we will construct a probabilistic
model to help determine system scalability.

There are also several questions to resolve for which experimental deployment of a working system seems
the best approach. The first question concemns accuracy of user-supplied information: given information known
to be valid at some time in the past, how can the system help to determine more recent information. For exam-
ple, in rying to locae a colleague whose whereabouts are only known from five years ago, can we find enough
forwarding pointers to track that person down? A related question is how well the system will deal with ambi-
guity, such as two users with similar interest profiles and the same last name.

Another question concems search strategies. How does one determine that a search is complete? How much
effort should be put into individual resource searches?

Finally, a longer-term question concerns cross-cultural applicability: how well will the notion of "cultural
commonality” (introduced in Secton 4.3) apply t0 an international network? Answering this question would be
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difficult in a research prototype, since it requires very large scale system use.

6. Related Work

In this section we consider a wide variety of techniques and systems related to the problem of resource
discovery, and to our particular approach. While many of these mechanisms help users to navigate through their
respective resource spaces, they are problematic for use in the environment we envision for two reasons. First,
they provide no computatonally tractable way of searching exmemely large, distributed spaces. Second, they
require centralized administration (even if the data are physically distributed), preventing the individual subsys-
tems from evolving autonomously; any information derived from outside sources would be reregistered in such
a system. This is important because a model based solely on reregistration will suffer from consistency prob-
lems at two levels: information about individual resources can become out-of-date if the resources change, and
information about the existence of resources can become out-of-date if new resources are added or old ones are
removed.

Directory Browsing Mechanisms

Directory browsing mechanisms constitute some of the earliest instances of online support for resource
discovery. The most familiar example of such systems are the directory systems of centralized file systems, such
as the UNIX file system [Thompson & Ritchie 1978]. These systems typically provide facilities to browse
through the file name space by reading the entire contents of a single directory, plus tools on top of this mechan-
ism to allow regular expression based pattern matching, interactive file name completion, and exhaustive recur-
sive searching,

Analogous facilities have been proposed for distributed systems, although it is clearly impractical to support
exhaustive searches in any sizable distributed system. A well-known distributed directory browsing mechanism
is the proposed X.400 directory service [IFIP 1983]. Other directory services include UNIX finger [Thompson &
Ritchie 1978], the Network Information Center Whois service [Harrenstien, Stahl & Feinler 1985], and the
CSNET name service Whois facility (Solomon, Landweber & Neuhengen 1982]. Each of these services supports .
queries containing ambiguous strings, responding with the set of all matching names.

Greenspan and Smolensky take an approach more closely related to our work [Greenspan & Smolensky
1983]. They suggest using descriptive means for naming entities in an operating system, by allowing muitiple
organizational hierarchies, so that each hierarchy can capture particular semantics in its organization, and the
system can utilize this knowledge to help users find named entities more easily. However, they do not consider
the issues of distribution and scalability.

Electronic Yellow Pages Mechanisms

Several systems have been built to provide administratively centralized global "Yellow Pages” databases of
network services. The Sun Yellow Pages [Weiss 1985] registers Sun RPC-based network services. Peterson et
al. provide a more sophisticated mechanism that does not require all resources to be nameable at any point in
tme, using a collection of tools that support a bottom-up construction of the naming network [Peterson 1987].
Their system supports various boolean and relational combinadons of auributes, providing a global database
model of Yellow Pages for naming network services in an internet environment [Bowman, Peterson & Rao
19881.

Information Retrieval Services

Information retrieval services support text retrieval based on a set of descriptive keys, such as the author and
ttle of a document. Common systems include bibliographic database systems (such as INSPEC [Schmittroth
1983]) and online information services (such as CompuServe [CompuServe 1986]). These systems require cen-
tralized administration, rather than supporting access to some conglomerate of information sources. In addition,
their effectiveness is typically predicated on the degree to which all aspects of document content are recognized
and represented in the index. Providing such a precomputed index for the conglomerate environment we envi-
sion would be infeasible because of the sheer amount of informaton that would have to be represented, and the
rate the index would have to be updated.
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The Telesophy Project at Bell Communications Research is more closely related to the current project. That
project has the goal of allowing access to any online information in the world from a user’s workstation [Shatz
1987]. In the prototype implementation, information is gathered from a variety of sources and archived locally,
uniike our resource discovery design, which accesses information where it nadvely exists.

There have been several efforts to utilize more sophisticated techniques to increase human effectiveness in
using information retrieval system. Hypertext systems provide complex cross-references between parts of a
document, as well as sophisticated user interfaces capable of allowing users to traverse links and stack up ses-
sions conveniently in order 10 scan a document non-linearly {Conklin 1987]. Streeter and Lochbaum describe a
system based on a technique cailed latent semantic analysis, oriented towards representing terms, documents and
queries in a manner that accommodates the fact that there are many words that refer to the same concept (the
vocabulary problem) {Streeter & Lochbaum 1988]. The approach is to group keywords according to meaning in
a k-dimensional space (where k is fairly large, like 100), and then extract documents based on a geometrically
interpreted distance metric.

Naming in Heterogeneous Systems

In my recent research into heterogeneous naming, I explored the issues involved in providing a global name
service for evolving systems composed of a heterogeneous collection of subsystems {Schwartz, Zahorjan & Not-
kin 1987]. Providing a name service in such an environment is difficult because each of the systems being
integrated typicaily uses its own name service. Two aspects of that work are related to the current work. First,
my Heterogeneous Name Service made use of, rather than replaced, name services and associated data already
existing in the individual system components. Analogous to the current project’s approach, the major advantage
of this approach is that it allows the underlying subsystems to evolve independently of the global name service,
while stll reflecting this evolutionary change to the clients of the global name service. Second, I recognized that
a key difficulty of heterogeneous naming is the variety of data semantics and access protocols involved in using
the information. Based on this observation, my system separated the management of the global name space from
the understanding of the semantics and access protocols of the data in a fashion that makes adding new naming
systems and applications as easy as possible. A similar separation has been made in the current project, in the
' sense that agents provide the resource space structure, and brokers are responsible for performing the RIR-
specific operations.

Heterogeneous Database Systems

The database community has been working on integrating hererog'eneous systems for several years. The goal
is to allow users to read and manipulate data from several independently created/administered databases, each of
which has different data formats, access protocols, and manipulation langnages. The methods used for accessing
these databases vary from multileve! transiation (between query languages, data formats, etc.) [Templeton et al.
1986] to meta-query languages that allow the user to name various databases and define relationships between
them, for manipulation, privacy, and equivalence dependencies [Litwin & Abdellatf 1986]. These schemes sup-
port joining of data in different database schemas, and broadcasting of user intentions over a number of database
schemas with varying naming rules for data with similar meanings.

Connectionist Computing

The idea of agents establishing graph edges in accordance with what resources exist is reminiscent of the
"learning” notion inroduced by connectionist computing ("neural network™) researchers: both cases involve an
interconnection graph whose edges are somehow established over time through some feedback process with the
real world. However, the goals and techniques used in neural networks are quite different from ours. The goal
of connectonist computing is to provide a computing model suitable for building appiications that deal with
complex aspects of the real world (such as pattern recognition [Feldman 1981]) without the need for the com-
plex programming required by the standard von Neumann architectures. The techniques used typicaily invoive
many simple processors, each of which contains a very smail amount of information that when combined with
the other processors’ information can lead to usefui function [Tank & Hopfield 1987].
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Routing in Communication Networks

The way searches traverse resource discovery agents is somewhat similar to the problem of routing messages
through a communication network. However, there are several important differences. First, the addressing
scheme in computer networks is relatively simple, as compared with the ambiguous and evolving categorization
scheme we consider. Second, routing involves seeking a reasonably direct path to one node. Resource
discovery involves secking a reasonably direct set of paths to find many instances of a specified type of resource.
Finally, our approach involves a probabilistic bootstrapping mechanism of a nature that, to our knowledge, is not
found in network routing algorithms.

7. Summary

The goal of the Networked Resource Discovery Project is to explore a set of mechanisms that could provide
an administratively decentralized means for users to navigate through an enormous resource space without
imposing an inflexibie hierarchical structure. Such a system has wide applicability, but poses some difficult
technical problems. Our approach involves a set of agents that dynamically construct and evolve links in a gen-
eral graph structure between related repositories of resource information in a2 manner that corresponds to system
usage patterns. Because constructing and evoiving the graph links is potentially expensive, we have designed a
suite of probabilistic protocols for establishing and searching the graph structure. This structure was motivated
in part by a collection of observations about the organization of human social networks. Based on these obser-
vations we have introduced several concepts, the most important of which are agent specialization subgraphs,
which manifest the noton of locality of concern; sparse diffusion multicasts, which support wide, sparse
announcements; and cache exchange and aging protocols that help evolve and refine the graph structure. We are
beginning an internet electronic mail usage measurement study to help characterize typical resource graphs to
aid in analyzing the scalability of these approaches.

While the graph protocols are the central focus of this research, privacy is also an important issue. For this
purpose we have developed a simple model for the early stages of our prototype development. We are currently
considering the implications of a more sophisticated model that could extend the applicability of the resource
discovery system.
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