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Artificial photosynthesis represents a promising strategy to capture and store solar energy through 

the production of carbon neutral fuels. This process begins with absorption of a photon by a 

semiconductor creating an electron-hole pair which are then separated and used to drive reduction 

and oxidation reactions. CdS nanostructures are model light absorbers for studying these charge 

transfer reactions and have already demonstrated photoinduced electron transfer to drive a variety 

of reactions. However, there has been comparatively little progress in understanding how CdS 

nanostructures may be used to sensitize oxidation reactions such as water oxidation. To this end, 

we undertook a thorough study of the excited state charge transfer behavior of a model system 

consisting of a mononuclear Ru water oxidation catalyst attached to the surface of a CdS quantum 

dot. Through careful analysis of the electron and hole sensitive measurements, we were able to 

determine parameters relevant for successful water oxidation. The first part of this dissertation 

consists of a study on the rate and efficiency of hole transfer to the catalyst. By modelling time 

resolved and steady state emission data it was discovered that the catalyst strongly binds to the 

quantum dot and engages in rapid photoinduced-hole transfer. The efficiency of hole transfer is 

limited only by competition with the tendency of holes to localize to quantum dot surface trap 

states. The second part of this dissertation determines the fate of the electron and hole following 

hole trapping or transfer. The population of quantum dots that transferred holes was found to decay 

to the ground state over the course of nanoseconds, while hole trapping appears to facilitate 

electron transfer to the catalyst. The final part of this dissertation explores the binding between 
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quantum dot and catalyst using NMR spectroscopy. The two bind in a specific orientation which 

appears to facilitate hole transfer by provide a charge transfer pathway between the electronic 

states of the catalyst and quantum dot. This work establishes data analysis methods and design 

principles which may be leveraged in the development of future catalyst/quantum dot systems.  
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Chapter 1 Introduction 

 
1.1. Motivation 

Understanding and mitigating the effects of anthropogenic climate change is a vitally 

important area of scientific investigation. The negative effects of climate change are already 

occurring and will continue to worsen without drastic efforts to curb emissions of greenhouse gases 

(GHGs) such as CO2.1-2 A promising strategy to reduce GHG emissions is to replace the existing 

energy infrastructure based on fossil fuel combustion with new infrastructure based on solar 

energy. Solar energy harvests photons produced by the sun, which deliver enough energy to the 

earth’s surface every two hours to meet humanity’s energy needs for an entire year.3 One strategy 

to capture and store this energy is through artificial photosynthesis, in which the energy of solar 

photons is captured and stored in chemical bonds.1, 3 There are a number of targets for artificial 

photosynthesis including water splitting to form hydrogen fuel, fixation of carbon dioxide to 

produce liquid fuels and decrease atmospheric CO2, and solar N2 reduction to replace the energy 

intensive Haber-Bosch process.1, 4-6 Advancements in artificial photosynthesis of these products 

could be directly applied to mitigate or prevent the effects of climate change.  

 Artificial photosynthetic reactions utilize redox chemistry at semiconductor interfaces to 

store photon energy in chemical potential. This process involves three steps: absorption of a solar 

photon to generate an electron-hole pair, separation and transport of charges to reaction centers, 

and use of the electron and hole to drive reductive and oxidative chemical reactions. For most 

reactions several charges must accumulate in order to complete a catalytic cycle. Both reductive 

and oxidative half-reactions are crucial for photocatalytic success, as buildup of charges leads to 
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bleaching of the light absorber and possible damage from unwanted side reactions.6-7 In natural 

photosynthesis holes are removed by the oxidation of water.8-9 The half reaction for this process 

is  

2𝐻#𝑂 + 4	ℎ) → 4𝐻) + 𝑂#	 

which consumes four holes per reaction. Water oxidation represents a highly desirable 

oxidation reaction for artificial photosynthesis owing to the low cost and high abundance of water.   

Use of the water oxidation reaction as a terminal hole acceptor is as challenging as it is 

desirable. For each water molecule produced, four holes must be sequentially transferred to a single 

catalytic site. The coulombic repulsion which must be overcome to concentrate multiple charges 

into a single molecule creates activation barriers which limit reaction efficiency.1, 9 These barriers 

are reduced through the use of water oxidation catalysts (WOCs) which stabilize the high energy 

intermediates produced during water oxidation. In nature, the catalyst used for this process is 

photosystem II, an enzyme with a tetramanganese cluster active site.10 It was originally believed 

active sites containing multiple metal centers were essential to stabilize the charged intermediates 

involved in water oxidation, but it was later shown that single metal sites in coordination 

complexes were also catalytically active for water oxidation.11-12 More recent developments in 

WOCs have allowed electrochemical water oxidation to be performed nearer to the 

thermodynamic potential and at higher turnover rates, even approaching the activity of 

photosystem II.12-13 However, these systems have been primarily studied under chemical or 

electrochemical oxidation conditions and must be adapted to a photoelectrochemical reaction 

scheme.14   

There exist several strategies to incorporate water splitting6 into artificial photosynthesis, 

each with advantages and drawbacks. In photovoltaic driven electrolysis, light is absorbed by a 
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semiconductor photovoltaic material which separates charges and uses them to drive water 

splitting on electrodes in solution (Figure 1.1a). Photoelectrochemical cells modify this by 

submerging the light absorbing element and performing oxidative catalysis on its surface as shown 

in Figure 1.1b. Electrons are removed from the system through a wire and used to drive reductive 

reactions at a counter electrode. To further simplify the both reductive and oxidative catalysis can 

be performed directly on the surface of dispersed semiconductor particles (Figure 1.1c). This 

approach has certain practical advantages, as such particles could be simply scattered into a pool 

of sunlit water and begin producing hydrogen.15  This simpler system is also ideal for studying the 

process of charge transfer at semiconductor interfaces and may lead to useful insights for other 

water-splitting geometries. In this dissertation we focus on CdS nanostructures, which are 

excellent model light absorbers for homogeneous photocatalytic water splitting.  

 
Figure 1.1 Three approaches to photoinduced water splitting. (a) Photovoltaic electrolysis, in 
which light is absorbed by a semiconductor photovoltaic material which separates charges and 
uses them to drive water splitting on submerged electrodes. (b) In photoelectrochemical cells 
light is absorbed by a submerged semiconductor or dye sensitized semiconductor. Oxidative 
catalysis is performed on the semiconductor surface while electrons are directed through a wire 
to a reductive electrode. (c) Homogeneous photocatalytic water splitting, in which light is 
absorbed by a dispersed semiconductor particle and both reductive and oxidative catalysis are 
performed on the particle surface. 
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1.2. Background 

1.2.1. CdS Quantum Dots 

The light absorber utilized in this work is a CdS quantum dot (QD) which is a type of 

quantum-confined semiconductor nanocrystal (NC). Quantum confinement is a perturbation of the 

electronic structure of semiconductors by confining the charge carriers into a limited volume.16-17 

Localization of the charge carriers within a small semiconductor particle leads to an increase in 

the energy of both electron in hole, similarly to the quantum mechanical “particle in a box”.18 This 

has a number of effects on the charge carriers, such as increased electron affinity and ionization 

potential as well as higher surface density of the carriers.16  Quantum confinement has been 

demonstrated in structures of different morphologies, including semiconductor spheres (QDs) and 

nanorods (NRs).17 

  NCs have a number of benefits for studies in artificial photosynthesis. They are potent 

light absorbers with molar absorptivities ranging from 105 – 107 M-1cm-1.7 The small size of NCs 

results in high surface to volume ratios, facilitating charge transfer to surface bound species. The 

quantum confinement effect also leads to a significant surface density of the wavefunction which 

improves electronic coupling for charge transfer.7, 16 The surface chemistry of these particles can 

be easily adjusted by substitution of the bound surfactant molecules, to tailor the polarity of the 

surface and interaction with molecular species.7, 19 CdS nanocrystals are particularly attractive for 

solar fuel applications as they have valence and conduction band potentials well positioned to drive 

both proton reduction and water oxidation,20 although special care must be taken to avoid oxidation 

of the sulfur lattice sites under water splitting conditions.20-21 
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1.2.2. Redox Co-Catalysts 

 Although NCs meet the energetic requirements to drive photocatalysis, the process is most 

efficient when NCs are coupled to co-catalysts.7 Co-catalysts act to reduce the energy barriers of 

redox reactions, which are manifested as overpotentials in electrochemical catalysis.1, 22 A variety 

of co-catalysts have shown success in reductive photocatalysis when sensitized by NCs and in the 

presence of sacrificial scavengers to remove holes. Catalysts based on noble metal particles and 

metal complexes attached to NC surfaces have exhibited efficient photoinduced H2 production.23-

25 Enzymes have also been shown to be effective co-catalysts for many reactions including H2 

production, CO production, nicotinamide cofactor reduction, and N2 reduction.5, 26-31 There have 

also been a small number studies demonstrating photocatalytic water oxidation with CdS NC 

sensitizers.32-34 These reports have demonstrated the feasibility of water oxidation using CdS as a 

light absorber but have also highlighted problems due to extremely slow catalytic oxygen 

production and sacrificial oxidation of lattice sulfides and surface ligands.21 Addressing these 

issues will require a detailed study of the individual steps of photocatalytic water oxidation. 

Prior work from Damrauer and Dukovic groups had demonstrated the potential for 

photoinduced charge transfer from CdS NRs to a WOC [Ru(deeb)(tpy)Cl]PF6 (deeb = diethyl 2,2′-

bipyridine-4,4′-dicarboxylate, tpy = 2,2′:6′,2″-terpyridine) upon mixing of the two chemicals in 

methanol.35 The observations of photoluminescence quenching and shortened electron lifetimes 

suggested that the catalyst associated with the nanocrystal surface and altered the carrier dynamics 

of the CdS NRs.35 However, the system suffered from colloidal stability issues, and it was later 

discovered that the catalyst partially transesterified in methanol over time. 

To expand upon these initial findings, we modified this previously studied system by 

substituting the WOC for [Ru(dmcbpy)(tpy)Cl]PF6 (dmcbpy =4,4′-dimethylcarboxylate-2,2′-
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bipyridine), hereafter referred to as catalyst 1, to improve stability in methanol. We also used CdS 

QDs in place of NRs due to their superior colloidal stability in methanol. We propose a catalytic 

cycle for our system in Figure 1.2, based upon the mechanism determined for mononuclear WOCs 

similar to catalyst 1.36 The initial state of the catalyst considered here contains a RuII center and 

bound aqua ligand. Although the catalyst used in this work initially has a bound chloro ligand 

rather than an aqua ligand, it has been shown that the chloro ligand is quickly displaced in the 

presence of water.37 Each catalytic step begins with the photoexcitation of the QD and scavenging 

of the electron to generate a photoexcited hole. In the first step of the cycle, a proton-coupled hole 

transfer oxidizes catalyst 1 from RuII to RuIII This process is then repeated to produce a RuIV center 

with the loss of another proton. Following this, two steps occur involving another photoinduced 

hole transfer, the formation of an oxygen-oxygen single bond, and the removal of another 

hydrogen. These are depicted in Figure 1.2 as distinct kinetic events although the exact process is 

still a matter of debate.38 A final proton-coupled hole transfer produces a bound superoxide species 

(O22-) on a RuIV center. This bound oxygen is oxidatively cleaved by coordination of a new aqua 

ligand, restoring the initial RuII catalyst. 
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Figure 1.2 Proposed catalytic mechanism for light-driven water oxidation in the QD/catalyst 1 
system. The mechanistic steps for water oxidation are based upon the mechanism of a related 
catalyst driven by a chemical oxidant.36 The first charge transfer step consists of several 
processes, outlined in red in this diagram. 

Replacing the chemical oxidants used in the original determination of this mechanism with 

photochemical oxidation introduces additional complications in the catalytic cycle. Photoexcited 

electron-hole pairs undergo a number of photophysical processes within the QD, such as cooling 

of hot carriers to the band gap energy, charge trapping to surface sites, and excited state decay 

through charge recombination.39 Each of these represents an energy-loss pathway within the 

system. These losses can be avoided if photochemical processes such as hole transfer and electron 

scavenging are accomplished before energy loss through photophysical mechanisms can occur. By 

understanding the rates of both photoinduced hole transfer and excited state relaxation, we hope 

to gain insights into the fundamental limits of charge transfer efficiency.  

To lay a foundation on which to study photocatalytic hole transfer, focus on several key 

processes involved in the first step of the catalytic cycle. The first of these processes is hole transfer 

to the catalyst. Following hole transfer, it is essential to know the timescale of electron-hole 

recombination, as this sets the time window for electron scavenging or reductive catalysis to 



 

 8 
 
 

prevent energy loss through backwards reactions. The final parameter under investigation is the 

binding between the nanocrystal and catalyst, as charge transfer was hypothesized to occur to 

surface bound catalysts.  

 
Figure 1.3 Catalytically relevant processes studied in this work. Rapid and efficient hole transfer 
(gray arrow), rate of recombination (black arrow), and strong binding of the catalyst to the 
surface (blue arrow) are all important to catalytic performance  in sequential charge transfer 
reactions. 

1.2.3. Catalytically Relevant Parameters 

The rate and efficiency of hole transfer are the upper limits on the rate and efficiency of 

the overall catalytic reaction. These two are related, as faster hole transfer competes more 

efficiently with energy loss pathways. By measuring both, information can also be obtained about 

the nature of the competing processes. In the prior work with the ethyl-ester catalyst, hole transfer 

was initially estimated as occurring in 0.1 – 1 ns following photoexcitation, although this 

measurement was made through indirect observations of the hole. In our work described in Chapter 

2, we found that hole transfer in our system was very fast, occurring on a picosecond timescale. 

We also determined that the efficiency of hole transfer was limited by the sub-picosecond hole 

trapping process which occurs in CdS NCs.40 

The processes which occur following hole transfer are of equal importance to study, 

especially the decay of the transferred hole to the ground state. If the system is to undergo catalytic 

turnover, it is crucial to know the rate of this backwards process, as this sets the rate at which 
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electrons must be removed from the system. In the ethyl-ester catalyst the electron was shown to 

decay on the timescale of 10 – 100 ns, although the mechanism of this decay was not clear from 

the existing data.35 The work in Chapter 3, describing the characterization of the kinetic pathways 

that occur following excitation, shows that the transferred hole recombination occurs on a 10 ns 

timescale as part of a complete characterization of the kinetic pathways which occur following 

excitation. 

 In Chapter 2, we found that the binding interaction between catalyst and QD was essential 

to the initial hole transfer process, as hole transfer was occurring to surface-bound catalysts. The 

experiments in Chapter 2 as well as prior work with the ethyl-ester catalyst had found that the 

equilibrium between bound and unbound catalysts strongly favored the bound form of the 

catalyst.35, 41 The rapid rate of charge transfer also implied strong electronic communication 

between charge acceptor and donor, although the source of this coupling was unclear. The catalyst 

1/QD binding was further explored in Chapter 4, wherein NMR spectroscopy revealed that the 

catalyst bound to the QD surface with a preferred orientation. This additional information on 

catalyst binding improves our understanding of the mechanism of hole transfer this system, as well 

as suggesting design principles to engineer electronic coupling in future catalyst/nanocrystal 

systems.  

1.3. Summary 

Achieving efficient water oxidation with semiconductor NC sensitizers is a crucial step to 

unlocking their potential for artificial photosynthesis. The challenges involved are substantial due 

to the mechanistic complexity of the water oxidation reaction. Although the recombination and 

trapping pathways are known in these systems, the importance of each is poorly understood 

without a quantitative framework in which to evaluate them. Foundational work to quantify charge 
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separation and recombination in well behaved model systems is required to isolate the factors 

relevant for effective photooxidative catalysis. 

The primary goal of this research is to investigate the photoinduced charge transfer and 

binding interactions which take place in our WOC/QD model system. Chapter 2 is based on a 2018 

publication in the Journal of Physical Chemistry C and characterizes the rate constant for hole 

transfer from the nanocrystal to surface bound catalysts, finding that hole transfer occurs quickly 

from the valence band to the WOC but that this process is limited by trapping of the holes to the 

QD surface. Chapter 3 determines the processes which occur following either hole transfer to the 

WOC or hole trapping. A related catalyst is investigated to build a case for the effects of catalyst 

energetics on charge transfer behavior. Chapter 4 focuses on use of NMR spectroscopy to 

determine the orientation the catalyst takes when binding to the NC, and how this orientation may 

inform our understanding of the charge transfer processes. By understanding the hole transfer 

characteristics of this WOC/QD system we elucidated the factors influencing charge transfer and 

recombination in this system, as well as identified key design principles for improvement of charge 

transfer rate and efficiency in future water oxidation systems. 
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Chapter 2 Ultrafast Hole Transfer from CdS Quantum Dots 
to a Water Oxidation Catalyst† 

2.1. Introduction 

Semiconductor nanocrystals have the potential to excel as light absorbers for 

photochemical transformations due to their strong absorptivity and tunable energy levels arising 

from size-dependent quantum confinement effects. CdS, in particular, has favorable bulk band 

potentials for oxidative and reductive half reactions such as water oxidation and proton reduction. 

Furthermore, facile modifications of surface chemistry enable coupling of colloidal CdS 

nanocrystals with a variety of redox catalysts, including nanoscale heterogeneous catalysts,23, 32 

inorganic complexes,42-43 and enzymes.5, 26 A number of studies have characterized the excited 

state dynamics in systems that use CdS nanocrystals to drive reductive photochemistry using 

reduction co-catalysts and sacrificial hole acceptors.24, 44-47  In those systems, removal of 

photoexcited holes is crucial for supplying electrons, limiting recombination, and preventing 

photocorrosion.45, 48-50 Ideally, hole scavenging would be non-sacrificial with use of water 

oxidation catalysts such that the rate of product (fuel) formation is only dependent on photon flux. 

However, our understanding of the dynamics of oxidative processes involving CdS nanocrystals 

is limited.45, 51-52 In contrast to the variety of systems that couple these nanostructures to multi-

electron reduction catalysts, there are remarkably few systems that transfer photoexcited holes 

from CdS nanocrystals to water oxidation catalysts (WOCs).32, 35, 53 The discrepancy between 

progress in reductive and oxidative multi-electron photochemistry can be attributed to challenges 

                                                
† Adapted from Pearce, O. M.; Duncan, J. S.; Damrauer, N. H.; Dukovic, G., Ultrafast Hole 
Transfer from CdS Quantum Dots to a Water Oxidation Catalyst. J. Phys. Chem. C 2018, 122, 
17559-17565. (© Copyright 2018 American Chemical Society) 
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associated with observing hole populations using ultrafast spectroscopic techniques,54-55 the 

tendency of photoexcited holes to trap on CdS nanocrystal surfaces complicating hole dynamics56-

57 and in the specific case of water oxidation, the mechanistic complexity of the catalysis.9, 58-60  

Transfer of a photoexcited hole from a CdS nanocrystal to a WOC is the first step required 

for the multi-electron water oxidation reaction and the efficiency of that step defines the upper 

limit on the performance of the system. While dynamics associated with photoexcited electrons in 

CdS nanocrystals can be monitored with strong bleach signals in visible transient absorption (TA) 

spectra, those of photoexcited holes are harder to observe directly as they lack sharp and distinct 

spectral signatures.39, 61 Previously, our group reported on coupling of CdS nanorods to a molecular 

WOC and described indirect estimates of dynamics of hole transfer from CdS nanocrystals to a 

WOC using the delayed onset of electron transfer to the catalyst as a proxy for the hole transfer 

that occurs before it.35 This estimate placed the hole transfer lifetime on the timescale of 100 ps, 

but this value combined the dynamics of both the valence band and trapped holes. A measurement 

of the rate constant and efficiency of hole transfer from a CdS nanocrystal to a molecular WOC 

has not been reported to date. 

In this letter, we report the direct measurement of valence band hole transfer kinetics from 

a CdS quantum dot (QD) to a ruthenium-based WOC. To probe valence band holes and 

deconvolute their kinetics from those of photoexcited electrons, we combine hole-sensitive 

photoluminescence (PL) upconversion with electron-sensitive TA spectroscopy, both of which 

have sub-picosecond time resolution. We then analyze the quenching of the QD PL by developing 

a model that takes into account both the nanocrystal-WOC binding interaction and kinetic 

competition with carrier trapping, which allows us to determine the rate constant for hole transfer, 

the equilibrium constant for nanocrystal-catalyst binding, and the maximum number of catalyst 
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binding sites. Together, the measurements and their analysis reveal design principles to improve 

the efficiency of valence band hole transfer and approach turnover conditions.  

2.2. Materials and Methods 

2.2.1. CdS QD Synthesis 

We synthesized and purified CdS QDs following the method of Peterson et al.62 All steps 

were performed under an inert argon atmosphere using standard Schlenk line or glovebox 

techniques.  Prior to use, 1-octadecene (ODE; Sigma Aldrich, 90%) was evacuated at 90 °C in the 

reaction flask. A 0.10 M sulfur solution was prepared in 1-octadecene (ODE; Sigma Aldrich, 90%) 

several hours ahead of time (typical amounts: 0.028 g S8, 7.11 g ODE). A 0.10 M solution of 

cadmium oleate was produced by heating 0.128 g of CdO, 6.85 mL of ODE, and 3.2 mL of oleic 

acid (OA; Sigma Aldrich, 90%) to 250 °C in a 3-neck round-bottom flask fitted with a reflux 

condenser. Once the solution turned clear, the heat source was removed, and the solution was 

allowed to cool to 60 °C. A second 3-neck flask was fitted with reflux condenser and charged with 

3 mL of ODE. After evacuation, this solution was heated to 260 °C, 1 mL of 0.10 M sulfur solution 

was injected, and the solution was allowed to cool to 220 °C. After 3 min, 0.5 mL of 0.10 M 

cadmium oleate precursor was injected. Six subsequent 0.5 mL additions of precursors, alternating 

between sulfur and cadmium oleate solutions, were performed at 1 min intervals, while attempting 

to maintain a temperature of 220 °C. To monitor reaction progress, a minimal amount of reaction 

solution was removed via syringe after each injection, added to 2 mL of ODE in an air-free cuvette 

and analyzed by UV-Vis spectroscopy. After the final cadmium oleate injection, the solution was 

rapidly cooled by immersing in a room temperature oil bath. The crude reaction mixture was 

moved into an Ar-filled glovebox. CdS QDs were purified from the reaction mixture using a liquid-

liquid extraction with a 3:1 ratio of methanol to reaction mixture, with several drops of isopropanol 
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added to encourage mixing. The milky white methanol layer was removed, and 1.5 volume 

equivalents of acetone were added to the yellow ODE layer to precipitate the CdS QDs. After 

centrifuging, the supernatant was decanted, and the yellow pellet was dissolved in a minimal 

amount of toluene (~1.5 mL). This precipitation / dispersion purification process was repeated 1 – 

2 times, until no signs of cadmium oleate remained (indicated by a milky white, gelatinous 

precipitate and a peak in the UV-Vis spectrum at 320 nm). The size distribution of QDs was further 

narrowed using a sequential precipitation. This involved adding isopropanol dropwise just until a 

precipitate formed, followed by centrifuging and decanting. This process was repeated 1 – 3 times, 

while the size of the QDs in the supernatant was checked by UV-Vis spectroscopy. The QDs were 

precipitated by addition of ~ 1 mL methanol. Following centrifugation and decantation, the sample 

was redispersed in a minimal volume of toluene, and the concentration determined using the 

absorption spectrum and sizing curves found in Yu et al.63 

2.2.2. Ligand Exchange  

All experiments were performed on nanocrystals functionalized with 3-mercaptopropanoic 

acid (3-MPA) suspended in methanol. The native oleic acid ligands were replaced with 3- 

mercaptopropionic acid following a previously reported procedure.23, 26 3- MPA (Strem 

Chemicals, ≥99%) was vacuum distilled to remove impurities and stored under argon. A 70 mM 

solution of 3-MPA in methanol was prepared and its pH was raised to 11 with 

tetramethylammonium hydroxide pentahydrate (Sigma, ≥97%). The as-synthesized nanocrystals 

in toluene were precipitated using methanol, and then vigorously mixed with 1 mL of 3-MPA 

solution and allowed to sit until it was no longer cloudy. Toluene was added to precipitate the 3-

MPA-capped nanocrystals and the resulting particles were collected and re-dissolved in methanol. 



 

15 

2.2.3. WOC Synthesis 

The WOC was first synthesized as an ethyl-ester ([Ru(deeb)(tpy)Cl](PF6) deeb = diethyl 

2,2’-bipyridine-4,4’-dicarboxylate, tpy = 2,2’:6’,2”- terpyridine) according to a previously 

published procedure.5 The complex was dissolved in methanol with a catalytic amount of 

triethylamine. The solution reacted for 24 hours, after which the 1H NMR peaks corresponding to 

the alkyl protons of ethyl esters had completely disappeared and two new peaks corresponding to 

the methyl esters had formed. The product was vacuum dried and stored under argon. The molar 

absorptivity of this complex was found to be 16000 M-1 cm-1 at 518 nm. 1H NMR (300 MHz 

acetone-d6): δ 10.6 (dd, 1H), 9.3 (s, 1H), 9.1 (s, 1H), 8.8 (d, 2H), 8.66 (d, 2H), 8.52 (dd, 1H), 8.32 

(t, 1H), 8.13 (ddd, 2H), 7.96 (d, 1H), 7.83 (dt, 2H), 7.55 (dd, 1H), 7.4 (ddd, 2H), 4.3 (s, 3H), 3.8 

(s, 3H). Acc. Mass: found 642.0486 [M]+ calc 642.0486 

2.2.4. Steady-State Spectroscopy 

UV-visible absorption spectra were recorded using an Agilent 8453 spectrophotometer 

utilizing tungsten and deuterium lamps at room temperature sealed under Ar in 10 mm quartz 

cuvettes. CdS QD concentration was 0.3 µM for these experiments as well as steady state PL 

experiments. PL spectra were obtained at room temperature using a PTI fluorometer with an Ushio 

UXL-75XE xenon short arc lamp and a Hamamatsu R1527P PMT tube operating at −1000 V DC. 

The sample was sealed under Ar in a 1 cm x 1 cm quartz cuvette and excited at 360 nm. The 

emission from 420 nm to 700 nm was recorded at 90° relative to the excitation. Emission spectra 

were corrected for wavelength dependence of the instrument response. CdS QD concentration was 

0.3 µM. The quantum yield of band edge emission was estimated to be on the order of 0.001% 

using Coumarin 480 (Exciton) excited at 365 nm as a reference (Φf = 0.766).64  
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Steady state PL experiments were conducted with highly concentrated samples to 

maximize the total number of photons detected in each experiment and to make samples more 

comparable to TA experiments. An undesirable side-effect of this is that the fluorescent emission 

is filtered by the absorbance of the catalyst while passing through the sample. We correct for these 

inner filter effects by using Beer’s law to calculate the fluorescence intensity prior to attenuation. 

 𝐼,-(𝑅) = 𝐼23456738(𝑅) × 10<=>?	×	@.B	C2	×	D	×	@.E	FG (2.1) 

where ε458 = 8000 cm-1 M-1 is the molar absorptivity of the catalyst at 458 nm (wavelength of the 

collected PL). We see similar PL quenching behavior using a 3 mm × 3 mm cuvette, where the 

inner filter effects are weaker, and the uncorrected quenching with the shorter path length overlaps 

with the corrected quenching in the 1 cm × 1 cm cuvettes.  

 

 
Figure 2.1 Comparison of uncorrected, absorbance corrected, and short path length PL 
quenching data. © Copyright 2018 American Chemical Society. 

 
2.2.5. TA Spectroscopy 

The complete experimental set-up for TA measurements is described in Tseng et al.35 The 

concentration of CdS QDs was 4 µM. TA measurements were made with samples sealed under Ar 

in 2 mm quartz cuvettes at room temperature (293 K). The solutions were stirred continuously 

with a magnetic stirrer. The pump pulse was passed through a depolarizer and the power was 

controlled with neutral density filters. The pump beam had a beam waist of ~240 µm, pulse 



 

17 

duration of ~150 fs and pulse energy of ~10 nJ per pulse for the 440 nm excitation of the QDs. 

The pump powers in all cases were chosen such that the TA decay-trace kinetics were independent 

of pump power. 

Due to the fast decay processes we were examining, it was essential to characterize the 

instrument response of our TA experiment. This was done as previously described using the 

solvent response of a 2 mm cuvette of neat methanol.65-66 Briefly, the methanol sample was placed 

in the TA spectrometer and pumped with 400 microwatts of 440 nm light to induce stimulated 

Raman signals. These signals were fit to the sum of a Gaussian with its first and second derivatives, 

with the width of these features determining the time resolution of the instrument.  This scan was 

also used to correct for the chirp of the white light probe used in the experiment. 

 
Figure 2.2 Transient absorption kinetics of methanol with a 440 nm pump observed at 598 nm. 
Fitting this response gives an IRF full width at half maximum of 0.18 ps. © Copyright 2018 
American Chemical Society. 

 
2.2.6. PL Upconversion.  

PL upconversion was performed using a Halcyone MC multichannel fluorescence 

upconversion spectrometer with 150 fs temporal resolution (Ultrafast Systems). A fraction (270 

µJ/pulse) of the output of our regeneratively amplified Ti:sapphire laser (Solstice, Spectra-Physics, 

800 nm, 1 kHz, 100 fs, 3.5 mJ/pulse) was directed into the upconversion system to be used as a 

gate pulse.  The pump pulse for upconversion was produced using an optical parametric amplifier 

(TOPAS-C, Light Conversion) as previously described.35 The pump polarization was rotated to 
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magic angle using a half-wave plate, attenuated, and directed through a 440 nm band pass filter.  

The pump was then focused to a 35 μm spot and used to excite a sample containing 4 µM QDs in 

methanol in a 2mm cuvette.  Fluorescence was collected in the forward propagating direction and 

collimated using an off-axis parabolic mirror, then sent through a 470 nm long pass filter to remove 

residual pump photons. The fluorescence was then focused using another off-axis parabolic mirror 

into a 0.5 mm thick Type II BBO crystal cut at 46.2 degrees. The delayed gate pulse was mixed 

with this fluorescence to produce upconverted photons, which were selected using a broad UV-

bandpass filter, directed into a spectrograph, and spread onto the pixels of a CCD camera.  

The time resolution of the upconversion was determined via upconversion of the residual 

pump beam. The crystal was rotated to the angle at which the intensity of the sum frequency signal 

from the pump and gate pulses was maximized.  The resulting time resolved signal had a gaussian 

width of 0.180 ps. 

2.3. Results and Discussion 

The system under investigation consists of CdS QDs coupled to a mononuclear ruthenium 

WOC in methanol. The QDs are synthesized using a hot injection method57, 62 and their surfaces 

functionalized with 3-mercaptopropionate providing an anionic ligand shell. This ligand exchange 

allows the QDs to be soluble in the same polar solvents as the WOC, enabling the interaction 

between the two. They have a 2.76 eV first-exciton absorption feature corresponding to a crystal 

diameter of 5.2 nm.63 The WOC is [Ru(dmcbpy)(tpy)Cl]PF6 (dmcbpy = 4,4¢-dimethylcarboxylate-

2,2¢-bipyridine, tpy = 2,2¢:6¢,2¢¢-terpyridine).11 In methanol the PF6- counterion dissociates, 

enabling a coulombic attraction between the cationic complex and the anionic QD surface. 

Charge transfer reactions require a suitable driving for the reaction, which can be 

determined if the energy levels of the donor and acceptor are known.  To examine the energy level 
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alignment between CdS QDs and the WOC, we estimate the band potentials of the QDs and WOC 

separately following the approach previously used in a similar system that uses CdS nanorods 

rather than QDs.35 The CdS bulk band gap energy (2.5 eV), valence band energy on the vacuum 

scale (-6.26 eV), conversion from vacuum to NHE scales (-4.4 eV vacuum ≈ 0V NHE) and 

effective masses of the electron (0.2 m0) and hole (0.7 m0) were all used as in Tseng et al.35 The 

CdS quantum dots used in this study have an optical band gap of 2.76 eV. The Brus equation was 

used to calculate the confined electron and hole energies, which were 1.9 V vs NHE and -0.8 V vs 

NHE, respectively.16 We anticipate that the redox potentials of the methyl ester versus ethyl ester 

catalyst derivatives are nearly identical due to the subtle nature of the alkyl perturbation on the 

ester functionality. These potentials occur at -0.9 V vs NHE (2+/1+) and 1.2 V vs NHE (3+/2+).11 

Comparing the valence band of the QD with the HOMO of the WOC we find that the system has 

favorable energy level alignment for hole transfer from the photoexcited QD to the WOC, with a 

large driving force of 700 meV, comparable to what was shown for an analogous ethyl ester 

functionalized WOC coupled with CdS nanorods.35 

We briefly note the reasons for modifications to the previously studied system. First, 

changing the CdS nanocrystal from nanorod to QD enhances the colloidal stability from hours to 

days, enabling experiments of longer duration, such as PL upconversion. Second, we observed that 

the ethyl ester WOC complex trans-esterifies in methanol within a period of 24 hours. We thus 

directly synthesized and characterized the methyl ester complex for consideration in the new 

QD/WOC system. Figure 2.3a shows UV-Vis absorption spectra for CdS QDs and the WOC as 

well as their mixture at a 20:1 molar ratio of catalyst to QDs. The spectrum of the mixture solution 

strongly resembles a sum of the component spectra, implying that neither act to strongly perturb 

the other in their ground state. Manifestations of the interaction between the catalyst and 
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nanocrystal can be observed through the steady state band-gap exciton PL (Figure 2.3b). 

Photoexcitation of CdS QDs at 360 nm leads to recombination of electrons and holes across the 

QD band gap with a PL spectrum centered around 458nm. Upon addition of the catalyst, excitation 

at 360 nm is still primarily absorbed by the QDs and the 458 nm QD PL is partially quenched. The 

catalyst does not exhibit PL. 

 
Figure 2.3 (a) UV-Vis absorption spectra of CdS QDs (100 nM), catalyst (2 μM), and their 
mixture at a 20:1 WOC:QD ratio. (Inset) chemical structure of catalyst and TEM image of CdS 
QDs. (b) PL spectra of CdS QDs with increasing amounts of catalyst. © Copyright 2018 
American Chemical Society. 

 
2.3.1. Kinetic Analysis of Electron and Hole Dynamics 

As a first step in assigning the cause of the PL quenching shown in Figure 2.3b, we 

measured the excited state dynamics of CdS QDs without the catalyst using time-resolved 

spectroscopy methods that have been previously employed to distinguish the dynamics of band 
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edge electrons and holes in CdS QDs.67-68 The bleach signal in TA is a direct reporter of electron 

population,39 so by monitoring its decay the timescales of electron transfer and recombination can 

be observed.  In contrast, band gap PL reports on both the electron and the hole populations at the 

band edge energies of the QDs and its decay is governed by the shorter-lived carrier. The PL signal 

decays in under ten picoseconds,67-68 requiring the use of PL upconversion to monitor its kinetics. 

To obtain accurate hole trapping times using the PL upconversion technique, it is necessary to 

excite the nanocrystals at 440 nm as 400 nm excitation results in kinetics which are artificially 

slow due to carrier cooling.69  

PL upconversion of CdS QD tends to produce kinetics with a low signal-to-noise ratio due 

to the low quantum yield of QD emission. This can be improved by summing the kinetics acquired 

across the entire emission feature if the kinetics do not vary with wavelength. The spectrometer 

used to record upconversion kinetics is designed to spectrally resolve the PL decay by rotating the 

upconversion crystal during data acquisition. To test the spectral dependence of the decay kinetics, 

we performed upconversion with a 400 nm pump and a 420 nm long pass filter. This experiment 

showed no difference in kinetics across the band edge emission feature, aside from the presence 

of an IRF-limited Raman peak at 454 nm. To improve signal to noise and to decrease the amount 

of residual pump being upconverted, in further experiments the crystal was left at a fixed angle 

and the kinetics were averaged across the entire emission feature. An example of the upconversion 

data acquired using this technique are shown in Figure 2.4. The relative signals shown here should 

not be taken as representative of their true intensities as the features on either side of the QD 

emission peak are being attenuated by the limited phase-matching bandwidth of the upconversion 

crystal. 
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Figure 2.4 PL Upconversion spectrum of 440 nm excited QDs collected using a 
spectrograph/CCD camera. The x-axis has been converted from detected wavelength to emission  
wavelength through subtraction of the energy of one photon from the fundamental (12500 cm-1). 
The peaks seen here correspond to 4 features: upconversion of the pump beam generated as a 
fourth harmonic of the idler (1760 nm idler, 440 nm fourth harmonic), upconversion of the sum 
frequency of the fundamental and the signal (1467 nm signal, 518nm SFI), Raman scattering 
from the solvent (~507 nm), and emission from the nanocrystal (centered at 458, but attenuated 
by long pass filter and by the phase matching angle of the crystal).  The nanocrystal spectrum 
was identified by taking a scan of pure solvent, and the crystal angle optimized to maximize this 
feature while minimizing pump related features. © Copyright 2018 American Chemical Society. 

 
A comparison of the decays of the QD PL upconversion signal and the TA bleach signal 

monitored at 454 nm (Figure 2.5) following 440 nm excitation shows that the bleach is 

considerably longer lived than the band gap emission. The TA bleach has a half-life of 14.5 ns. 

The signal from PL upconversion, on the other hand, decays as a single exponential with a lifetime 

of 0.21 ± 0.01 ps.  
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Figure 2.5 (a) PL and TA spectra of CdS QD with no added catalyst. (b) TA (454 nm) and PL 
kinetics (averaged across emission feature shown in Figure 2.4). These kinetics indicate that the 
hole trapping is the limiting process for band edge emission and occurs with a time constant of 
0.21 ± 0.01 ps. © Copyright 2018 American Chemical Society. 

 
As has been previously discussed,70 this drastic difference in timescales allows PL 

upconversion decay to be attributed entirely to changes in the hole population. More specifically, 

the short band-gap PL lifetime of CdS QDs has been ascribed to hole trapping,67 which occurs on 

a sub-picosecond to picosecond timescale in thiol-capped CdS nanocrystals.46, 56, 71-72 Hole 

trapping is ubiquitous, fast, and efficient in CdS QDs with a variety of surface functionalizations, 

including the native organic ligands used in synthesis.67-68 The fast hole trapping dynamics in our 

thiol capped QDs are responsible for their low quantum yield of band gap emission (10-5), and the 

0.21 ps lifetime we measure is consistent with a previously reported radiative lifetime on the order 

of 10 ns.73  
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The hole trapping dynamics are also seen in the TA spectra as a rise in the broadband 

photoinduced absorption (PA) feature to the red of the bleach (Figure 2.6). This signal has been 

shown to rise in on the timescale of hole trapping, allowing us an alternate measurement of hole 

trapping kinetics. The rise kinetics of the PA are 0.2 ± 0.01 ps, while the PL upconversion decays 

with a lifetime of 0.21 ± 0.008 ps. The bleach kinetics are included for comparison, exhibiting an 

instrument limited rise. The kinetics obtained from the upconversion were preferred over the 

results from the PA feature for determining the rate of hole trapping as the coherent artifact in 

methanol lead to difficulty in obtaining consistent fits of this fast-rising feature. 

 
Figure 2.6 (a) TA spectrum collected 1 ns after excitation. Inset: Broadband photoinduced 
absorption (PA) feature. (b) Comparison of PL upconversion decay kinetics of the CdS band 
edge emission compared to the rise of the PA feature in the TA spectra, averaged from 520-650 
nm. Both kinetics are fit to exponentials convoluted with the IRF of their respective experiments 
(fits shown in dashed lines). © Copyright 2018 American Chemical Society. 

 
We next examine how the addition of the WOC impacts excited state dynamics of CdS 

QDs (Figure 2.7). When the catalyst is added in a 10:1 WOC:QD ratio, the kinetics of the TA 

bleach feature do not change in the 2 ps time window in which band gap emission occurs. As 

shown in Figure 2.7b, the change in TA kinetics happens on a much longer timescale and cannot 

lead to significant PL quenching of the band-edge emission. Since there is not an electron process 

fast enough to change the PL lifetime, the quenching seen in Figure 2.3 cannot be due to electron 

or energy transfer. By contrast, upconversion measurements of the band gap PL show a lifetime 
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decrease from 0.210 ± 0.01 ps to 0.180 ± 0.01 ps upon addition of 7 equivalents of the catalyst. 

The decrease of PL lifetime without a correspondingly fast change in electron lifetime indicates 

that the catalyst is causing the quenching through band edge hole transfer. 

 
Figure 2.7 (a) Comparison of electron and hole signals in the presence and absence of catalyst. 
The TA dynamics are unaffected by the presence of catalyst on this timescale, implying that the 
PL dynamics are entirely due to holes. The decrease in PL lifetime from 0.21 ± 0.01 ps to 0.18 ± 
0.01 ps (fits to upconversion data are shown in the figure using solid lines) indicates that hole 
transfer to the catalyst is competitive with the hole trapping process. (b) TA kinetics of the 
bleach feature for the first 50 ps for 0:1 and 10:1 samples. The catalyst does induce a slight 
decay on this time window, possibly recombination following hole transfer to the catalyst as was 
previously hypothesized for the ethyl ester system.35  We disregard this decay in our analysis as 
it is well separated in time from hole transfer. © Copyright 2018 American Chemical Society. 

 
To test whether the lifetimes extracted from fitting our PL upconversion data in Figure 2.7 

are statistically distinguishable, we performed a bootstrap Monte Carlo analysis on the data. This 

method is useful to find errors associated with parameters in nonlinear fit functions through 

resampling of data.47, 74 The resulting distribution of lifetimes for our two samples are shown in 

Figure 2.8. The uncertainties were found to be 0.01 ps for both fits. 1000 resamples were executed 
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for each data set. This analysis confirms that our experiment is sensitive enough to distinguish the 

difference in lifetime between these two samples. 

 
Figure 2.8 Distributions in fitted lifetime obtained through resampling of  0:1 and 7:1 WOC:QD 
mixtures. Histograms were generated from bootstrap Monte Carlo analysis of both data sets 
over 1000 different fits. Gaussian fits to the distributions established a peak of 0.21 ps at 0:1 and 
0.18 ps at 7:1 with standard deviations of 0.01 ps for each. © Copyright 2018 American 
Chemical Society. 

 
While a lifetime change of the band-gap PL indicates competitive hole-transfer from CdS 

QDs to the WOC, the determination of a rate constant requires quantification of the number of 

WOC molecules that are bound per QD. This, in turn, requires varying the WOC concentration. 

We encounter an experimental limitation associated with the instrument response function (IRF) 

of the PL upconversion experiment (Figure 2.7) so that shorter lifetimes that result from increasing 

the WOC:QD ratio would be difficult to distinguish in this experiment. Although the PL lifetime 

changes when catalyst is added, the time resolution of the measurement is insufficient to determine 

the percentage of bound catalysts using the decay kinetics alone. For this reason, we combine the 

result of the CdS QD PL lifetime measurement with PL quenching as a function of WOC:QD ratio 

and develop a model that allows us to extract both a binding equilibrium constant and the hole 

transfer rate constant. 
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2.3.2.  Construction of PL Quenching Model 

Figure 2.3 showed that the change in band gap PL intensity decreases as the WOC:QD 

ratio is increased, with saturation at high ratios. Although there are established methods in the 

nanocrystal literature55 to describe PL quenching with a Langmuir isotherm model when 

quenching is efficient56, 75 or with a competitive charge transfer model when binding is strong,51, 

76, our system presents a challenge because we cannot make either assumption and the binding 

equilibrium and quenching efficiency need to be accounted for simultaneously.77  

We developed a model that combines the effects of chemical equilibrium, competing decay 

pathways and a limited number of surface binding sites as adjustable parameters to fit the PL 

quenching data over a range of WOC concentrations and obtain a per-catalyst hole-transfer rate 

constant. Assuming single exponential decay and hole-transfer kinetics, the quantum efficiency of 

band edge hole-transfer for a quantum dot with n bound catalysts can be modeled with the 

expression shown in  

 
ΦIJ(𝑛) =

𝑛𝑘IJ
𝑘M74N + 𝑛𝑘IJ

=
𝑛(𝑘IJ/𝑘M74N)

1 + 𝑛(𝑘IJ/𝑘M74N)
 (2.2) 

where ktrap is the intrinsic rate of decay of the nanocrystal band edge exciton, dominated by hole 

trapping, and kHT is the rate of hole transfer.  

Due to the large size of nanocrystals, binding of quenchers to nanocrystal surfaces often 

leads to inhomogeneity in the sample where some nanocrystals have many quenchers attached and 

others have relatively few.75, 78 This can be modeled by assuming a distribution in the number of 

quenchers bound per nanocrystal and averaging the quenching model over this distribution. We 

first assume that the effects of the distribution of catalysts per nanocrystal is negligible, and use 

the average value of n, ⟨𝑛⟩, as an approximation for the true behavior of the system 

 
ΦIJ(〈𝑛〉) ≈

〈𝑛〉(𝑘IJ/𝑘M74N)
1 + 〈𝑛〉(𝑘IJ/𝑘M74N)

 (2.3) 
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Equation 2.3 has been used previously for quenching of nanocrystal fluorescence where 

the average number of bound catalysts is known from prior experiments.51 We do not have a direct 

measurement of the average number bound, but instead use a Langmuir adsorption isotherm to 

relate the mixing ratio of catalyst and nanocrystal to the average number of bound catalysts per 

nanocrystal.  

Langmuir binding isotherms have been used frequently in the literature to model the 

binding of many types of substrate to nanocrystal surfaces.7, 76, 79 The Langmuir expression for the 

number of free catalysts as a function of fractional surface coverage is 

 U𝑛V733W =
𝜃

𝐾3Z(1 − 𝜃)
 (1.4) 

where [𝑛V733] is the concentration of free catalysts in solution, θ is the fractional surface coverage, 

and 𝐾3Z is the binding equilibrium constant. Rewriting this in terms of bound catalysts, 

 [𝑛^_6`8] = [𝑛@] − U𝑛V733W = [𝑛@] −
𝜃

𝐾3Z(1 − 𝜃)
 (2.5) 

 

〈𝑛〉 =
[𝑛^_6`8]
[𝑄𝐷] =

[𝑛@] −
𝜃

𝐾3Z(1 − 𝜃)
[𝑄𝐷]  (2.6) 

where [𝑛@] is the initial concentration of catalyst before binding and [𝑄𝐷] is the concentration of 

QDs added. Assuming the same number of binding sites per nanocrystal, θ can be given by 𝜃 =

〈`〉
c

  with N being the total number of binding sites on each nanocrystal. Substituting this in and 

writing the equation in terms of the mixing ratio of catalysts and nanocrystals, R, we obtain 

 

〈𝑛〉 =

[𝑛@] −
⟨𝑛⟩
𝑁

𝐾3Z e1 −
⟨𝑛⟩
𝑁 f

[𝑄𝐷] = 𝑅 −
〈𝑛〉

𝐾3Z[𝑄𝐷](𝑁 − 〈𝑛〉)
 

(2.7) 

This can be solved for 〈𝑛〉  

 

〈𝑛〉 =
g𝑅 + 𝑁 + (𝐾3Z[𝑄𝐷])hij ± lg𝑅 + 𝑁 + (𝐾3Z[𝑄𝐷])hij

#
− 4𝑅𝑁

2  
(2.8) 
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The positive root is discarded as nonphysical (〈𝑛〉 > 𝑅). Our final fit expression is obtained by 

substituting (2.8) into (2.3). 

ΦIJ(〈𝑛〉) =
(𝑘IJ/𝑘M74N)

g𝑅 + 𝑁 + (𝐾3Z[𝑄𝐷])hij − lg𝑅 + 𝑁 + (𝐾3Z[𝑄𝐷])hij
# − 4𝑅𝑁

2

1 + (𝑘IJ/𝑘M74N)
g𝑅 + 𝑁 + (𝐾3Z[𝑄𝐷])hij − lg𝑅 + 𝑁 + (𝐾3Z[𝑄𝐷])hij

# − 4𝑅𝑁
2

 (2.9) 

We now evaluate the assumption made in (2.3) that the eventual functional form is not 

sensitive to the distribution of catalysts on nanocrystal surfaces. If binding events are independent, 

for a nanocrystal with N available binding sites the distribution of bound catalysts follows binomial 

statistics77, 79 

 
𝑃(𝑛) = o𝑁𝑛p e

〈𝑛〉
𝑁 f

`

e1 −
〈𝑛〉
𝑁 f

ch`

 (2.10) 

We may then average over the distribution to find the observed efficiency of hole transfer 

for a solution with 〈𝑛〉 average bound catalysts per QD. 

 
ΦIJ(𝑛) = q

𝑛(𝑘IJ/𝑘M74N)
1 + 𝑛(𝑘IJ/𝑘M74N)

o𝑁𝑛p e
〈𝑛〉
𝑁 f

`

e1 −
〈𝑛〉
𝑁 f

ch`c

rs@

 (2.11) 

We combined (2.8) and (2.11) to produce a fit function accounting for the distribution of 

bound catalysts. 

2.3.3. Quantitative Analysis of Steady State PL 

Having derived expressions for modelling the PL data we have collected, we now use them 

to fit the PL quenching as a function of mixing ratio.  

Figure 2.9 shows the fit of (2.9) to our PL quenching data and the resulting values of N, 

kHT/ktrap, and Keq. In the following paragraphs, each parameter is discussed individually. We also 

performed fits to the data accounting for the distribution with (2.11). The obtained fit parameters 

for N, kHT/ktrap, and Keq changed by 0.6%, 5%, and 8% respectively, implying that the distribution 
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has only a minor impact on the fit. This justifies our use of the averaged model given by (2.9) and 

the fit parameters that it produces.  

 
Figure 2.9 Fractional quenching of band-gap PL as a function of ratio of WOC to QD. The data 
is fit to (2.9) to measure both the competitive quenching and trapping efficiency and Langmuir 
binding equilibrium. © Copyright 2018 American Chemical Society. 

 
Starting with N, fit values indicate that a maximum of 21 ± 4 WOC molecules can bind to 

each QD. To contextualize this number, we estimate the maximum number of catalysts which can 

bind to the surface, limited by the volume near the nanocrystal. We approximate catalysts as 

spheres with a diameter ~1.2 nm, which is the width of a ruthenium-bound terpyridine molecule. 

If we include the length of a fully extended 3-MPA molecule (~0.6 nm), the radius of the quantum 

dot is ~3.3 nm. Therefore, the volume contained within a monolayer of catalysts is approximately: 

𝑉G_`_ = 𝑉uv)D6 − 𝑉uv =
4
3𝜋(2.65	𝑛𝑚 + 0.6	𝑛𝑚)B −

4
3𝜋(2.65	𝑛𝑚)

B = 65	𝑛𝑚B (1.12) 

Using the packing efficiency of spheres (74%) as an estimate, we obtain a value of 48 nm3 

that can be occupied by catalysts. Each spherical catalyst would have a volume of approximately 

0.9 nm3, which implies that a maximum number of 53 catalysts can be bound.  This is somewhat 

similar to our result from PL fitting of 21 bound catalysts, implying that catalyst binding is possibly 

limited by the volume of the bound catalysts rather than charge balance of the surface ligands. The 

measured maximum surface coverage is 40% of the maximum determined in this analysis. This is 

a reasonable surface coverage result, given that maximum surface coverages of up to 56% of the 
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geometric maximum were previously seen for ferrocene derivatives, a complex of similar size, 

covalently tethered to a nanocrystal surface.51  

The observed Keq of 7 ± 0.7 × 105 M-1 suggests that catalysts bind readily to the nanocrystal 

surface; for our PL experiment, 73% of catalysts in solution were bound at a 11:1 mixing ratio 

(half saturation of the PL quenching). This is a large equilibrium constant, comparable to 

ruthenium complexes binding to TiO2 through phosphonate groups80 and an order of magnitude 

larger than viologens adsorbing to the surface of a CdS nanocrystal,75 but several orders of 

magnitude smaller than the Keq observed for alkanethiols adsorbing to a CdSe surface.76 Strong 

binding between the catalyst and nanocrystal is important for the efficiency of hole scavenging. 

This is especially crucial in the catalysis of multi-electron reactions, as the catalyst must reside on 

the surface long enough to complete four charge transfers.  

The large equilibrium binding constant Keq suggests an intimate contact between the donor 

and the acceptor. However, this is not a sufficient condition for efficient hole transfer given the 

fast and efficient hole trapping evidenced by short-lived band-gap PL (Figure 2.5). We therefore 

examine parameters in the model that govern the hole transfer rate to the catalyst. From our fit we 

find a ratio of kHT to ktrap of 0.028 ± 0.004 per catalyst. As ktrap is 4.8 ± 0.3 × 1012 s-1 from our 

upconversion experiments (Figure 2.5), kHT is 1.3 ± 0.2 × 1011 s-1 per WOC. Based on this result, 

it is possible to estimate the rate of PL decay for the 7:1 mixing ratio used in our PL upconversion 

experiment. Under those mixing conditions, the average number of catalysts per nanocrystal is 6.8, 

leading to a hole transfer rate of 9.0 × 1011 s-1, which, when added to the hole trapping rate constant, 

corresponds to a lifetime of 0.18 ± 0.01 ps. Notably, this value is identical to our fitted result from 

the upconversion experiment of 0.18 ps (Figure 2.7), indicating that our model is accurately 

capturing the quenching behavior of both steady state and time-resolved quenching experiments. 
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The maximum achievable hole transfer rate in this system is 2.8 ± 0.6 × 1012 s-1 when the surface 

is saturated with the catalyst. 

 Measurements of hole transfer rate constants from cadmium chalcogenide quantum dots 

are difficult, and are sometimes reported in the literature for systems with an unknown number of 

bound acceptors capable of receiving holes. In cases where acceptor numbers are known, hole 

transfer rates of >3 × 1012 s-1 have been reported, with the largest value found in a system with 50 

bound acceptors.72 For systems where a rate constant was quantified for a 1:1 mixing ratio, values 

range from 4.0 × 106 s-1 to 5.0 × 109 s-1.51, 81-82 For our system, both the 1:1 and the maximum hole 

transfer rate (1.3 × 1011 s-1 and 2.8 × 1012 s-1, respectively) are exceptional in their magnitude, 

enabling productive competition against the sub-picosecond trapping process. These values are 

comparable to a system that exhibits sub-picosecond hole transfer (instrument limited at 300 fs) 

between CdS QDs and phenothiazine (PTZ) molecules that are covalently attached to CdS QDs 

using a dithiocarbamate bridge.72 Those fast rates were attributed to strong electronic coupling 

between the hole donor and acceptor moieties mediated by the dithiocarbamate bridge, as 

evidenced by changes in the QD absorption spectra upon binding of PTZ. Our systems have 

different driving forces for hole transfer and are in different solvents, so a direct comparison 

between parameters relevant for charge transfer rate will not elucidate the reasons for the fast hole 

transfer observed in our system. We do note, however, that we do not observe strong perturbations 

to the QD or WOC absorption spectra upon interaction. This suggests the possibility of a different 

type of electronic coupling, such as super-exchange via ligand orbitals on the WOC, that would 

enable the large value of kHT in our system. Further work is needed to explore this possibility. 

The fast hole transfer from the valence band has significant implications on the design of 

nanocrystal-based systems for water oxidation. For these particular QD/WOC systems, the yield 
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of valence band hole transfer is limited by competition with hole trapping. Despite the favorable 

binding and kHT, hole trapping – under conditions of a single bound catalyst – occurs 37 times 

faster than hole transfer. Assuming independent hole transfer events of identical speed, no transfer 

of trapped holes, negligible back hole-transfer, and recognizing that four oxidations are required 

for turnover during water oxidation, this system would need to absorb ~106 photons to generate a 

single molecule of oxygen. Therefore, the primary way of improving the catalytic viability of this 

system should be decreasing the trapping rate. 

Several methods have been developed to reduce hole trapping based on modifications to 

the surface of the particle. Ligand exchanges have been performed which decrease hole trapping 

rates, even to the limit of trap-free QDs,83  though it is not yet clear whether such methods would 

have deleterious effects on catalyst binding. Other methods decrease the trapping rate for QDs by 

epitaxially growing a semiconductor shell on the particle creating a heterostructure and decreasing 

numbers of surface traps.84-85 The disadvantage of using heterostructure systems lies in their slower 

charge transfer rates due to the shell acting as a tunneling barrier.51, 86 Nevertheless, 

heterostructures have been used successfully for hole transfer and have demonstrated up to a 99% 

hole transfer quantum yield.51 Substituting the CdS QDs in our system with a trap-free QDs or 

heterostructure is a viable systematic handle to decrease the trapping rate. Since hole transfer is 

already so fast and recombination comparatively slow (~60 ns), this could lead to a net gain in 

charge transfer efficiency.  

2.4. Conclusions 

Utilizing a combination of ultrafast and steady-state spectroscopies, we have determined 

the rate constant for hole transfer from a photoexcited CdS nanocrystal to a water oxidation 

catalyst, as well as the equilibrium constant for catalyst binding. The rate of hole transfer is 
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comparable to hole trapping and orders of magnitude faster than electron-hole recombination. In 

this and similar systems, efforts to improve function can now focus on extending hole lifetimes in 

order to approach practical turnover conditions. 
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Chapter 3 The Hole Picture: A Comprehensive Description 
of Carrier Dynamics for Two CdS Quantum Dot/Water 

Oxidation Catalyst Systems 

3.1. Introduction 

Semiconductor nanostructures are a useful model system for the development of solar fuel 

technologies due to their strong light absorption, high surface-to-volume ratios, and tunable ligand 

shells which facilitate coupling to bound co-catalysts.7, 63, 87-88  These properties have enabled the 

study of a variety of light-driven reductive reactions utilizing CdS nanocrystals as 

photosensitizers.5, 23, 26, 29, 46 In these studies sacrificial hole scavengers are added to prevent 

oxidative damage to the semiconductor or ligands following accumulation of holes.19, 21, 89 

Although oxidation of scavengers allows for reductive catalysis to be studied in a controlled 

environment, application of these systems to solar fuel generation schemes will require the 

replacement of these scavengers with catalysts capable of removing holes through water 

oxidation.1 

 Photocatalytic water oxidation presents a number of challenges. Four holes must be 

transferred to a single catalytic active site to achieve turnover.9 Between photoexcitation events, 

electron-hole recombination removes holes from the active site preventing charge accumulation. 

These recombination events must be characterized to aid in electron removal and optimize the 

efficiency of water oxidation. Several mechanistic studies of the competition between charge 

transfer and recombination in reductive systems have been performed,45-47 but comparatively few 

studies of hole transfer and recombination have been undertaken in hole scavenging model 

systems,56 and only initial hole transfer rates determined for water oxidation catalysts.33, 41 
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In this work we use a battery of spectroscopic techniques to fully characterize the excited 

state dynamics in two systems composed of Ru-based water oxidation catalysts (WOC) bound to 

CdS quantum dots (QDs). The first of these systems utilizes a catalyst which has been previously 

demonstrated to accept holes from the photoexcited QD to on a picosecond timescale.41 We 

discover that aside from its fast hole transfer properties, additional dynamics are present which 

allow decay of excited states through electron transfer to bound catalysts. The second system 

utilizes a catalyst with a similar structure, but with a higher LUMO level to prevent electron 

transfer and support our conclusions about the decay pathways of catalyst 1. Both systems show 

favorable dynamics for photocatalytic water oxidation, with the catalytically relevant charge-

separated state existing for 4 orders of magnitude in time. These measurements allow us to evaluate 

potential synergy with reductive co-catalyst partners towards the goal of overall water-splitting. 

3.2. Materials and Methods 

3.2.1. CdS QD Synthesis and Characterization 

CdS QDs were synthesized following the methods described in Chapter 2.41 All 

measurements except PLE were performed using a single synthesis of QDs which was stored under 

argon in a glovebox. The sample used for PLE with catalyst 2 is the same sample previously 

described in Chapter 2, with a diameter of 5.2 nm and a first exciton transition at 450 nm.41 The 

sample used for all other measurements was characterized using UV-visible spectroscopy and 

TEM imaging (Figure 3.1) to have a 452 nm first exciton transition (2.74 eV) corresponding to a 

size of 5.4 nm as determined from published sizing curves.63  
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Figure 3.1 TEM micrograph of CdS QDs. 
 

3.2.2. Ruthenium Catalyst Synthesis and Characterization 

Catalyst 1 was prepared following the methods described in Chapter 2.41 Catalyst 2 was 

synthesized following previously published procedures.11, 90 1H NMR and ESI(+) MS were used 

to confirm the identity and purity of each species. 

3.2.3. Steady-State Spectroscopy (UV-Vis, PL, PLE) 

UV-visible absorption spectra were recorded using a Cary 60 spectrophotometer (Agilent) 

using a Xenon flashlamp as an excitation source and observing samples at room temperature in 10 

mm quartz cuvettes sealed under Ar. Typical concentration was 0.1 μM for these as well as PL 

experiments. PL spectra were obtained under conditions of vigorous stirring at room temperature 

(293 K) using a Fluorolog-3 fluorometer (Horiba) with a 450 W xenon lamp and a Hamamatsu 

R928P PMT. A photodiode reference was used to ratiometrically compensate for fluctuations in 

the lamp intensity. Emission was recorded at 90° relative to the excitation. In experiments where 

the PL was recorded at a wavelengths double the excitation wavelength a 420 nm long pass filter 

was added after the sample to remove the second order diffraction peak. Emission spectra were 
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corrected for wavelength dependence of the instrument response. The steady state absorption of 

each sample was used to compensate for the attenuation of the excitation and emission light as 

described in Chapter 2.41 

PLE Spectra were recorded on a SLM AMINCO 8000C spectrofluorometer which has been 

previously described.57 A fraction of the excitation light was split-off prior to hitting the sample 

and its intensity was monitored using a rhodamine B quantum counter with a Hamamatsu R928 

PMT detector operating at 700 V direct current. The measured emission intensity was corrected 

for the excitation intensity at each wavelength through division by the quantum counter signal, and 

converted to absorbance units using 

 𝐴 ∝ −logi@(1 − 𝐼,-/𝐼u�) (3.1) 
where IPL is the observed signal of the PL and IQC is the observed signal from the quantum counter. 

3.2.4. Cyclic Voltammetry and Spectroelectrochemistry 

Cyclic voltammetry was performed using a previously described apparatus.91 A three-

electrode setup was constructed using a 1.6 mm Pt working electrode, Pt wire counter electrode, 

and 0.01 M Ag/AgNO3 reference electrode. Measurements were made using a CH Instruments 

601C electrochemical analyzer. Analyte solutions of approximately 1 mM were dissolved in 

freshly made solutions of acetonitrile with 0.1 M tetrabutylammonium hexafluorophosphate 

(TBAPF6) supporting electrolyte. Measurements were made following a 5-minute N2 bubbling and 

were referenced to ferrocene as an internal standard. Data were acquired with a scan rate of 100 

mV/s. Conversion from a ferrocene to NHE reference was performed using conversion factors 

from Pavlishchuk and Addison.92 

Spectroelectrochemical results were acquired using a home-built OTTLE cell (optically 

transparent thin-layer electrode) which has been described previously.91 This cell consists of a 

transparent platinum mesh working electrode, a platinum wire auxiliary electrode, and a 0.01 M 
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Ag/AgNO3 in acetonitrile reference electrode. The three-electrode cell was constructed in a 2 mm 

thick cuvette with 0.1 M TBAPF6. Analyte was added to bring the solution to an absorbance of 0.1 

at the lowest MLCT transition and the cell was bubbled with N2 for 5 minutes prior to data 

collection.  

3.2.5. Visible TA Spectroscopy 

The complete experimental set-up for TA measurements is described in Tseng et al.35 2 

µM solutions of CdS QDs were sealed under Ar in 2 mm quartz cuvettes at room temperature (293 

K). The solutions were stirred continuously with a magnetic stirrer. The depolarized pump beam 

had a beam waist of ~240 µm, pulse duration of ~150 fs and pulse energy of 30 nJ per pulse for 

the 440 nm excitation of the QDs. The pump powers in all cases were chosen such that the TA 

decay kinetics were independent of pump power (<0.3 excitations per QD). 

3.2.6. NIR TA Spectroscopy 

NIR TA spectroscopy was performed using a Helios spectrometer (Ultrafast Systems, 

LLC) utilizing an InGaAs detector and coupled to the same laser and OPA used in visible TA 

spectroscopy and PL upconversion. The pump beam for NIR TA is depolarized, chopped at 500 

Hz, and focused into the sample in a 200 μm FWHM spot. Pump power was attenuated using 

neutral density filters to keep the excitation density below 0.3 excitations per QD. To produce the 

NIR probe, a small amount (~2 nJ/pulse) of 800 nm fundamental from the laser was directed into 

the system and delayed by up to 8 ns. This 800 nm fundamental was focused into a thick sapphire 

plate generating a probe continuum (950-1600 nm) which is focused into the sample. The probe 

beam is overlapped in the sample with the pump beam, collimated, and filtered to remove the 

visible continuum and fundamental. The probe is finally focused into a fiber coupled spectrograph 

and detector synchronized to the repetition rate of the laser. Samples were made at a concentration 
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of 2 μM QDs and were stirred continuously during acquisition. The IRF was measured by replacing 

the sample with a glass slide and recording the duration of optical Kerr effect signal in the medium 

(FWHM=0.35 ps). 

To measure the hole kinetics the NIR TA signal was averaged from 1350 nm to 1450 nm. 

This signal is known to contain contributions from both the valence band hole and conduction 

band electron, but since the conduction band electron population is static on this timescale these 

kinetics can be numerically removed through addition of a y-offset to the decay function. 

3.2.7. PL Upconversion Spectroscopy 

PL upconversion was performed using a Halcyone Spectrometer as described in Chapter 

2.41 Samples containing 2 μM QDs in methanol were prepared in sealed 2 mm cuvettes under 

argon. Excitation was performed at 440 nm, and the pulse energy attenuated using ND filters to 

prevent multiple excitation events within a single QD (~1 nJ). Samples were stirred continuously 

during data collection. 

3.2.8. TCSPC and TRES Spectroscopy 

Time-Correlated Single Photon Counting (TCSPC) was performed using a DeltaFlex 

system (Horiba) equipped with a 402 nm pulsed diode laser excitation source. The vertically 

polarized laser beam was focused into  the sample. Emission from the sample was collected at 90° 

from excitation, collimated and directed into a monochromator coupled to a PMT. The emission 

was tested for anisotropy effects using a polarizer placed before the monochromator, but none 

were observed upon changing the polarization. An IRF was measured at 402 nm with a dilute 

solution of silica and found to have a 220 ps FWHM for a 100 ns time window. 

In a typical experiment a 0.2 μM solution of QDs was sealed in a 10 mm cuvette under Ar 

and placed in the sample chamber. Samples were continuously stirred and maintained at 293 K 
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using a recirculating water bath. Excitation was performed at 500 kHz for 100 ns time windows 

and 100 kHz for 6.8 μs time windows. Data acquisition lasted from 5 to 15 minutes at a single 

wavelength with a monochromator bandpass of 12 nm. UV-Visible spectroscopy showed no signs 

of sample degradation over the course of the experiment. 

For Time-Resolved Emission Scans (TRES) samples were produced identically as other 

TCSPC experiments.  Scans were carried out for fixed durations at each wavelength (typically 15 

minutes/decay for a 100 ns time window) with a 12 nm bandpass, with scans taken every 30 nm. 

Spectra were corrected for detector sensitivity between 500 nm and 800 nm using the NIST 

standard reference material SRM 2943. 

3.3. Results and Discussion 

The systems under investigation consist of CdS QDs in solution with one of two Ru-based 

water oxidation catalysts with similar structures but distinct energetics. The QDs have a first 

exciton transition at 452 nm, a diameter of 5.4 nm, and are ligand exchanged to have polar 3-

mercaptopropionate (3-MPA) surface ligands to facilitate interaction with the catalysts. Catalyst 

1, [Ru(dmcbpy)(tpy)Cl]PF6 (dmcbpy = 4,4¢-dimethylcarboxylate-2,2¢-bipyridine, tpy = 2,2¢:6¢,2¢¢-

terpyridine), has previously been shown to quickly accept photoexcited holes from CdS QDs with 

efficiency limited by trapping of holes to the QD surface.41 Catalyst 2 [Ru(bpy)(tpy)Cl]PF6 

(bpy=2,2¢-bipyridine) is a very commonly studied mononuclear WOC with a similar structure to 

catalyst 1.11 The two catalysts have distinct energy levels, with catalyst 1 having both HOMO and 

LUMO levels at a lower electrochemical potential. The redox potentials of both catalysts and the 

nanocrystal are shown in figure 2a, showing that both catalysts have substantial driving force to 

accept holes from the photoexcited nanocrystal. The band potentials of the QD were estimated 

using the Brus Equation, as described in Chapter 2,41 while the HOMO and LUMO potentials of 
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the catalysts were measured using cyclic voltammetry. The measured catalyst orbital energies 

showed superb agreement with those reported in the literature for catalyst 2 and the ethyl-ester 

analogue of catalyst 1.11  

 
Figure 3.2 (a) Band potentials of CdS QD and redox potentials of catalyst 1 and 2. (b) UV-Vis 
spectra of CdS QD and both catalysts. (c) PL spectra of CdS QD (0.07 μM), catalyst 1 (5 μM), 
and catalyst 2 (11 μM). The QD sample was excited at 360 nm, and catalysts 1 and 2 were 
excited at their respective MLCT maxima. 

Figure 3.2b shows the absorption spectra of the two catalysts and the QDs. The QD 

absorption spectra show the characteristic transitions of CdS QDs including a first exciton peak at 

452 nm. This spectrum corresponds to QDs with a narrow size distribution centered around 5.4 

nm, consistent with what is seen through TEM imaging (Figure 3.1). Catalyst 1 exhibits a MLCT 

transition with a peak at 518 nm (ε=16,000),41 while the MLCT transition for catalyst 2 peaks at 

496 nm (ε=10,000).93 Upon mixing either catalyst with the QDs the UV-Vis spectrum does not 

undergo any strong changes, appearing to be a superposition of the two components. 

The PL spectra of samples are shown in Figure 3.2c. The QD fluorescence consists of a 

band edge emission and a trap emission feature. Band edge emission is peaked around 463 nm and 

occurs through radiative recombination of a valence band hole and conduction band electron. The 

trap emission is broader and centered around 729 nm. This feature is ascribed to multiple types of 

carrier recombination,94 although the primary component at the emission maximum is believed to 
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be due to recombination between a trapped hole and band edge electron.35, 45, 95 The emission 

spectrum of catalyst 1 has an emission feature which is far to the red and too weak for our 

instrument to adequately characterize. Catalyst 2 has a weak but detectable emission feature at 736 

nm which has been ascribed to phosphorescence from a metal-to-ligand charge transfer (MLCT) 

state.96 This peak is much narrower than the nanocrystal trap emission, with a full width at half 

maximum of 93 nm for the catalyst feature compared to 189 for the trap emission. 

In Chapter 2, catalyst 1 was shown to have a hole transfer rate constant of 1.3 × 1011 s-1 per 

catalyst and hole transfer was shown to have efficiency limited by competition with hole 

trapping.41 Building upon this work we will now attempt to discern the decay pathways which 

return the excited system to the ground state. Modelling these later processes is especially 

challenging due to the different decay pathways available depending on if the hole was trapped or 

transferred on the picosecond timescale. We designate these two populations the trapped-hole 

population and the direct hole transfer population. Our approach in identifying both the decay 

pathway, and the population undergoing decay involves a combination of time-resolved and steady 

state spectroscopies. We will begin by studying the steady state quenching and time-resolved 

quenching kinetics of the trap emission by catalyst 1. This will allow us to isolate the kinetics of 

the trapped hole population. We will then examine the TA which contains signatures of both 

trapped hole and direct hole transfer populations and facilitates identification of the carriers 

involved in decay pathways to the ground state. This will allow us to produce a full kinetic model 

of decay described at the end of section 3.3.4. Finally, we will perform a similar analysis on 

catalyst 2/QD mixtures to better understand how the catalyst structure and energetics influence the 

overall kinetic scheme. 
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3.3.1. Steady-State QD PL Quenching by Catalyst 1 

We first perform PL quenching experiments to observe catalyst binding and charge 

transfer. Upon mixing with catalyst 1, both band edge and trap emission are quenched as shown 

in Figure 3.3a. The quenching was calculated from the peak intensity at each ratio using the 

equation 

 
Δ𝐼
𝐼@
= 1 − 𝐼Z/𝐼@ (3.2) 

where I0 is the intensity of the unquenched emission and Iq is the intensity of the quenched 

emission. Intensity of the band edge emission was calculated by fitting the spectral feature to a 

gaussian and taking the gaussian amplitude as a proxy for intensity. The trap emission intensity 

was measured directly from the spectrum at 620 nm. Both features were quenched more strongly 

at higher ratios of catalyst 1/QD, approaching limiting values at high ratios as shown in Figure 

3.3b. The trap emission exhibits stronger quenching than the band edge emission at all ratios. 

 

Figure 3.3 (a) Steady state PL quenching of CdS QD, by catalyst 1. The ratios indicated are 
catalyst 1:QD. The weak solvent background fluorescence has been subtracted from each PL 
scan. (b) Quenching of band edge and trap PL by catalyst 1 fit to a model accounting for catalyst 
binding and charge transfer efficiency. Quenching of the band edge emission was measured from 
(a) by spectrally fitting of the band edge emission feature, whereas quenching of the trap 
emission was directly determined by the intensity at 620 nm. 

The quenching of the QD band edge emission by catalyst 1 is due to valence band hole 

transfer in competition with hole trapping, as described in Chapter 2.41 The process leading to trap 
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emission quenching has not yet been studied in this system. Strong trap and band edge emission 

quenching has previously been observed in studies of WOCs bound to CdS nanorods.33, 35 In both 

of these reports quenching of the two emission features was attributed to hole transfer from both 

the band edge and trap states. In both of these reports, quenching data were modeled using 

Langmuir adsorption isotherms and not used to extract dynamics of hole transfer from the trap 

state as we have previously done with the band edge emission quenching.41   

In Chapter 2 the band edge emission quenching of CdS with catalyst 1 was described using 

a function which accounts for the effects of catalyst binding and competitive hole trapping in this 

quenching system.41 Since this model determined an equilibrium constant for binding as well as a 

maximum number of catalysts that bind to the surface of the nanocrystal these parameters can be 

used in modelling the quenching of trap emission. Although this and other similar models77, 97 have 

successfully fit the quenching of a single emission feature, they have not yet needed to account for 

the sequential quenching of both trap and band edge states. We now modify this model to 

simultaneously fit both CdS emission features. 

The equation used for fitting quenching of the band edge emission is given by 

Φ��i(R) =
	(k��i k��⁄ ) �oR + N + gK��[QD]j

hi
p − lgR + N + (K��[QD])hij

# − 4RN�

2 + (k��i k��⁄ )	�oR + N + gK��[QD]j
hi
p − loR + N + gK��[QD]j

hi
p
#
− 4RN�

				 (3.3) 

where ΦIJi(R) is the efficiency of valence band hole transfer, R is the mixing ratio, kHT1/ktr is the 

ratio of hole transfer and hole trapping rate constants, N is the maximum number of catalysts which 

may bind to the surface, Keq is the equilibrium constant for Langmuir binding, and [QD] is the 

concentration of QDs. This model is still suitable to fit the band edge PL shown in Figure 3.3b but 

cannot be used to characterize the quenching of the trap emission due to the competition between 

hole transfer and trapping.  
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The intensity of trap emission follows the relationship 

 I���� ∝ Φ��������Φ�� (3.4) 
where Itrap is the measured intensity of trap emission, Φ��������  is the quantum efficiency of 

trapping, and Φ�G is the quantum efficiency of trap emission. Φ�G is near unity for 3-MPA coated 

CdS QDs, but changes upon addition of catalyst 

 ΦJ74NN�`� = (1 − ΦIJi(𝑅)) (3.5) 
We convert this expression from an emission measurement to a quenching one using the 

same expression used in the derivation of (3.3) 

 

Φ_^5(𝑅) =
𝐼J74N(0) − 𝐼(𝑅)

𝐼J74N(0)

=
𝑃@g1 − ΦIJi(0)jΦ��(0) − 𝑃@g1 − ΦIJi(𝑅)jΦ��(𝑅)

𝑃@g1 − ΦIJi(0)jΦ��(0)

=
Φ��(0) − g1 − ΦIJi(𝑅)jΦ��(𝑅)

Φ��(0)
 

 

 = 1 − g1 − ΦIJi(𝑅)j
Φ��(𝑅)
Φ��(0)

 (3.6) 

Here we use radiative and nonradiative decay pathways characterized by individual rate 

constants to express the quantum yield of emission 

 Φ�G(𝑅) =
𝑘7

𝑘7 + 𝑘`7 + 𝑘#⟨𝑛⟩
 (3.7) 

where kr is the radiative rate constant, knr is the non-radiative rate constant, ⟨𝑛⟩ is the average 

number of bound catalysts per nanocrystal, and k2 is the per-catalyst quenching rate constant for 

the process which is quenching trap emission. In this model all variables with the exception of ⟨𝑛⟩  

are assumed to be independent of R. Before proceeding, we note that the rate constants in (3.7) are 

only valid descriptors for single-exponential decay processes. Trap emission is typically a highly-

distributed  multiexponential process,45, 94, 98 meaning that the rate constants used in modelling the 

trap emission decay are approximations to the time-dependent rates which determine the overall 

emission yield.99 
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Combining (3.6) and (3.7) simplifies our quenching expression to  

 1 − g1 − ΦIJi(𝑅)j
Φ��(𝑅)
Φ��(0)

= 1 − g1 − ΦIJi(𝑅)j
𝑘7 + 𝑘`7

𝑘7 + 𝑘`7 + 𝑘#⟨𝑛⟩
= 1 − g1 − ΦIJi(𝑅)jg1 − Φ#(𝑅)j 

 

 = ΦIJi(𝑅) + Φ#(𝑅) − ΦIJi(𝑅)Φ#(𝑅)  
 = ΦIJi(𝑅) + (1 − ΦIJi(𝑅))Φ#(𝑅) (3.8) 

where Φ#(𝑅) is the efficiency of trap emission quenching from the trap state. The expression has 

a simple interpretation in its final form: The fraction of the population which underwent hole 

transfer (given by ΦIJi) has 100% efficient trap emission quenching, while the remainder of the 

population has a quenching efficiency given by Φ#(𝑅). As this quenching efficiency is now acting 

solely on the trapped hole population, we express Φ#(𝑅) using (3.3) to produce our quenching 

model 

Φ� ¡(R) = Φ��i(R) +	
(1 −Φ��i(R))	(k# k@⁄ )¢gR + N+ (K��[QD])hij −lgR + N+ (K��[QD])hij

# − 4RN£

2 + (k# k@⁄ )	¢gR + N+ (K��[QD])hij − lgR + N+ (K��[QD])hij
# − 4RN£

 (3.9) 

Having derived models to fit quenching from either emission feature we apply equations 

(3.3) and (3.9) to fit the quenching of the band edge and trap emission as shown in Figure 3.3b. 

The catalyst binding to the QD surface is described in this model by N (the maximum number of 

catalysts which may bind to the surface) and Keq (the equilibrium constant for Langmuir binding). 

These parameters should be identical for quenching of both emission features by catalyst 1, as they 

are determined by the thermodynamics of catalyst binding and not the nature of the excited state. 

The two emission features correspond to two different electronic states, so we allow for two 

different quenching efficiency parameters kHT1/ktr and k2/k0. To our knowledge, this is the first 

report of simultaneous fitting of both nanocrystal emission features with a single set of binding 

parameters. 

The binding parameters found by globally fitting the trap and band edge quenching of 

catalyst 1 give N=23 ± 10 and Keq=1.2 ± 0.4 × 106 M-1, while the quenching efficiency parameters 
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are kHT1/ktr=0.045 ± 0.027 and k2/k0=0.073 ± 0.04. The quenching results for the band edge are 

within error of the values found in the previous report, although the uncertainty for each value is 

significantly larger.41 This uncertainty is caused by greater noise in the data, which is a biproduct 

of lower sample concentrations and using a fluorometer with a higher noise floor for these 

measurements. 

The fit parameters obtained from this data are within error of those measured in the 

previous report, but the quenching of the band edge is clearly different upon inspection of the data. 

This difference is manifested in the asymptotic behavior of the quenching at high catalyst loading, 

which approaches 51% in Figure 3.3b while the maximum achievable quenching reported in 

Chapter 2 was 37%.41 This change could be explained by changes to either N or kHT1/ktr, but not 

by changes in Keq as in the high ratio limit every site is occupied regardless of the equilibrium 

constant. The value of N from the fit (N=23) was almost unchanged from the value found in 

Chapter 2 (N=21).  The difference then is likely due to a change in kHT1/ktr between samples, 

indicating faster hole transfer or slower hole trapping for this sample. To evaluate this, we 

measured the hole trapping rate ktr for a CdS sample using PL upconversion, visible TA, and NIR 

TA. These techniques have each been used previously to measure the hole trapping time in 

cadmium chalcogenide nanocrystals.41, 66, 100-101 Using all three techniques provides further 

confidence that we have a value which is reflective of the hole trapping time without interference 

from other kinetic factors. The value for hole trapping we obtained from fitting these data was 

0.320 ± 0.015 ps, or a rate of 3.1 ± 0.3 × 1012 s-1. Combining this with our value of kHT1/ktr results 

in a kHT1 value of 1.4 ± 0.86 × 1011 s-1. This value is consistent with our previously observed value 

of 1.3 ± 0.2 × 1011 s-1,  meaning that the stronger band-edge quenching observed here is entirely 

due to changes in the trapping time.  
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Figure 3.4 Hole trapping time constant measurement from PL upconversion, NIR TA, and TA of 
the broadband photoinduced absorption (PA) feature. All scans were obtained using a 440 nm 
excitation wavelength. PL upconversion kinetics were averaged across the observable emission 
feature (460-480 nm) and fit to a single exponential convoluted with the instrument response 
function (IRF). The PA feature was averaged from 550-700 and fit with an exponential rise 
convoluted with the IRF. The NIR TA feature was averaged from 1350-1450 and fit to a single 
exponential with a y-offset convoluted with the IRF. 

Fitting of the trap emission gives a value of k2/k0 of 0.073 ± 0.04, which corresponds to a 

maximum achievable trap quenching of 63% upon saturation of the surface with CdS QDs. When 

combined with the static quenching contribution of the band edge, we find the maximum 

quenching as the asymptotic behavior of equation (3.9) 

 Φ_^5(∞) = 0.51 + (1 − 0.51) ×
𝑘# 𝑘@⁄ 𝑁G4¥

1 + 𝑘# 𝑘@⁄ 𝑁G4¥
= 0.51 + 0.51 × 0.63 (3.10) 

which results in 83% total quenching of the trap emission, as reflected in Figure 3.3b. 

Although k2/k0 proves to be a useful parameter for fitting the trap emission, the meaning 

of this quantity is unclear from the quenching experiment. More information on the decay of trap 

emission and the timescale of emission quenching by the catalyst is required to determine the 

physical process which leads to k2 quenching and the implications of this quenching for catalysis. 

We now turn to time-resolved PL measurements to further characterize decay through the trapped-

hole pathway. 
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3.3.2. TCSPC Kinetics of Catalyst 1 

As PL reflects the process of two-carrier radiative recombination, its dynamics are 

determined by the shorter-lived carrier, either the electron or the hole. CdS QDs with 3-MPA 

ligands, the decay of the band edge emission is instrument limited in TCSPC due to sub-

picosecond hole trapping.  The lifetime of the trap emission feature is much longer, and TCSPC 

has been used previously to study trapped hole dynamics in several cadmium chalcogenide 

nanostructures.45, 94, 102-103  

The spectra and kinetics of trap emission from cadmium chalcogenide nanostructures are 

subjects of active research94, 102, 104-106 and both must be carefully characterized for CdS QDs before 

interpretation of the quenched data. To do so we performed a time-resolved emission scan (TRES) 

of the QD trap emission by measuring the kinetics of emission at 30 nm intervals across the 

emission spectrum.  This generates a 2-dimensional array containing spectral and kinetic 

information of the trap emission decay. To examine the spectral evolution of the trap emission for 

QDs, the dataset was binned into logarithmically spaced time intervals and averaged, resulting in 

the spectra shown in Figure 3.5a. The emission begins with a strong and broad feature which 

appears to both decay and shift in the first 5-10 nanoseconds of observation. This behavior is not 

novel, and has been assigned to several different root causes, including emission from both 

electron and hole traps,94 and diffusion of holes from high to low energy trap states.107  
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Figure 3.5 (a) TRES of CdS QD showing shifting and narrowing occurring during decay. The 
spectra shown here were rebinned from linearly spaced time-points (26 ps/bin) to the times 
indicated in the legend and normalized to the peak. (b) Kinetics of the trap emission at 590 nm 
and 710 compared to the amplitude of a gaussian spectral global fit. 

The spectral dynamics observed in the TRES of the trap emission may lead to wavelength 

specific quenching of the steady-state emission, depending on the mechanism of spectral shifting 

and timescale of quenching.  For example, addition of a quenching pathway with kinetics slower 

than the spectral shifting would lead to preferential quenching of the red-shifted emission and 

result in a blue shift of the steady state spectrum at all mixing ratios. In Figure 3.3 there is not a 

significant shift of the trap emission upon addition of quencher, leading us to conclude that the QD 

spectral dynamics observed in TCSPC are of secondary importance for understanding the 

quenching mechanism. It is therefore desirable to separate the kinetics of the electron-hole 

recombination from those due to spectral shifting. To achieve this, we performed a spectral global 

fit of the complete TRES data set to a single gaussian peak at each time point using the function 

 𝐼(𝜆, 𝑡) = 𝐴(𝑡) × exp	(−
g𝜆 − 𝜆@(𝑡)j

#

𝑤(𝑡)# ) (3.11) 

where t is time, l is the wavelength, A(t) is the amplitude, l0(t) is the center wavelength of the 

spectrum, and w(t) is the width of the feature. By fitting these data, we were able to observe how 

the amplitude A(t) of the peak changed over the course of the PL decay. The results of this fit are 

included in Figure 3.5b. The trap emission amplitude exhibits nearly identical kinetics to those 

observed at 710 nm. We note this as a useful observation which can be leveraged to extract the 

decay of the entire trap emission feature in a single, rapid TCSPC experiment rather than through 

acquisition of the whole spectrum.  

Figure 3.6 shows change in the decay kinetics of the trap PL amplitude upon addition of 

catalyst 1. Catalyst quenching leads to faster trap emission decay at early times, after which the 

kinetics match those of the CdS QDs. This represents a more complex quenching behavior than 
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observed in quenching of the band edge emission.41 The lack of quenching following the initial 

decay suggests that the quenching is limited by some internal process, such as a population transfer 

between a quenched and unquenched emissive state. 

  
Figure 3.6 Kinetics of trap emission from samples containing QDs and a 25:1 ratio of catalyst 
1/QD. Kinetics have been normalized to highlight their similarity at late times. The data are fit to 
multiexponential decay functions convoluted with the TCSPC IRF. 

The TCSPC and steady state results suggest that quenching of QD emission by catalyst 1 

occurs on a sub-nanosecond timescale with the quenching efficiency increasing at higher catalyst 

loadings. The majority of quenching appears to occur in the first nanoseconds of decay, after which 

the kinetics resemble those of CdS QDs without catalyst. Having determined the timescale of 

quenching, it is now important to identify the carriers which are affected by addition of catalyst 1. 

To resolve the process involved in PL quenching we will compare these kinetics to TA kinetics. 

3.3.3. TA Spectra and Kinetics of CdS + Catalyst 1 

We utilize TA to examine the effects of these catalysts on the QD conduction band electron 

lifetime. The bleach signal of the first exciton peak of the QD is a direct reporter of electron 

population in the conduction band, making TA a reliable technique to directly measure electron 

kinetics.39 Because of this strong electron signal, TA can be used in conjunction with TCSPC to 

separate hole and electron dynamics for cadmium chalcogenide nanocrystals.45, 52 TA can also be 

used to study the excited state behavior of ruthenium-based catalysts.108 The absorption spectrum 
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of ruthenium complexes are impacted by the oxidation state which allows for direct observation 

of photoinduced charge transfer.11, 33, 91, 109  

To aid in our interpretation of the TA spectra with catalyst 1 present, we begin by 

characterizing changes in the catalyst absorption features due to oxidation or reduction using 

spectroelectrochemistry. This experiment allows us to observe changes in the catalyst absorption 

spectrum upon creation of the one electron oxidized or reduced species, as shown in Figure 3.7. 

Upon applying a 1.4 V potential to the sample cell we observed changes due to oxidation of the 

ruthenium complex.  In the visible region of the spectrum, the primary effect was a bleaching of 

the MLCT transition. The spectrum obtained through reductive spectroelectrochemistry at -1.0 V 

was distinct from the oxidative spectrum.  Reduction leads to broadening of the MLCT transition 

with isosbestic points at 514 and 546 nm. The changes following either reduction or oxidation of 

catalyst 1 resemble those reported previously for other ruthenium polypyridine complexes.11, 91 

Photoinduced charge transfer from the QD to catalyst 1 should contain spectral signatures similar 

to Figure 3.7c as well as contributions from the excited QD.  

 
Figure 3.7 (a) Oxidative spectroelectrochemistry of catalyst 1 in acetonitrile. Blue spectra are 
the initially acquired spectra and yellow are following over time following application of a 1.4 V 
potential vs NHE. (b) Reductive spectroelectrochemistry of catalyst 1. Blue spectra are the 
initially acquired spectra and yellow are following application of a -1.0 V potential vs NHE. (c) 
Difference spectra following reduction or oxidation, showing the relative change in absorbance 
features. 
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We turn now to TA on the QD and catalyst 1/QD mixtures shown in Figure 3.8. The TA 

spectrum of the nanocrystal following excitation at 440 nm exhibits a strong bleach of the first 

band edge transition combined with a broad and weak photoinduced absorption feature from 500 

to 700 nm. These features are well known to originate from conduction band electrons and trapped 

holes, respectively and strongly resemble the TA spectra of CdS QD obtained in Chapter 2.39, 41, 

75, 110 Addition of catalyst 1 leads to the appearance of several new features in the TA spectra. A 

bleach feature appears in the picosecond spectra of the catalyst/nanocrystal mixture at the 

wavelengths of the lowest energy MLCT transition of the catalyst. This spectrum was a reasonable 

match to the changes observed in the oxidative spectroelectrochemistry of the catalyst, suggesting 

that the bleach in the picosecond TA spectrum of samples containing catalyst is partially due to 

the oxidation of the catalysts with photoexcited holes from the CdS valence band. It must be noted 

however that direct photoexcitation of the catalyst MLCT produces a similar looking spectrum. 

 
Figure 3.8 (a) TA spectra of CdS QD and 25:1 catalyst 1/QD in two time windows. The 
picosecond spectra are averaged from 10 to 20 ps while the nanosecond spectrum was taken by 
averaging TA spectra from 20 to 500 ns. Inset: Zoom-in view of (a), showing the changes in the 
region of the catalyst MLCT absorption.  (b) TA kinetics of the QD bleach showing faster decay 
upon addition of catalyst 1. All kinetics were taken at 456 nm. 

At later times another spectral feature grew in during the decay of the nanocrystal bleach 

in samples containing catalyst 1. This feature persisted for microseconds, much longer than any 

signal present in QD samples. This long-lived feature resembles two gaussian derivatives with 
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zero crossings at 456 and 544 nm. The latter wavelength is very close to one of the zero crossing 

points observed in the reductive spectroelectrochemistry of catalyst 1, suggesting that the late time 

TA spectrum of the catalyst 1/QD mixture contains signals of a reduced catalyst. The other 

derivative like feature in the TA spectrum occurs near the 1S maximum of the QDs. Similar 

derivative-like features have been reported for CdS nanorods following electron transfer and are 

attributed to a stark shift of the 1S transition by the reduced electron acceptor.110 Taken together, 

this suggests that the TA spectrum of the catalyst 1/QD mixture at later times is due to electron 

transfer from the conduction band to catalyst 1.110  

Having described the spectral features of the TA data we now examine the TA kinetics. 

Figure 3.8b shows nanocrystal band edge bleach kinetics reported at 456 nm. This wavelength was 

chosen as an isosbestic point of the nanosecond spectra with catalyst 1 to remove kinetics of the 

derivative feature. Upon addition of catalyst 1 to solution the decay of the band edge electron 

accelerates, a trend also seen in the analogous CdS NR-ethyl ester catalyst system.35 The timescale 

of this decay indicates the creation of a new electron transfer or recombination process on the same 

timescale seen in the TCSPC decay of catalyst 1/QD samples. 

We find that the late-time feature observed in the spectra appears to rise on the same 

timescale in which the band edge begins to decay. This is seen more clearly when the kinetic signal 

from the late-times feature is averaged between 540 and 600 nm, the positive peak seen in Figure 

3.8. The kinetics of its rise are similar to the initial decay of the band edge bleach as shown in 

Figure 3.9.  
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Figure 3.9 Rise of the TA signal of the reduced catalyst (averaged from 540-660 nm) and decay 
of the band edge electron signal (456 nm) 

The spectral signatures of a reduced catalyst combined with the observation that this feature 

rises in with the decay of the QD bleach strongly suggest that electron transfer to the catalyst is a 

dominant decay pathway for the photoexcited electron. Using a combination of fitting and analysis 

of the kinetic data, we will now determine the impact of this pathway on the kinetics of the TCSPC 

and construct a kinetic model to describe the sum total of decay processes in the system.  

3.3.4. Summary and Construction of Kinetic Model for CdS Catalyst 1/QD 

We will begin combining our observations from absorption and PL data by comparing the 

kinetics of CdS PL and TA decay from Figure 3.6 and Figure 3.8.  Decay of both trap emission 

and the QD bleach can be fit using a multiexponential decay function convoluted with the 

instrument response function 

 𝐼(𝑡) = 𝐼𝑅𝐹⨂q𝑎�exp	(−
𝑡
𝜏�
)

`

�si

 (3.12) 

with time constants given in Table 1.  The TA bleach decays more slowly than the trap emission 

for the initial part of the decay, but the kinetics of the two measurements match following this 

initial process as shown in Figure 3.10. The match between TA and trap PL kinetics at later times 

leads us to conclude the kinetics at these times are due to recombination of the trapped hole with 
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a conduction band electron. The origin of the faster decay in the TA and TCSPC is less clear. Prior 

work has assigned this initial decay to hole transfer from surface traps to bound thiol ligands.45 

 
Figure 3.10 TCSPC (710 nm), smoothed TCSPC data, and TA kinetics (456 nm) of CdS QDs, 
normalized to highlight the similarity of the decay at late times.  

Table 1 Fit parameters from multiexponential fits to TA and TCSPC kinetic data 

 CdS TCSPC CdS TA 25:1 TCSPC 25:1 TA 
a1 0.55±0.025 0.14±0.007 0.60±0.012 0.54±0.013 

τ1 (ns) 1.00±0.075 1.00±0.078 0.46±0.02 0.64±0.024 
a2 0.33±0.025 0.37±0.040 0.29±0.010 0.45±0.013 

τ2 (ns) 4.9±0.383 14.2±1.5 3.3±0.125 5.55±0.18 
a3 0.124±0.005 0.49±0.045 0.099±0.002 — 

τ3 (ns) 50±2.3 53.1±3.5 39.4±0.934 — 
Electron transfer may or may not cause quenching of the trap emission depending on 

whether it primarily occurred in the population with a trapped hole or a transferred hole. If the 

change in decay time in the TCSPC decay is similar to the electron transfer time in the TA decay, 

that will be a strong indication that the process is identical. The distinct TA and TCSPC decays 

mean that direct comparison of the kinetics will not work, and that the process must be considered 

individually for each measurement before comparison. 

We will begin by estimating the order of magnitude of k2 and k0 from the TA decay, 

assuming that k2 corresponds to electron tr. The lifetime of the initial TA decay is 0.64 ± 0.024 ns. 

This produces an upper bound of (k2 × <N>) ≤ 1.6 ± 0.06 × 109 s-1, where <N> is the number of 

bound catalysts. Using the equilibrium constants calculated from the quenching experiments, we 
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estimate that 22 ± 9 catalysts are bound in the TA experiment with catalyst 1. This means that k2 

≤ 7.1 ± 3 × 107 s-1 per catalyst bound. The quenching model we used earlier found a value of k2/k0 

of 0.073 ± 0.04 per catalyst for the trap emission quenching. Treating the quenching of trap 

emission as a simple competition between single exponential processes with time constants k2 and 

k0, this implies that k0 ≤ 1 ± 0.6 × 109 s-1. This number matches the fastest decay component 

observed in the QD TA and TCSPC although the uncertainty is relatively large. We had previously 

observed that the trap emission quenching in TCSPC had a substantial effect for the initial few 

nanoseconds of decay, after which the kinetics matched. The value of k0 occurring on this 

timescale independent of our TCSPC observations suggests that the process which is depletes the 

trap emission on a nanosecond timescale is also in some way limiting electron transfer from 

nanocrystal to catalyst. 

Having isolated the timescale of k0, we now determine if the timescale of k2 measured in 

TA matches the lifetime shortening of TCSPC.  At the concentration used for the 25:1 TCSPC 

Sample, 16 ± 5 catalysts are bound per nanocrystal. Using the value for k2 calculated from the TA 

data, we would expect this to result in an additional decay component with a rate (k2×<N> )≤ 1.2 

± 0.6 × 109 s -1. This decay competes with the decay k0, resulting in a total decay constant of 2.2 ± 

0.9 × 109 s-1. This results in a time constant of 0.46 ns, which is an excellent match to what was 

observed in the TCSPC measurement.  This leads us to conclude that the quenching of the trap 

emission is indeed due to electron transfer. 

Previous reports on charge transfer between Ru polypyridyl complexes and CdS 

nanostructures disregarded the possibility of trap emission quenching through electron transfer 

based on the energy level alignment between nanocrystal and catalyst.33, 35 The energetics of the 

catalyst as we have calculated in Figure 3.2a should disfavor electron transfer due to a difference 



 

59 

of 70 meV between the LUMO of catalyst 1 and the CB of the QD. There are several factors which 

could generate inaccuracy in our estimated driving force and enable electron transfer.  QD 

heterogeneity could lead to a subpopulation with a higher LUMO capable of photoinduced electron 

transfer, although the UV-Visible and TEM data do not seem to show a subpopulation with a small 

enough diameters to allow this. It could be that the measured potentials of catalyst 1 from Figure 

3.2a are altered by changing the solvent from acetonitrile to methanol, enabling electron transfer, 

although this is not typically the case for coordinatively saturated complexes111. Alternatively, it 

could be that the interaction between catalyst and QD leads to a sufficient shift in catalyst or 

nanocrystal energetics to enable electron transfer. Work from Kilina et al.112 has previously shown 

that interactions with a surface can provide a substantial perturbation on the energetics of 

ruthenium complexes, which could lead to the change in catalyst LUMO with no corresponding 

change in the absorption spectrum. Free metal ions have also been shown to perturb the energy 

levels of ruthenium complexes in solution in a way that does not significantly alter the absorption 

spectra.113 Cd2+ ions have been  shown to dissociate from QDs with surface ligands,114 which could 

lead to shifting in the catalyst energy levels through association with the complex. Finally, we 

hypothesize that the presence of the trapped hole on the surface near the catalyst could stark-shift 

the catalyst energy levels and enable an electron transfer pathway. 

Trap PL quenching is not sensitive to the population of nanocrystals which transferred 

holes to catalyst 1 on a picosecond timescale and cannot report whether this population also 

performs electron transfer to the catalyst. TA is sensitive to this population however, as 

nanocrystals which have transferred a hole to the catalyst still contain an electron in their 

conduction band. Examining the fit to the TA from Table 1, we find that only 55% of the TA decay 

is occurring on the 640 ps timescale for a 25:1 ratio of catalyst 1. The remaining 45% of the 
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nanocrystals decay with a lifetime of 5.5 ns. Based on the PL quenching data, approximately 50% 

of nanocrystals should decay through the hole transfer pathway, so the amplitudes of these 

exponential decays suggest that they correspond to the trapped hole and transferred hole 

populations. As we have already shown that the 640 ps component corresponds to the accelerated 

TCSPC kinetics and therefore the trapped hole pathway, we assign the other pathway to 

recombination of the transferred hole with a conduction band electron. The measured lifetime 

gives this process a rate constant of 1.8 × 108 s-1. We do not anticipate the rate at which this state 

returns to the ground state to be significantly affected by catalyst loading, as the recombination 

mechanism should only involve the QD and oxidized catalyst, with little contribution from the 

adsorbed ground state catalysts. 

The decay of the reduced catalyst state observed in TA is much slower than every other 

process observed in this system, as shown in Figure 3.11. This suggests that electronic 

communication between the reduced catalyst and the trapped hole is limited, most likely by the 

poor overlap between these spatially localized states. The recombination is then limited by the 

mobility of the carriers to explore the QD surface and reunite. Recently, it was shown that trapped 

holes are able to diffuse on the surface of Cd-chalcogenide nanocrystals by hopping between 

surface chalcogenide atoms.57, 71, 100, 115 This behavior is typically not observed in the TA spectra 

of QDs because the conduction band electron has equal overlap with all points on the surface so 

the hopping of the hole from surface trap to trap has no effect on the electron–hole recombination.57 

This changes upon electron transfer to a bound catalyst on the surface of the particle, which allows 

the motion of the hole closer or further from the reduced catalyst to modulate the carrier 

recombination time. Decay of the reduced catalyst state can be modeled as trapped-hole diffusional 

recombination. 
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Figure 3.11 (a) Decay of the TA signal of the reduced catalyst through trapped-hole diffusion-
limited recombination. TA kinetics were averaged from 550-570 nm to isolate the reduced 
catalyst decay (see Figure 3.8). The fit to the data uses a multiexponential model for diffusion 
limited recombination derived below. (b) Illustration of coordinate system used in the derivation 
of a model of the recombination kinetics of a stationary reduced catalyst with a mobile trapped 
hole. 

To model the kinetics of this recombination mechanism, we assume that the trapped hole 

undergoes diffusion while the reduced catalyst remains stationary on the timescale of the 

measurement and that neither species decay by other mechanisms. In this model, the hole traverses 

the two-dimensional surface of the QD until it encounters the reduced catalyst and recombines. 

We define the coordinate system such that the reduced catalyst is located at the polar angle 𝜃 = 0. 

The trapped hole starts at an initial polar angle 𝜃@. To simplify the dimensionality of the problem, 

we assume that motion of the hole in the azimuthal direction (𝜑) is independent from motion from 

the polar direction, in which case diffusion in the azimuthal direction has no effect on 

recombination and can be neglected. In this case, the survival probability of the reduced catalyst 

is equivalent to the solved problem of one-dimensional diffusion–annihilation on a finite half-

line57, 116 

 𝑆(𝑡) = q
2sin[(𝑛 + 1/2)𝜃@]

(𝑛 + 1/2)𝜋

¶

`s@

𝑒h(`)i/#)¸¹¸M/º, (3.13) 

where 𝜏 = 𝜋#𝑟#/𝐷 and 𝑟 is the radius of the QD. In the ensemble there will be a distribution in 

the initial positions of the trapped holes, 𝑝(𝜃@).57 We approximate this initial distribution to be flat 
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and centered symmetrically around the reduced catalyst; that is, 𝑝(𝜃@) is uniform on 0 < 𝜃@ <

𝜃��¾, where 𝜃��¾ ≤ 𝜋, and has no 𝜑 dependence. Integrating the survival probability in (3.13) 

over this initial distribution gives the ensemble survival probability for reduced catalysts57 

 𝑆(𝑡) =
4𝜋
𝜃��¾

q
sin#[(𝑛 + 1/2)𝜃��¾/2]

(𝑛 + 1/2)#𝜋#

¶

`s@

𝑒h(`)i/#)¸¹¸M/º. (3.14) 

The decay of the reduced catalyst was fit to a sum of the first 10 terms of (3.14), which 

achieved convergence throughout the experimental time window. The resulting fit parameters 𝜏 = 

14 ± 7 μs, and 𝜃��¾ = 77 ± 24° (Figure 3.11).  The diffusion coefficient can be obtained from 𝜏 

and 𝑟 (5.4 nm) to give 𝐷 = 5.0 ± 2.4 × 10-8 cm2 s-1. This value is comparable to previous reports 

for the diffusion coefficient for trapped holes on a CdS surface in the direction of the wurtzite c-

axis, which was bounded from above by 10-7 cm2 s-1.57 The result for 𝜃��¾ being smaller than 180° 

suggests that electron transfer is more likely to occur from the photoexcited QD to catalyst 1 if the 

hole is trapped nearby. The mechanism which causes preferential electron transfer to catalysts near 

the trapped hole is unclear but could be due to a shift in the energy levels of the QD or catalyst by 

the adjacent trapped hole. This could also explain why electron transfer occurs despite our 

calculations showing unfavorable electron transfer driving force.  

A summary of the decay processes for catalyst 1 bound to CdS QD is shown in Figure 3.12. 

This kinetic model combines results from all experiments performed on catalyst 1, and includes 5 

kinetic pathways: valence band hole transfer, hole trapping, electron transfer, trapped 

hole/conduction band electron recombination, transferred hole/conduction band electron 

recombination, and diffusional transferred-electron/trapped-hole recombination. We note that this 

is intended as a minimal model to explain the diverse measurements acquired on this system. 

Additional techniques which more accurately account for the trap emission may lead to additional 

insights about the electron transfer and recombination processes.  
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Figure 3.12: Kinetic scheme for the decay of catalyst 1/QD mixture. The arrows (in descending 
order by associated constant) indicate hole trapping, valence band hole transfer to catalyst 1, 
recombination of the transferred hole, electron transfer to catalyst 1, trapped hole 
recombination, and trapped-hole diffusional recombination with a reduced catalyst. The width of 
the arrows indicate the efficiency of each process for high-loading conditions. Angled brackets 
indicate an average rate constant. 

Having determined the mechanism for decay of catalyst 1 using a series of spectroscopic 

techniques, we elected to test the methods and modelling required to produce a kinetic scheme for 

catalyst 1 on catalyst 2. The energy level diagram in Figure 3.2 showed that the catalyst 2 LUMO 

is 300 meV higher in energy than catalyst 1. The larger energy offset between the QD conduction 

band and catalyst 2 LUMO should make electron transfer from the QD far less favorable. Catalyst 

2 also has more driving force for hole transfer than catalyst 1 which may improve the efficiency 

of reaching the direct hole transfer pathway. This will serve as an investigation of a hitherto 

unexplored system as well an opportunity to test procedures developed in the analysis of catalyst 

1. 
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3.3.5. Decay Pathways and Kinetics of Catalyst 2 

We begin our study of catalyst 2 in a similar fashion to catalyst 1, by examining its PL  

quenching behavior as shown in Figure 3.13. Catalyst 2 exhibits almost identical band edge 

quenching as observed with catalyst 1. We additionally see quenching of the trap emission, 

although it does not seem to be as strongly quenched as was observed with catalyst 1. There are 

also changes in the emission spectrum of the catalyst 2/QD mixture, with an increase in intensity 

on the red edge of the spectrum. Upon increased catalyst loading a second emission feature grows 

in, which strongly resembles the emission from catalyst 2 as shown in Figure 3.2.  

 
Figure 3.13 (a) Steady state PL quenching of CdS QD, by catalyst 2. The ratios indicated are 
catalyst2:QD. (b) Quenching of band edge and Trap PL by catalyst 2 fit to the model used in 
fitting of Figure 3.3. 

The simplest explanation for the appearance of this catalyst-like emission feature is that 

the catalyst is partially absorbing the excitation light leading to phosphorescence. However, the 

weak absorption of the catalyst at the excitation wavelength leads us to consider other possible 

excitation mechanisms such as energy transfer from a photoexcited nanocrystal to catalyst 2. One 

approach which could distinguish direct excitation from energy transfer is to perform an excitation 

scan monitoring the catalyst emission feature as a function of excitation wavelength to determine 

if exciting the nanocrystal generated catalyst 2 emission. This simple approach is not effective 

though due to the overlap between the trap emission and catalyst 2 emission peaks. To account for 
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this, we  performed a 2D excitation/emission scan of a catalyst 2/QD mixture, acquiring a PL 

spectrum at many different excitation wavelengths. Several of the emission scans acquired in this 

way are shown in Figure 3.14a. The emission scans showed a dependence of emission on excitation 

wavelength, ranging from spectra resembling catalyst 2 emission to emission resembling a linear 

combination of catalyst and trap emission. This suggested that the true excitation spectra could be 

extracted using a spectral global fit to the emission spectra, using the catalyst and QD trap emission 

spectra as a basis set 

 𝐼(𝜆3¥, 𝜆3G) = 𝑎i(𝜆3¥) × 𝑇𝑟𝑎𝑝(𝜆3G) + 𝑎#(𝜆3¥) × 𝐶𝑎𝑡𝑎𝑙𝑦𝑠𝑡(𝜆3G) (3.15) 
 
where a1 and a2 are extracted excitation spectra of the two features, Trap(λem) is the spectrum of 

the trap emission, and Catalyst(λem) is the emission spectrum of catalyst 2. The results of this fit 

are shown in Figure 3.14b. 

 

Figure 3.14 (a) Emission scans of QD, catalyst 2, and their mixture when exciting at 2 different 
wavelengths. (b) UV-Vis and PLE scans of QD, catalyst 2, and a 5:1 mixture. The PLE scans 
were achieved through global fitting of a 2D excitation/emission scan using the emission spectra 
of QD and catalyst 2 shown in the left frame. PLE were converted to a logarithmic y-scale before 
being normalized. 

The PLE data extracted from this fit are straightforward to interpret. The excitation 

spectrum of the trap emission is almost identical to the absorption spectrum of the nanocrystal 

indicating that excitation of the nanocrystal leads to trap emission while excitation of the catalyst 

does not. The excitation scan of the catalyst 2 emission did not match the absorption spectrum of 
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catalyst 2 but appeared to have features due to both catalyst and nanocrystal. This indicates  that 

excitation of the nanocrystal leads to catalyst emission, which is a signature of energy transfer.  

Having determined the mechanism of catalyst-like emission as energy transfer from the 

nanocrystal to catalyst 2, we now return to its trap emission quenching behavior. Catalyst 2 does 

not have a significant amount of emission at 620 nm, which allows us to quantify the quenching 

of the trap emission shown in Figure 3.13b. Unlike catalyst 1, the quenching of the trap emission 

by catalyst 2 appears to match the band edge emission quenching very closely. As the additional 

trap quenching above band edge quenching was shown to correspond to electron transfer in 

catalyst 1, this appears to suggest that the higher LUMO in catalyst 2 was successful in 

discouraging electron transfer. 

Performing global fits of equations (3.3) and (3.9) to the trap and band edge quenching 

data for catalyst 2 are shown in Figure 3.13b. These fit parameters are kHT1/kTr=0.042 ± 0.027, 

Keq= 1.6 ± 0.6 ×106 M-1, N= 18 ± 8, and k2/k0=0 ± 1 × 10-3. These results once again indicate 

strong binding interactions between catalyst 2 and the QD with fast transfer of the photoexcited 

band edge hole to catalyst 2 competing successfully with trapping. 

The values obtained for the band edge fit are very close to the corresponding parameters in 

catalyst 1. Both catalysts have similar binding parameters with the QD, which suggests that the 

ester group of catalyst 1 is not participating in the binding. Further study of this binding mechanism 

is undertaken in Chapter 4.  

Trap emission quenching effectiveness is the parameter which changed the most in our 

analysis of the quenching from catalyst 1 and catalyst 2. The similarity of band edge quenching 

but striking difference in trap quenching between the two catalysts validates our model of trap 

emission as having contributions from both removal of the valence band hole and direct quenching 
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of the trap emission. This also verifies that electron transfer to the catalyst has been successfully 

deactivated by increasing the energy of the LUMO. We now transition to examining the decay 

kinetics of catalyst 2 using TCSPC and TA, which should offer further confirmation of the removal 

of the electron transfer pathway. 

3.3.6. TCSPC and TA Kinetics of Catalyst 2 

 The quenching of QD band edge and trap emission by catalyst 2 appears to be sufficiently 

described by removal of the band edge holes without any additional change in the trapped hole 

population.  However, energy transfer from the photoexcited QD to catalyst 2 should lead to 

additional PL quenching as it introduces a new path for the excited system to reach the ground 

state. To look for evidence of quenching due to energy transfer, we returned to time-resolved 

emission measurements. We recorded TRES of a 20:1 catalyst 2 mixture and compared it to the 

CdS TRES as shown in Figure 3.15. The kinetics for this sample appear unchanged, as expected 

from the near identical quenching of band edge and trap emission observed in the steady state data. 

However, the spectra acquired for this experiment sample exhibit the same catalyst 2 emission 

feature seen in the steady state.  

 
Figure 3.15 (a) TCSPC decay of the trap emission of QD and 20:1 catalyst 2/QD mixture 
measured at 710 nm. (b) TRES of these samples averaged from 45 to 55 ns. Due to energy 
transfer, the emission of the Catalyst 2/QD mixture resembles emission from the catalyst rather 
than the nanocrystal.   
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Based on the quenching and kinetics, the pathway which transfers excitation from the 

nanocrystal to the catalyst must be slower than the intrinsic decay pathways of the QD, as fast 

pathways would lead to acceleration of the TCSPC decay kinetics. The only way in which a slow 

energy transfer pathway can result in predominantly catalyst 2 emission is if the catalyst has a 

higher quantum yield than the nanocrystal, causing a small population of excited catalysts to have 

a proportionally larger signal. Although this catalyst does not have a strong emission feature, it is 

plausible that it is comparable to the extremely weak and partially quenched trap emission from 

the nanocrystals  (QYTrap <<1%). For this mechanism to be consistent with the data, catalyst 

emission also must be fast compared to the transfer process to avoid a delay between transfer and 

emission in the kinetics. The catalyst decay kinetics were measured by TA and TCSPC to have a 

suitably fast rate constant of 1.3 × 108 s-1 as shown in Figure 3.16. 

 
Figure 3.16: Decay kinetics of directly photoexcited catalyst 2, as measured by TA and TCSPC. 
TA kinetics were measured at the MLCT maximum (496 nm) following excitation at 400 nm. 
TCSPC was measured exciting with a 402 nm excitation source and observing emission at 720 
nm with a 32 nm monochromator bandpass and a 420 nm long pass filter to remove scattered 
excitation light. 

To look for a slow decay pathway of the trap emission induced by catalyst 2, TCSPC 

kinetics were taken with a larger time window as shown in Figure 3.17a. The trap emission has a 

weak and long-lived tail which decays nonexponentially over hundreds of nanoseconds. Upon 
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addition of catalyst, the trap emission decays more quickly in this time window, supporting the 

idea that addition of catalyst 2 does result in a new decay pathway with slow kinetics.  

 
Figure 3.17 (a) Late time emission kinetics for different mixing ratios with catalyst 2 showing 
quenching on a nanosecond timescale. (b) Lifetime quenching as a function of number of bound 
catalyst 2 per nanocrystal for the data shown in (a), and a fit to the quenching model derived 
below.  

To quantify the rate of energy transfer from the nanocrystal to the catalyst, we measured 

the decay of the QD in the presence of three different catalysts concentrations and fit the decay to 

time constant on an 80 – 350 ns time window. The quenching was fit to the Stern-Volmer 

expression for energy transfer 

 
𝜏@
𝜏Z
= 1 + 𝐾ÅÆ[𝟐] (3.16) 

but did not find a satisfactory fit. We suspected that the poor fit was due to bound catalysts 

performing the quenching rather than catalyst in solution. Taking a similar approach as used in 

Chapter 2,41 we modify equation to predict the change in lifetime upon catalyst binding. The 

expression for the lifetime of a nanocrystal with <N> bound quenchers is 

 𝜏Z =
1

𝑘@ + 𝑘cJ < 𝑁 > (3.17) 

where k0 is the time constant of the decay and kNT is the energy transfer rate constant. This can be 

linearized similarly to the Stern-Volmer expression 

 
𝜏@
𝜏Z
=
𝑘@ + 𝑘cJ < 𝑁 >

𝑘@
= 1 +

𝑘cJ
𝑘@

< 𝑁 > (3.18) 
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<N> can be calculated using the ratio, QD concentration, equilibrium constant, and maximum 

number of catalysts bound as determined from the steady state quenching experiments. These 

numbers are given in Table 2. The values and the with the fit to the data is plotted in Figure 3.17b. 

The slope of the line produces a slope of 0.048, which corresponds to an energy transfer rate 

constant of 3.2 × 105. 

Table 2 Catalyst Loadings and Lifetimes for Estimation of Energy Transfer Rate Constant 

Mixing Ratio <N> τ (ns) τ0/τq 
0 0 149 1 
10 7.7 115 1.30 

20 12.6 103 1.45 
60 16.8 81 1.85 

 
Although energy transfer is slow, it still represents a quenching pathway of the trap 

emission which may be detectable from our steady state quenching measurement. However, even 

at high ratios the quenching does not begin to affect the kinetics until 60 ns after excitation, by 

which point a majority of the total trap emission has already occurred. The signal to noise level of 

our quenching data and the small amount of catalyst emission present at the quenching wavelength 

may be concealing the weak trap quenching due to energy transfer. 

Having noted these changes to the emission spectra and kinetics, we begin our examination 

of the TA of QDs mixed with catalyst 2. The picosecond TA spectra of QDs with and without 

catalyst 2 are shown in Figure 3.18a. The spectrum of catalyst 2/QD resembles the picosecond 

spectrum of catalyst 1/QD shown in Figure 3.8, containing nanocrystal signals with an additional 

bleach at the MLCT peak wavelengths due to hole transfer and photoexcitation. This feature is 

much weaker than observed in the catalyst 1/QD spectra due to the lower absorptivity of catalyst 

2 at both the pump and probe wavelengths. The entire TA spectrum of the catalyst 2/QD solution 

decays to baseline on the timescale of the QD bleach decay.  
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Figure 3.18 (a) TA spectra of CdS QD and 25:1 catalyst 2/QD solution averaged from 10 to 20 
ps. Inset: Zoom-in view of (a), showing the changes in the region of the catalyst 2 MLCT 
absorption. (b) Kinetics of TA samples from (a) taken at 456 nm. The 25:1 sample was fit using 
the kinetics of the QDs combined with a biexponential fit.  

The transient absorption kinetics of catalyst 2/QD mixtures shown in Figure 3.18b 

demonstrate changes on a faster timescale than seen in TCSPC. The presence of lifetime shortening 

in TA and the lack of shortening in emission kinetics on this timescale allow us to assign these 

changes to the population of nanocrystals which performed hole transfer to catalyst 2. To find the 

lifetime of the recombination we needed to extract these two populations from TA, an issue which 

was not present in catalyst 1/QD samples due to the separation in timescales between electron 

transfer and transferred-hole recombination. 

To quantify the decay due to recombination we treated the TA decay as a sum of two 

populations with different decay kinetics 

 Δ𝐴(𝑡) = ΦIJi × 𝐴IJ(𝑡) + (1 − ΦIJi) × 𝐴J7(𝑡) (3.19) 
where ΔA is the QD bleach kinetic signal, ΦIJiis the hole transfer efficiency as defined in (3.3), 

AHT the kinetics of the hole-transfer population, and ATr the kinetics of the trapped hole population. 

As there were only minor changes in the TCSPC kinetics, we assume that ATr has kinetics identical 

to the QD sample. We found that the kinetics of AHT were best approximated by a biexponential 

decay.  The function used to fit the data was  

 Δ𝐴(𝑡) = ΦIJi × (𝐴i𝑒hM ºÈ⁄ + 𝐴#𝑒hM º¸⁄ ) + (1 − ΦIJi) × 𝐴uv(𝑡) (3.20) 
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where AQD(t) represents the kinetics of the QDs without catalyst 2. The result of this fit is shown 

in Figure 3.18b, and the fit parameters are given in Table 3, along with as the time averaged rate 

constant 

 𝑘É =
1

∑ 𝑎�� 𝜏�
 (3.21) 

where ai and τi are the multiexponential fit parameters of the hole-transfer population. 

Table 3 Fit to TA Decay of 25:1 Catalyst 2 

ΦHT1 A1 τ1 (ns) A2 τ2 (ns) 𝑘É (s-1) 
0.48 0.40 0.80 0.60 9.1 1.7 × 108 

 
As expected from the quenching data, the efficiency for hole trapping and direct hole 

transfer are approximately equal at this mixing ratio. This was also seen in catalyst 1, where 

approximately half of the TA decay occurred through the electron transfer pathway. The decay of 

the trapped hole state is biexponential, which was not observed in catalyst 1. However, the average 

rate constant for the biexponential transferred hole recombination is 1.7 × 108 s-1, similar to the 

value obtained for catalyst 1 recombination.  

The complete kinetic model for QDs and catalyst 2 is shown in Figure 3.19. The principal 

difference between the two models is the removal of the electron transfer from the catalyst 1 model 

and the observation of an energy transfer pathway. The slower rate of energy transfer compared to 

electron transfer means that it is a minor pathway for the trapped hole population, which accounts 

for the lack of trap emission quenching by catalyst 2. The behavior of the transferred hole pathway 

is nearly identical for both catalysts despite their differences in energetics, although in catalyst 2 

the decay of this state follows a biexponential process.  
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Figure 3.19 Kinetic scheme for the decay of catalyst 2/QD mixture. The arrows (in descending 
order by rate constant) indicate hole trapping, valence band hole transfer to catalyst 2, 
recombination of the transferred hole, recombination across the MLCT state of catalyst 2, 
trapped hole recombination, and energy transfer to catalyst 2. The width of the arrows indicate 
the efficiency of each process for high-loading conditions. Angled brackets indicate an average 
rate constant. 

3.3.7. Comparison of Systems and Final Remarks 

Having now determined the complete kinetic schemes for decay of both catalyst/QD 

systems in Figure 3.12 and Figure 3.19, we now address the differences between the kinetic models 

for each catalyst and the implications of the measured rate constants for water oxidation catalysis 

using these systems. In Chapter 2,41 catalyst 1 was shown to be a potentially promising water-

oxidation co-catalyst for QDs based upon the complex’s rapid hole transfer rate and strong binding. 

Catalyst 2 has similarly fast and promising hole transfer characteristics. The lack of change in hole 

transfer kinetics for catalyst 2 despite the significant increase in driving force suggests that 

optimization of the catalyst energetics may not lead to gains in hole transfer efficiency. On the 
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other hand, the increase in quenching with this QD sample confirms our earlier prediction that the 

efficiency of hole transfer can be easily improved by reduction of the hole trapping rate.41 

Catalytic efficiency depends on the hole transfer quantum efficiency as well as the lifetime 

of the charge separated state, both of which were determined in our models for the transferred hole 

population for each catalyst. Although the hole transfer efficiency with these catalysts only reaches 

50% with surface saturation, the 3-4 orders of magnitude in time for which the transferred hole 

state exists before recombination is promising for catalytic applications. This long-lived charge 

separated state indicates that this system can potentially be coupled to a variety of electron 

scavengers and reductive co-catalysts, insofar as they are able to compete with the 1.8 ×108 s-1 

recombination rate. The electron could be efficiently removed through either methyl viologen 

reduction (~1010 s-1) or electron transfer to a platinum co-catalyst (~1012 s-1), as both are 

substantially faster than the recombination rate for the direct hole transfer pathway.110 On the other 

hand, the hydrogenase enzyme has an electron transfer rate of 2.4 × 107 s-1 from photoexcited CdS 

nanorods and would not be an efficient partner in preventing recombination.47 

Although we obtained a rate of energy transfer for catalyst 2/QD complexes, the 

mechanism which facilitates energy transfer to the catalyst is not obvious. The catalyst has a weak 

absorption shoulder which covers much of the visible region, meaning Förster energy transfer is a 

possible pathway for catalyst excitation. On the other hand, trap states have been shown to enable 

non-Förster energy transfer from QDs to phthalocyanine complexes. If the energy transfer occurs 

through charge transfer of both electron and trapped hole, scavenging of the electron may enable 

a pathway to transfer the trapped hole to the catalyst. Future improvements in efficiency of hole 

transfer could be achieved through transferring both valence band and trapped holes to the catalyst 

over longer timescales. 
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For catalyst 1 we did not observe the same characteristic signatures of energy transfer 

which were seen in catalyst 2. This was likely due to the electron transfer pathway rapidly 

depleting the trapped hole population and quenching both trap and energy transfer emission. The 

weak emission feature of catalyst 1 also made observation of energy transfer a challenging task. 

At very high ratios, the steady state PL spectrum quenched by catalyst 1 does appear to have a 

slight redshift, which may be a signature of energy transfer to the weak catalyst 1 emission. Our 

ability to investigate this feature is limited due to the sensitivity of our detector as we approach 

800 nm, but future work may reveal that the remaining trapped hole population in catalyst 1/QD 

systems undergoes energy transfer similarly to the catalyst 2 system. 

3.4. Conclusions 

Combining a number of spectroscopic techniques, kinetic models were generated for a 

series of two WOC’s mixed with CdS QD sensitizers. Both systems exhibited excited state 

bifurcation in on a picosecond timescale, leading to a population of nanocrystals with trapped holes 

and a population of nanocrystals with holes transferred to the catalyst partner. The trapped hole 

population was shown to undergo electron or energy transfer to the catalyst depending on the 

relative positions of the catalyst LUMO and the QD conduction band. Following electron transfer, 

the reduced catalyst decayed over the course of microseconds through a mechanism involving 

diffusion-limited trapped-hole recombination. 

The population which decays through the direct hole-transfer pathway was established 

through sub-picosecond photooxidation of the catalyst, with similar rates of valence band hole 

transfer observed for each catalyst. The charge separated state remained intact for 3-4 orders of 

magnitude in time before recombination. This fast hole transfer and long lifetime of this charge 
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separated state highlights the potential value of these catalysts as oxidative partners in a solar 

water-splitting tandem with a highly active reductive co-catalysts. 
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Chapter 4 Binding Orientation of a Ruthenium Based Water 
Oxidation Catalyst on a CdS QD Surface Revealed 

through NMR Spectroscopy 

4.1. Introduction 

CdS nanostructures represent a promising platform for photocatalysis due to their strong 

absorptivity for visible light and tunable surface chemistry which enables coupling to a variety of 

substrates and co-catalysts.5, 7, 26, 46 Strong interactions between light-absorber and charge-acceptor 

are essential to maximize the number of active catalysts and to promote the donor-acceptor 

coupling required for rapid charge transfer.47 The advantages of strong surface interaction for 

photoreductive catalysis are apparent in the rapid rates of photoinduced electron transfer from 

cadmium chalcogenide nanostructures to surface-bound Pt110 and Ni117 H2 reduction co-catalysts. 

In these systems reductive efficiency is limited not by electron transfer but by sluggish hole 

removal dynamics,45, 118 enabling noncatalytic processes such as hole trapping and electron-hole 

recombination. Hole scavenging in CdS QDs typically occurs on a nanosecond timescale, much 

slower than typical rates of electron transfer, a difference which has been attributed to reduced 

surface overlap due to the higher effective mass of the hole.119-120 More recently, sub-picosecond 

hole transfer rates were achieved by Weiss et al.72 using dithiocarbamate functional groups to 

attach hole scavengers to the nanocrystal surface, an advancement which facilitated the 

development of the first water splitting nanocrystal system.33 The key improvement which allowed 

for faster hole transfer in these systems was the interaction between the electronic structure of the 

dithiocarbamate and quantum dot (QD),121 which provides an efficient coupling pathway between 

the valence band of nanocrystals and electronic structure of acceptors.  
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We have previously observed picosecond hole transfer in a molecular-nanostructure 

system consisting of a Ru-based water oxidation catalyst (WOC) mixed in solution with CdS 

QDs.41 The rapid rate of charge transfer indicated that the WOC was binding to the QD surface, 

and modelling of the quenching data gave evidence for a strong binding interaction with the QD 

surface. The large rate constant for hole transfer suggested substantial electronic coupling between 

the QD and WOC, but neither the interaction by which the complex binds to the QD nor the source 

of the electronic coupling could be determined with PL quenching methods. Systems designed 

with a well-defined covalent linkage to the QD surface benefit from an obvious orientation 

between the QD and charge acceptor, allowing identification of likely coupling pathways through 

examination of the molecular frontier orbitals.121 Our WOC/QD system lacked this orientational 

specificity, as binding was believed to occur through coulombic interactions between the anionic 

QD ligands and the cationic WOC. An improved understanding of the QD/WOC interaction is 

needed to determine the factors which contribute to the observed fast hole transfer. 

In this report we use NMR spectroscopy to study the WOC/QD binding in our system. 

Measurements of both the chemical shift and lifetime of the WOC polypyridyl proton NMR signals 

suggest binding with preferential orientation, bringing the terpyridine and chloro ligands of the 

WOC into proximity with the nanocrystal surface. We discuss the possible factors which lead to 

the binding and alignment of the WOC on the QD, as well as the role the WOC orientation may 

play in coupling the QD valence band and frontier molecular orbitals. We discuss the significant 

implications of the oriented attachment to charge transfer catalysis in this system as well as how it 

informs the design of future WOC/QD photocatalysts. 
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4.2. Materials and Methods 

4.2.1. CdS QD Synthesis and Ligand exchange 

CdS QDs were synthesized according to the method described in Chapter 2, with the 

synthesis scaled up by a factor of 2.41 The resulting QDs had a band gap of 462 nm (Figure 4.1). 

This corresponds to a QD with a diameter of 5.8 nm and a molar absorptivity of 1.2 × 106 M-1 cm-

1 based on the sizing curves from Yu et al.63  

 
Figure 4.1 (a) TEM micrograph of CdS QDs. (b) UV-Visible absorption spectra of CdS QDs. 

The ligand exchange protocol (Chapter 2) was modified to prepare samples for NMR 

analysis as follows.71 The typical volume of oleate-capped QDs used for preparation of ligand 

exchanges was increased 5 to 10-fold, (500 μL – 1 mL) and the volume of ligand exchange solution 

was doubled (2 mL). Following precipitation with toluene and resuspension in methanol, the 

particles were crashed out of solution again using a second addition of toluene in minimal volume 

to precipitate the QDs. The supernatant was decanted, and a few drops of methanol were added to 

encourage formation of an azeotrope with the residual toluene, and the solution was dried in a 

vacuum chamber overnight. This procedure typically resulted in the removal of most toluene, but 

a residual solvent peak was still noticeable in some cases. The dried pellet was redispersed in a 
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minimal volume of deuterated methanol and its concentration determined using UV-Visible 

spectroscopy. 

4.2.2. Ruthenium Complex Synthesis 

The WOC was synthesized as described in Chapter 2. All samples used for NMR studies 

were dissolved in deuterated solvents in an Ar filled glovebox shortly prior to use. 

4.2.3. NMR Spectroscopy 

For all NMR experiments 500 – 700 μL solutions were made under Ar. Samples containing 

QDs were sealed using a screw-cap in airtight tubes. Typical concentrations for these experiments 

were 35 μM for QDs and/or 350 μM WOC in MeOD. Experiments involving WOC without QDs 

were performed in deuterated acetone to minimize transesterification. For routine NMR 

spectroscopy, 1H NMR spectra were acquired on a Bruker advance-III spectrometer operating at a 

1H frequency of 300 MHz equipped with smart broadband probe at room temperature (299 K). For 

typical 1D 1H measurements, 64k data points were acquired with a spectral width of 21.6 ppm, 3s 

acquisition time and a 1 s relaxation delay with pulse width 12.5 μs.  

For two-dimensional NMR experiments including COSY, HSQC, HMBC, TOCSY, and 

relaxation (T1 and T2 lifetime) measurements, Agilent INOVA 500 spectrometer operating at 

499.599 MHz with VNMRJ 3.2 software and equipped with a 5 mm triple resonance HCN probe 

at 295 K was used. For 1H NMR data acquisition; acquisition time 3.0 s, spectral width 8 kHz, 

pulse width 6.12 µs, relaxation delay 2.0 s and 16 scans were used.  TOCSY spectra were collected 

using 256 t1 increments and spectral widths of 5000 Hz in both dimensions with acquisition time 

0.15 s, relaxation delays 2.0 s and a spinlock (MLEV-17) mixing time of 80 ms. Spin lattice 

relaxation time (T1) was measured using an inversion recovery sequence with relaxation delay 
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40.0 s and 16 scans.  Spin-spin relaxation (T2 lifetime) measurements were conducted using the 

CPMG (Carl-Purcell-Meiboom-Gill) pulse sequence. Data were processed using Mnova software. 

 

4.3. Results and Discussion 

As discussed in Chapters 2 and 3, CdS QDs with a 3-mercaptopropionate (3-MPA) surface 

exhibit ultrafast hole transfer behavior when mixed with the WOC [Ru(dmcbpy)(tpy)Cl]PF6 

(dmcbpy = 4,4′-dimethylcarboxylate-2,2′-bipyridine, tpy = 2,2′:6′2′′-terpyridine).41 The extremely 

rapid rate of hole transfer and the characteristic quenching behavior under different WOC loadings 

is strong evidence that the WOC must be directly interacting with the nanocrystal surface, as the 

rate constant observed for charge transfer is an order of magnitude greater than the upper bound 

obtainable in diffusion limited collisional charge transfer.122 Although fluorescence quenching 

indicates that the WOC is binding to the surface, this technique does not describe the nature of the 

binding interaction leading to charge transfer.  

Common 1D 1H NMR measurements on nanocrystals are insensitive to the inorganic 

structure of the QD but exhibit dramatic changes to the spectrum of molecules which associate 

with the QD surface. The most diagnostic of these changes upon binding is that protons on bound 

molecules have greatly increased linewidths compared to those free in solution, even leading to 

complete disappearance of the resonance.123 The chemical environment near the QD can also lead 

to shifting of the peaks in the NMR spectrum, providing further evidence of binding.123-125 

These effects of molecular interaction with QDs are apparent in the 1H NMR spectrum of 

CdS QD with 3-MPA surface ligands dissolved in MeOD shown in Figure 4.2. At 2.72 ppm and 

2.47 ppm we see two sharp triplets due to free 3-MPA ligands, as well as a broad resonance 

centered near 3 ppm which has been assigned to 3-MPA bound to the nanocrystal surface. There 
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is also a strong peak at 3.24 ppm from the tetramethylammonium (TMA) counterions which charge 

balance the surface bound 3-MPA. This peak is also broadened and shifted from its normal position 

at 3.19 ppm, despite the tertiary amine not having the ability to directly bond to the surface.   

 
Figure 4.2 1H NMR spectrum of CdS QD with a 3-MPA surface in MeOD. This spectrum exhibits 
peaks characteristic of bound and free 3-MPA, as well as solvent peaks, TMA counterion peaks, 
and an aliphatic impurity from synthesis. This spectrum was acquired on a 300 MHz NMR 
spectrometer.   

4.3.1. Assignment of WOC NMR Peaks 

The WOC exhibits an NMR spectrum dominated by the protons in the polypyridine system 

as shown in Figure 4.2b. To understand the effects of binding to QDs, we first must assign the 

resonances in the WOC spectrum to specific protons. First, we examine the integrals of the 

individual peaks. As has been observed in similar WOCs, several dmcbpy protons display a 

pronounced shift downfield due to the inductive effects of the halogen near proton 1.126 This 

disrupts the symmetry of the dmcbpy ligand, leading all protons in that system to have integrals of 

1. In contrast, all of the terpyridine protons integrated to 2, with the exception of proton a. This 

proton was easily identified by its triplet splitting. Knowing which ligand each resonance belongs 

to, we now must relate the chemical shift to position within the ligand. 



 

 
 
83 

 

Figure 4.3 1H NMR spectrum of the WOC. These data were acquired on a 300 MHz NMR 
spectrometer. 

As protons couple strongly within individual aromatic rings, 4 correlated aromatic spin 

systems are expected for this molecule corresponding to the two rings of dmcbpy, the central 

terpyridine ring, and the terminal terpyridine rings. The COSY spectrum shown in  

Figure 4.4 confirms this, with the correlated spin systems being distinguished by color. As 

we have assigned the farthest downfield proton to proton 1, protons 2 and 3 were trivial to assign 

based on the COSY, with proton 2 exhibiting a larger J value than proton 3. The other dmcbpy 

ring was assigned similarly, based on the integrals, COSY, and J values. The terpyridine 

resonances on the central ring (protons a, b) were trivial to assign from the COSY and their splitting 

pattern. Assignment of the protons on the terminal rings of the terpyridine were more challenging 

as the pairs c, f and d, e have similar correlations and splitting patterns. 
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Figure 4.4 COSY of the WOC in acetone-d6. 

The assignment of the remaining protons was performed using HSQC and HMBC. The 

HSQC spectrum shown in Figure 4.5 correlates directly interacting 13C and 1H nuclei, allowing us 

to assign peaks in the 13C NMR. The HMBC spectrum shown in Figure 4.6 correlates 13C and 1H 

across two or three bonds, with suppression of single bond correlations. Examining the terminal 

terpyridine ring protons in the HMBC, we see correlations between 3 terpyridine protons and a 

carbon at 158 ppm. This carbon did not correlate to any protons in the HSQC spectrum, which 

means that it is likely the signal of carbons 2 (C2) and 2″ in the terminal terpyridine rings. Proton 

e is para to C2 and does not couple to C2 in HMBC, allowing us to assign proton e to the doublet 

of doublet of doublets at 7.4 ppm. We also assign proton d to the other doublet of doublet of 

doublets at 8.02 ppm. Finally, we assign protons c and f based on the COSY, as proton e has a 

stronger correlation with the doublet of doublets at 7.81 ppm than to the similar signal at 8.64 ppm. 

These assignments follow the same ordering of protons with respect to 1H chemical shift observed 

in similar terpyridine complexes, as expected by the weakly perturbative interactions between the 

terpyridine and other ligands.93 
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Figure 4.5 HSQC spectra of the WOC in acetone-d6. 

 

Figure 4.6 HMBC Spectrum of the WOC in acetone-d6. The highlighted peaks are correlations 
between protons c, d, and f with carbons 2 and 2″ in terpyridine. 
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Upon mixing the WOC and nanocrystal at a 10:1 ratio, we immediately notice several 

changes to the 1D NMR as shown in Figure 4.7. The peaks associated with the WOC are broadened 

and shifted by the presence of the QD, as expected for surface bound species. No residual sharp 

peaks are observed from free WOC, indicating either that the catalyst is entirely bound or that 

binding and debinding occurs rapidly on the NMR time scale. Based on the Langmuir equilibrium 

constants measured in the prior chapters (~106 M-1), at this QD concentration >99% of catalysts 

should be bound to the QD surface.41 The WOC peaks are not as broadened as those of bound 3-

MPA shown in Figure 4.2. This may indicate that the catalyst is less hindered in its motion than 

bound 3-MPA, or that it experiences less inhomogeneous broadening. 

 
Figure 4.7 NMR spectra of the aromatic region of the WOC with and without QD added.  

Although all WOC peaks in the aromatic region broadened upon addition of the QD, peaks 

appeared to demonstrate non-uniform changes in chemical shift. This seems to suggest that the 

protons are experiencing a range of chemical environments near the QD, ranging from solvent-

like to QD specific. Determination of trends in perturbation strength as a function of proton 

position within the WOC could contain information about its binding mode to the QD surface. 

However, it was first necessary to re-assign the NMR peaks to protons in the WOC/QD mixture. 

This was accomplished using TOCSY on the mixed system, which measures the correlations 

between protons seen in Figure 4.8. TOCSY was selected rather than COSY to obtain these 



 

 
 
87 

correlations as the broad peaks seen in Figure 4.7 suggested fast spin relaxation, an issue which 

diminishes the correlations seen in COSY but has a lesser effect on TOCSY. The correlations 

between protons observed through this technique show the same four spin systems seen in Figure 

4.4. This allowed us to assign the protons of the 1D spectrum, as indicated in Figure 4.9.  

 
Figure 4.8 TOCSY of 10:1 WOC/QDs in MeOD. Diagonal and cross-peaks were color coded 
based upon their correlations, with peaks belonging to the terpyridine highlighted in green and 
brown and peaks from the bipyridine in blue and teal. Based upon the similar COSY of the WOC 
shown in Figure 4.4, we have assigned each NMR peak of the mixed QD/WOC system to a 
proton. 
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Figure 4.9 Assignments of proton resonances in the 1H NMR spectrum of WOC + QDs based on 
analysis of the TOCSY spectrum shown in Figure 4.8. Lines between the spectra indicate the 
change in chemical shift upon addition of the QDs. 

4.3.2. Effects of Binding on WOC Chemical Shift and Relaxation Time 

The changes in chemical shift (ΔCS) for each proton are enumerated in Table 4. Several 

patterns emerge in ΔCS based on the proton positions on each ligand. Upon mixing with the QD,  

ΔCS steadily decreases proceeding from terpyridine proton a to f.  The dmcbpy protons exhibited 

much smaller changes upon addition of QD. As proton 1 on dmcbpy tends to shift upon 

displacement of the chloride ligand,126 the changes to the NMR spectrum do not seem to be due to 

chloride loss.  

Table 4 Peak positions and T2 lifetimes for WOC protons 

Proton 1 (ppm) QD+1 
(ppm) 

ΔCS 
(ppm) 

T2 
(ms) 

1 10.3982 10.3944 -0.0038 62.0 
3 9.2635 9.2531 -0.0104 44.7 
4 8.9777 8.9604 -0.0173 45.4 
b 8.6887 8.7641 0.0754 24.2 
c 8.5508 8.6232 0.0724 26.7 
2 8.4807 8.466 -0.0147 76.1 
a 8.2394 8.3735 0.1341 24.8 
d 7.9555 8.9228 0.0673 35.9 
6 7.6984 7.7155 0.0171 59.2 
f 7.6544 7.6264 -0.028 65.7 
5 7.5383 7.5531 0.0148 55.7 
e 7.3238 7.314 -0.0098 46.7 

 
Closer examination of the catalyst peaks in the presence of QDs reveals that the shifted 

protons also experienced substantial increases in peak linewidth. QDs often cause broadening of 

NMR features by decreasing in the spin-spin relaxation time (T2) of the NMR signal.123 T2 
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relaxation is an important concept in NMR and merits a brief description before we proceed. The 

signal in NMR spectroscopy is measured from the precession of the sample’s magnetization vector 

in an applied magnetic field.127 The magnetization vector is a sum of the individual magnetic 

moments due to the nuclear spins, which begin with a fixed phase relationship following coherent 

excitation by a RF pulse. As time evolves this phase relationship decays through a variety of 

mechanisms, some acting uniformly on all spins (homogeneous) and some acting nonuniformly 

(inhomogeneous). The timescales of homogeneous and total relaxation are distinguished as T2 and 

T2*. Transient interactions with the solvent can lead to homogenous broadening, but the fast 

rotations and vibrations of molecules serve to average out these interactions.128 Due to their large 

volumes, QDs possess long rotational correlation times, on the order of 10-7 s.129 Any surface 

bound species also rotate slowly, leading to an decrease in the T2 relaxation timescale. For 1H 

NMR this is manifested as lifetime broadening, given by the relationship127 

 Δ𝜈	𝑇#∗ ≥ 1 (4.1) 

where Δν is the broadening of the signal in Hz. 

To better understand what leads to the observed broadening, we directly measured the 

(homogeneous) T2 lifetime using a spin-echo technique.130 We briefly describe the principles of 

this measurement here, and refer the reader to more comprehensive treatments elsewhere.123, 130 

The individual steps as viewed from the rotating frame are depicted in Figure 4.10, starting with a 

net sample magnetization along the z-axis induced by the static magnetic field of the spectrometer 

(B0).  As in 1D 1H NMR, a RF pulse is used to tip the sample magnetization into the x-y plane of 

the Bloch sphere (Figure 4.10b). Inhomogeneous effects lead to each proton experiencing a slightly 

different magnetic field, Beff, causing a distribution in precession rate and leading to dephasing of 

the magnetization in the x-y plane (Figure 4.10c). Concurrently, homogeneous T2 decay is 
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occurring which leads to randomized loss of phase coherence. After a specified delay time Tdelay, 

a second RF pulse is introduced, which inverts the position of each spin on the x-y plane of the 

Bloch sphere (Figure 4.10d). This inversion places the more slowly precessing magnetization 

vectors ahead of the central frequency in the rotating frame x-y plane and places the more quickly 

precessing magnetization vectors behind the central frequency. A second delay is afforded of 

duration Tdelay which allows the overall magnetization to recohere, after attenuation by 

homogeneous effects (Figure 4.10e). Following recoherence, a free induction decay (FID) is 

recorded (Figure 4.10f). The strength of the magnetization is measured through a Fourier transform 

of the FID and integration of the peak at the desired frequency. T2 is extracted by measuring this 

integral as a function of Tdelay, which is then fit to an exponential. 

 
Figure 4.10 Procedure for measurement of T2 using spin echo, as viewed from the rotating 
frame, based on similar illustrations from Carr et al.130 (a) Prior to excitation, the ensemble of 
spins produces a net magnetization, M0, aligned with the external magnetic field. (b) An RF 
pulse tips the net magnetization into the x-y plane. (c) Due to inhomogeneities in the magnetic 
field, some protons precess faster or slower than the central frequency. Simultaneously, 
homogeneous T2 shortening leads to irreversible loss of phase information and attenuation of all 
magnetization components. These two effects are allowed to occur for a fixed delay. (d) An RF 
pulse is used to tip the overall magnetization by 180°. (e) A delay of equal duration to the one 
used in (c) is allowed. During this time, the protons with difference Beff experience an equal and 
opposite phase shift to the phase shift accrued during the previous delay, leading to recoherence. 
As occurred during (c), homogeneous T2 relaxation irreversibly removes magnetization. (f) After 
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recoherence the FID is acquired, and the resonance integrated to measure the homogeneously 
lost magnetization as a function of delay time. 

The T2 lifetimes of the WOC peaks range from 76.1 ms to 24.2 ms as given in Table 4 and 

illustrated in Figure 4.11a. Similar to the trends seen in ΔCS, the T2 lifetime shows a pronounced 

contrast between terpyridine and bipyridine protons, with terpyridine protons tending to be shorter-

lived. To visualize the similarity between these trends, we plotted the relaxation rate (T2-1) and 

magnitude of ΔCS for each proton as shown in Figure 4.11b. There is a fairly strong correlation 

between the two, suggesting that interaction with the QD is consistently affecting both chemical 

shift and T2 time as a function of proton. 

 
Figure 4.11 (a) T2 relaxation lifetime of each peak in the proton NMR of a WOC/QD solution. 
The terpyridine resonances (green highlight) tend to have shorter T2 lifetimes than the dmcbpy 
resonances (blue highlight). (b) The correlation in absolute change in chemical shift with 
relaxation rate (T2-1).  

Broadening of the peaks of surface bound species contains both homogeneous and 

inhomogeneous contributions. The inhomogeneous broadening has been attributed to solvation 

effects, where tightly packed surface ligands lead to inhomogeneous solvent environments.131 The 

total relaxation time T2* containing homogeneous and inhomogeneous components can be 

determined from the linewidths (Δ𝜈 = i
¹J̧∗

).127 In Table 5 we compare T2 and T2* for the four 

furthest downfield peaks, with linewidths measured through fitting the peaks to Lorentzian 

doublets with the same J values as in the WOC only sample. The values seen here show relatively 

little inhomogeneous broadening (T2*~1.5 T2) compared to the inhomogeneous broadening 

experienced by bound surface ligands (T2*~8 T2).131 The limited inhomogeneity could indicate the 
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WOC are well solvated, and do not cluster together on the surface. This supports our estimations 

of surface coverage from Chapter 2, which concluded that even at high ratios the surface is only 

sparsely covered in WOCs.  

Table 5 Comparison between calculated and measured linewidths for selected protons in 
QD/WOC mixture. 

Proton 1 3 4 b 
Calculated Peak Width (Hz) 5.1 7.1 7.0 13.2 

Fit Peak Width (Hz) 9.9 10.8 10 18.4 
 

These nanocrystals are known to engage in photoinduced charge transfer to this WOC, as 

well as 3-MPA and a number of other species.41, 46 Paramagnetic species such as photogenerated 

radicals are also known to cause broadening of NMR resonances by stimulating emission from the 

excited spin state.127 This returns the magnetization to the z-axis in the Bloch sphere, decreasing 

signal from the x-y plane in a mechanism known as T1 relaxation. T1 relaxation also leads to an 

observed reduction in the T2 lifetime,  as return of the magnetization to alignment along the z-axis 

decreases its projection into the x-y plane as well.128 To test if the changes in T2 lifetime were due 

to enhanced T1 decay, the T1 lifetimes of the WOC protons were directly measured using inversion 

recovery. The obtained values of T1 ranged from 1 to 3 s, comparable to those observed in free 

WOCs. This shows that any radicals photogenerated by ambient light either decay prior to the 

beginning of the NMR experiment or do not interact strongly with the bound WOCs. 

4.3.3. Determination of WOC Orientation and Implications for Catalysis 

It has been observed before with bound ligands on the surface of QDs that T2 lifetimes tend 

to shorten for protons nearer to the QD surface.123  This is due to the greater range of motion further 

from the surface allowing molecules to undergo hindered rotations which partially average over 

the transient interactions which accelerate T2 decay. Based on this interpretation, both our T2 and 
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chemical shift measurements suggest that the central terpyridine ring is closest to the QD. This 

observation comes with the caveats that NMR reflects the behavior of an ensemble of WOCs 

averaged over the millisecond timescale of the NMR measurement and could further reflect a 

dynamically-averaged behavior rather than a static one, such an equilibrium between oriented and 

disoriented catalysts. Keeping the nature of the experiment in mind, the data appears to indicate a 

preferential orientation of the WOC with respect to the QD which brings the terpyridine into 

proximity with the particle surface. 

Based upon the peak shifting and T2 data, we are able to further refine our model of the 

orientation between WOC and QD. We assert that an optimal orientation between the WOC and 

nanocrystal surface will provide uniform trends in both measured parameters as a function of 

distance from the QD surface. We begin by placing proton a closest to the surface. The distances 

between WOC protons and the QD depend on the angle between the surface and terpyridine plane 

shown in Figure 4.12a. Changing this angle leads to more motion of the dmcbpy protons than the 

terpyridine protons. As do not see a strong difference between the two dmcbpy rings in either the 

T2 or chemical shift data, we expect that the two dmcbpy rings are approximately equidistant from 

the surface. This leads us to the orientation shown in Figure 4.12b, which satisfies our requirement 

for uniform trends in both ΔCS and T2 lifetime as a function of distance from the QD surface. 
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Figure 4.12 (a) Effect of WOC terpyridine and QD surface angle on the distance between 
dmcbpy protons and QD surface. The orientation shown on the left leads to an equal distance 
from the QD for both rings of the dmcbpy, while the orientation on the right places one side of 
the dmcbpy significantly closer to the surface. (b) Visualization of ΔCS and T2-1 of protons in the 
WOC. Proton radius indicates the magnitude of ΔCS or T2-1. The catalyst is oriented to provide 
uniform trends in both quantities with distance from the nanocrystal surface. Proton coordinates 
are based on a related catalyst.38  

Having determined the preferred orientation of the WOC we now revisit the surface 

interactions which could lead to such an orientation. In prior reports about ruthenium complexes 

binding to the surface of QDs it was thought that that ester or acid functionalities assisted binding 

to the QD surface through coordination to unpassivated surface Cd.35, 70 Our system demonstrates 

the opposite orientation, with esters rotating to interact with the solvent rather than the surface. 

Although the polarity of the esters may play a role in orienting the WOC, they are clearly not 

involved through coordination to surface sites. 
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The orientation of the WOC does appear to bring the both the chloro ligand and the 

terpyridine into close proximity with the WOC surface. The terpyridine is a fairly large non-polar 

group, which may be driven into the aliphatic part of the ligand layer by hydrophobic effects. 

Alternately, the chloro ligand could be forming a bridging interaction between the Ru and Cd-rich 

surface. The Cd-Cl bond is known to be fairly stable as CdSe QDs have been produced with Cl- 

surface ligands.125 The orientation shown in Figure 4.12 has an ~120° angle between the Ru-Cl 

bond and z-axis, which is a feasible angle for bonding to a surface Cd site. Coordination between 

the QD surface and chloro ligand, must be transient or weakly bonded, as strong coordination 

would likely result in changes to the UV-visible spectra or the chemical shift of proton 1 upon 

binding. The orientation suggests that interactions exist between the QD surface and the WOC 

ligands, but the cause of the orientation cannot be definitively assigned to a single strong 

interaction. 

We now consider the implications which the WOC orientation may have on charge 

transfer. In previous work, we hypothesized that fast hole transfer from photoexcited QD to this 

WOC required a source of electronic coupling between the QD valence band and WOC HOMO, 

possibly through the WOC ligand orbitals. The frontier molecular orbitals have been calculated 

for the related complex [Ru(tpy)(bpy)Cl]+, where it was found that the HOMO of that complex is 

primarily located in a Ru d-orbital with some electron density is transferred to the chloro ligand 

through π-backbonding.96 Owing to its close proximity to the QD surface, the increased HOMO 

density on the chloride may act as a bridge, enabling faster hole transfer than would be possible 

directly from the QD to the metal center. This is consistent with our observations from Chapter 3 

in which we saw strong binding and rapid hole transfer for two different WOCs, both with chloro 

ligands. 
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The Ru-Cl bond acting as a source of electronic coupling between the QD valence band 

and WOC HOMO would have negative implications for the potential applications of the system 

for water oxidation. The mechanism of water oxidation for this family of  WOCs requires inner-

sphere hole transfer to a bound water molecule36 which typically replaces the chloride during 

catalysis. As water is not a strong π-donor, replacement of the chloro ligand with water would 

reduce the rate and efficiency of hole transfer which is also crucial for progress through the 

catalytic cycle. Should it be shown that having a chloro ligand is essential for hole transfer to occur 

limits the applications of this complex as an oxidative co-catalyst despite the rapid rate of hole 

transfer it achieves.  

On the other hand, finding that such a favorable orientation can be achieved in this system 

with a minimal synthetic transformation suggests that many other complexes could serve as 

effective co-catalysts. Halogen ligands are synthetically simple to add to metal complexes, and 

selection of the halogen may provide interesting effects on the coupling to the nanocrystal. 

Successful WOCs have been demonstrated with tunable positions in the coordination sphere,132 

and catalytic activity has also been shown for a complex which retains an iodo ligand throughout 

the entire catalytic cycle.126 By replacing this ligand with a chloride or other ligand capable of π-

backbonding to the Ru center a WOC may be produced with strong hole transfer and water 

oxidation characteristics. 

In conclusion, we have observed that the WOC binds to the QD surface with a preferential 

orientation. This orientation manifests itself through changes of the chemical shift of several 

protons on the catalyst as well as accelerated T2 decay observed in NMR. This improved 

understanding of the WOC/QD binding suggests a source of electronic coupling between the two 

which enables the fast hole transfer observed in prior measurements. This information suggests 
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new ideas for the improvement of photoinduced hole transfer from QDs to surface bound WOCs 

towards the goal of a successful water oxidation photocatalyst.



 

 
 
98 

Chapter 5 Conclusions and Outlook 

 
Chapter 2 demonstrated rapid hole transfer from CdS QDs to surface bound WOCs. 

Through a combination of optical spectroscopies and modelling we found that the catalyst 

interacted with the QD surface and received holes from the nanocrystal with a rate constant of 1.3 

x 1011 s-1 per catalyst bound. At a 1:1 ratio of WOC to QD, hole trapping strongly outcompetes 

hole transfer, but higher ratios allow transfer to occur with similar efficiency to trapping. Although 

the system investigated is not optimal for catalysis the fast rate constant of hole transfer showed 

the potential for the system if hole trapping could be moderately reduced.  

Chapter 3 investigated the mechanisms by which the system returns to the ground state 

following either picosecond hole trapping or transfer. After hole trapping, electron transfer occurs 

to the catalyst, quenching the trap emission and leading to a long-lived charge-separated state. This 

state recombines through diffusion-limited electron-hole recombination over the course of 

microseconds. Following hole transfer the oxidized WOC was found to decay through electron-

hole recombination on a ten-nanosecond timescale. These results were supported through analysis 

of a related catalyst with unfavorable energetics for electron transfer. The finding that four orders 

of magnitude in time separating hole transfer and recombination is promising for eventual coupling 

of this system to sacrificial hole scavengers or reductive co-catalysts such as viologens or platinum 

particles.  

Chapter 4 used NMR spectroscopy to elucidate the specifics of how the WOC interacts 

with the QD. Upon exposure to the QD, WOC protons experience changes in chemical 

environment and rotational correlation time consistent with binding to the QD surface. This 

binding occurs with a preferential orientation, bringing the terpyridine and chloro ligands of the 



 

 
 
99 

WOC close to the QD surface. This orientation suggests hole transfer through the chloro ligand as 

a mechanism for the strong coupling to the QD valence band. The design of future WOCs may 

utilize this information by placing a halogen in the coordination sphere where it will not obstruct 

the active site.  

Taken together, these observations reveal principles for future design of water splitting 

systems. Preparing nanocrystals with reduced hole trapping rates will drastically improve initial 

charge transfer efficiency. Reductive co-catalysts with nanosecond electron transfer times will 

effectively prevent recombination of transferred charges. Selecting catalysts to favor coupling to 

the nanocrystal will facilitate hole transfer and improve turnover rates. The work presented here 

offers principles for both the analysis and design of future metal complex/nanocrystal water 

oxidation photocatalysts.
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