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Laser-cooling atoms to indistinguishability: Atomic Hong-Ou-Mandel interference and entangle-

ment through spin-exchange

Thesis directed by Prof. Cindy Regal

In this thesis, I describe the development of and scientific results from a new platform for

creating ultracold atoms via single-atom control. We employ Raman-sideband cooling to isolated

bosonic 87Rb atoms confined within sub-micron optical tweezers, yielding single particle three-

dimensional ground-state fractions of 90%. We create multiple, independent, mobile optical tweez-

ers, which simultaneously allows multi-particle studies with single-atom microscopy and highly

tunable length-scales. We employ this toolset in both of the main experiments discussed in this

thesis. In one experiment, we observe Hong-Ou-Mandel interference of two bosonic atoms, each of

which is independently prepared in spatially separated optical tweezers. The interference we ob-

serve is a direct consequence of the purity of the single particle quantum states produced, and the

indistinguishability of the atoms. In a second experiment, we introduce a spin-degree of freedom

and exploit spin-exchange dynamics, driven by the quantum-statistics of the particles, to create a

spin-entangled pair of spatially separated atoms.
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Figures

Figure

1.1 New experiments enabled by the optical-tweezer platform. (a) We create an atomic

beam splitter to observe two-particle interference, thereby revealing for the first time

the Hong-Ou-Mandel effect [1] with independently prepared atoms. (b) Starting

with an an atom in each of two spatially separated optical tweezers, we tailor the

microscopic physics to produce entangling spin-exchange collisions. Upon producing

entanglement, we separate the particles and verify that the entanglement produced

locally persists to create non-local quantum correlations between the atomic spins.

This toolbox is crucial to using spin-exchange-based gates with neutral atoms for a

quantum-computing architecture [2]. The subscripts of the states represent the atom

locations over the course of the operation. . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2 Quantum gas assembly. (a) A potential array is loaded stochastically with thermal,

single atoms via light-assisted collisions [3]. (b) After imaging the random spatial

distribution, an optical tweezer sequentially drags atoms (red arrows) into a central

region (red square) (c) The resulting uniform array can be imaged, and the detected

atoms on the edge can be removed with the optical tweezers. (d) Three-dimensional

Raman sideband cooling is applied, initializing each atom independently in its mo-

tional ground-state (e) By removing spatial and motional entropy, it is possible to

melt to a superfluid from a small Mott insulator via the quantum gas assembly

protocol outlined in the prior steps. . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
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2.1 Photograph of the experiment circa 2015. . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 Photographs taken of the cell (a) shortly after it was affixed to the rest of the vacuum

chamber (b). The cell was aligned (within 0.2o) to the plane of the optical table by

reflecting a leveled laser off of the large windows. . . . . . . . . . . . . . . . . . . . . 13

2.3 Three external-cavity diode lasers are used for the MOT and single-atom spin prepa-

ration. The optical pumping and cycling light for imaging are derived from the F = 2

laser and switched separately with AOMs. Two of the three MOT beams are gener-

ated via an injection locked amplifier with light from the F = 2 laser. The repump

light is derived from the F = 1 laser: two separate fibers (with separate AOMs)

carry repump to the experiment for the MOT and spin preparation of the atom(s),

since they require different polarizations and beam vectors. Also shown is the Raman

laser, which is derived from a DBR diode detuned red by approximately 50 GHz of

the D2 line.The details of generation of the light used for driving Raman transitions

along all three dimensions of the optical tweezer is discussed in Chapter 3. The

transition splittings here are taken from Ref. [4]. . . . . . . . . . . . . . . . . . . . . 15

2.4 Multiple beams are used for single-atom trapping and ground-state cooling. A side

and top view of the setup is provided, and a coordinate system used consistently

(for the most part) throughout this thesis. In the text we elucidate abbreviations

for beams and optical elements. Unless otherwise indicated, every cube is polarizing. 18

2.5 Imaging data through the ASE objective and a window similar (same manufacturer

and batch) to those created for our cell. (a) We show a magnified image of a dual

pinhole target for testing the objective performance and imaging magnification. The

relative dimness of the upper right pinhole image is due to the inhomogeneous rear

illumination of the target. (b) We show the azimuthal average of the imaged spots

with a fit using the model in Eq. 2.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
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2.6 In-situ ASE lens alignment. We optimize the input beam collimation (a), and angular

lens alignment in y (a) and x (c). The angles are quoted with respect to the normal

of the cell window, to which the input beam is also aligned. The alignment signal

is the axial trap frequency, which, in contrast to the radial frequency, is sensitive to

both the spot-size and z length scale of the trap. The trap frequencies are measure

with parametric excitation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.7 We designed and machined in-house a coil mount to fit around the cell and ac-

commodate the spatial constraints imposed by the large objective. We performed

numerical simulations in the Mathematica Radia package of the expected current to

field performance for these coil pairs, which are each in the Helmholtz configuration.

The created fields were consistent with the expectation at the < 5% level. . . . . . . 21

2.8 This is a schematic of the rail system used to generate the light focused by the

objective to form the optical tweezers. The light emerges from an AR-coated FC-PC

connectorized optical fiber and is collimated to 2w0 ≈ 1.4 mm by an asphere “CA”.

It then passes through AOV, an AOM which realizes vertical (y) angular deflections.

A 1:1, 4.5 cm relay images the center of AOV on to the center of AOH, an AOM

which realizes horizontal (x) defections. A second 1:1, 15 cm relay images the center

of AOH onto the center of the first lens in the telescope, “GLC”. The beam is blown

up by a factor of 20 (which commensurately demagnifies the angular deflections)

once it is collimated by a 30 cm achromat. We have observed that the AOMs can

rotate the polarization of the beam in a temperature dependent fashion: a pair of

polarizing beamsplitters and a half-wave plate fix the fraction of light that is picked

off to a photodiode for intensity stabilization. A pair of resulting spots imaged by a

1 m achromat are displayed when two RF tones of 7.5 MHz spacing are introduced

to AOV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
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2.9 Here we illustrate a typical experimental sequence for performing a quantum dynam-

ics experiment. A MOT of up to 106 atoms is formed, and free space polarization-

gradient cooling (PGC: reduced intensity, -70 MHz cycling detuning, zeroed magnetic

fields) cools the cloud to approximately 10 µK. At this point, some number of atoms

are loaded into the tweezers and undergo light-assisted collisions [3, 5] in the pres-

ence of the red-detuned cooling light, thereby reducing the atom number in each

tweezer to 0 or 1. The atom populations in each optical tweezer is imaged, and the

trapped atoms are re-cooled with PGC (temperatures from which are discussed in

Chapter 3). We then independently initialize the spin and three-dimensional mo-

tional state of each atom with optical pumping and Raman-sideband cooling (see

Chapter 3). The optical tweezers are then adiabatically ramped to a new configu-

ration associated with a Hamiltonian of interest; dynamics ensue. The depths and

spacing of the tweezers are then varied diabatically with respect to the timescales of

the aforementioned Hamiltonian, into a configuration amenable to spatially-resolved

single atom detection. In the sequence shown above, the atom’s position switches

from the left tweezer to the right. The majority of experiments in this thesis occur

in 0.5 seconds or less. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
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2.10 Single atom loading and imaging. (a) We set the single-pass peak intensity of each of

the large MOT beams to a saturation parameter of s0 = 2.0, and each of these beams

delivers 1 mW of repump light; the MOT gradient was set to 9 G/cm. We then vary

the cycling light saturation parameter of the funky-angle beam and measure the

load probability. For each data point, the bias fields were reoptimized along all three

axes, since changing the funky-angle beam intensity moves the MOT position; the

plotted load probability corresponds to the peak-loading position. (b) Setting the

funky-angle beam to a saturation parameter of sFunky0 = 1.12, we measure the single

atom load probability. Typically we operate the experiment with a 125 ms load

time and observe 60 to 63% load probability. Other relevant parameters include the

cycling light detuning of −10 MHz and the optical tweezer depth of 1.1 mK. . . . . . 25

2.11 Typical imaging data observed in the experiment for a 25 ms collection. The photon

counts here are computed on the basis of the brightest pixel in the camera image

shown in the figure; the left peak corresponds to our background signal (blue), and

the right peak corresponds to the atom signal (red). The black lines correspond to

the Poissonnian expectation for the peak widths given the fitted center value of the

counts for background. We find reasonable agreement, and hence are reaching the

limit of imaging fidelity for a Poissoinian distribution of photon counts. The green

dashed line is the threshold calculated to minimize detection errors. . . . . . . . . . 26
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2.12 In-situ characterization of the atom imaging performance. (a) Fitting a Gaussian to

an ideal Airy disk imaged by a 0.6 NA system at 780 nm. (b) A cross-section of the

atom-image in the inset. For these data, the aperture of the objective was set to 26.5

mm, corresponding to a 0.62 NA. The red line is a Gaussian fit according to the fit

function in the text. (c) Plot of fitted Gaussian waist v. ideal imaged Airy-disk NA,

for creating an interpolation (dashed line) between Gaussian waist and Airy-disk NA

for analysis of single-atom imaging data. (d) We plot the fitted atom image as we

vary the objective aperture, and the corresponding NA of the imaging system. The

red circled point was extracted from the data in (b). The green-dashed line is the

interpolation from (c). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.13 Characterization of the optical tweezer. (a) We plot the frequency position of an

atomic loss resonance after exposure to σ+-polarized cycling light as a function of

the optical tweezer depth. The inset plots correspond to the indicated data points

in the main plot. (b) A parametric excitation resonance from which we extract the

tweezer radial trap frequency for a given input power. . . . . . . . . . . . . . . . . . 30

2.14 (a) Shown are two spots formed by focusing the light directly from the collimation

rail with different relative intensity and the associated cross-section of these spots.

The cross-section is meant to illustrate the resulting double-well potential; for red

detuned light, the peaks turn into potential minima. (b) The relative well depth

in units of Hz as a function of the DC control voltage discussed in the text. The

absolute bias plotted is determined by the measured fractional bias from images such

as those in (a) and the experimentally measured single tweezer depths for tunneling

(see Sec. 2.8.2). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.15 Calibrating the frequency control of the double-well spacing. Imaged atom spacing

as function of varying the frequency of one tone while keeping the other fixed at

80 MHz for AOH (a) and AOV (b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
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2.16 The tweezer-trapped atoms are illuminated with optical pumping and repump light,

each circularly polarized. |F,mF 〉 = |2, 2〉 (encircled by a dark blob) is decoupled

from these beams because no transition exists that can be driven with these polariza-

tions from this state. The green lines indicate σ+ light tuned to the 2-2’ transition;

the gray is the σ+ repump light on the 1-2’ transition. . . . . . . . . . . . . . . . . 34

2.17 Optical pumping optimization by measuring the depumped fraction (into F = 1)

after application of the 2−2′ light. (a) Alignment of the optical pumping quantization

axis by varying the angle of an added fixed size field (0.1 G); the parameters of

the x coil pair are fixed to a 3 G field during this procedure. The pulse length

is set to near the 1/e-time for an initial set of quantization axis parameters. (b)

Varying the amplitude of this added field at fixed angle in the y − z plane for the

same depumping time parameters. (c) Measurement of the scattering rate of the

optical pumping beam when the quantization axis points approximately 45o to the

beam propagation direction; this largely compromises the dark state because the

polarization experienced by the atom is now mixed. (d) Setting the quantization

axis to the optimized parameters and measuring the depumping rate. We observe

a nearly 1000-fold suppression of the depumping of the dark state between (c) and

(d). We also note that this procedure both compensates angular mismatch between

our coil axes and the optical pumping beam, as well as any background magnetic

fields not sufficiently nulled. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
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2.18 (a) Mechanism by which tightly focused linearly light couples to circularly polarized

light. Because the electric field rotates on either side of the focus on the scale of a

wavelength, it adds helicity to the light. (c) We numerically compute the electric field

components at the focus for a 0.51 NA optical system at 852 nm, and a trap depth of

1.1 mK. Here we approximate that the tweezer beam is uniformly illuminating our

objective, even though we in fact aperture the beam at its 1/e2 waist of 30 mm. Our

calculation therefore could exceed the true gradient by 15% [6]. For the purposes

of this illustration I rotated the coordinate system here because our polarization is

in the horizontal plane and it is hard to illustrate the electric field gradient when it

points out of the page. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.19 We measure the depumping lifetime τDP for two trap depths as a function of the

magnitude of the quantization axis. For large quantization axis (trap depth), we

observe a suppression (increase) of depumping. For each quantization axis used here,

the field angle and tip field were optimized to minimize depumping; for each depth the

optical pumping beam was resonant with the light-shifted transition. However, we

later determined that the quarter wave plate angle could have been further optimized,

which is why neither data set reaches the τDP = 25 ms from the previous section.

The scattering rate of the optical pumping beam (∼ 100 kHz) was kept constant to

∼ 10% over the entire data set presented here, including the effect of the magnetic

field shifts of the optical transition (1.4 MHz). . . . . . . . . . . . . . . . . . . . . . . 39
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2.20 Microwave spectroscopy on single atoms (a) A square pulse is applied to a spin-

polarized atom in |2, 2〉 in a 3 G field. The Rabi rate is 50 kHz, and the fit is the

expected response for a driven two-level system on resonance with a 10 µs pulse. (b)

A temporally Gaussian pulse is applied with the profile indicated in the figure. The

red line is a fit to a spectral Gaussian, while the black line is the response expected

via numerical evolution of the Schrodinger equation for this pulse profile and the

measured Rabi rate of 36.9 kHz. (c) Typical Rabi oscillations after application of a

resonant square-pulse of varied pulse area. . . . . . . . . . . . . . . . . . . . . . . . 40

2.21 (a) Schematic of applying the light-shift beam to the left optical tweezer; the wells

are spaced by 1.57 µm and 1.1 mK deep. (b) Scan of the position of the light-shift

beam when placing resonant cycling light on the fiber. Typically we use a 4µs pulse

with less than 1nW of power in the beam. The blue (red) points correspond to the

likelihood that an atom in the left (right) well survives the pulse application. . . . . 41

2.22 Performing microwave spectra with the light-shift beam aligned to the left optical

tweezer using square (a) and Gaussian (b) pulses. The blue (red) points corresponds

to the likelihood that an atom in the left (right) well is spin-flipped into F = 1. . . . 42

3.1 Experimental setup for tweezer trap, detection, and three-dimensional motional con-

trol. (a) Orthogonal radial axes, indicated by x′ and y′, are addressed by Raman

beam 1 (RB1) (σ+-polarized) and RB2 (π-polarized), or RB1 and RB3 (π-polarized).

RB1 and RB4 (linearly polarized in y-z plane) address the axial direction. Note we

should be able to cool all three axes with a single pair of counterpropagating beams.

(b) Level diagram for 87Rb with associated beams from (a). Optical pumping con-

sists of σ+-polarized repump light on the F = 1 → 2′ transition along with optical

pumping light on F = 2→ 2′. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
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3.2 Raman transitions. In our setup, we drive transitions of ∆mF = ±1, necessitat-

ing one beam of π- polarization (beam 1) and another of circular (beam 2). The

difference in the beam frequencies is resonant with the splitting between the states

between which we hope to drive a transition, up to an amount δ (Raman detuning).

Both beams are far detuned from an excited state |i〉, and each yields dressing of

this state quantified by the single photon couplings Ω1 and Ω2, respectively. For

explanatory purposes, we simplify the picture to driving a transition between two

states, |s〉 and |f〉, through a single intermediate, excited state |i〉. In practice, the

Raman beams couple to many excited states (see text). . . . . . . . . . . . . . . . . 48

3.3 Coherent sideband and carrier oscillations, determination of n̄, for ηR = 0.22 and

ω/(2π) = 140 kHz. Top (bottom) row for thermal state of temperature 15 µK

(1.7 µK) (a,d) Coherent sideband oscillations for δ ≈ ±ω, where to hit resonance

for the sideband oscillations we correct for the slight dressing of the sideband res-

onance by the carrier (this pulls the sidebands closer to the carrier). The red and

blue-sidebands are correspondingly colored. (b,e) Computing n̄ from the sideband

oscillations using Eq. 3.20, and comparing to the dashed line whose position is the

true n̄ from Eq. 3.21. (c,f) Expected dephasing (and lack thereof) of carrier oscilla-

tions via Eq. 3.22 as a function of temperature. For (a,d,c,f) we plot the likelihood

to measure the particle in spin-up, P↑, given that it started spin-down and in the

stated motional distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.4 Simulation of continuous sideband cooling. We show the expected dark state pop-

ulation |2, 2; 0〉 as function of time that an atom is exposed to Raman and opti-

cal pumping beams. The blue (green) is for the case of δ ≈ −ω (δ = 0). The

simulation uses parameters close to the radial continuous cooling of Section 3.4.6:

ΩR/(2π) = 20 kHz, initial T = 15 µK, ηR = 0.22, ηOP = 0.16, Γ = 30 ms−1, and

ω/(2π) = 140 kHz. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
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3.5 Simulation of pulsed and chirped pulsed cooling. For both simulations shown, we use

ΩR/(2π) = 31 kHz, ω/(2π) = 150 kHz, ηR = 0.22, ηOP = 0.16, δ ≈ ω. (a) Pulsed

sideband cooling using the same pulse length of ∆t = π/(ηRΩR) = 73 µs for the entire

cooling routine. (b) Pulsed sideband cooling using ∆t = 48 µs (∆t = π/(ηRΩR))

for the first 40 (last 10) pulsed-cooling cycles. The kink at cycle 40 in the cooling

trajectory comes from the change in the pulselength. It is clear that the shorter

pulselength by itself would actually be sufficient for 99% cooling fidelity in ∼ 0.5 ms.

The insets show the motional state occupations at the end of the cooling for each

protocol on the basis of the diagonals of the final density matrix. . . . . . . . . . . 60

3.6 Effect of polarization impurity on different sideband cooling protocols. Using the

continuous-cooling parameters of Figure 3.4 except that we now use ω/(2π) =

150 kHz, and the pulsed-cooling of Figure 3.5b, and we model the effect of the po-

larization purity of the optical pumping beam. This is achieved by varying the ratio

of good to bad polarization, which is equivalent to the ratio of depumping scattering

rate to the good polarization scattering rate: ΓDP /Γ. A term is added to Eq. 3.23

of the form Γ
1/2
DPσ

+. Since we care both about the motional and spin distribution,

I plot the resulting density matrix purity on the y-axis, for the case of continuous

(black) and pulsed (purple) cooling. The continuous cooling is significantly more

robust against this experimental systematic. . . . . . . . . . . . . . . . . . . . . . . . 63
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3.7 Single atom sideband spectra and Rabi oscillations in the radial dimensions before (a,

b) and after (c, d) ground state cooling. (a) The black squares are a carrier peak in

the y′ direction using a ∆t = 15 µs (near π) pulse. The red circles (orange triangles)

are sidebands along the y′ (x′) axis for a 75 µs (near π) pulse, demonstrating an

initial thermal population of vibrational states – these axes are defined in Figure

3.1. The solid lines are fits to a Rabi sinc function for the carrier and Lorentzians

(an approximation) for the sidebands; each fit contains an offset at our measured

background (gray shaded region centered at 0.04). (b) Carrier Rabi oscillations for

the y′ direction showing dephasing of a thermal state. Here the carrier Rabi frequency

was set to 15 kHz, instead of 26 kHz. The solid line is a fit to the data using a thermal

distribution of Rabi frequencies. (c) Raman cooled radial sidebands; no Raman

cooling is applied to the axial direction for these data. The black squares are a

cooled carrier peak using a 15 µs pulse. The blue circles (green triangles) are spectra

along the y′ (x′) axis using a 75 µs pulse, displaying a significant asymmetry that

is the hallmark of a large ground state population. (d) Rabi oscillations for a radial

ground state cooled atom with a fit to a damped sine for the carrier (black squares)

and the ∆n = +1 sideband (blue circles), which demonstrates coherent control of

the spin-motional states; the carrier dephasing is suppressed due to the purity of the

vibrational distribution. Each data point is an average of 150 experimental runs,

and hence ∼ 75 atoms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
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3.8 Axial spectra and 3D ground state pulsed-cooling of a single neutral atom. (a)

A thermal axial spectrum (red squares) using an intensity corresponding to a cold

carrier Rabi frequency of 12 kHz and a ∆t = 65 µs Raman pulse. The data are

fit to Lorentzians (solid line) to guide the eye. (b) Result of simultaneous sideband

cooling in three-dimensions, demonstrating significant sideband asymmetries and

simultaneous ground state occupations in all dimensions. The axial data (center)

illustrates our cooling parameters, and is performed with a carrier Rabi frequency of

10.6 kHz and a pulse of 236 µs (near π pulse on the ground state ∆n = +1 sideband,

a 5π pulse on the carrier). For the radial data, the blue circles (green triangles) are

spectra along the y′ (x′) axis using a 75 µs pulse. The solid lines on the ∆n = +1

sidebands are Lorentzian fits. (c) After 3D cooling, axial spectroscopy for a halved

carrier Rabi frequency of 5 kHz and a pulse of 450 µs. Better spectroscopic resolution

affirms a large axial ground state occupation. . . . . . . . . . . . . . . . . . . . . . . 72

3.9 Simulated coherent axial spectrum with a square pulse. We simulate an axial spec-

trum for the parameters: n̄ = 0.1, ΩR/2π = 10.6 kHz, ∆t = 236 µs, ηR = 0.23,

and ω/2π = 30 kHz. These parameters closely approximate those used for the axial

spectrum in Figure 3.8b. Since we are using a π-pulse for the sidebands, this nec-

essarily entails lots of oscillations from the carrier which is significantly overdriven.

This complicates applying Eq. 3.20, which assumes that carrier transitions are not

occurring at the position of the sidebands. When performing axial thermometry, we

attribute all the signal at the position of the sidebands, which makes the temperature

estimates conservative. Note that coherent cancellation of the spin-flips between the

carrier and sideband transitions (which in principle could cause underestimating the

temperature) is not possible since the states coupled in each are different: one has

a change in motional state while the other does not. Such paths, therefore, always

add incoherently. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
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3.10 Since all the Raman beams are derived from the same DBR (with frequency flaser),

their final frequency is determined by the AOs through which they pass, as well as

by the EO for the case of the EO beam. (a) We choose a particular AO frequency

(“spectroscopy frequency”) for the top beam (dashed colored lines in figure, bold

frequency labels) when doing carrier calibration, while for the EO beam (solid colored

lines in figure, unbold frequency labels) we scan the microwave frequency (fEO) that

determines the optical sideband for the Raman process (and its AO frequency is

fixed). This measurement yields a microwave frequency for which we observe the

carrier transition: we call this the “carrier frequency.” (b) Fixing fEO to the carrier

frequency, we scan the frequency of the top, bottom, or axial beam to optimize the

cooling and ascertain the associated “cooling frequency” for each beam. For the

top and bottom beam, the difference between the spectroscopy frequency and the

cooling frequency is very close to the trap frequency, as expected for cooling on the

red-sideband; the axial is offset from the spectroscopy frequency by an amount which

includes both the difference in the light shift from this beam compared to the top

beam, as well as the trap frequency of the axial direction. Ground state cooling is

performed with the microwave frequency set to the carrier location, while the top,

bottom, and axial beam are set to their cooling frequencies. By measuring the carrier

location each day, we can calibrate all of the magnetically field sensitive sideband

resonance positions on the basis of this single measurement. . . . . . . . . . . . . . . 75
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3.11 Continuous cooling cycle and axial cooling trajectory. (a) This timing diagram

illustrates the sequence of Raman beams that are turned on and the corresponding

times. The optical pumping beams are on for the entirety of the cooling time, during

which the cycle is applied usually 50 times. The goal was to slowly cool the axial

direction while repairing the heating done to the radial direction. The integrated

axial cooling time is much longer than the time it would take to ground-state cool the

axial direction according to the master equation numerics in (b), while the radial

cooling time in just one cycle (done with top/bottom beams) is closer to what it

would take to ground-state cool a radial axis since it is much faster. We therefore keep

the atom close to the radial ground-state during the entirety of the three-dimensional

cooling. (b) We show a simulated cooling trajectory for the axial direction using

typical experimental parameters: ΩR/(2π) = 7 kHz, ω/(2π) = 29 kHz, ηR = 0.36,

ηOP = 0.35, an initial temperature of n̄ = 8, and we use the axial photon heating of

1 per optical pumping recycling. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
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3.12 Varying radial cooling frequencies during sideband cooling, typical repump scattering

rate measurement. (a) Here we vary the Raman detuning of the top and bottom

beams while performing a ramp-sequence measurement after continuous (black) and

pulsed (purple) cooling. Though the Raman Rabi frequencies are the same (2π ·

20 kHz), the pulsed cooling operates over a narrower bandwidth due to the absence

of the repump broadening. The trap used here has a ωradial/(2π) = 140 kHz. The

amount of loss observed at the peak of these curves is due to non-adiabaticity in this

ramp; we have performed some tunneling experiments at similar depths of 1 µK and

observe no loss using a slower, two stage ramp. (b) Repumping to F = 2 from the

|1, 1〉 state. We prepare |1, 1〉 by performing sideband cooling then applying a π-pulse

on the carrier. The repumping rate (1/τ) is half the scattering rate Γ (photons/sec),

due to the branching coefficients of 1/2 from F=2’ to F=1 and F=2. We use such

measurements to calibrate the repump scattering rate, which is crucial to the cooling

performance. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

3.13 Ramp-sequence calibration of axial cooling frequency. We scan the Raman detuning

of the axial beam (AB1 here) and observe the positions of maximal atom survival.

These coincide with the regions in which we expect the multiples of the trap frequency

to be (dashed lines), and we typically set the cooling frequency to the center of either

range when performing first or second sideband cooling. The increased survival

probability is likely more directly an indication of lower heating of the radial direction

during cooling by cooling the axial direction to the ground-state (which, of course,

is dark). As we approach the carrier at higher frequencies, the increased loss is

likely from radial heating due to carrier transitions inducing optical pumping. This

statement is based on the fact that the larger confinement of the radial direction

implies fewer bound-states in the trap, and hence greater susceptibility to loss for a

given n̄. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
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3.14 Continuous cooling sideband spectra for a radial dimension and the axial dimension.

(a) Top and EO beam spectroscopy of the radial dimension of the tweezer after

continuous sideband cooling. The pulselength here is near a π-pulse on the blue-

sideband from the ground state. The reduced offset in these data compared to the

pulsed section is due to improved push-out fidelity (we drop to a shallow depth to

perform the push-out) and the reduced Rabi-frequency of ΩR/(2π) = 20 kHz. (b)

AB2 and EO beam spectroscopy of the axial dimension of the tweezer. In both plots,

the black line indicates the expected position of the associated red-sideband for the

dimension probed. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

3.15 Sideband spectra after Gaussian pulsed cooling. We show spectra for the radial

(a) and axial (b) directions of the tweezer. For the axial data, we compare the

spectra with an numerically calculated spectrum (dashed line) using n̄axial = 0.05

(T = 0.45 µK, ω/(2π) = 29 kHz, and the parameters listed in Table 3.5). The

solid lines for each are fits using a sum of Gaussians. The axial spectrum exhibits

significantly higher contrast and coherence compared to other axial spectra shown

in this chapter, which necessarily used a lower Rabi frequency to retain spectral

resolution for square-pulse spectroscopy. . . . . . . . . . . . . . . . . . . . . . . . . . 84
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4.1 Original Hong-Ou-Mandel effect observation. In the experiment, two photons in the

same polarization state are incident on separate ports of a balanced beam splitter.

The position of the beam splitter is varied so that the overlap of the wave-packets

on the beam splitter is tuned. Each output port of the beam splitter is measured on

photodetectors, and the likelihood for both detectors to click within a small time-

interval, the “coincidence counts”, is measured. The data plot on the right is taken

directly from Ref. [1]: it shows that for a particular position of the beam splitter,

the coincidence counts drastically drop. Even though, classically, we might expect

an equal likelihood of the photons coming out the same or different port, there is

a coalescence effect induced by the bosonic quantum statistics of the photons. A

two particle interference effect, known as the Hong-Ou-Mandel effect, suppresses the

quantum amplitude that the photons emerge on different ports, specifically when

the photons are overlapped on the beam splitter. . . . . . . . . . . . . . . . . . . . . 88

4.2 Hong-Ou-Mandel effect with atoms and experimental setup. (a) The optical tweezers

form a coupled double-well potential. Starting from a state with a ground state spin-

up atom in each well, denoted |S〉, the tunnel-coupling causes the atoms to interfere

destructively and results in the state i√
2
(|L〉1|L〉2 + |R〉1|R〉2). (b) The apparatus for

realizing tunneling between optical tweezers utilizes the high numerical aperture op-

tics and radio frequency signal control of the tweezers’ positions and depths discussed

in Chapter 2. (c) The sideband cooling (see Chapter 3) is accomplished via lasers

driving coherent (green) and spontaneous (blue) Raman transitions that couple to

the atomic motion and spin states |F = 1,mF = 1〉 ≡ |↓〉 and |F = 2,mF = 2〉 ≡ |↑〉. 89
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4.3 Equivalence of second-quantized modes for photonic and atomic beam splitter setups.

(a) For a photonic beam splitter, there are two input modes a1 and a2, connected via

transmission and reflection to a3 and a4: the beam splitter transformations in the

text (Eq. 4.19) reflect the different phases for each process. (b) For an atomic beam

splitter formed from a double-well potential, the creation and annihilation operators

refer to the bound-state mode of each well. Since in this case a tunnel-coupling

coherently mixes the modes, the transmitted quantum amplitude correspond to the

input mode creation operator, while the reflected amplitude yields creation in the

other mode; the input and output modes are shared in this way, while preserving the

fundamental beam splitter transformations in the text. The transcription between

the operators in (a) to those in (b) are indicated in the figure. . . . . . . . . . . . . . 101
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4.4 Single photon entanglement. While a single quantum particle cannot exhibit particle

entanglement, it can create mode-entanglement through the state 1√
2

(|1, 0〉+ |0, 1〉).

To show that this corresponds to useful entanglement (and can violate a Bell’s in-

equality), we show a procedure (from Ref. [7]) by which local operations connect this

photonic state to an atomic |bell〉 state. For two atoms, each comprised of a two-level

system with splitting resonant with the input photon, via the local atom-photon in-

teractions the mode-entanglement is converted into particle entanglement. We show

the initial beam-split photonic and atomic states prior to the local atom-photon in-

teractions in the upper-left of the figure, and then the final state after interaction in

the bottom-right. To violate a Bell’s inequality it is required to measure correlated

fluctuations in multiple bases, but the fact that there are not in general unitaries

that connect the single excitation state to the zero excitation state within a single

mode (this is a so-called “super-selection rule” for the case of massive particles) poses

a challenge that is solved by using these additional spins (on which Bell’s inequality

measurements are routine). There are, however, experimental examples demonstrat-

ing the presence of entanglement in the beam-split single photon state without the

aid of atomic states [8]; similarly, proposals exist for converting mode-entanglement

of massive particles into particle entanglement through the aid of a Bose-Einstein

condensate particle reservoir or additional particles supplied to a beam splitter [9, 10].103
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4.5 A list of the possible outcomes of our imaging protocol. A 0 (1) within a box indicates

that on the pixel corresponding to either the left [L] or right [R] wells, the measured

counts fell below (exceeded) the threshold for triggering atom detection. The red,

blue, and grey regions highlight the signals used to produce the data points in, for

example, Fig. 4.14b,e. P 1
i (P 2

i ) refers to an atom that started on the left (right), i.e.

the first image indicated an atom on the left (right). In our calculation of P11 if there

is an atom in each well in the second image we count this as 1; if there are zero atoms,

we count this as 0; if there is one atom total, we also count this as 0. The latter two

cases can occur when atoms end up on the same optical tweezer, with probabilities

P20 and P02 for the left or right tweezer, respectively (see Section 4.7.3). We take

the mean over all experimental realizations to extract the single and two-particle

probabilities represented. To accurately interpret the measured P11 we must take

into account particle loss. Hence, in our analysis this loss is independently accounted

for by using the value of Ploss determined in the parallel single-particle experiments.

Specifically, in two-particle experiments the maximum value that P11 can reach is

(1− Ploss)
2. Ploss ranges in our experiments between 0.03 and 0.05; these values are

consistent with variation in vacuum lifetime and experiment length amongst different

datasets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

4.6 Protocol for initiating tunneling. (A) The tunneling sequence as a function of time,

illustrated for the 96 kHz final trap depth. (B) For the 96 kHz depth, tunneling at

times before t = 0 for a single atom starting on the right (red), on the left (blue),

and with one atom in each well (black). The solid lines model the single particle

dynamics use the Hamiltonian of Eq. 4.33, and using the calculated depth-dependent

tunneling shown in Section 4.5.2.4; we also show the expected dynamics of an atom

starting in the left well were we to neglect gravity during the ramp down (green). . . 112
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4.7 Dynamics and bias scan including the ramp dynamics for a horizontal double-well

of 96 kHz and 808 nm spacing. (a) The dense, red circles correspond to the numer-

ically computed bias curve for the first half-oscillation. We fit these simulated data

to a Lorentzian (dashed red line) with the model from Eq. 4.34; the ramp-dependent

fractional disparity between the fitted γ and the 2J used in the model is included

as a correction when calibrating the bias control. We contrast the expected spec-

tral response of a two-level system driven with a resonant square-pulse and Rabi

frequency 2J (solid black line). (b) We show the numerically calculated temporal

response during and subsequent to the final ramp for a resonant bias. For a vertical

double-well there is a small (< 2%) reduction in the single particle contrast due to

the off-resonant tunneling prior to the final trap. . . . . . . . . . . . . . . . . . . . . 114

4.8 Basic characterization of single-particle tunneling in a vertical double-well formed

from optical tweezers for a 808 nm spacing and depth of 96 kHz. (a) For a 0.9 ms

tunneling time, we scan the relative well bias, ∆, and observe the single particle

tunneling resonance, symmetrically for an atom originating from either well. The

blue circles (red triangles) correspond to atoms starting in the left (right) well. The

evolution time is set for near full coherent swapping of the atomic populations in

each well. (b) At ∆ = 0, we observe oscillations at 2J in the expectation value of an

atom’s position. For (a,b), for each experimental value (bias or time) the experiment

was run 400 times, yielding ∼ 140 single particle measurements for each of the red

and the blue data points. (c) We perform a first order check on the importance

of cooling by omitting the sideband cooling stage while otherwise retaining all the

features of the experiment from Figure (a), however, with half the statistics. (d)

We theoretically calculate the expected tunneling dynamics for a 3D ground-state

fraction of n̄ = 0.2 in the full dimensionally-coupled space of the Gaussian double-

well for a spacing of 808 nm and depth of 96 kHz, mirroring the parameters of the

experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
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4.9 Sideband spectroscopy after resonant tunneling for near a full-swapping time of π/2J ,

in a horizontal double-well of depth 26 kHz and 918 nm spacing. We perform radial

(first row) and axial (second row) spectroscopy after the tunneling procedure, and

perform the standard resonant push-out to readout the spin populations. The y-

axes on these plots should be interpreted as the product of the final well probability

(indicated by the second image atom location) and the probability of being in F = 1

(i.e. surviving the resonant push-out). The sum of PL and PR for data of the same

color corresponds to the overall sideband-specotrscopy transfer at a given frequency,

and is consistent with sideband spectroscopy plots without the tunneling occurring

prior. The first column (second column) corresponds to the probability of observing

the atom on the left PL (right PR). For all of the plots, the red (blue) correspond

to runs in which the first image showed the atom on the right (left). The flipping of

the blue and red peaks between the figures in each row is because if an atom start on

the left (right), it is more likely to be on the right (left). The increased offset in the

radial data is because we were not using our improved push-out procedure in these

data, and the Rabi frequency of the radial spectroscopy Raman beams was slightly

too high. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
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4.10 Bias spectra and Ramsey spectroscopy. In the first row, we show a bias spectrum (a)

and Ramsey dynamics (b) for a vertical double-well of 96 kHz and 808 nm spacing.

Using the measured 2J of 500 Hz (mean of a number of a measurements) and the

bias spectrum width, we compute the expected volts to energy bias calibration. For

the 9.35V (9.4V) bias and correcting for the narrowing due to the quasi-adiabaticity,

we measure 1.18(3) kHz (1.69(3) kHz) and predict 1.03 kHz (1.4 kHz) according

to the calibration. In the second row, we show a bias spectrum (c) and Ramsey

dynamics (d) for a horizontal double-well of 20(1) kHz and 808 nm spacing. Using

the measured 2J of 179(1) Hz and the bias width of (c), we expect for the Ramsey

dynamics (d) a frequency of 0.52 kHz and measure 0.55 kHz. The nearness of the

widths of the bias spectra here in units of volts is incidental: the bias calibration

scales proportionally and inversely with the tunneling and the depth, respectively,

and each change by a similar amount. . . . . . . . . . . . . . . . . . . . . . . . . . . 120
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4.11 Tunneling dependences. (a) Measured tunneling J as a function of the double-well

spacing for a vertical double-well of 96(4) kHz. The solid line is a theoretical expecta-

tion using the full 3D calculation of the potential (see text). (b) Measured tunneling

J as a function for a vertical double-well of 808 nm spacing. The solid line is the full

calculated dependence as in (a), while the green dashed line is the 1D calculation

by simply Fourier transforming the potential and solving the Schrodinger equation

in a truncated momentum basis; these differ by a very small degree, indicating the

predominantly separable nature of the potential. (c,e) Tunneling dynamics for a

depth of 71(3) kHz and 142(6) kHz, respectively, and a 808 nm spacing. (d) Mean

of the oscillation data points as a function of the tweezer depth. The mean gives

an indication of the degree to which the tunneling is off-resonant due to the bias

fluctuations. The solid-line green line is the model discussed in the text, and we find

decent agreement. At sufficiently low depth, the mean of the data approaches the

ideal value of 0.5 but corrected for loss, which is 0.48. The inset shows the fitted

amplitude, which is influenced by both the preparation and this stability of the bias,

and it shows a similar trend to the mean data. (f) Number of oscillations observed

in the tunneling dynamics, which is computed to be 2J · τ compared with the the-

oretical model from the text. We find not amazing model agreement with respect

to the dephasing, particularly at small depths; this may indicate other dephasing

mechanisms become dominant. Because we took much of the oscillation data on a

similar time scale, the error in the fitted τ for the slow J data goes up to 30%, while

for the faster J data it is around 10%. I omitted them from the figure for this reason.

The inset shows the just the fitted τ . For both (d,f), I have circled the data points

that correspond to the oscillation scans (c,e) with a solid and dashed line, respectively.122
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4.12 Comparing fixed spacing and fixed depth data. We show the variation of the mean

of the data from the data in Figure 4.11a plotted against the measured tunneling

(green), as well as the Figure 4.11d plotted against the measured tunneling as op-

posed to the depth (black). Therefore, the green (black) data corresponds to fixed

depth and varied spacing (fixed spacing and varied depth) as a function of measured

2J. Though there is scatter, the disparity between the two plots, particularly the

faster drop off in the varied depth data, corroborates the hypothesis that both the

depth and the tunneling inform the mean of the data. Furthermore, we compare

the green data to the model (solid green line) discussed in the text, where here the

depth is fixed and the fractional fluctuations are, as above, 0.17%. We find decent

agreement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

4.13 Large-spacing, shallow trap tunneling. We have explored a large range of double-

well potentials, and, as expected given the model, we observe that the damping

drastically improves as we go to very shallow depths, even though the tunneling rate

has been reduced significantly. The fit gives a τ = 110(20) ms, while from the model

in the text we would expect a damping time of 125 ms using the measured 2J and

depth of 20 kHz. The fitted amplitude, however, is 0.75(5) while we would expect

from the model 0.99. This points to other mechanisms limiting the contrast as well,

which are discussed in the text. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
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4.14 Single and two-particle tunneling. (a) Experimental overview. While the tweezers

are 23(1) MHz deep, the atom is imaged, cooled and optically pumped to |↑〉. For

tunneling experiments, the tweezers are swept together such that the two gaussian

functions are defined with an offset of ≈ 800 nm (resulting in double-well minima

spaced by ≈ 600 nm), and the total trap intensity is dropped by a large factor,

resulting in a single-well depth of either 96 kHz or 60 kHz. (b) Resonant tunneling

oscillations at 2J for a 808 nm gaussian function spacing and a 96 kHz depth. Blue

circles (red triangles) are the expectation value P
1(2)
L for finding an atom in the left

well given an initial single atom in the left (right) well. The gray shaded region in-

dicates the contribution from atom loss Ploss. (c) Same as [b] except with a 805 nm

gaussian function spacing and a depth of 60 kHz. (d) Idealized two-particle tunneling

dynamics. Expectation for P11(t) for dynamics initiated at t = 0 and in the symmet-

ric spatial state |S〉, the distinguishable states |ψ±〉, and the anti-symmetric state

|A〉. The dashed green lines mark the locations of tHOM. (e) Measured two-particle

dynamics during the same experimental sequence as [b]. Likelihood to measure

exactly one atom in each well (P11) for the initial condition in which an atom is pre-

pared in each well (black squares). Distinguishable expectation Pdist as determined

from the single-particle data in [b] (purple circles). The gray shaded region above

the dashed black line indicates the expected reduction from atom loss. (f) Same

as [e] except here we realize a larger value of J and smaller value of U (see text)

using the double-well parameters of [c]. tHOM for the experimental data is affected

by a phase shift due to a small amount of tunneling before the nominal final trap is

reached; this effect is larger for faster tunneling. In all plots, the shaded regions are

the 95% confidence interval for a sinusoidal fit. The error bars are the standard error

in the measurement; each black data point is the mean of ≈ 140 measurements, and

each red or blue data point is the mean of ≈ 100 measurements. . . . . . . . . . . . 129
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4.15 Two-to-one events during imaging. P11 is defined by the case in which both images

indicate one atom in each well. We can study the two-to-one events we observe and

confirm that they are a signature of two atoms on a single well, by looking at the

anti-correlated nature of these events with respect to P11(t). As shown (note, this is

the data from Figure 4.14e), we find that in our experiments we see an increase in

two-to-one events (green) when P11(t) (black) is minimal, i.e. when the likelihood of

finding two atoms on the same tweezer is maximal. Using the calibrated single atom

loss, we conclude from these data that 29(4)% of the time a two-to-one event occurs

when the data is analyzed at tHOM (minimum of P11) and a consistent value of 22(5)%

when the data is analyzed at the maximum of P11. We also can directly measure two-

to-one events by carrying out a separate experiment in which we combine two traps

each with a single atom to deterministically start with two atoms in a single trap. In

this experiment we find 26(2)% of the time a two-to-one event occurs. While these

findings are in contrast to many optical lattice experiments in which pure parity

imaging is observed [11, 2], other optical tweezers experiments have observed similar

phenomena [12]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
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4.16 The HOM effect observed by varying atom distinguishability. In all plots the black

squares are P11(tHOM)=PHOM, the purple circles are the expectation for distinguish-

able particles calculated directly from the single-atom tunneling (Pdist(tHOM)), and

the dashed black line marks (1−Ploss)
2/2. (a) Before tunneling we apply a microwave

drive that couples |↑〉 and |↓〉 for one of the atoms in a two-particle experiment. In

the trap where J/2π = 348 Hz the tunneling time is fixed at t = 0.99 ms (second

realization of tHOM). (b) Before tunneling we apply a global coherent drive of varied

pulse area to couple |↑〉 and |↓〉 and then allow for decoherence. In the trap where

J/2π = 262 Hz the tunneling time is fixed at t = 0.45 ms. In (a) and (b) the solid

line and shaded band are sinusoidal fits and the associated 95% confidence interval.

(c) HOM dip dependence on cooling. We vary the detuning (δCool) of the cooling

beams of motion along the z-axis. In the trap where J = 262 Hz the tunneling time

is fixed at t = 0.45 ms. The two shaded regions correspond to frequency ranges of

efficient (1st sideband) and less efficient (2nd sideband) cooling. For all plots, each

black data point is the average of ≈ 360 measurements, and each set of measure-

ments corresponding to a purple point is the average of ≈ 240 measurements. All

error bars are the standard error in the measurement. . . . . . . . . . . . . . . . . . 136
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5.1 Forms of spin-exchange. (a) Picture from Ref. [13]. Electrons trapped in double

quantum-dots exhibit a tunable spin-spin coupling. The spin-1/2 electrons exhibit

a strong-Coulomb repulsion that, in conjunction with their fermionic statistics, cre-

ates an exchange interaction. This platform has been considered theoretically as a

strong candidate for a universal quantum computer [14]. (b) Picture from Ref. [15].

Neutral atoms trapped in an optical lattice can exhibit a nearest-neighbor exchange

interaction that is contingent on virtual wave-function overlap. Here strong on-site

interactions lead to a second-order effect where anti-aligned spins on neighboring

sites can coherently swap sites, which can be formally cast as a Heisenberg exchange

interaction. Here too the underlying physics is dependent on strong interactions and

the quantum statistics of the particles. (c) Picture from Ref. [16]. When two neu-

tral atoms are prepared in opposing spin-states and in different motional states, the

interactions realize a first-order exchange interaction. The spatial symmetry of the

two-particle wave functions depends on the spin-states, which in turn causes a split-

ting between the triplet and singlet two-particle spin states. This splitting causes

dynamics at a multiple of the contact interaction energy. This chapter is concerned

with this kind of exchange interaction. . . . . . . . . . . . . . . . . . . . . . . . . . 143
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5.2 Initial two-particle state from which exchange occurs. (a) Through a sequence of

ground-state cooling, single-spin addressing, tweezer transport, and biased tunnel-

ing we are able to prepare a single spin in the first motional excited state of the y-axis

of motion, and spin-down particle in the 3D-ground state, all in the same optical

tweezer. (b) In this configuration we expect spin-exchange dynamics between the

atoms occupying different motional states. Enforced by the quantum-statistics, this

arises due to the difference in the contact interaction energy for the spatially sym-

metric (ψT (y1, y2)) and anti-symmetric (ψS(y1, y2)) wave functions associated with

the states |+〉y and |−〉y, respectively. The anti-symmetric wave-function ψS(y1, y2)

is non-interacting since the particles (defined to be at y1 and y2 along one-dimension,

in units of the oscillator length r0) are never found in the same place (red-dashed

line in bottom wave-function plot, which corresponds to the spatial wave-function

for the spin singlet). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

5.3 Adiabatic passage through the ground-excited tunneling resonance. In order to con-

sistently prepare the configuration for exchange, |ψin〉, we use adiabatic passage.

The ground-state of the left well is adiabatically swept across the tunneling reso-

nance with the excited state, shown in the figure with actual data from a typical

bias scan. This procedure relaxes constraints on the absolute bias stability. Ex-

perimentally, the ARP occurs in a trap spacing of 854 nm and 91(4) kHz, with a

ramp range of 4.4 kHz in a time of 12 ms symmetrically about the position of the

resonance (which is calibrated daily). . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
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5.4 Experimental data of bias scans and ARPs across the excited-ground tunneling res-

onance. For all plots, blue (red) corresponds to data in which the atomic origin well

is the left (right) well; the black data is P11, which is slightly inconsistent with the

y-axis labels. (a,b) For a fixed tunneling time of 1.6 ms, we scan the bias across the

ground-excited tunneling resonance, which is 9.0(1.5) kHz from the ground-ground

resonance. To emphasize the asymmetry of the resonance, we plot both P iL (a) and

P iR (b), indicating the presence (absence) of population transfer from the left-well

(right-well). The statistics for these data is fairly low (25 single particle runs per

well), and causes some scatter. (c,d) We show show ARP data using the parameters

indicated in Figure 5.3. Here we also plot both P iL (c) and P iR (d), showing the

same asymmetry in the tunneling. These data are used to extract the ARP fidelities

quoted in the text. In the ARP data, we observe a small amount of transfer from

the right well to the left well, which we observe increases when we deliberately com-

promise our radial cooling. This is consistent with an increase in excited fraction in

the right well tunneling to the left well. For optimal cooling, this on average is about

3%, which is consistent with the ground-state temperature extract from spectroscopy.151
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5.5 Sideband spectroscopy after ground-excited tunneling. (a,b) We perform sideband

spectroscopy after allowing for 1.6 ms of tunneling, correspond to a near full transfer

of the left-well ground-state population to the right tweezer excited-state. We apply

push-out light after applying radial Raman beams (top plus EO). As with the analo-

gous data from the previous chapter, the y-axis should be interpreted as the product

of the spin-flip probability and the transfer probability (PL in (a) and PR in (b)) to

the indicated well.(c,d) We apply sideband-spectroscopy after performing the ARPs

in both directions with a 15 ms delay in between. As expected, the left-well popula-

tion (blue) that ends up back in the left-well implies a large ground-state fraction.

The fraction (∼ 10%) with which right-to-left tunneling occurs is anomalously higher

than indicated in other data we have, which suggests that perhaps for this data the

radial cooling was worse. Note for these data we do not spin-flip the right atom or

rotate the quantization axis to along z, but the light-shift beam does come on in

order to retain as much of the experiment as possible in performing the thermometry.153

5.6 Experimental protocol for spin-exchange dynamics. We perform the illustrated se-

quence in order to observe spin-exchange dynamics. Panel (d) is where exchange

occurs, and we vary the time in this configuration by varying the time between the

end of the first ARP and the beginning of the second ARP. . . . . . . . . . . . . . . 154
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5.7 Observation of spin-exchange dynamics. (a) After applying the protocol of Fig-

ure 5.6, we analyze the data according to the rubric indicated, keeping only those

two-atom experiments in which we end up with a single atom after the resonant

push-out (this is the post-selection routine discussed in the text). The location of

the atom in the second image indicates the final spin-configuration prior to the push-

out. (b) According to the coloring in (a), we plot the probabilities to measure each of

the associated outcomes. We observe anti-correlated oscillations of equal amplitude,

at a frequency consistent with twice the onsite interactions Ueg. (c) We observe

the variation of the exchange frequency with the tweezer depth: as expected, the

interaction energy increases with the two-particle density. The center dashed line

corresponds to a no-free-parameter theory line from 3D calculations of the potential

by Michael Wall and the experimental characterizations of the double-well parame-

ters. The blue swath comes from our uncertainty in the bias, because this influences

the depth of the tweezer in which exchange occurs, as well as the tweezer depth. . . 156

5.8 Single particle data from exchange dynamics. We show the single particle data

from data displayed in Figure 5.7b. We do not observe the same oscillations in the

spin probabilities for either the left (blue) or right (left) origin well: the left well

is primarily spin-up, while the right well is primarily spin-down (in F=1). We use

these data to calibrate the spin-preparation for the two-particle experiments. . . . . 157

5.9 Temperature effects on spin-exchange. Here we show calculations indicating the

expected dynamics in the presence of a thermal distribution of varying temperature,

indicated by the legend on the right. We show just the probability to measure the

state | ↓〉L| ↑〉R, which corresponds to the purple data in Figure 5.7. The effect of

this systematic, frequency beating, does not correlate well with what we see in the

experiment. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
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5.10 Simulation of exchange dynamics including the ARP preparation and detection pro-

tocol. We plot the expected measurement probabilities for the states in the Hilbert

space, indicated on the right, at the end of the experimental protocol indicated in

Figure 5.6. The dynamics are simulated by numerically evolving the Schrodinger

equation for the Hamiltonian in Eq. 5.19, including the bias ramps from both of

the ARPs. The ARP parameters are indicated in the text and Figure 5.3. For

the simulation, we use the parameters Ueg/(2π) = 50 Hz, δω/(2π) = 22 Hz, and

δg/(2π) = 50 Hz; the x-axis is the time between the ARPs, as in the experimental

data of Figure 5.7b. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

5.11 Measuring entanglement: Bloch-sphere picture and experimental tools. (a) Bloch

sphere in the effective spin-1/2 Hilbert space of | ↑〉L| ↓〉R and | ↓〉L| ↑〉R. By mea-

suring the coherence between these states in a two-particle Ramsey experiment, it

is possible to detect the presence of entanglement. The initial two-particle prepa-

ration (prior to the ARPs and exchange) yields a state along positive z. After the

first ARP, entangling exchange, and then the detection ARP, we ideally have a state

pointing along the Bloch-sphere y-axis. The parity measurements discussed in this

section are sensitive to states pointing along x, hence necessitating rotating the state

off the y axis. (b) We rotate the state in the equatorial plane of the Bloch-sphere by

applying a magnetic field gradient, which changes the energy splitting between the

spin-states in each tweezer by an amount δ. This relative difference in the splitting

leads to rotation of the two-particle state in the Bloch-sphere equatorial plane. . . . 165

5.12 Experimental protocol for verifying the two-particle entanglement. The read-out

stage of panel (f) corresponds to the push-out spin-sensitive detection. . . . . . . . . 171
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5.13 Entanglement verification data. (a) Applying the protocol outlined in the text and

Figure 5.12, we observe the displayed parity oscillations. From the detected parity,

we illustrate the implied direction of the Bloch vector (for the coherent part of the

density matrix) prior to applying the π/2 analysis pulse. The horizontal lines and

gray region correspond to the bounds on the parity below which the density matrix

could be separable (see Table 5.2). The parity oscillations we observe significantly

exceed these bounds. (b) We show the frequency of the observed parity oscillations

as a function of the gradient applied. The x-axis indicates the size of the gradient

along z, which is the coil axis of symmetry but also transverse to the displacement

of the optical tweezers. The solid line corresponds to a fit from the magnetic field

model discussed in the text, Eq. 5.30. . . . . . . . . . . . . . . . . . . . . . . . . . . 173

5.14 Parity dependence on exchange dynamics. Here we vary the exchange time prior to

the parity detection. We set the gradient time such that the parity is peaked when

we create the |ψ+〉 via the exchange dynamics prior. We then vary the exchange

time to observe its influence on the measured parity. We can compare the parity

to spin-exchange oscillation data, which indicates near the expected π/2 phase shift

in the oscillations. When the spin-exchange dynamics are in a peak or a trough,

corresponding to full exchange or no exchange, the resulting state is unentangled.

Conversely, where the exchange dynamics are linear, the state is entangled and we

see maximizing/minimizing of the parity. The dashed orange (blue) line indicate an

example time where the entangling (unentangling) behavior is manifest in both data

sets. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
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6.1 Deterministic loading of a square array using blue-detuned light on the D1 line [17].

(a) We create a square array of optical tweezer via the AOMs in our optical rail. We

apply blue-detuned loading in conjunction with relevant depumping beams during

the MOT loading stage of the experiment. (b) We measure the single atom load

probability as a function of the detuning of the 795 nm light on the D1 line from the

tweezer-light-shifted trap. The blue swath is the range over which we find consistent

optimal loading, and the green line is the location where the detuning equals the

tweezer trap depth. (c) Parking the D1 laser in the blue swath, we vary the MOT

load time and observe the single atom load fidelity. We observe saturation in the

loading probability on short time-scales. In (a,b), the blue triangles are the top-left

tweezer; the red diamonds are the top-right tweezer; orange squares are the bottom-

left tweezer; the purple circles are the bottom-right tweezer. The black error bar is

an example of the typical error bar in each measurement. . . . . . . . . . . . . . . . 178

6.2 Hong-Ou-Mandel to many-particle interference. (a) Realization of the HOM effect

with two atoms in a double well. By preparing indistinguishable bosons and inter-

fering them in a tunnel-coupled double well, the mode-entangled state of
1
√

2
(|2, 0〉+

|0, 2〉) is created after allowing tunneling. (b) Extension to many particles for a pair

of copies (1 and 2) of a Bose-Hubbard chain. After applying tunneling between the

copies, the odd or even particle number within the copies encodes the many-body

purity of the quantum states as well as the mode entanglement contained. (c) Using

the setup in (b), comparison of the bipartite entanglement entropy S2 as a function

system size for a quench (green) versus the ground-state (black) in an interacting

Bose-Hubbard chain near the phase transition. The dashed lines are a linear (log-

arithmic) fit for quenched (ground state) calculations, indicating the presence of

“volume” and “area” law-like physics in finite-sized systems. . . . . . . . . . . . . . . 182
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A.1 (a) Bloch sphere used to describe the single-atom density matrices. (b) Two tables:

The top one summarizes the connection between Cartesian coordinates of the Bloch

vector and populations/coherences in the |L〉,|R〉 basis, while the bottom one con-

nects the Cartesian coordinates to experimentally measured phase and contrast. (c)

Schematic of the single-particle dynamics and the meaning of φ1(2) and A1(2). . . . . 197

A.2 Bounds on Pdist(tHOM) (a,b) and APdist
(c,d): The two left panels (a,c) are for

experiments with U/J = 0.44(4), while the two right panels (b,d) are for experiments

with U/J = 0.22(2). In all plots, the figure in the main text to which the presented

data corresponds is given in the plot label. In panels a and b, the black curve is

P(x = 0), which is a lower bound on the HOM dip for distinguishable particles

assuming no initial coherences along the x-direction of the Bloch sphere. The dark

shaded uncertainty region of the curve is obtained by propagating uncertainties in

the experimentally measured single-particle amplitudes (A1,A2) and phases (φ1,φ2)

through Eq. (A.19). The light shaded region below the black curve is therefore

classically forbidden, i.e. inaccessible to distinguishable particles. The red dashed

curve is P(x0), which is the evil and unlikely case scenario that could, in principle,

be saturated by distinguishable particles (the red shaded region is obtained in the

same way). The measured minimum of the HOM dip (Pmin
HOM, blue point) sits in the

classically forbidden region. Panels c and d are similar to the top panels, except now

we plot the contrast bound (A) and the blue points are measured values of AP11 .

The numbers used to create this plot are tabulated in Table A.1. . . . . . . . . . . . 205
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A.3 Expected HOM oscillation behavior. Using the calculated values from Table A.2, we

put lines at the expected HOM dip value including just the effect of axial temper-

ature (brown), and the effect of both the temperature and finite tunneling contrast

(orange). The density matrix impurity due to temperature gives rise to probability

that the atoms are distinguishable in their motional degree of freedom, while the

single-particle oscillation contrasts effects the coherence of the two-particle beam

splitter. We find decent agreement for these data of Fig. 4.14c,f as well as that of

Fig. 4.14b,e (not shown, but tabulated in Table A.2). . . . . . . . . . . . . . . . . . . 210



Chapter 1

Introduction

1.1 Historical perspective

For nearly a century, the pursuit of ultralow temperatures in physical systems has helped

reveal a variety of intriguing quantum mechanical phenomena. In the early 1900s, novel refrig-

eration techniques ushered in the single Kelvin regime, and along with it superfluid helium and

superconductivity, both of which were understood in the context of quantum mechanics decades

later [18, 19, 20, 21]. In the 1980s, similar temperatures also revealed the integer [22, 23, 24, 25]

and fractional quantum hall effects [26], along with other exotic phenomena such as heavy fermion

physics [27], which demand a more detailed picture of the single-particle physics [23] and underlying

many-body entanglement [28]. Typically, the study of such phenomena entails putting a sample of

interest in a refrigerator, and observing physics with energy scales commensurate with the thermal-

ization temperatures. Macroscopic observables, such as conductivity and specific heat, provide a

window into complex quantum mechanical many-body phenomena ascribed to the quantum states

created.

Bose-Einstein Condensation and degenerate Fermi gases of neutral atoms established a new

way to study low-entropy quantum systems, which rely on the ability to isolate a sample with excep-

tional vacuum and slowly cool the system in the absence of significant heating mechanisms [29, 30].

Due to the unique ability to tune the single-particle physics and the two-particle interactions [31, 32],

ultracold atoms set the stage for studying many-body phenomena with a novel set of experimental

control knobs. This toolset allowed ground-breaking observations of physical phenomena such as
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the superfluid-Mott insulator transition and BEC-BCS crossover physics [32, 33]. However, while

in the field of ultracold atoms and condensed matters physics tools were developed to more closely

examine local properties, such as the density of states or dispersion relations [34, 35], the ability

to resolve single particles was not yet developed. Recently realized in the past five years, quantum

gas microscopy [11] of ultracold atoms provides single-particle resolution of interacting quantum-

systems, yielding a unique perspective not possible in a traditional condensed-matter setting. So

far, these microscopic studies have revealed local number bunching across the superfluid to Mott

insulator quantum phase transition in the Bose-Hubbard model [36, 37], anti-ferromagnetic or-

dering in a quantum simulation [38], two-point correlation functions after a quantum quench in

both small [39] and large systems [40], and the dynamics of interacting spin chains [41, 42]. The

cooling mechanism in these experiments, historically, has been evaporative cooling [29], which is a

slow form of cooling whereby iteratively the highest energy atoms in a system are ejected and the

remaining sample thermalizes. Though indeed a high-fidelity mechanism for reaching low tempera-

tures, many such systems retain small residual entropies [36, 37], particular after loading the atoms

into the trapping potential of scientific interest [43, 44]. This uncontrolled entropy can preclude

the measurement of quantum many-body phenomena, such as large-scale anti-ferromagnetism, due

to the excessively small energy scales at play.

In a parallel frontier of atomic physics, tremendous experimental results have come out of

the trapped ion community. Here, individual ions are laser cooled to their motional ground state,

which is the starting point for high-fidelity quantum gates [45, 46], tests of entanglement [47], and

quantum simulation of physical models of interacting spin systems [48, 49]. A confluence of large in-

teraction energies and fast cycle times make this platform ideal to studying interacting many-body

systems, with length-scales amenable to single-particle resolution. The large spin interaction ener-

gies reduce constraints on temperature, which are easily satisfied via optical pumping techniques.

The experimental speed, afforded by the Raman sideband-cooling [50], results in expectation values

and state tomography on realistic timescales despite an exponentially growing Hilbert space. And

although the particle number in traditional ion traps has been limited, in actuality, most neutral
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atom quantum dynamics experiments with analogous capabilities have been restricted to similar

systems sizes [38, 40, 41, 39]. Even though a BEC provides typically 105 atoms, only a handful

participate in a typical quantum gas microscope experiment studying quantum dynamics on the

single-particle level: an experimental cycle time of 30 s with neutral atoms achieves the same studies

as a 10 ms ion-based experiment, representing a serious problem when you have to run your exper-

iment 1000 times to acquire statistics. And to make matters worse, the small interaction energy

scales of neutral atoms (10−100 Hz) compared to ions (10−100 kHz), places stringent requirements

on the temperatures for observing strongly correlated many-body ground-states [43, 44].

These comparisons highlight the advantages of the ion-based platform, which, from the cool-

ing to the cycle time to the accessible many-body physics, are exclusively derived from the strong

Coulomb interaction associated with the ion’s charge. The comparative weakness of the neutral

atom interactions, however, also allows for complementary physics, namely, wave-function overlap

and coherent particle mobility via quantum tunneling. These phenomena produce physics influ-

enced by particle indistinguishability and quantum statistics. Quantum statistics are integral to

many condensed matter models, such as the Fermi and Bose-Hubbard model, and underlie funda-

mental behaviors like superconductivity. Therefore, in spite of the many advantages of the trapped

ion approach, neutral atoms permit a whole class of studies precluded by the strong interactions

between ions.

1.2 A new perspective on neutral atom control

In my thesis work we wanted to consider neutral atom control from a new perspective.

We designed an experiment – rooted in ground-state laser-cooling of neutral atoms in optical

tweezers, summarized in Chapter 2 and 3 – in which we could first focus on Raman-sideband

cooling an isolated neutral atom to its three-dimensional ground state. Ground-state laser cooling

of neutral atoms has been studied for many decades, fueled by the still unrealized goal of achieving

quantum degeneracy of atomic gases via Raman-sideband cooling [51, 52, 53, 54]. While ingenious

methods combining atom-atom collisions and laser-cooling have reached degeneracy [55], the final
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phase-space density achieved by purely laser cooling a three-dimensional gas has been limited by

rescattering effects, precluding the onset of the BEC transition [56, 57]. Our viewpoint was that

by creating a lower-dimensional sample (one or two dimensional array) of individually trapped and

transportable neutral atoms, laser cooling could become a formative tool for quantum gases as it has

been for trapped ions. Previous work in a variety of physical systems – atoms in cavities or lattices

– have demonstrated one or two-dimensional ground state cooling of single neutral atoms in lower-

dimensional systems [58, 59, 60]. But three-dimensional cooling is key to the full control required to

see effects of quantum statistics [61]. In our experiments, we focus on initializing a perfectly isolated

set of sideband-cooled atoms in their three-dimensional ground-state. Importantly, combining this

with the ability to move and tailor the positions of the atoms enables the assembly of a quantum

gas to microscopic specifications [62], where the motion of the atoms is completely controlled and

highly tunable spatial distributions of the particles are accessible. In the experiments that form

the core of this thesis, we bring these ideas to fruition at the few-particle level by using optical

tweezers and three-dimensional ground state cooling via Raman-sideband cooling.

To accomplish our goals, we created, to our knowledge, the tightest optical tweezer for single

atom-trapping: it defines a mode-volume compatible with single-atom trapping [3, 5], and we

aimed to explore whether the tight confinement was amenable to Raman- sideband cooling [50].

Today, the tweezers allow us isolate, detect, and place a single neutral atom in its motional ground-

state in less than 200 ms. Furthermore, we have integrated the ability to make multiple tweezers,

allowing parallel ground-state cooling of multiple independent atoms. We have therefore created

a platform for rapid preparation of arrays of atoms in low-entropy, pure quantum-states. The

work presented in this thesis describes these capabilities and the resulting new experiments we

performed (Figure 1.1), and represents a starting point for a variety of explorations that harness

these advances. I will discuss below particular near-term and long-term examples that are enabled

by our work.

Already, optical tweezers have been used to realize Rydberg quantum-logic gates and a va-

riety of protocols coupling atoms and photons. In such applications the thermal motion of the
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Figure 1.1: New experiments enabled by the optical-tweezer platform. (a) We create an atomic
beam splitter to observe two-particle interference, thereby revealing for the first time the Hong-
Ou-Mandel effect [1] with independently prepared atoms. (b) Starting with an an atom in each of
two spatially separated optical tweezers, we tailor the microscopic physics to produce entangling
spin-exchange collisions. Upon producing entanglement, we separate the particles and verify that
the entanglement produced locally persists to create non-local quantum correlations between the
atomic spins. This toolbox is crucial to using spin-exchange-based gates with neutral atoms for
a quantum-computing architecture [2]. The subscripts of the states represent the atom locations
over the course of the operation.

atoms has caused deleterious effects, such as dynamic light shifts, mitigated atom-photon coupling,

and dephasing of high fidelity Rydberg gates [63, 64, 65, 66], all of which stand to benefit from the

cooling techniques we have developed. Neutral atoms, as opposed to ions, also offer a promising av-

enue for interfacing atoms near material surfaces and nano-photonic devices, and such applications

often require control of the atomic motion for coupling to wavelength-scale optical modes [67, 68].

Incorporating full three-dimensional motional control not only strengthens current tweezer appli-

cations [69, 70, 71], but also expands their use to experiments that are currently considered only

in the context of evaporatively cooled gases. For example, one could combine two traps and real-

ize significant wavefunction overlap for Feshbach molecule association, for the purpose of creating
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single dipolar molecules [72]; indeed, this is the exact experiment underway in the Ni group at

Harvard. Hence, a diversity of experimental avenues are immediately enabled by the approach we

have developed.

We pursue an exciting and daunting goal of using this platform for the purpose of quantum

dynamics. Pure laser-cooling approaches offer unique opportunities. Possibly the most important,

and one which we regularly use in this thesis, is the ability to image the atoms more than once in an

experiment: unlike evaporative cooling, we can detect an atomic spatial distribution, cool, perform,

an experiment, and image again. We can therefore follow a quantum system between known initial

and final conditions, removing the entropy associated with unknown initial defect positions. And,

while this capability is novel in its own right, it also establishes the prospect of real-time assembly

of a quantum system. This latter concept is illustrated in Figure 1.2. Here, despite the presence of

a large initial entropy associated with the spatial configuration of the particles, the optical tweezers

can reconfigure the positions in real-time such that a central array is free of defects [62]. Then, laser-

cooling can spin-polarize and render individual atoms in their motional ground-state: a finite-sized,

defect-free, ultralow entropy sample remains. Manifestations of residual entropy in evaporatively

cooled systems, such a spatial defects in a Mott insulator or heating during the loading of fermions

into a lattice, could be circumvented by these redistribution techniques.

1.3 Atomic Hong-Ou-Mandel effect: two-particle interference in tunnel-

coupled optical tweezers

The prerequisites for quantum gas assembly – real-time manipulation of the atom positions

and independent preparation of indistinguishable atoms – are exactly what we show is possible with

our platform through the first observation of the atomic Hong-Ou-Mandel effect. The Hong-Ou-

Mandel effect is a two-particle interference phenomenon, wherein two indistinguishable particles

are interfered on a beam splitter, and the particles always emerge on the same, fluctuating output

port. The effect is extremely intriguing because the final state can result through no interaction

between the particles, and through no entanglement pre-existing in the two-particle state impinging
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Figure 1.2: Quantum gas assembly. (a) A potential array is loaded stochastically with thermal,
single atoms via light-assisted collisions [3]. (b) After imaging the random spatial distribution, an
optical tweezer sequentially drags atoms (red arrows) into a central region (red square) (c) The
resulting uniform array can be imaged, and the detected atoms on the edge can be removed with
the optical tweezers. (d) Three-dimensional Raman sideband cooling is applied, initializing each
atom independently in its motional ground-state (e) By removing spatial and motional entropy,
it is possible to melt to a superfluid from a small Mott insulator via the quantum gas assembly
protocol outlined in the prior steps.

on the beam splitter. In analogy to photons, we are able to observe the atomic Hong-Ou-Mandel

effect by deliberately operating in a regime in which the atom interactions are negligible. We

interfere the two atoms on an atomic beam splitter formed by a pair of tunnel-coupled optical

tweezers, demonstrating the compatibility of our system with a variety of Hamiltonians where

coherent tunneling of the atoms is integral. The two-particle interference we study contains the

key physical elements of the original photonic Hong-Ou-Mandel experiment: that is, the quantum

interference of the two atoms is contingent on their indistinguishability, and the interfered state

exhibits mode-entanglement through the atomic beam splitter interaction. A fundamental feature

of the Hong-Ou-Mandel effect is that the two-particle interference observed is independent of the

origin of the bosonic particles; indistinguishability is all that is required. They can originate

independently, as in radiative decay of photons [73], or they can come from nonlinear effects in
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photonics systems [1], or, as was recently demonstrated, they can come from a Bose-Einstein

condensate [74]. Our experiment probes the core feature of atomic Hong-Ou-Mandel interference,

because the two-particle interference is the result of completely independent preparation of the

atoms: its physical description is exclusively rooted in the concept of identical massive particles.

1.4 Spin-exchange between neutral atoms: realizing particle entanglement

between spatially separated atoms

Our Hong-Ou-Mandel experiment relies on the ability to prepare two atoms identically in all

degrees of freedom besides their position, and, as we show, the two-particle interference disappears

when the atoms are deliberately prepared in different spin states through single-spin addressing.

Preparing arbitrary spin-configurations of several particles opens up many experimental avenues.

Quantum simulation of spinful ground-states [43, 44] and quenched systems [42, 49, 75] has been

pursued with increasing interest over the past five years in both neutral-atom and ion-based plat-

forms, but a parallel route has targeted quantum computation applications. Despite impressive

progress using Rydberg blockade in neutral atoms [66, 76], here the ion platform with its robust

trapping technology and the associated long-range Coulomb interaction has created a thus-far su-

perior approach to two-qubit gates [45]. But the success engendered by these strong-long range

interactions has also incurred problems: the Coulomb interaction between the ions also couples

them more strongly to the environment, leading to heating and constraints on how a quantum

computing architecture can be designed in the presence of ion cross-talk [50, 77, 46, 78]; an analo-

gous statement can be made of the Rybderg blockade platform. This suggests that ideally we seek

an entangling mechanism strictly between the atoms that we can switch on and off at will, to retain

the ability to perform two-qubit gates while mitigating deleterious effects incurred by the qubit ca-

pacity for interaction. Although it is two-orders of magnitude slower, the spin-exchange interaction

first explored with neutral atoms by the Porto group in 2007 [16], offers this exact capability: the

entanglement requires overlapping the two atomic wave functions, where the quantum statistics

and contact interactions cooperate to yield spin-exchange dynamics. The new challenge, therefore,



9

is developing the tools to bring two particles together from distant registers, overlap them for the

purpose of a two-qubit gate, and separate them while retaining the entanglement created in the

prior step. We demonstrate precisely this toolset in Chapter 5. Importantly, we introduce and

implement a new protocol to certify the two-particle entanglement consisting of application of a

local gradient and parity measurements [79], which could be applied to arbitrary spin entangled

states of spatially separated neutral atoms [80, 81]

1.5 Goals and outline of thesis

For each of the experiments in this thesis, I provide a theoretical summary of the underlying

physics along with a detailed discussion of the experimental protocols developed and applied. I

further discuss characterizations of the various fidelities that inform our single atom preparation,

as well as specific systematics associated with the quantum dynamics experiments discussed in

Chapters 4 and 5. The thesis is structured as follows:

• Chapter 2 outlines the key components of the apparatus, and techniques employed for

using optical tweezers for quantum dynamics experiments. The exceptionally tight focus

created for atom trapping has unique associated features. Understanding precisely the

created tweezer potential was crucial to our subsequent studies, and we provide a summary

of these techniques.

• Chapter 3 discusses our application of Raman-sideband cooling to tweezer-trapped atoms.

We explored several different approaches to this cooling, and we discuss relative advantages

of each. We furthermore summarize simple theoretical models used to guide our choice of

cooling parameters. The results of this chapter are the first demonstration of high-fidelity

three-dimensional ground-state cooling of an isolated single neutral atom.

• Chapter 4 describes our observation of atomic two-particle interference, thereby realizing

the Hong-Ou-Mandel effect with atoms. Using the cooling techniques of the prior chapter,

we are able to independently prepare atoms such that their indistinguishability is manifest
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when they are interfered on an atomic beam splitter. The beam splitter is achieved in

a double-well potential with a tunable tunnel coupling, the characterization of which we

discuss in detail. These studies constitute the first atomic demonstration of this classic

experiment in quantum optics, as well as the first direct observation of indistinguishability

with purely laser-cooled atoms.

• Chapter 5 presents our implementation of spin-exchange, mediated by the contact interac-

tions between the atoms. We show how the tweezers allow coherent spatial manipulation of

the particles to realize non-local entanglement through local interactions. We apply an en-

tanglement verification protocol adapted to the entanglement produced via spin-exchange,

which is also applicable to Bose-Hubbard-like systems. The results indicate the promise of

interfacing tweezers with a larger quantum register for the purpose of building a quantum-

computing architecture.



Chapter 2

Apparatus for single-atom preparation, manipulation, and trapping

2.1 Overview

2.1.1 Experimental design perspective

The goal in designing and building this experiment (Figure 2.1) was to create a versatile op-

tical tweezer-based system for trapping and preparing 87Rb atoms in pure quantum states. Specific

performance goals included,

• A rapid cycle time for statistics acquisition

• Sufficient compactness to minimize the microscope objective working distance

• Optical access and polarization purity for all of the beams for Raman-sideband cooling

• Single atom, spatially resolved detection

• Wavelength-scale, dynamic potential generation

• Scalability to more than one atom and up to 10-20

In this chapter, I will outline capabilities that fulfill these goals, while later chapters will be devoted

to the key experimental challenges and achievements.

2.1.2 Key components

The key experimental components that will be discussed in this chapter pertain to various

capabilities that we regularly make use of, but are not necessarily restricted to one experiment
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Figure 2.1: Photograph of the experiment circa 2015.

that we conducted. These components include the vacuum system and optical cell, the microscope

objective, single atom loading techniques, trap characterization, single atom addressing and spatial

manipulation, and preparation and coherent manipulation of the atomic spin. I will also provide

a description of a typical experimental sequence, which, due to the sideband cooling and optical

tweezer platform here, is distinguished in critical ways from a typical quantum gas experiment.

2.2 Vacuum chamber and cell

All of the experiments take place in a single cell from Precision Glassblowing (Fig 2.2) con-

sisting of a quartz frame with fused-silica windows. It has a diameter of approximately 2.5 in. and

a width of 1.5 in. Each window of the cell is AR-coated on both faces to minimize beam reflec-

tions (0.2% measured normal incidence) and excess background light, as well as possible trapping
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Figure 2.2: Photographs taken of the cell (a) shortly after it was affixed to the rest of the vacuum
chamber (b). The cell was aligned (within 0.2o) to the plane of the optical table by reflecting a
leveled laser off of the large windows.

potential distortions. The cell width determines the working distance required for the high-NA

objective, which is consequently constrained to exceed 20 mm. While we did consider a smaller

cell to relax some constraints on the objective, this would have reduced the maximum possible size

of the magneto-optical trap (MOT) beams, and, in turn, reduced the loading rate and increased

the experiment cycle time. It was later determined that a very small MOT was sufficient for single

atom loading, and a subsequent cell design uses smaller dimensions.

The vacuum system, tiny by ultracold gas standards, consists of a single ion pump. The

whole system was baked out in 2010, and we reached a vacuum pressure at the ion pump (Gamma

vacuum 15 L/s) of approximately 3 · 10−11, though it is likely the case that the pressure in the cell

is a fair bit higher given the vacuum chamber geometry. We use in-house spot-welded getters from

SAES, which are daily run at 3A.

After baking, the flatness of the cell window through which we create optical tweezers and

perform sub-micron imaging was measured interferometrically in a Fizeau configuration, which

confirmed that it was compatible with diffraction-limited performance. The curvature was con-

servatively < λ/4 over a 1 in. diameter region of the window, and was consistent with it being a

very weak lens likely due to the vacuum pull on the cell during its construction; we observe the

opposite sign of focusing from the opposite window when each is measured in reflection. The wedge

of the window was also measured to be less than 5 arc seconds. We calculated that the spherical
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curvature was correctable with the collimation of the input tweezer and imaging setup, with less

than 1% change in the magnification of the imaging optics calibrated out of the setup.

2.3 Laser system and beam layout

2.3.1 Lasers for the MOT and spin preparation

When we started designing the laser system, and studying various literature on Raman-

sideband cooling of neutral atoms (e.g. see [51, 56, 53]), it was clear that there existed numerous

sideband cooling schemes that required addressing various optical transitions. The laser system

was designed so that we could address every transition on the D2 line by only flipping an AO

deflection sign; this allowed us to test various cooling schemes. Furthermore, we adopted the

common beatnote locking scheme at JILA [82] and elsewhere: this allows the lasers to be tuned

and locked in a single experimental run over a wide frequency range to accommodate optical light

shifts induced by the optical tweezers.

The laser locking scheme is illustrated in Fig. 2.3. There is a master laser locked on the

weak 2-3’ transition via saturated absorption spectroscopy. Two other lasers, labeled F = 1 laser

and F = 2 laser, are offset-locked via phase-locking a heterodyne beatnote with the master laser,

and are AO-shifted to address various transitions. Each lock can be jumped over approximately

100 MHz in under 5 ms. For example, in a single experimental run we will perform free-space

polarization gradient cooling, single-atom imaging, and then resonant optical pumping on a light-

shifted transition; these successive steps require jumping the laser over a 90 MHz range.

2.3.2 Beam layout at the cell

In Fig. 2.4, all of the beams used in the experiment are schematically represented with

relevant optics shown. A challenge is getting all these beams in while accommodating the loss of

optical access incurred by the large NA microscope objective. Here we provide a summary of beam

functions, each labeled by its associated source fiber in the figure, and relevant optical components
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Figure 2.3: Three external-cavity diode lasers are used for the MOT and single-atom spin prepa-
ration. The optical pumping and cycling light for imaging are derived from the F = 2 laser and
switched separately with AOMs. Two of the three MOT beams are generated via an injection
locked amplifier with light from the F = 2 laser. The repump light is derived from the F = 1 laser:
two separate fibers (with separate AOMs) carry repump to the experiment for the MOT and spin
preparation of the atom(s), since they require different polarizations and beam vectors. Also shown
is the Raman laser, which is derived from a DBR diode detuned red by approximately 50 GHz of
the D2 line.The details of generation of the light used for driving Raman transitions along all three
dimensions of the optical tweezer is discussed in Chapter 3. The transition splittings here are taken
from Ref. [4].

used for each:

• “EO” refers to the light carrying the electro-optic modulator (EOM) generated sideband for
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driving raman transitions between spin states split by 6.8 GHz. Its σ+-polarization purity

is important to suppress quantum interference of different Raman transitions pathways

(however, this effect is largely eliminated by resonance conditions for this transition), and

is achieved by subsequent optics also used for the optical pumping beams.

• “OP” and “RP” refer to beams on the optical-pumping and repumping transitions (see

Fig. 2.3) and are used in tandem to optically pump to the |F,mF 〉 = |2, 2〉. Their polariza-

tion is optimized to be pure σ+; the polarization is initialized using a Glan-Taylor polarizer

(“GT”), while a half-wave plate and quarter wave-plate set the polarization to circular and

compensate for the birefringence of the cell window.

• “AB1” and “AB2” refer to beams used at separate times over the course of iterations on

Raman cooling setups (discussed further in Chapter 3). Each beam when in use is applied

with the EO beam to drive Raman transitions sensitive to the axial dimension of our trap,

coincident with the z-axis.

• The “Imaging+MOT” beam is used for three purposes. It participates in creating our

MOT during the loading stage of the experiment, and is at a funky angle (∼ 50 degrees

from z) and of smaller size (1.6 mm 1/e2 radius) due to the objective obscuring a large

numerical aperture. Though this was not always the case, we now use this beam alone for

performing in-trap sub-Doppler cooling (see Section 2.7.2 for discussion) and single atom

imaging. The cylindrical symmetry of the traps allows efficient cooling via this single beam

since it projects along the radial and axial dimensions of the optical tweezer, and by using

a single beam we can avoid time-varying intensity gradients at the atom.

• “TOP” and “BOT” refer to Raman beams used separately to address orthogonal directions

in the x − y plane of the atom’s (radial) motion in the optical tweezer. As with an axial

beam, these Raman beams are each used in conjunction with the EO beam to drive a

hyperfine-changing transition.
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• The “MOT” beams in the side view refer to the two large (9 mm 1/e2 radius) retro-reflected

beams used for loading our MOT. They nearly fill the clear aperture of the 0.9 in. side

windows of the cell. Each beam contains cycling and repump light.

• “LSB” refers to the the light shift beam used to change the local effective magnetic field

at one optical tweezer compared to the other, which allows for single spin addressing [2].

The light is derived from the same DBR used to generate the Raman light. The beam

is introduced to the single atom imaging path via a high-quality flat glass window, and

is ultimately focused upon passing through the microscope objective. A piezo-actuating

mirror allows for high-resolution (10s of nm) steering of the beam to the tweezer-trapped

atoms. The beam is directly collimated out of the fiber with a meniscus-achromat lens pair

to reduce aberrations and to ensure a sub-micron focused spot size.

• The optical tweezer light coming from the optical rail (see Section 2.6) is transmitted by

a 780nm/850nm dichroic plate, and subsequently focused by the microscope objective to

form the optical tweezer(s). We have used an ECDL, DBR, tapered amplifier seeded by an

ECDL, and an M2 ti:sapphire laser as the light source, none of which exhibited significant

performance differences with respect to the experiments discussed in this thesis.

• For single atom imaging, fluorescence is collected by the objective, separated by the dichroic,

and magnified by a 1000 mm achromat onto the−60o F cooled, Andor 897 CCD camera. An

unshown large aperture between the dichroic and the objective sets the numerical aperture

of the imaging and optical tweezer system. It is typically set between 26-27 mm for the

experiments in this thesis.

2.4 Microscopic objective tests performed outside of the experiment

Our microscope objective was custom designed by ASE, a company based out of Rochester,

in collaboration with us. The objective consists of a six element optical system encased in Ultem
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Figure 2.4: Multiple beams are used for single-atom trapping and ground-state cooling. A side and
top view of the setup is provided, and a coordinate system used consistently (for the most part)
throughout this thesis. In the text we elucidate abbreviations for beams and optical elements.
Unless otherwise indicated, every cube is polarizing.

to minimize magnetic field eddy currents, since the front facet of the objective sits 21 mm from

the atoms. The lens was corrected for the 6.35 mm thick window of our cell, and designed for

0.6 NA diffraction-limited performance at 850 nm and 780 nm. Calculations in Zemax confirmed

that the 100 µm manufacturer tolerances on this thickness are compatible with diffraction-limited

performance via collimation adjustment of the imaging setup and input beam, and we performed

confirmatory in-situ measurements of this thickness.

When we first received the objective in September 2010, it was tested by imaging a 500 nm

pinhole through a test window identical to that of our cell. At the time, measurements on the lens

performance showed severe spherical aberration, which were completely correctable by increasing

the cell window thickness by 1 mm (with microscope slides). The hypothesis is that one of the

elements in the objective was improperly manufactured. Rather than risk damage to the optical
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Figure 2.5: Imaging data through the ASE objective and a window similar (same manufacturer
and batch) to those created for our cell. (a) We show a magnified image of a dual pinhole target for
testing the objective performance and imaging magnification. The relative dimness of the upper
right pinhole image is due to the inhomogeneous rear illumination of the target. (b) We show the
azimuthal average of the imaged spots with a fit using the model in Eq. 2.1.

elements, we had ASE glue a cleartran plate of 1 mm thickness onto the front facet of the lens.

The test data discussed below refers to times after which the plate was glued.

In Fig. 2.5a, we show an image of two 350 nm pinholes spaced by 6861 nm1 on a DataRay

WinCam, created by an optical system identical to that used for imaging single atoms. The point-

spread function (PSF) of the optical system (Figure 2.5b) is derived from either of the pinhole

images, while the magnification of the system is determined through their spacing.

Imaging a point-source through a finite numerical aperture (NA) system corresponds to a

truncated, flat Fourier distribution in the Fourier plane, (i.e. after the source is collimated by the

objective). From diffraction theory, the imaged point-spread function follows [83],

I(ρ) ∝
(

2J1(ρ∗)
ρ∗

)2

, (2.1)

where ρ∗ = ρ/ρ0 and ρ0 = (2πNA/λ)−1. For understanding the performance of the objective, we

will use this as a model to extract the NA for which the objective is diffraction-limited; I will call

this performance based number NADL, to distinguish it from the NA associated with the aperture

of the objective.

We aligned the objective in a test setup by optimizing the imaged spot size and we found

1 The test target was created through electron etching, and came from Kapteyn and Murnane labs
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Figure 2.6: In-situ ASE lens alignment. We optimize the input beam collimation (a), and angular
lens alignment in y (a) and x (c). The angles are quoted with respect to the normal of the cell
window, to which the input beam is also aligned. The alignment signal is the axial trap frequency,
which, in contrast to the radial frequency, is sensitive to both the spot-size and z length scale of
the trap. The trap frequencies are measure with parametric excitation.

that the minimum was achieved by deliberately misaligning the lens optical axis from the cell

window normal by {θx = 0.19o, θy = 0.57o}, and we observe a slight astigmatism. We determine

the alignment angles by retro-reflecting a beam off the cleartran plate and observing the spatial

deflection at a known distance; the angular deviations could either be from an additional aberration

in the lens, or, more likely, from the cleartran plate being glued on at a slight angle. For our imaging

wavelength of λ = 780 nm, we fit the imaged PSF in Fig. 2.5b to extract an NADL = 0.56(1),

which implies that our lens is operationally diffraction-limited up to this NA. Lastly, the measured

magnification from the test setup is 48.8(5).

After we placed the objective in the experiment, we optimized its alignment about these

offline determined angles using the optical tweezer trap frequencies. These measurements, shown

in Fig. 2.6b,c, correspond to the final alignment position of the objective. The input beam to the

objective was aligned to better than 0.01 degrees to the normal of the cell window, despite the

non-zero objective angle, and its collimation was also optimized on the basis of the atomic trap

frequencies (Fig. 2.6a)

Further testing information and techniques will be documented in the future thesis of Brian

Lester.
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Figure 2.7: We designed and machined in-house a coil mount to fit around the cell and accommodate
the spatial constraints imposed by the large objective. We performed numerical simulations in the
Mathematica Radia package of the expected current to field performance for these coil pairs, which
are each in the Helmholtz configuration. The created fields were consistent with the expectation
at the < 5% level.

2.5 Coil mount system

We designed and machined in-house a coil mount system meant to conform to the spatial

constraints of the objective and provide stable, fast magnetic field control (see Fig. 2.7). The

coil frame is made from garolite phenolic for its low coefficient of thermal expansion. The mount

supports eight coils, each independently wound: three coil pairs are for arbitrary three-dimensional

tuning of the magnetic field quantization axis, and a fourth pair concentric with the z-axis provides

the MOT gradient. Once the entire system was wound, glued and mounted, each coil was separately

servo-tuned for fast switching between 0 to 5G in less than 1 ms. We did not want to have wait for

the fields to settle at many times during the experiment, which motivated this low eddy-current,

temperature stable, fast setup.
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2.6 Optical rail system for creation of optical tweezer arrays

As discussed, we were eager to have the capability to scale to more particles/tweezers and

explore quantum dynamics experiments in this platform. For the creation of multiple optical tweez-

ers, we employ two large (3 mm, Te02 longitudinal mode) crystal AOMs with square aperture: each

AOM realizes angular deflections in the Fourier plane which are converted into spatial deflections

when focused by the objective. In designing the system, we were (excessively) paranoid about

vibrations of the optical tweezers heating up the atoms. The primary mechanism for this to occur

would be vibrations of each of the optical components that shape the tweezer beam. To combat

this problem, a monolithic rail system was designed that is schematically displayed in Fig. 2.8.

The rail system was tested and shown to create aberration-free beams appropriate to be

focused by the objective. As illustrated in the figure, we can create a linear array of two spots by

introducing two frequencies into one of the AOMs. Due to the magnification factor (m=20) of the

telescope at the end of the rail system (which is necessary to blow up the beam to exploit the high

NA objective), a pair of 1:1 relays are used to avoid aberrations induced by the beam deflecting

off the optical axis; the relays image each of the final deflections onto the back focal plane of the

“GLC” lens in the telescope.

2.7 Tools of the trade for single atoms in optical tweezer potentials

2.7.1 Typical experimental sequence

Performing ultracold quantum dynamics experiments with sideband-cooled neutral atoms in

optical tweezers is distinguished in some crucial ways from an evaporatively cooled gas of ultracold

atoms. Perhaps the most significant difference is in the order in which the experiment sequence

occurs, illustrated in Fig. 2.9. Initially, single atoms are stochastically loaded into optical tweezers,

and are subsequently imaged to determine whether there is an atom each optical tweezer. Despite

the stochasticity of the loading, the associated entropy is completely removed since we sort and

analyze all of our data on the basis of this initial image. Therefore, in contrast to an evaporatively
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Figure 2.8: This is a schematic of the rail system used to generate the light focused by the objective
to form the optical tweezers. The light emerges from an AR-coated FC-PC connectorized optical
fiber and is collimated to 2w0 ≈ 1.4 mm by an asphere “CA”. It then passes through AOV, an
AOM which realizes vertical (y) angular deflections. A 1:1, 4.5 cm relay images the center of AOV
on to the center of AOH, an AOM which realizes horizontal (x) defections. A second 1:1, 15 cm
relay images the center of AOH onto the center of the first lens in the telescope, “GLC”. The beam
is blown up by a factor of 20 (which commensurately demagnifies the angular deflections) once it is
collimated by a 30 cm achromat. We have observed that the AOMs can rotate the polarization of
the beam in a temperature dependent fashion: a pair of polarizing beamsplitters and a half-wave
plate fix the fraction of light that is picked off to a photodiode for intensity stabilization. A pair
of resulting spots imaged by a 1 m achromat are displayed when two RF tones of 7.5 MHz spacing
are introduced to AOV.

cooled system, imaging of the spatial distribution of the particles can occur before cooling the

motional degrees of freedom, and provides high-fidelity information on the initial conditions.

After this image, we subsequently initialize all uninitialized degrees of freedom of the atoms,

namely their spin and motional state (the first image specifies their position) via optical pumping

and ground-state cooling. The atoms are now with high fidelity in a pure quantum state, which

is the starting point for a quantum dynamics experiment. The tweezer spacings and depths are

modified in real-time, an experiment is performed, and then the atom(s) are separated and imaged

again. We can then follow the atoms between known initial and final conditions.

2.7.2 Single atom loading

The loading of single atoms into optical tweezer is surprisingly robust once the proper pa-

rameter regime is reached. This is slightly complicated by the fact that the MOT configuration

is funky for experiments in which the regions of MOT loading and tweezer formation coexist. We
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Figure 2.9: Here we illustrate a typical experimental sequence for performing a quantum dynamics
experiment. A MOT of up to 106 atoms is formed, and free space polarization-gradient cooling
(PGC: reduced intensity, -70 MHz cycling detuning, zeroed magnetic fields) cools the cloud to
approximately 10 µK. At this point, some number of atoms are loaded into the tweezers and
undergo light-assisted collisions [3, 5] in the presence of the red-detuned cooling light, thereby
reducing the atom number in each tweezer to 0 or 1. The atom populations in each optical tweezer
is imaged, and the trapped atoms are re-cooled with PGC (temperatures from which are discussed
in Chapter 3). We then independently initialize the spin and three-dimensional motional state
of each atom with optical pumping and Raman-sideband cooling (see Chapter 3). The optical
tweezers are then adiabatically ramped to a new configuration associated with a Hamiltonian of
interest; dynamics ensue. The depths and spacing of the tweezers are then varied diabatically
with respect to the timescales of the aforementioned Hamiltonian, into a configuration amenable to
spatially-resolved single atom detection. In the sequence shown above, the atom’s position switches
from the left tweezer to the right. The majority of experiments in this thesis occur in 0.5 seconds
or less.

provide here a summary of the parameters for the MOT beam geometry in Fig. 2.4.

We have a stable single-atom loading probability of about 60% that has persisted now for

nearly three years with little tweaking.2 Due to the geometry, it was not obvious what was the

appropriate cycling light saturation parameters s0 = I/Isat for each of the beams participating

2 As will be discussed in Chapter 4, we observe some probability that two atoms in an optical tweezer leave one
atom upon undergoing light assisted collisions; this is likely responsible for the increase above 50% loading fraction.
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Figure 2.10: Single atom loading and imaging. (a) We set the single-pass peak intensity of each
of the large MOT beams to a saturation parameter of s0 = 2.0, and each of these beams delivers
1 mW of repump light; the MOT gradient was set to 9 G/cm. We then vary the cycling light
saturation parameter of the funky-angle beam and measure the load probability. For each data
point, the bias fields were reoptimized along all three axes, since changing the funky-angle beam
intensity moves the MOT position; the plotted load probability corresponds to the peak-loading
position. (b) Setting the funky-angle beam to a saturation parameter of sFunky0 = 1.12, we measure
the single atom load probability. Typically we operate the experiment with a 125 ms load time and
observe 60 to 63% load probability. Other relevant parameters include the cycling light detuning
of −10 MHz and the optical tweezer depth of 1.1 mK.

in the MOT (Isat = 1.67 mW/cm2 for circularly polarized light [4]). We study this by fixing

the large MOT beam parameters as well as all other parameters of the MOT, and then vary the

saturation parameter of the funky-angle beam (see Fig. 2.10). We observe that a similar (perhaps

a bit smaller, the load is stable over 0.5 ≤ sFunky0 ≤ 5) saturation parameter is appropriate to

this beam compared to the others, despite the fact that it projects onto plane defined by the large

beams. We set the funky-angle beam to a saturation parameter of 1.15 and observe a rapid load

rate (Fig. 2.10b), saturating to around 60% after 125 ms.

2.7.3 Single atom imaging

After loading, we allow the cooled cloud to drop (by extinguishing the PGC beams) for 25 ms

and then perform molasses imaging of the atom population (0 or 1) in each optical tweezer. We have

experimented with two configurations for imaging: using all of the beams used for the MOT, or using

a single beam pair (indicated in Fig. 2.4). For the former configuration, we observe slow fluctuations

in the atom counts, which we attribute to slow wavelength-scale variation in intensity gradients
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Figure 2.11: Typical imaging data observed in the experiment for a 25 ms collection. The photon
counts here are computed on the basis of the brightest pixel in the camera image shown in the
figure; the left peak corresponds to our background signal (blue), and the right peak corresponds
to the atom signal (red). The black lines correspond to the Poissonnian expectation for the peak
widths given the fitted center value of the counts for background. We find reasonable agreement,
and hence are reaching the limit of imaging fidelity for a Poissoinian distribution of photon counts.
The green dashed line is the threshold calculated to minimize detection errors.

arising from interferences between beams from different retro-reflected pairs. While dithering the

retro-reflecting mirrors greatly mitigated this affect, using a single retro-reflected beam pair was a

simpler solution, the performance of which I will discuss here. Crucially, this beam pair projects

along the z and x direction allowing for three-dimensional cooling during imaging.3

In Fig. 2.11, we show typical imaging data acquired in the experiment for 25 ms camera

exposures. The imaging beam has a fairly high saturation parameter of s0 = 9.3, and a detuning

of −38 MHz from the light-shifted cycling transition due to the 1.1 mK trap. We optimize the

detuning and intensity by maximizing counts and minimizing any atom loss from heating; we choose

parameters that are well below the regime in which we begin to see atom loss. We observe two

peaks corresponding to the background and atom peak, but no two-atom peak; this is a symptom

of the light-assisted collisions. The peaks are well-resolved and we can deduce the presence of an

atom to much better than 1% by comparing to a threshold (dashed green line in figure) computed

on the basis of the peak positions and widths. Analysis of our imaging system losses (objective

3 Due to the degeneracy in x and y, we observe full radial cooling despite beam projection along only one radial
axis. This is noted in the Chapter 3 as well.
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transmission, dichroic reflection, four mirrors, interference filter transmission, quantum efficiency

of the camera) and estimated atomic scattering rate show reasonable agreement (to the level of a

factor of two) with the observed counts.

2.8 In-situ characterization of the optical system

In section 2.4, we discussed tests primarily addressing the performance of the ASE objective

in an external setup meant to mimic that in the experiment. However, since this setup does not

exactly match the experiment (e.g. though the cell window should be very similar, they are not

literally the same window), and these tests primarily address the imaging as opposed to the creation

of optical tweezer potentials, we performed additional in-situ tests that are summarized here.

2.8.1 Imaging performance

We can analyze the performance and PSF of our imaging system by treating a single atom as

a point-source emitter. In the atom images acquired in the experiment, we do not have sufficient

signal to observe the wings of the Airy-disk function, and so we fit the data (cross-sections) to a

Gaussian,

f(x) = Ae−2(x−x0)2/w2
+ obg, (2.2)

where A is the amplitude of the atom peak, x0 its position, and w the (optical) Gaussian waist.

The last term obg accounts for our imaging background. The goal is to determine the NA for which

our system behaves diffraction-limited, which means we ultimately need to compare to an Airy-

Disk pattern. To convert between the fitted Gaussians, we fit ideal Airy-disk data (Fig. 2.12a) of

varying NA (Fig. 2.12c) to ascertain a conversion function (numerical interpolation) between the

fitted Gaussian waist and the effective diffraction-limited NA of the system. Using the model in

Eq. 2.2, we fit an atom image (Fig. 2.12b) corresponding to an accumulation image after running the

experiment 1000 times. We then aperture the objective at varying diameters, and hence effective

NA, and observe how the fitted Gaussian waist of the atom image varies (Fig. 2.12d). This last

measurement is equivalent to what is accomplished numerically in Fig. 2.12c, and allows us to
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extract the NA for which our imaging performance saturates. We observe a 780 nm minimum spot

size of w780 = 0.65(4)µm, which corresponds to a operational diffraction-limited NADL = 0.51(4).

Comparing to the tests done out of the setup, which showed a diffraction-limited NADL = 0.56(1),

this is on the edge of the error bar. The imaged spot sizes in Fig. 2.12d are clearly above the

expectation from Fig. 2.12c, suggesting some amount of residual aberration above 0.5 NA. If we

extrapolate from these data to the expected performance for the created optical tweezer (assuming

an aberration-free input beam), we expect a waist w850 = 0.71(4)µm. As will be discussed in

section 2.8.2, in-situ measurements of the optical tweezer potential are consistent with w850. This

agreement, however, excludes the effect of clipping of the Gaussian input beam, which yields an

input beam somewhere between uniform and Gaussian illumination; the complication associated

with this, along with other unknowns, motivated the independent characterization discussed below.

In conclusion, the measurements in this section suggest an in-situ performance of our imaging

system between 0.5 NA and 0.6 NA with sub-wavelength spatial scales.

2.8.2 In-situ characterization of the optical tweezer

The analysis of the above section provides a good measure of the optical performance of the

objective, which strongly influences the quality of the optical tweezer experienced by the atoms.

However, the input beam that is focused by the objective to form the tweezer also determines

the final spot realized in the experiment. Therefore, to separately assess the tweezer performance,

we measure the peak intensity experienced by the atoms [84] and the radial trap frequency, with

which we can back out the Gaussian waist associated with the potential. We have found that

it is essential to perform a detailed characterization of the tweezer potential in order to perform

theoretical comparisons with the measured tunneling and two-particle interaction energy extracted

from the experiments in Chapter 4 and 5.

The radial trap frequency for a Gaussian potential is,

ωr =

(
4V

mRbw
2
0

)1/2

, (2.3)
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Figure 2.12: In-situ characterization of the atom imaging performance. (a) Fitting a Gaussian to
an ideal Airy disk imaged by a 0.6 NA system at 780 nm. (b) A cross-section of the atom-image
in the inset. For these data, the aperture of the objective was set to 26.5 mm, corresponding to a
0.62 NA. The red line is a Gaussian fit according to the fit function in the text. (c) Plot of fitted
Gaussian waist v. ideal imaged Airy-disk NA, for creating an interpolation (dashed line) between
Gaussian waist and Airy-disk NA for analysis of single-atom imaging data. (d) We plot the fitted
atom image as we vary the objective aperture, and the corresponding NA of the imaging system.
The red circled point was extracted from the data in (b). The green-dashed line is the interpolation
from (c).

where V is the trap depth, mRb the mass of 87Rb, and w0 the waist we seek. In principle, this

expression could be further simplified by assuming that V is determined by the peak intensity of

a Gaussian of waist w0 and with total power P . However, if there are aberrations in the resulting

potential, then not all of the power that enters the objective reaches the central spot, and is instead

manifest in aberrations (e.g. rings from spherical, offset lobes from coma, airy-disk character from

clipping, etc). Therefore, we measure the peak intensity experienced by the atom to determine V ,

and measure the trap frequency to determine ωr, which together constitute a measurement of w0.

We measure V by probing the optical light shift on the cycling transition due to the optical

tweezer light. Since the atom sits at the position of peak intensity, the light shift it experiences is a

good meter of the peak intensity of the optical tweezer. On a spin-polarized atom in |2, 2〉, we probe

the light shift by scanning the frequency of a σ+-polarized probe and measure the position of peak

loss (insets of Fig. 2.13a) as a function of power in the telescope (Fig. 2.13a). We then calculate
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Figure 2.13: Characterization of the optical tweezer. (a) We plot the frequency position of an
atomic loss resonance after exposure to σ+-polarized cycling light as a function of the optical
tweezer depth. The inset plots correspond to the indicated data points in the main plot. (b) A
parametric excitation resonance from which we extract the tweezer radial trap frequency for a given
input power.

the optical light shift [84, 85] on the cycling transition for a given intensity. The slope of this line

provides a conversion between power in the telescope and intensity at the atoms, and, in turn, the

depth V when combined with the light shift calculation. For the telescope power that yields the

trap frequency measurement of ωr = 134 kHz in Fig. 2.13b, we measure a depth of 1.01(5) mK.

This implies a waist of w0 = 0.71(1) µm, including a 4% correction to take into account the exact

shape of the potential for an apertured Gaussian input beam.4 This closely agrees with the

measurements in Section 2.8.1, which implies that there is negligible wavefront error in the input

beam.

2.9 Creation and control of a double-well potential formed by optical tweez-

ers

A key feature of our experiment is the ability to tune the primary parameters of a double-well

potential: the overall depth, the spacing of the well minima, and the relative depth (“bias”) of the

minima. The AOM-based control platform here (AOV and AOH in Fig 2.8) readily provides these

latter control knobs. The overall depth is controlled with a standard intensity control setup via

4 See the future thesis of Brian Lester for more details.
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the photodiode in Fig. 2.8 and an AOM prior to the optical fiber that carries the tweezer light to

the optical rail. For experiments performed with trap depths less than 50 kHz, we used a double-

photodiode setup to increase our dynamic range at the expense of bandwidth. In this section, we

discuss tests done on the bias and spacing control.

For the data discussed in this section, the amplified RF tones that create the double-well come

from a dual channel Tektronix AFG3102 synthesizer. The synthesizer can perform programmable

frequency sweeps that we trigger during the experiment. These sweeps allow us to dynamically

reconfigure the tweezers for tunneling experiments.

2.9.1 Relative intensity control of a double-well

Here we briefly show tests performed to confirm the linearity and resolution of the double-well

bias, data from which is shown in Fig. 2.14. To create the two RF tones that form the tunable

double-well, we have one fixed amplitude RF tone and another tone which passes through a mixer

operated in saturation. This latter RF tone is mixed with a DC control voltage that finely tunes

the output. The two RF tones are then combined on a power-splitter and amplified by Mini-circuits

ZHL-1-2W amplifier.

For the tunnel-coupled double-well potential, it is necessary to tune the absolute bias at the

level of a fraction of the tunnel-coupling. The total intensity in the double well determines the

overall depth of the potential, while the fractional bias is tuned by the relative RF power in each

RF tone creating each spot of the double well. The absolute bias is the product of the fractional

bias and the total depth. Therefore, for a typical tunnel-coupling of 500 Hz and tweezer depth of

100 kHz, this implies that we require fractional bias control at less than a part in thousand. The

data in Fig. 2.14b corroborate this level of control; in retrospect, a finer scan might have been

appropriate, but the precision with which we could extract the peak intensities of the Gaussians

was also limiting.
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Figure 2.14: (a) Shown are two spots formed by focusing the light directly from the collimation rail
with different relative intensity and the associated cross-section of these spots. The cross-section
is meant to illustrate the resulting double-well potential; for red detuned light, the peaks turn into
potential minima. (b) The relative well depth in units of Hz as a function of the DC control voltage
discussed in the text. The absolute bias plotted is determined by the measured fractional bias from
images such as those in (a) and the experimentally measured single tweezer depths for tunneling
(see Sec. 2.8.2).

2.9.2 Spacing control of a double-well

The other ingredient to the double well is the spacing between the well minima. This is

experimentally controlled via the frequency difference between the two RF tones comprising the

double well; the resulting spacing is determined by the properties of the AO crystal, the magnifica-

tion of the telescope, and the effective focal length (EFL) of the ASE lens. While we can estimate

the frequency difference to spacing conversion based on these parameters, the tunnel coupling in

the double well is set by the wave-function overlap between the localized wave-packets in each

well, which have a spatial extent of about 100 nm in the tunneling direction. Hence, we require

control much finer than this length scale, and our knowledge of this part of the optical system is

not sufficiently precise.

We calibrate the spacing between the optical tweezer traps as a function of the frequency

difference of the RF tones in each AO by imaging the atom locations, shown in Fig. 2.15. Given

our knowledge of the imaging magnification, we can compute the spacing of the atoms. From

the data displayed, and propagating error in our magnification, we measure 0.203(3) µm/MHz for

the horizontal double well, and 0.209(3) µm/MHz for the vertical double well. We note that an
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Figure 2.15: Calibrating the frequency control of the double-well spacing. Imaged atom spacing as
function of varying the frequency of one tone while keeping the other fixed at 80 MHz for AOH (a)
and AOV (b)

estimate of the expected dependence from the rail (based on our independent knowledge of the

optical elements and properties of the AOMs) is consistent with these measurements. We also

checked this calibration by imaging the spots directly out of the rail (i.e. as in the spots Fig. 2.8);

while this does not test the ASE EFL, it does test the rail magnification and AO crystal properties,

and this measurement is completely consistent.

2.10 Spin-sensitive detection

Through out this thesis, beginning with the sections below, we make use of spin-sensitive

detection of the atom. We detect whether the atom is in F = 2 or F = 1 by applying resonant

cycling light, which ejects the atom from the optical tweezer if it was in F = 2. Therefore, the

hyperfine state is mapped onto the presence or absence of an atom in the trap. Typically the fidelity

of this process is greater than 95%, especially when we drop the depth of the trap for the push-out

phase. For the latter case, the fidelity is at the limit of what we can detect with our statistics, but

it is on the order of 99%.

2.11 Optical pumping in an optical tweezer

One of the most important parts of our experiment is the optical pumping for spin preparation

of the atom in a “dark state”. Optical pumping operates by successively driving a set of transitions
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F=2

F=2’
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Figure 2.16: The tweezer-trapped atoms are illuminated with optical pumping and repump light,
each circularly polarized. |F,mF 〉 = |2, 2〉 (encircled by a dark blob) is decoupled from these beams
because no transition exists that can be driven with these polarizations from this state. The green
lines indicate σ+ light tuned to the 2-2’ transition; the gray is the σ+ repump light on the 1-2’
transition.

until the atom reaches a state, the “dark state”, which is decoupled from the driving light. The dark

state is crucial because its darkness is ultimately responsible for high fidelity ground-state cooling,

as discussed in Chapter 3. Therefore, while preparation in a particular spin-state is significant,

more important is the degree to which the dark state is decoupled from the pumping light. It turns

out that these are one and the same goal, but it is worth stressing that what we ultimately seek is

a high quality dark state. This section considers the various procedures and issues we confronted

towards optimizing the dark state.
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Figure 2.17: Optical pumping optimization by measuring the depumped fraction (into F = 1) after
application of the 2− 2′ light. (a) Alignment of the optical pumping quantization axis by varying
the angle of an added fixed size field (0.1 G); the parameters of the x coil pair are fixed to a 3 G field
during this procedure. The pulse length is set to near the 1/e-time for an initial set of quantization
axis parameters. (b) Varying the amplitude of this added field at fixed angle in the y−z plane for the
same depumping time parameters. (c) Measurement of the scattering rate of the optical pumping
beam when the quantization axis points approximately 45o to the beam propagation direction; this
largely compromises the dark state because the polarization experienced by the atom is now mixed.
(d) Setting the quantization axis to the optimized parameters and measuring the depumping rate.
We observe a nearly 1000-fold suppression of the depumping of the dark state between (c) and (d).
We also note that this procedure both compensates angular mismatch between our coil axes and
the optical pumping beam, as well as any background magnetic fields not sufficiently nulled.

2.11.1 Optimizing the optical pumping

Creating a dark state is achieved typically by using well-defined polarization light, the re-

quirements for which are excellent preparation of the photon polarization, and precise alignment

of the quantization axis to the optical pumping beam propagation direction. Fulfilling these re-

quirements ensures that the atom experiences light with pure polarization, resulting in a very dark

“dark state”. Our optical pumping setup is illustrated in Figure 2.16. We use σ+-polarized re-

pump and optical pumping light since it minimizes the number of photons to reach the dark state of

|F,mF 〉 = |2, 2〉 (this is discussed in more detail in Chapter 3). To measure the dark state quality,

we simply optically pump to |2, 2〉, and then illuminate the atom with the optical pumping light in

the absence of repump. The branching coefficients from the excited F = 2′ manifold to the ground

hyperfine levels F = 1 and F = 2 are equal and 1/2 [4, 56]. If the light seen by the atom is pure
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σ+, then it will remain in F = 2. However, any fraction of the light that is π or σ−-polarized will

depump the atom to F = 1 after, on average, two scattering events. We use this to probe and

optimize our dark state.

In Figure 2.17, we display exemplary data of this optimization process. We set the depumping

time to be near the 1/e time and vary the quantization axis direction, to optimize the alignment of

the quantization axis to the optical pumping beam. We initially set a large field of 3 G in the −x

direction, and then add a small field in the y− z plane of about 100 mG. We vary the angle of this

added vector in the y− z plane and observe the change in the depumping fraction (Fig. 2.17a), and

set it to the minimum value. As shown in Fig. 2.17b, we then vary the magnitude of this vector, and

again choose the value for which the depumping (|2, 2〉 darkness) is minimized (maximized). We

will typically iterate on this procedure a few times. The polarization of the light, initialized with a

Glan-taylor polarizer and tuned with a half-wave plate and quarter wave plate (to compensate for

the window birefringence), is optimized with this depumping signal as well in a two-dimensional

walk of the wave plates.

After the above procedure, we observe the performance quantified in Fig. 2.17c,d. In Fig. 2.17d,

we use the quantization axis parameters acquired through the optimization procedure, and observed

a 1/e depumping time of τDP = 25(3) ms, which should be compared to the scattering rate of the

optical pumping beam. We measure the scattering rate in-situ by rotating the quantization axis so

that it is 45o to the optical pumping beam propagation direction, and measuring the depumping

time (Fig. 2.17c) of τ = 28(4)µs. This constrains the relative intensities of
Iσ−+Iπ
Iσ+

< 1
1000 , implying

that we suppress the unwanted scattering events to at least a part in a thousand.

Lastly, for the beam powers used here and with the optimized quantization axis, we can

pump with the σ+ repump and optical pumping light to |2, 2〉 in a 1/e time of τOP = 50 µs, with

which we can estimate a steady-state population [86] in |2, 2〉 of P2,2 = 1− τOP
τDP

= 0.998.
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2.11.2 Vector light shifts and effects on the optical pumping

Vector light shifts from the optical tweezer also impose a possible limitation on the dark state

quality. Here we discuss data that displays evidence of this effect, which also offers an opportunity

to briefly discuss this unique feature of the optical tweezers.

For a tightly focused beam, in which the length scale associated with the spot size is compa-

rable to the optical wavelength of the light, there is a large gradient in the electric field that occurs

on a wavelength scale. Even though the input light to the tweezer is linearly polarized, an atom

trapped at the focus experiences circular polarization components in a spatially dependent fashion.

The mechanism for this is illustrated in Fig. 2.18a: the rotation of the electric field vector on either

side of the focuses yields circularly-polarized light of opposite sense on either side of the potential.

The helicity of the light couples to the atom’s spin identically to a magnetic field. We numerically

compute these effects by propagating the vector-diffraction integrals in Ref. [87] to compute the

polarization components in the focal plane, which we then plug into expressions for the vector light

shift from Ref. [56]. While we will now focus on how this informs the optical pumping, we have

observed that by proper arrangement of the quantization axis we can exploit these effective fields

to drive microwave transitions sensitive to the atomic motion [60].

A calculation of the effective magnetic fields is displayed in Fig. 2.18b: it points along the

y-direction and varies along the x-direction. For our spot size and wavelength, this yields an

effective magnetic field gradient of 1.41 G/µm. We can then estimate the spread in magnetic

field experienced by a thermal atom: for an atom at 15 µK in a trap of radial trap frequency

ωr/(2π) = 140 kHz, the wave packet size is approximately 44 nm, implying a spread in magnetic

field of δBeff = 62 mG ŷ. For a quantization axis externally applied at BQA = 3G x̂, this implies an

angular variation of the quantization axis across the atoms motion of δθ = tan−1
(
|δBeff |/|BQA|

)
=

1.2o. We expect this then to limit the final dark state we can achieve: it imposes the constraint

Iσ−+Iπ
Iσ++Iσ−+Iπ

< 0.2
1000 .

To test the role of the vector light shifts, we varied |BQA| and the trap depth and measured
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Figure 2.18: (a) Mechanism by which tightly focused linearly light couples to circularly polarized
light. Because the electric field rotates on either side of the focus on the scale of a wavelength, it
adds helicity to the light. (c) We numerically compute the electric field components at the focus for
a 0.51 NA optical system at 852 nm, and a trap depth of 1.1 mK. Here we approximate that the
tweezer beam is uniformly illuminating our objective, even though we in fact aperture the beam at
its 1/e2 waist of 30 mm. Our calculation therefore could exceed the true gradient by 15% [6]. For
the purposes of this illustration I rotated the coordinate system here because our polarization is in
the horizontal plane and it is hard to illustrate the electric field gradient when it points out of the
page.

the depumping time τDP , as shown in Figure 2.19.5 The former determines the size of the angular

deviation δθ while the depth determines the size of the effective magnetic field gradient. The blue

and red data correspond to two trap depths that differ by about a factor of 20. For both cases,

we see as expected that a larger quantization field suppresses depumping, and, furthermore, the

deeper trap experiences a greater depumping rate (smaller τDP ) for the same quantization axis.

Note that for the smaller quantization axes used in Figure 2.19, the lower bound on polarization

purity presented in the previous paragraph would be significantly higher. These measurements are

consistent with our hypothesis that the effective magnetic fields influence the dark state purity,

however, further modeling would be necessary to corroborate this with a quantitative comparison.

2.12 Two-particle spin-preparation

The ability to perform coherent spin rotations is critical in a number of the experiments

discussed in this thesis. These capabilities include tweezer-resolved spin rotations, so that we can

create nearly arbitrary two-particle spin states for the Hong-Ou-Mandel and spin-exchange studies.

5 The quantization axis is 3 G for the initial optical pumping stage.
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Figure 2.19: We measure the depumping lifetime τDP for two trap depths as a function of the mag-
nitude of the quantization axis. For large quantization axis (trap depth), we observe a suppression
(increase) of depumping. For each quantization axis used here, the field angle and tip field were
optimized to minimize depumping; for each depth the optical pumping beam was resonant with
the light-shifted transition. However, we later determined that the quarter wave plate angle could
have been further optimized, which is why neither data set reaches the τDP = 25 ms from the
previous section. The scattering rate of the optical pumping beam (∼ 100 kHz) was kept constant
to ∼ 10% over the entire data set presented here, including the effect of the magnetic field shifts of
the optical transition (1.4 MHz).

Here I will summarize important aspects of these capabilities in our experiment.

2.12.1 Microwave rotations

While many of the spin manipulations performed in this thesis are accomplished with Ra-

man transitions, microwave rotations are also used frequently. The microwave source is a single

microwave synthesizer (Rohde-Schwartz SMF100A), which subsequently is amplitude modulated

via a Miteq pin-diode for pulse-shaping. The resulting waveform passes through a 10 W Miteq

amplifier, and the signal is delivered to the atoms via a sawed-off waveguide. The waveguide is

outside vacuum and its tip sits approximately 5 cm from the atoms. We can reach 50 kHz Rabi

rates in this fashion.

In Fig. 2.20, we show typical microwave spectra and Rabi oscillations after spin-polarizing the

atom in the |2, 2〉 spin state and driving the |2, 2〉 ↔ |1, 1〉 transition. In Fig. 2.20a, we fix a square

pulse area to π and scan the frequency of the microwave across the resonance in 3 G magnetic field.

We typically observe up to 99% contrast when correcting for atom loss, and we observe increasing



40

- 200 - 100 0 100 200 300
0.0

0.2

0.4

0.6

0.8

1.0

Detuning from right well (kHz)

F=
1

P
ro

ba
bi

lit
y

- 100 - 50 0 50 100
0.0

0.2

0.4

0.6

0.8

1.0

Detuning(kHz)

F=
1

P
ro

ba
bi

lit
y

Detuning (kHz) Detuning (kHz)

16 μs
Time

Ω

10 μs
(a) (b)

1.00 1.02 1.04 1.06 1.08 1.10
0.0

0.2

0.4

0.6

0.8

1.0

Rabi time (ms)

F=
1

P
ro

ba
bi

lit
y

0.32 0.34 0.36 0.38 0.40 0.42 0.44
0.0

0.2

0.4

0.6

0.8

1.0

Rabi time (ms)

F=
1

P
ro

ba
bi

lit
y

0.00 0.02 0.04 0.06 0.08 0.10
0.0

0.2

0.4

0.6

0.8

1.0

Rabi time (ms)

F=
1

P
ro

ba
bi

lit
y

Square pulselength (ms)

(c)

Figure 2.20: Microwave spectroscopy on single atoms (a) A square pulse is applied to a spin-
polarized atom in |2, 2〉 in a 3 G field. The Rabi rate is 50 kHz, and the fit is the expected response
for a driven two-level system on resonance with a 10 µs pulse. (b) A temporally Gaussian pulse is
applied with the profile indicated in the figure. The red line is a fit to a spectral Gaussian, while
the black line is the response expected via numerical evolution of the Schrodinger equation for this
pulse profile and the measured Rabi rate of 36.9 kHz. (c) Typical Rabi oscillations after application
of a resonant square-pulse of varied pulse area.

loss of contrast as we reduce the Rabi rate; we also observe a 100 µs free-precession time, which

implies 1 mG fluctuations of the magnetic field assuming a Gaussian distribution of noise. When

we perform ground-state cooling these mitigating features persist, which largely rules out trap light

shifts and vector light shifts (±0.65 mG for a 3 G quantization axis) as the exclusive contributors.

In Fig. 2.20c, we show Rabi oscillations for a square pulse of varied area: for this Rabi rate we

observe a damping time of 1.5 ms.

In Fig. 2.20b, we perform Gaussian pulse-shaped spectroscopy. An arbitrary waveform gener-

ator provides a Gaussian modulation of the power (P (t) ∝ e
t2

2τ2 ) to the pin-diode with τ = 3.85 µs:

the exact waveform supplied is not Gaussian, but calibrated to produce a Gaussian modulation of

the microwave power. This yields a 2τ = 16 µs in the Rabi rate (as in the figure) and with a total
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Figure 2.21: (a) Schematic of applying the light-shift beam to the left optical tweezer; the wells are
spaced by 1.57 µm and 1.1 mK deep. (b) Scan of the position of the light-shift beam when placing
resonant cycling light on the fiber. Typically we use a 4µs pulse with less than 1nW of power in
the beam. The blue (red) points correspond to the likelihood that an atom in the left (right) well
survives the pulse application.

pulse length of 30 µs. These parameters were numerically optimized based on our measured Rabi

rate; the black line in the figure corresponds to a parameter free model via numerical evolution of

the Schrodinger equation. The main purpose of the Gaussian pulses is that they allow for larger

Rabi rates while retaining spectral resolution because the Gaussian spectral response has a sharper

drop off and no wings (compared to those in Fig. 2.20a). We make use of this feature in Chapter 3

for driving narrow Raman transitions, and below for tweezer-resolved spin flips.

2.12.2 Spin addressing of single atoms in optical tweezers

We perform tweezer-resolved spin flips by changing the local magnetic field experienced by

one atom with respect to the other. We align a beam (the “light shift beam”) through the objective

and onto one of the optical tweezers (Fig. 2.21a); it is the same wavelength as the Raman light and

σ− −polarized. Typically, a couple 100 nW is sufficient to realize up to a 200 kHz relative shift on

the |2, 2〉 ↔ |1, 1〉 transition. This compares favorably with the expected light shift for a 0.65 µm

spot, but we cannot perform an exact comparison since the polarization is mixed due to the two

45o reflections on the glass and dichroic.

The light shift beam is initially aligned by placing a retro-reflecting mirror in front of the
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Figure 2.22: Performing microwave spectra with the light-shift beam aligned to the left optical
tweezer using square (a) and Gaussian (b) pulses. The blue (red) points corresponds to the likeli-
hood that an atom in the left (right) well is spin-flipped into F = 1.

objective, and overlapping the beam with the tweezer beam. We also initially set the collimation

in this fashion, by ensuring they both focus to the same location along the optical axis. We then

perform a fine alignment by putting resonant cycling light on the optical fiber that carries the light

to the experiment. With a two-axis piezo mirror we scan the x and y position in the objective focal

plane; we iterate on this alignment and the collimation of the beam. In the end, we can see a loss

resonance as a function of position that only affects one of the wells, as shown in Fig. 2.21b. We

realign the x and y piezo positions on a daily basis and observe slow drift on the 100 nm scale.

Using the far red-detuned light, we can then finely adjust the relative position of the spin

flip resonances for each trap. Two representative spectra are shown in Fig. 2.22, one using square

pulses and the other Gaussian. We typically observe no shift on the non-targeted tweezer with

respect to the case of the beam off, suggesting that we are making a tight spot with this setup.

One concern is that the diabatic switching of these beams, which is necessitated by their scattering

rate, could cause motional heating of the atoms. The beam is applied with a 30 µs square temporal

profile, and the depth potential it applies (< 500 kHz) is only about 2.5% of the tweezer trap depth

of 1.1 mK. A calculation of the perturbation to the oscillator states shows that heating is expected

to be less than 1%, which was also experimentally verified with sideband spectroscopy.

To maximize the preparation, we need to balance a number of concerns: (1) minimizing the
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light shift beam power due to spontaneous emission, (2) maximizing the microwave Rabi rate to

maintain the fidelity of the π pulses, and (3) minimizing the ratio of the peak widths to peak

separation. We care about (1) since it mitigates the spin preparation and causes heating, and (3)

to prevent off-resonantly driving spin flips. By eliminating the sinc-function wings from a square

pulse, and furthermore, by having a narrower spectral profile for the same Rabi rate (Lorentzian vs.

Gaussian), Gaussian pulse-shaping is advantageous for creating arbitrary two-particle spin states

with the light-shifting technique. We can create arbitrary states with above 90% fidelity. This

likely could be improved by switching to frequency and amplitude modulated pulses (e.g. HS1

pulse [2]), but at the expense of interrogation time: this would require going to a farther detuned

light-shift beam because these require millisecond pulse lengths.



Chapter 3

Cooling a single atom in an optical tweezer to its motional ground-state

In this chapter, I will present results demonstrating the first realization of three-dimensional

Raman-sideband cooling of a single isolated, addressable neutral atom. In addition to exploiting

key features of the optical tweezer platform itself, the results of subsequent chapters rely on the

ability to prepare indistinguishable atoms in pure quantum states of spin and motion via laser-

cooling techniques. The discussion in this chapter is therefore foundational to the results presented

in this thesis.

Motional control of neutral atoms has a rich history, and increasingly interest has turned to

the problem of single-atom control. To date, optical lattices created by standing waves of light

have been the main platform for realizing motional control of collections of single neutral atoms.

Approaches have included demonstrations of the Mott insulator transition of an evaporatively

cooled gas [11, 2], and explorations of laser cooling collections of atoms in a lattice [51, 52, 53,

54, 58, 59, 60, 88, 61]. More recently, in spin-dependent lattices experimenters have harnessed

microwave signals to cool and control atomic motion [60, 61]. Our work in an optical tweezer

breaks with typical lattice experiments, and instead more closely resembles the sideband cooling and

spectroscopy techniques used with atomic ions [50]. We hold a single atom in a far-detuned tweezer

trap and apply near-resonant, pulsed cooling and spectroscopy light that couples two ground state

hyperfine levels (Fig. 3.1a). The complete separation of the trapping and cooling beams [54, 59, 88]

allows us to realize rapid cooling as well as low trap spontaneous emission rates and hence long

coherence times. As subsequent chapters will discuss in detail, by approaching the cooling fidelities
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achieved with evaporative cooling in this tweezer-based platform, we have established a new route

to creating low-entropy arrays of neutral atoms for quantum dynamics experiment

In this chapter I will focus on ground-state laser cooling in the context of our experiment,

and provide less of a completely general picture of Raman-sideband cooling (for a very general

description, I highly recommend Ref. [56]). I will discuss important theoretical calculations done

in order to guide our choice of cooling parameters in the experiment, as well as to gain a decent

grasp of various regimes of cooling. I will discuss briefly theory for coherent Raman transitions and

master equation calculations of the cooling, then experiments with three different types of sideband

cooling: pulsed, continuous, and Gaussian pulsed cooling. The first pulsed cooling discussion relies

heavily on material from our publication on the subject [89].

3.1 Quick summary of Raman sideband cooling in an optical tweezer

We laser cool to the ground state by employing a technique known as Raman sideband

cooling [51, 52, 53, 56, 90]. Raman sideband cooling operates by iterating on a two step process

that manipulates the atomic spin and motion, and resolves motional transitions even when the trap

frequency is less than the electronic transition linewidth. In our scheme, we utilize two hyperfine

levels of 87Rb: |F,mF 〉 ≡ |2, 2〉 and |1, 1〉 (Fig. 3.1b), where F is the hyperfine angular momentum

quantum number and mF its projection. The first step is a stimulated Raman transition on

|2, 2;n〉 ↔ |1, 1;n−1〉 that reduces the vibrational state by one quantum while also realizing a spin

flip. A set of beams (RBi), illustrated in Fig. 3.1a, operate in pairs to drive these coherent Raman

transitions between spin and motional states. The second step to the cooling is the dissipative step:

The atom is optically pumped back to the initial spin-state via a spontaneous Raman process, while

the emitted photon carries away entropy. By repeating these steps, population accumulates in the

|2, 2; 0〉 state because it is dark to the Raman beams and the optical pumping light.

For Raman cooling to be successful, the optical pumping step must preserve the reduced

vibrational state. The vibrational excitation probability depends on the motional quantum number

n and the Lamb-Dicke parameter, ηOP ≡ x0kOP , where x0 = (~/2mω)1/2 is the oscillator length
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Figure 3.1: Experimental setup for tweezer trap, detection, and three-dimensional motional control.
(a) Orthogonal radial axes, indicated by x′ and y′, are addressed by Raman beam 1 (RB1) (σ+-
polarized) and RB2 (π-polarized), or RB1 and RB3 (π-polarized). RB1 and RB4 (linearly polarized
in y-z plane) address the axial direction. Note we should be able to cool all three axes with a single
pair of counterpropagating beams. (b) Level diagram for 87Rb with associated beams from (a).
Optical pumping consists of σ+-polarized repump light on the F = 1 → 2′ transition along with
optical pumping light on F = 2→ 2′.

for a particle of mass m and kOP is the optical pumping wave number. In our experiment, Raman

cooling begins with an atom in a mixed thermal state, with a temperature corresponding to an

average vibrational quantum number n̄. The likelihood of excitation from the optical pumping

depends on the size of the thermal atomic wave packet compared to the wavelength of the optical

pumping light. Therefore, the excitation probability due to a single scattered photon scales as

(k
√
〈x2〉)2 = (ηOPeff )2 ≡ (2n̄ + 1)(ηOP )2, and hence the Raman cooling efficiency scales inversely

with (ηOPeff )2 [91]. Therefore, ground state cooling (achieving n̄ = 0) requires (1) low enough

initial temperatures before starting Raman cooling, and (2) sufficient confinement, i.e. large trap

frequencies. The analysis in this chapter will come back to these two key points on a number of
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occasions.

3.2 Theory of coherent Raman transitions

3.2.1 Raman transition Rabi frequencies: internal degrees of freedom

The set of beams in Fig. 3.1a display the primary toolset with which we can drive Raman

transitions that address all three motional degrees of freedom of an atom in the optical tweezer.

The beam directions and frequencies are chosen such that RB1 (“EO beam”) is paired with one

of RB2-4 (“Top”, “Bottom”, and “Axial” beams, respectively) to impart momentum to a chosen

motional axis. The details of the beam frequency generation will be discussed in a later section,

and for the purposes of the discussion here of Raman transitions I will simplify the picture to what

is shown in Fig. 3.2. To connect with our experiment, RB1 plays the role of beam 2, while RB2-4

plays the role of beam 1. In the presence of beams 1 and 2, the atomic eigenstates are dressed

by the electric dipole interaction, and contain very small amplitudes of the excited state |i〉. By

diabatically pulsing on these beams, quantum amplitude can rotate from |s〉, virtually through the

excited state, and into |f〉. This is a Raman transition; it is a second-order perturbative process.

Here we provide a general description for calculating the Raman Rabi frequency, which we

define as the frequency with which the measured probabilities oscillate between the Raman coupled

ground-states |s〉 and |f〉; the amplitudes oscillate at half this frequency, and the off-diagonals in

the Hamiltonian of the restricted two-level system of the ground states is 1/2 the Raman Rabi

frequency. This definition varies in the literature, so here we explicitly define quantities necessary

to calculate the Raman Rabi frequency using the atomic and Raman beam parameters. For a

two-photon transition between states |s〉 and |f〉, the Raman Rabi frequency can be written simply

as [92],

ΩR =
Ω1Ω2

2∆
, (3.1)

where Ω1 and Ω2 are the single photon couplings due to beams 1 and 2, respectively, and ∆ is the

intermediate state detuning from the excited state depicted in Fig. 3.2. Typically, the detuning
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Δ

|s>

|i>

|f>

1

2

δ

Figure 3.2: Raman transitions. In our setup, we drive transitions of ∆mF = ±1, necessitating one
beam of π- polarization (beam 1) and another of circular (beam 2). The difference in the beam
frequencies is resonant with the splitting between the states between which we hope to drive a
transition, up to an amount δ (Raman detuning). Both beams are far detuned from an excited
state |i〉, and each yields dressing of this state quantified by the single photon couplings Ω1 and Ω2,
respectively. For explanatory purposes, we simplify the picture to driving a transition between two
states, |s〉 and |f〉, through a single intermediate, excited state |i〉. In practice, the Raman beams
couple to many excited states (see text).

is much larger than either of the single photon couplings to avoid significant populations in the

excited state and hence spontaneous emission. The single photon coupling Ωb is calculated from

the dipole matrix elements of the transition in question as,

Ωb = d ·Eb/~, (3.2)

where d is the electric dipole operator, and Eb the electric field of the light driving the single
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photon process (beam 1 or 2). If a single excited state existed, we could simply calculate these two

single photon couplings in Eq. 3.1 to compute the Raman Rabi frequency. However, in general,

many different excited states can couple to the ground states |s〉 and |f〉, and each Raman pathway

contributes to the final coupling between the ground states. Therefore, a more general expression

for the Raman Rabi frequency is required [93],

ΩR =
1

2~2

∑

i

〈f |d ·E|i〉〈i|d ·E|s〉/∆i, (3.3)

where the sum is taken over the set of all intermediate states |i〉 with associated intermediate state

detunings ∆i. We now seek a general expression for the dipole matrix elements between each of

the ground-states with an excited intermediate state. We therefore require expressions for matrix

elements of the form,

~Ωb(F,mF , F
′,m′F ) = 〈F,mF |d ·E|F ′,m′F 〉, (3.4)

where the primed quantum numbers denote an excited intermediate state, and the unprimed quan-

tum numbers one of the ground-state quantum numbers. Using Ref. [4], these can computed exactly

with the aid of the measured D1 and D2 excited state lifetimes τD1 and τD2, respectively. Skipping

some algebra, we can write (using D2 line here for τ),

~Ωb(F,mF , F
′,m′F ) =

(
2Ii
ε0c

)1/2( 3πε0~c3

τD2ω3
FF ′

)1/2

(−1)F
′+J+1+I

√
(2F ′ + 1)(2J ′ + 1)




J J ′ 1

F ′ F I





6j

〈F,mF |1,−q, F ′,m′F 〉CGC ,
(3.5)

where J and J ′ refer to the quantum numbers with respect to fine-structure for the ground and

excited states, respectively; ωFF ′ refers to the angular transition frequency between the hyperfine

states F and F ′ in the matrix element1 ; the curly brackets refer to a 6j-coefficient; the last matrix

element with the CGC subscript refers to a Clebsch-Gordan coefficient; q refers to the spherical

polarization component of the light driving the single-photon transition (±1 for σ± and 0 for π); Ii

refers to the intensity of the light driving the transition (beam 1 or 2 in what follows); I = 3/2 is

1 We neglect magnetic field shifts of the sub-levels, which are small compared to everything else
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the nuclear spin. The Raman Rabi frequencies through the D1 and D2 line between ground-states

|F s,ms
F 〉 and |F f ,mf

F 〉 are then,

ΩD2 =
1

2

F ′=3∑

F ′=0

m′F=F ′∑

m′F=−F

Ω1(F s,ms
F , F

′,m′F )Ω2(F f ,mf
F , F

′,m′F )

∆F ′,ω(1,2)

, (3.6)

and,

ΩD1 =
1

2

F ′=2∑

F ′=1

m′F=F ′∑

m′F=−F

Ω1(F s,ms
F , F

′,m′F )Ω2(F f ,mf
F , F

′,m′F )

∆F ′,ω(1,2)

, (3.7)

where ∆F ′,ω(1,2)
is the intermediate state detuning from F ′ of the Raman beams, each with angular

frequency ω1 and ω2 (one only requires knowledge of one frequency here since we are assuming

the beams are on Raman resonance, i.e. δ = 0 in Figure 3.2). Since in our experiment we detune

−50 GHz from the D2 line, the states in this manifold primarily contribute (D1 line couplings

contribute at the 1% level). However, we include both lines in performing a calculation of expected

rates. The final Raman Rabi frequency is the sum of the coupling from the D1 and D2 line,

ΩR = ΩD1 + ΩD2. (3.8)

We find agreement at the 40% level with our experimentally measured Rabi frequencies and these

calculations. Disparities are likely due to our lack of knowledge of the exact intensities of the

focused Raman beams at the atoms.

3.2.2 Raman transitions: external degrees of freedom and full Hamiltonian

While the above calculations address how a Raman beam pair couples to the internal degrees

of freedom of an atom, the pair coherently couples to the external degrees of freedom by imparting

momentum. For a pair of beams with momentum vectors k1 and k2, the momentum kick an atom

experiences after a transition between the spin ground-states is,

~∆k = ~(k1 − k2). (3.9)

Therefore, whenever the beam pair is not copropagating the atom will experience a momentum

kick. The quantum operator that realizes this process is the momentum translation operator ei∆kx̂,
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where x̂ is the position operator. For an effective spin-1/2 atom (which is the case here, | ↑〉 ≡ |2, 2〉

and | ↓〉 ≡ |1, 1〉 ), the Hamiltonian for the Raman interaction can then be written [94],

HR =
~ΩR

2

(
ei∆kx̂σ+ + e−i∆kx̂σ−

)
, (3.10)

where σ+ and σ− are the spin raising and lowering operators, respectively, with respect to the

eigenstates of σz. Reaching this Hamiltonian requires going into the rotating frame and making

the rotating wave approximation. For the purposes of this discussion, we have also assumed that

the momentum kick is entirely along the motional axis defined by x̂; in general, we can replace

∆kx̂ with ∆k · x to treat multiple quantized dimensions. For an atom trapped deep in an optical

tweezer, the atom’s motion is harmonic to very good approximation, and so we decompose the

position operator in terms of raising and lowering operators. After doing this, from HR, much of

the physics of Raman sideband transitions can be deduced upon making the simplification that

we operate in the so-called Lamb-Dicke regime. To elucidate the meaning of this, we focus on the

argument of the exponential,

i∆kx̂ = i∆kx0

(
a+ a†

)
, (3.11)

where a and a† are the creation and annihilation operators for a harmonic oscillator of frequency

ω and mass m, and x0 =
( ~

2mω

)1/2
is the ground-state extension. We now define the Lamb-Dicke

parameter ηR = ∆kx0, which contains a ratio of the length-scales associated with the momentum

kick (2π/∆k) and the size of the atomic wave packet x0. Making the assumption that we are in the

Lamb-Dicke regime (LDR) with respect to the Raman beams necessitates that ηR
√
〈(a+ a†)2〉 <<

1, which relies on the assumption that the atom is sufficiently cold that its thermal wave packet is

small compared to 2π/∆k [90]. We can then expand HR to first order,

HLDR
R =

~ΩR

2

(
σ+
(

1 + iηR
(
a+ a†

))
+ h.c.

)
+O((ηR)2), (3.12)

with which we can see the three lowest-order processes realized by the Raman interaction in the

matrix elements of the states |{↑, ↓};n〉,

〈↑;n+ 1|HLDR
R | ↓;n〉 =

i~ΩR

2
ηR
√
n+ 1, (3.13)
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〈↑;n− 1|HLDR
R | ↓;n〉 =

i~ΩR

2
ηR
√
n, (3.14)

〈↑;n|HLDR
R | ↓;n〉 =

~ΩR

2
, (3.15)

where the first two cases correspond to the so-called blue and red sideband, respectively, and the

third case refers to a carrier transition which does not influence the atomic motion. From these

matrix elements, we see that in the LDR the sideband Rabi frequencies from the Fock state |n〉

are {ΩLDR
RSB ,Ω

LDR
BSB} = ηRΩR{

√
n,
√
n+ 1}. Each of the transitions can be resonantly driven by

appropriate choice of δ ≈ ±ω from Fig.3.2.2 While in the LDR, this largely summarizes the

control achieved by Raman interactions on harmonically trapped atoms, and provides most of the

tools necessary for discussing the data in the rest of this thesis, exact analytic expressions for each

of the Rabi frequencies exist,

ΩSB(n,m) = ΩRe
−(ηR)2/2

(
n<!

n>!

)1/2

(ηR)|n−m|L|n−m|n< ((ηR)2), (3.16)

Ωc(n) = ΩRe
−(ηR)2/2L0

n((ηR)2), (3.17)

where the first equation describes sideband Raman Rabi frequencies between the n and m motional

states and n< (n>) refers to the smaller (larger) of the two, while the second equation describes

the carrier Raman Rabi frequency from state n [92]. The expressions are written in terms of the

generalized Laguerre polynomials Lan. We use these expressions when performing analytic fits to

the thermal carrier dephasing data in Section 3.4.3, and also check the numerics discussed below

by comparing the Fock state evolution against these expressions.

3.2.3 Full Hamiltonian for a harmonically bound atom and coherent dynamics

The above treatment addresses the main function of the Raman beams on motional Fock

states. However, the starting point for Raman cooling in our experiment is subsequent to sub-

Doppler polarization gradient cooling of an atom. We approximate the atom’s motion at this time

2 There is a small shift δ′ ≈ ω
2

(
ΩR
ω

)2

of the sideband position due to dressing from the carrier.
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as a thermal density matrix,

ρT =
1

Z

∑

n

e−n~ω/kbT |n〉〈n|. (3.18)

It is important to stress what exactly this density matrix means for a single atom since we do not

have some thermalized ensemble: the purely diagonal ρT quantifies the likelihood that on any given

run of the experiment the atom is in the motional state |n〉 after sub-Doppler cooling. Therefore,

when solving for coherent dynamics, we will implicitly be computing an incoherent sum of coherent

evolutions with weights determined by this thermal distribution. With ρT as our initial condition,

we can then solve the dynamics for a Hamiltonian H using the Von-Neumann equation i~ρ̇ = [H, ρ].

The total Hamiltonian H for the atom including both the Raman interaction and the harmonic

potential is,

H = −1

2
~δσz +

~ω
2
|0〉〈0|+

∑

n

n~ω|n〉〈n|+HR, (3.19)

where the kets refer to the quantized harmonic states from the motional degree of freedom, but

residing in the full motional-spin Hilbert space.

In Fig. 3.3a, we show coherent dynamics for the sidebands, to illustrate the Rabi flopping on

the red and blue sidebands for a spin-down atom at 15 µK in a trap of ω/2π = 140 kHz. Due to the

incoherent sum of frequency components from each motional state in the thermal density matrix,

the sideband Rabi oscillations look funky. Crucially, and despite the funkiness, one can use these

oscillations to show a key feature of the sidebands, namely that they carry temperature information

on the atom provided the atom’s motion conforms to a thermal distribution. In the Lamb-Dicke

regime, one can apply the well-known [50] expression to the so-called “sideband asymmetry”,

n̄

n̄+ 1
=
ARSB
ABSB

, (3.20)

where ARSB(ABSB) are the probabilities for a spin-flip when on the red-sideband (blue-sideband)

resonance. In the limit of perfectly being in LDR, this expression is time independent [50] which

we numerically investigate in Fig. 3.3b. Ultimately, the expression arises due to the different

matrix elements of the raising and lowering operators, however, it is not obvious why it persists
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for arbitrary times in the dynamics. We compute n̄ as prescribed by Eq. 3.20 at each time in the

coherent evolution, and we compare this to the known n̄ from the temperature (dashed black line),

n̄ =
1

e
~ω
kbT − 1

= Tr(a†aρT ). (3.21)

Due to a small amount of second-order (i.e. outside LDR) effects and off-resonant carrier transi-

tions, there is a slight difference between the dashed line and the computed n̄, the effect of which

is enhanced when the sidebands are small. Importantly, we see that Eq. 3.20 is a tight lower

bound since the plotted value never drops below the true n̄, so that we cannot underestimate our

temperature on the basis of this technique. Typically, we perform such thermometry at π-pulse

on the sidebands because this maximizes signal-to-noise and yields via Eq. 3.20 a value closest to

the true n̄; we usually take a full spectrum on the red and blue-sidebands to extract high-statistics

amplitudes. In contrast, when each of the peaks is small, taking the ratio becomes increasingly

unreliable with respect to noise. Overall, this is a very powerful tool for performing thermometry

on atoms.

I also want to point out that these simulations illustrate why it is important to start near

the LDR when cooling: when the atom is very hot, sideband transitions rapidly dephase due to the

broad distribution in Fock states and increased sensitivity to the motional state when expanding

HR to higher orders. This implies that the cooling process is slowed. It is also the case that for

a large distribution of Rabi rates it is possible to create additional dark states for a particular

sideband pulselength (see Section 3.3.2). Lastly, it is evident that, for a thermal state, the n1/2

relationship of the sideband Rabi rate causes the increased peaking of the oscillations before a

pulse area of π in the ground state sideband Rabi frequency; we exploit this property for improved

cooling in Section 3.3.2.

As a comparison to the ground-state dynamics, we show the same coherent sideband sim-

ulations for an atom at temperature 1.7 µK (n̄ = 0.02): the asymmetry between the sidebands

is greatly enhanced. Since the atom is in the ground state PGS ≈ 1 − n̄ = 0.98 fraction of the

experiments, the red-sideband transition is suppressed since it is impossible to remove anymore
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Figure 3.3: Coherent sideband and carrier oscillations, determination of n̄, for ηR = 0.22 and
ω/(2π) = 140 kHz. Top (bottom) row for thermal state of temperature 15 µK (1.7 µK) (a,d)
Coherent sideband oscillations for δ ≈ ±ω, where to hit resonance for the sideband oscillations we
correct for the slight dressing of the sideband resonance by the carrier (this pulls the sidebands
closer to the carrier). The red and blue-sidebands are correspondingly colored. (b,e) Computing
n̄ from the sideband oscillations using Eq. 3.20, and comparing to the dashed line whose position
is the true n̄ from Eq. 3.21. (c,f) Expected dephasing (and lack thereof) of carrier oscillations via
Eq. 3.22 as a function of temperature. For (a,d,c,f) we plot the likelihood to measure the particle
in spin-up, P↑, given that it started spin-down and in the stated motional distribution.

motional quanta once the atom is in the ground-state. This latter temperature, as will be shown,

is about what we achieve along each dimension of the optical tweezer.

Lastly, in Fig. 3.3c,f, we show another thermometry technique we employ in the experi-

ment [88]. While in the LDR the carrier Rabi frequency for a given Fock state is insensitive to the

motional quantum number, beyond first order (i.e. by definition outside LDR) it becomes sensitive

to the motional state as is indicated by the exact analytic expressions for the Rabi frequency. We

can use this sensitivity as an additional check on our thermometry: for a thermal state, carrier

Rabi oscillations should damp out at a rate directly related to the temperature. We show this

numerically in the figures, and we fit our data using a thermal distribution of the Rabi evolutions,

P↑(t) =
∑

n

=
PT (n)

2
(1− cos(Ωc(n)t)), (3.22)

where PT (n) is the Boltzmann weight in the Fock state |n〉 for an atom at temperature T . As shown
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in later experimental sections, we find nice agreement between this approach and our sideband

spectroscopy.

3.3 Raman-sideband cooling theory: adding dissipation

The key ingredient to the cooling is the addition of optical pumping, which performs an

irreversible dissipative step to cool the atom. To model the cooling in our experiment, we employ a

master equation calculation. The master equation is a standard tool for open quantum systems, and

provides the ensemble average (i.e. many runs of the experiment) of the dynamics when quantum

jumps occur due to coupling to a bath. The quantum jumps in our experiment occur when the

atom spontaneous emits a photon into vacuum upon decaying from the excited state 2′. However,

because the lifetime in the excited state is so short compared to the rest of the dynamics, we can

model the optical pumping as simply a quantum jump between the spin-up and spin-down state.

In what follows, we will treat the down state as the dark state (it is reversed in the experiment,

but this simplifies discussion and is consistent with the above discussion on coherent transitions)

and summarize our master equation formalism. Furthermore, we will break up our treatment into

two cases: (1) sideband cooling via continuous cooling, where the optical pumping and coherent

Raman coupling are on concurrently, (2) pulsed cooling in which the optical pumping and Raman

transitions are staggered. The sideband cooling has a pretty large and coupled parameter space,

and the numerics discussed in this section were an extremely important guide in our choice of

experimental parameters.

3.3.1 Continuous cooling

To properly account for the motional heating during optical pumping, we must calculate

the number of photons absorbed to optically pump the atom. Using the known line strengths [4],

this corresponds to three photons on the average for the spin-states used in the experiment, and,

including the dipole emission pattern profile, correspondingly causes for x/y (z) axes three (one)
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Figure 3.4: Simulation of continuous sideband cooling. We show the expected dark state population
|2, 2; 0〉 as function of time that an atom is exposed to Raman and optical pumping beams. The
blue (green) is for the case of δ ≈ −ω (δ = 0). The simulation uses parameters close to the radial
continuous cooling of Section 3.4.6: ΩR/(2π) = 20 kHz, initial T = 15 µK, ηR = 0.22, ηOP = 0.16,
Γ = 30 ms−1, and ω/(2π) = 140 kHz.

momentum kick of magnitude ~kop.3 We define an optical pumping operator as follows, using a

radial direction for the purpose of this discussion. Since we take the cooling state, the dark spin

state, to be | ↓〉, we can define an optical pumping operator for a scattering rate Γ (units 1/s),

Ô = Γ1/2σ−
(
eikOP x̂

)3
, (3.23)

where the spin lowering operator recycles the spin state while the second terms realizes the associ-

ated heating with scattering three photons of wavenumber kOP . As with HR, the degree to which

a momentum kick couples to the atom’s motion depends on the Lamb-Dicke parameter, but in

this case the one associated with the optical pumping ηOP = kOPx0. We accordingly define the

Lindblad operator,

L = ÔρÔ† −
1

2
Ô†Ôρ−

1

2
ρÔ†Ô. (3.24)

3 We expect on the average, in total, 6 photon momentum kicks, with 2.5/2.5 and 1 for x/y and z, respectively.
However, we use 3 as an upper bound for each of the radial axes since it simplifies the discussion and 2.5 scatters is
weird.
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For continuous cooling, we have both the coherent Raman process, the harmonic confinement, and

the dissipation term from L. The master equation to be solved is then,

iρ̇ = [H, ρ] + iL. (3.25)

We numerically solve Eq. 3.25 in order to guide our choice of cooling parameters and under-

stand various possible issues associated with the cooling. In Figure 3.4, we show typical results for

cooling parameters close to those used in our experiment for continuous radial sideband cooling.

After 3 ms the atom is cooled to the dark-state (| ↓;n = 0〉) with 98% probability when we set δ to

the red-sideband. To illustrate the dominant heating mechanism for this setup, I show the dynam-

ics for the boneheaded choice of setting δ = 0, i.e. to the carrier resonance (darker green). In this

case, the coherent Raman process flips the spin but does not change the motional state, while the

optical pumping recycles the atom and realizes three momentum kicks. Therefore, for every spin

flip, the atom is heated by the optical pumping. This implies that a key concern is the spectroscopic

width of the carrier during cooling, since if there is appreciable carrier transition amplitude at the

position of the red-sideband then that contributes a corresponding heating rate. There are two

contributions to this width: the carrier Rabi frequency sets the overall Lorentzian profile of the co-

herent transition (with an additional oscillating envelope when coherent), but the optical pumping

reduces the lifetime of | ↑;n〉 and consequently also broadens the state. The frequency width of the

carrier transition is therefore (2π)−1
√

Ω2
c + Γ2. This implies that, in comparison to pulsed cooling

where the optical pumping is not simultaneous with the Raman transition, the continuous cooling

is necessarily slower for a similar carrier heating rate; indeed, we observe increased steady-state

excitation fraction in the numerics as either of these rates is increased.

Lastly, it is important to note the sense in which this cooling simulation does not exactly

map onto the experiment. Firstly, and obviously, this is one-dimensional and so we expect that

all the 3D cooling should take longer due to optical pumping heating during the cooling of other

dimensions. Secondly, while we account for the heating due to the three photons scattered during

optical pumping, we do not account for the factor of three in spin-recycling time. This was a
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deliberate choice: it is the scattering rate out of the pumped state that determines its width and

hence any resulting heating. Without adding the excited state to this code (which would have

increased the simulation time), the only way to reflect the factor of three slowing in the simulation

would be to reduce this scattering rate Γ, which would then improperly simulate the broadening.

Since we care more about the heating as opposed to the exact cooling speed (which is reduced by

this increase in recycling time) in modeling the continuous cooling, we opt to have this inaccuracy.

When using the cooling simulations to guide choice of experimental parameters, we always have

used significantly longer cooling times (or number of cycles of continuous cooling) to reflect these

physical distinctions between the theory and experiment. Thirdly, for the experimental continuous

cooling of Section 3.4.6.1, it is the repumping ΓRP that sets the width of the transition; this does not

effect the modeling, but merely the translation between theory and experiment. Our experimental

dark-state is |2, 2〉, from which we drive transitions to |1, 1〉. After the sideband transition, the spin

is bright to the repumper, and, in combination with the F = 2 optical pumping beam the atom, is

recycled to |2, 2〉.

3.3.2 Pulsed cooling

We also perform simulations of pulsed sideband cooling, where the optical pumping and

coherent sideband pulses are staggered in time. We first evolve Eq. 3.25 without the dissipative

Lindblad term for an amount of time that is the sideband pulselength and for a detuning δ resonant

with the red-sideband. We then pass the resulting density matrix to a new equation, Eq. 3.25

without the Hamiltonian term, and evolve the density matrix for 5 times the optical pumping τ

(to fully recycle the spin state). Because we omit the Hamiltonian in the second step, we are

ignoring any evolution of coherences that develop due to the motional superpositions achieved by

the momentum kicks. However, since these momentum kicks are randomly distributed in time,

they are completely dephased provided the optical pumping time is much longer than 1/ω, which

is satisfied for all the simulations done here [95].

In Fig. 3.5, we show two cooling trajectories (dark state fraction versus cooling cycle; each
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Figure 3.5: Simulation of pulsed and chirped pulsed cooling. For both simulations shown, we use
ΩR/(2π) = 31 kHz, ω/(2π) = 150 kHz, ηR = 0.22, ηOP = 0.16, δ ≈ ω. (a) Pulsed sideband
cooling using the same pulse length of ∆t = π/(ηRΩR) = 73 µs for the entire cooling routine. (b)
Pulsed sideband cooling using ∆t = 48 µs (∆t = π/(ηRΩR)) for the first 40 (last 10) pulsed-cooling
cycles. The kink at cycle 40 in the cooling trajectory comes from the change in the pulselength. It
is clear that the shorter pulselength by itself would actually be sufficient for 99% cooling fidelity
in ∼ 0.5 ms. The insets show the motional state occupations at the end of the cooling for each
protocol on the basis of the diagonals of the final density matrix.

.

cooling cycle consists of one sideband pulse then optical pumping recycling) to emphasize the

main complication associated with pulsed cooling. In contrast to continuous cooling, an additional

experimental parameter is manifest in the pulselength used for the Raman transition. A natural

first choice for this is the sideband ground-state π-pulse, i.e. π/(ηRΩR). If the atom is initially

very cold, this is a good choice since it should with high efficiency transfer first excited atoms into

the ground state. However, we observe in the numerics (Fig. 3.5a) that the final dark-state fraction

is 77% when starting from a initial thermal state of 15 µK (n̄ = 1.6, which is a typical initial

temperature in the experiment). Interestingly, the staggering of the coherent and optical pumping

process changes the steady-state distribution in a very pernicious fashion.

To elucidate this behavior, we show in Fig. 3.5a inset the atom motional state occupations af-

ter cooling. This is not thermal: there is not monotonic exponential drop off in the occupations, but

rather drop off then a bump around motional states 4 ≤ n ≤ 6. Interestingly, and annoyingly, this

is because those states have red-sideband Rabi frequencies that are nearly double the ground-state
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sideband Rabi frequency (for ηR = 0.22 and states n = {4, 5, 6}, ΩSB(n,n−1)
ΩSB(1,0) = {1.81, 1.97, 2.11}):

for a choice of a π-pulse for the ground-state, this is a 2π-pulse for those motional states! It fol-

lows that these motional states are predominantly dark to the Raman drive, and tend to have

appreciable steady-state populations. Even more perniciously, if an experimenter were to apply the

assumption that this was a thermal state and subsequently perform sideband spectroscopy with a

pulse length of π/(ηRΩR), they would incorrectly conclude a very high ground-state fraction since

the red-sideband would be nearly zero despite the existence of an excited fraction (since this frac-

tion is dark to this pulselength). Lastly, higher vibrational states exist that are also even multiples

of the ground-state sideband Rabi frequency, however, for the initial temperatures in this thesis

the discussed group of states is primarily relevant; other atomic species for which the sub-Doppler

cooling is worse should likely consider this effect when performing pulsed sideband cooling.

With the above considerations in mind, for Raman-sideband cooling to work for all initial

conditions in consideration, there must be only one dark-state with no others along the way as

the atom is cooled from highly excited states. And the paranoid experimenter should perform

spectroscopy at multiple pulselengths, since no motional state except the ground-state is dark

to all pulselengths; alternatively, a frequency scan will also reveal an overdriven structure at the

red-sideband if a non-thermal state of this variety has been prepared. From an experimental

perspective, we in fact are less affected by this phenomenon because it presumes that we have

full coherence after a 2π rotation: in fact, for Rabi frequencies typical to the sideband transitions

(1 − 10 kHz), our magnetic field fluctuations preclude full contrast 2π rotations (this was verified

by microwave spectroscopy). Nevertheless, we do address these concerns in our typical pulsed

cooling protocol, which we simulate in Fig. 3.5b. The solution is to perform the cooling with two

different pulselengths. The first 40 cycles of cooling use a shorter pulselength, one which the excited

states see as closer to a sideband π-pulse. Afterwards, the thermal distribution is grouped in the

lowest few motional states, to which we apply the ground-state sideband π-pulse for 10 cycles; it

is unclear whether these last cycles even matter (in fact, according to the simulation it hurts the

ground-state fraction likely due to increased carrier transitions, but only at the 0.8% level.). The
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resulting ground state fraction is 98%, akin to the continuous cooling. However, the cooling really

saturates on a much faster time scale: if we just assume 10 cycles are necessary, then ideally the

cooling could occur in under 1 ms.

3.3.3 Optical pumping purity

The darkness of the dark state matters, and its irreversible coupling to the other states in

the Hilbert space guarantees population accumulation in this state. There is the darkness that

comes from the motional ground-state decoupling from the Raman drive when the red-sideband is

spectrally resolved from the carrier, and there is darkness from the optical pumping polarization

purity. One question I wondered about for some time is which, continuous or pulsed, is more

sensitive to polarization impurity. On the one hand, continuous cooling keeps the optical pumping

on continuously, yet the population that accrues in the dark-state is always steady-state as in

pulsed-cooling. In the end I concluded that since the dark-state occupation will in both cases be

determined by the competition of rates populating and depopulating the dark spin-state, and those

rates are the same for pulsed and continuous cooling, the two protocols are equally sensitive to

polarization purity in terms of the resulting spin-state. However, it is not clear how much motional

heating this causes in turn: perhaps one technique is better at recovering from the motional heating

caused by excess spin population in bright states. Assessing this question experimentally is a bit

challenging to our setup since changes to the polarization of the OP beam would affect other beams

as well. To study this question theoretically, I varied the fractional depumping and looked at the

purity of the resulting density matrix for each procedure, as shown in Fig. 3.6. Interestingly, it

seems the continuous cooling is much more robust against polarization impurity causing dark state

depumping. I do not have a good explanation for this, but for both cases our part in a thousand

relative depumping has negligible effect. I would hypothesize that this is related to the inefficiency

of the pulsed sideband transitions when the distribution of motional states is broad.
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Figure 3.6: Effect of polarization impurity on different sideband cooling protocols. Using the
continuous-cooling parameters of Figure 3.4 except that we now use ω/(2π) = 150 kHz, and the
pulsed-cooling of Figure 3.5b, and we model the effect of the polarization purity of the optical
pumping beam. This is achieved by varying the ratio of good to bad polarization, which is equivalent
to the ratio of depumping scattering rate to the good polarization scattering rate: ΓDP /Γ. A

term is added to Eq. 3.23 of the form Γ
1/2
DPσ

+. Since we care both about the motional and spin
distribution, I plot the resulting density matrix purity on the y-axis, for the case of continuous
(black) and pulsed (purple) cooling. The continuous cooling is significantly more robust against
this experimental systematic.

3.3.4 Choosing between pulsed cooling and continuous: taking stock of experi-

mental and theoretical concerns

Before discussing data, I want to briefly express my view (really, lack thereof, this is more

of a summary) on choice of performing continuous or pulsed sideband cooling. From the above

discussions, it is clear that continuous sideband cooling is necessarily slower than pulsed cooling,

but skirts some of the complications associated with pulselength-sensitive dark-states. For the

experiments in this thesis, speed is mainly relevant to the experimental cycle time; in particular, the

simulations done here are all 1D, but since we cool in 3D everything is a fair bit slower. Continuous

cooling typically takes 150 ms, while pulsed cooling only requires ∼ 30 ms.4 Experimentally, the

beauty of continuous cooling is that you are less sensitive to the exact Rabi frequency since there

is no pulse length to consider, and the scattering rate of the optical pumping means the transition

4 The reduced confinement of the axial direction increases all the time scales significantly, as well as the heating
of all directions as the atom is cooled along each dimension.
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retains a width that is larger than our magnetic field noise even if the Rabi frequency droops due

to, for example, beam drift. Since we found that we had to often recalibrate the sideband positions

with pulsed cooling, we opted to take the hit in cycle time because the continuous cooling did not

require this recalibration. It is worth noting, however, that we can afford this hit in cooling speed

because the heating rate during cooling (in our case, fundamentally from the Raman beam and

tweezer spontaneous emission) is orders of magnitude less than the cooling rate. The final ground-

state fraction is determined by a competition of the cooling and heating rate, hence necessitating

an increased cooling speed to maintain the same ground-state fraction for an increased heating rate.

This is likely why ion experiments stick to pulsed cooling, because these experiments have a high

heating rate when the ions are trapped near the electrodes [50, 96] and their huge trap frequencies

(couple MHz, typically) allow super fast cooling without off-resonant carrier heating.

Very recently, we have experimented with an approach that is summarized in Section 3.4.7.

The idea here was to first perform a quick bit of continuous sideband cooling on the radial dimension

of the trap so that the atom is mostly in the first couple of motional states to remove the concern

of pulselength-sensitive dark states, after which we apply pulsed cooled with temporally Gaussian

pulses [60]. However, for technical reasons that are presently being addressed, we could only just do

continuous or pulsed cooling, but not both. The temporally Gaussian pulses result in a Gaussian

frequency response of the atom, meaning they are much flatter on the top with a steeper drop

off compared to the Lorentzian profile of a square pulse: The larger Rabi frequency mitigates the

effects of magnetic field noise (slow drift requiring recalibration and decoherence requiring faster

Rabi frequencies) while retaining spectroscopic resolution from the carrier. At some level this

captures the best of both worlds: the robustness of continuous cooling and the potential speedup

of pulsed cooling. In Section 3.4.7, we show the results of the Gaussian pulsed cooling, which we

find is extremely robust due to the large Rabi frequencies.
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3.4 Experimental results: Raman-sideband cooling

Here I will discuss our experimental implementation of sideband cooling, and the three ver-

sions used over the course of the past 4 years. For each cooling protocol, I will provide a table of the

measured Raman Rabi frequencies on the carrier used for each beam pair, the Raman Lamb-Dicke

parameters, and the measured optical pumping scattering rates (OP and RP beams) when relevant

to the cooling. I will also give a brief summary of how we generate the Raman beams frequencies,

as well as our characterization of the initial temperature of single atoms in the tweezers. For all of

the cooling data, we cooled in either a 140 kHz (29 kHz) or 150 kHz (30 kHz) radial (axial) trap,

leading to the optical pumping Lamb-Dicke parameters tabulated in Table 3.1.

Optical pumping Lamb-Dicke Parameters
Dimension ηOP Photon kicks from OP
Axial z 0.35 1
Radial x 0.16 2.5
Radial y 0.16 2.5

Table 3.1: We tabulate the optical pumping Lamb-Dicke parameters for the radial and axial
dimensions of the optical tweezer. We use the trap with ωradial/(2π) = 150 kHz for these calcu-
lations, and the ωradial/(2π) = 140 kHz exhibits negligible differences. We also list the number
of total momentum kicks (from absorption and emission) from three photons that are absorbed
for optical pumping back to |2, 2〉; these numbers are determined in a master equation including
all the line-strengths and optical pumping polarizations, in conjunction with a calculation of the
dipole emission profile associated with our quantization axis and with the polarization of the three
photons (two σ−, one π) on average emitted by the atom during this time.

.

3.4.1 Choice of beam geometry

We chose the beam geometry indicated in Figure 3.1 for a couple reasons. Firstly, we wanted

to ensure that for a range of initial temperatures for the atom, we would be in the Lamb-Dicke

regime to perform reliable sideband thermometry. Therefore, we deliberately chose slightly smaller

∆k, and correspondingly smaller ηR, for the Raman beams. We knew that our initial temperature

for the axial dimension would not be amenable to sideband thermometry (due to the lower confine-
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ment), however we still opted for a slightly smaller associated ηR to reduce dephasing from higher

order contributions in HR. In later experiments, we switched the axial beam geometry (AB2 in

Figure 2.4) to increase the axial Lamb-Dicke parameter, because we decided that a broader side-

band peak (due to the increase in sideband Rabi frequency) was advantageous against drifts and

we were exploring using a lattice to increase the confinement along the axial direction. I will not

discuss the lattice in this thesis, but the slightly larger Lamb-Dicke parameter did not seem to

make an observable difference for our tweezer cooling.

Another important design choice was the direction for the optical pumping beams. We chose

both of them σ+ since this minimizes the average number of photons to reach the spin-stretched

dark-state, which implies that they would need to be parallel to the quantization axis. The fact that

the effective magnetic field gradients from the trap point along y necessitated a quantization axis

along x or z. Since the direction of the optical pumping guarantees three photons absorbed along

that axis (and subsequent scattering into the dipole emission profile defined by the quantization

axis), it is optimal for 3D ground-state cooling efficiency to have this momentum imparted to the

axis with the smallest ηOP . Hence, we chose the optical pumping beam to be along the x direction.

These considerations illuminate an important feature of sideband cooling, namely that even though

the sideband transitions primarily address one axis the optical pumping couples the axes; in other

words, poor cooling (e.g. by sitting too close to the carrier) of the axial direction heats the radial

direction as well.

Lastly, all of the cooling is performed in a 3 G field to suppress dephasing and dark state

depumping.

3.4.2 Beam generation

The Raman beams are detuned approximately 50 GHz red of the D2 line, as shown in the

Chapter 2. As discussed earlier, RB1 is always used in combination with one of RB2-4 to address

an axis with polarizations and spot sizes listed in Table 3.2. The intensity of each of the four

Raman beams is separately switched with acoustic-optic-modulators, and RB1 additionally passes
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through an in-fiber electro-optic phase modulator (EOM) operating near the hyperfine splitting of

6.8 GHz. RB1, prior to passing through the EOM, is frequency shifted by +10 MHz from RB2,

RB3, and RB4 (also called AB1, and later replaced by AB2). Because the EOM sidebands are not

filtered, this shifting (as well as the polarization) ensure that only the upper optical sideband on

RB1 is resonant with a Raman process while the lower optical sideband is 20 MHz off-resonance

and can only participate in the Raman transition if σ−-polarized; the beam frequency therefore

prevents quantum interference effects and transitions as a result of any residual σ− polarization

on RB1 [92].5 The 10 MHz frequency difference between the RB1 carrier and RB2-4 is also

sufficiently large so as to avoid parametric heating. The beam detunings and polarizations are such

that starting in F = 2 the atom always stimulated emits into RB1 while absorbing a photon from

the other beam in use, which determines the direction of momentum transfer effected with each

beam pair. The light shift on the |1, 1〉 ↔ |2, 2〉 transition is ∼ 90 kHz for all of the Raman beam

pairs, which is dominated by the vector light shift induced by the σ+-polarized RB1 beam when

focused. After 2012, we switched to having RB1 unfocused due to alignment sensitivity: since this

beam induces the largest light-shift, its alignment affects both the Raman Rabi frequency as well as

the cooling frequencies. This change reduced angular sensitivity of the path, and we also reduced

the intensity so that the overall light shift was closer to 30 kHz.

3.4.3 Characterization of initial temperature before sideband-cooling

After imaging the population in the optical tweezers, we perform sub-Doppler cooling. As

noted earlier, prior to 2012 we used all three beams from the MOT for performing imaging and

PGC, but observed that the atom counts fluctuated and that these fluctuations were correlated

with the atom temperature (as determined by release and recapture [97]). These fluctuations were

tracked down to fluctuations in the interference pattern formed between beams of different beam

pairs in the MOT (i.e. beams that were not counter-propagating). We address the challenging

5 The AO-shifting scheme also ensures that for the EOM modulation frequency applied for resonant Raman
transitions with RB2-4, the optical sidebands themselves cannot resonantly participate in Raman processes.
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Raman beam properties
Beam Polarization Approximate spot size

Axial, RB4/AB1/2 ∼ π 50 µm
Top, RB2 π 50 µm
Bottom, RB3 π 50 µm
EO beam, RB1 σ+ 50 µm then 405 µm

Table 3.2: We list the properties of the Raman beams used in the experiment, with also a
transcription between RBi and name used here. It made the figures to busy to use these full
names. We note that AB1 and 2 have similar spot sizes but, as previously noted, refer to different
beam paths. AB1 is approximately π polarized because it is linearly polarized in the x − z-plane
(axes from Figure 2.4) but comes in at an angle to the quantization axis, thereby creating σ−/σ+.
This polarization impurity does not effect the Raman transitions from |2, 2〉 since there is only
∆mF = −1 transitions from this state, however, if we tried to drive transitions from |1, 1〉 this in
principle could be possible though we are very far detuned from a transition.

problem of stabilizing the phase of the interference pattern with respect to the sub-wavelength

extent of the atom in the tweezer trap by modulating the position of our retro-reflecting mirrors at

1 kHz. This yields a time-averaged cooling that does not exhibit shot-to-shot variations in the final

PGC temperature due to slow fluctuations in the interference pattern. After 2012, we switched

to using a single retro-reflected beam (the “Imaging+MOT” beam) for the sub-Doppler cooling.

The parameters (detuning and intensity) for the PGC cooling were optimized on the basis of quasi-

adiabatically dropping the trap to a very shallow depth (∼ 1 µK) and maximizing the survival

probability of single atoms in the trap, which avoids servo wind-up effects when switching the trap.

Figure 3.7a shows sideband spectra after PGC along orthogonal radial directions. The asym-

metry between the ∆n = −1 and the ∆n = +1 peaks determines the population of the atoms in

the ground state. (Because we begin in the upper hyperfine state and vary the frequency of RB1,

the ∆n = −1 peak is on the right in Fig. 3.7.) Applying Eq. 3.20 to the ∆n = −1 and ∆n = +1

sidebands we find n̄y′ = 1.1± 0.4 or Ty′ = 11± 3 µK assuming a thermal population distribution;

correspondingly n̄x′ = 1.7± 0.7. Using the dephasing of the carrier Rabi oscillations (see Eq. 3.22),

the accuracy of which does not depend on being in LDR, we find from the data in Fig. 3.7b that

Ty′ ≤ 16± 2 µK. For comparison, we also employ a standard thermometry technique in which the

atom is quickly released, and the probability of recapturing the atom at a variable time later is
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Figure 3.7: Single atom sideband spectra and Rabi oscillations in the radial dimensions before (a,
b) and after (c, d) ground state cooling. (a) The black squares are a carrier peak in the y′ direction
using a ∆t = 15 µs (near π) pulse. The red circles (orange triangles) are sidebands along the y′ (x′)
axis for a 75 µs (near π) pulse, demonstrating an initial thermal population of vibrational states –
these axes are defined in Figure 3.1. The solid lines are fits to a Rabi sinc function for the carrier
and Lorentzians (an approximation) for the sidebands; each fit contains an offset at our measured
background (gray shaded region centered at 0.04). (b) Carrier Rabi oscillations for the y′ direction
showing dephasing of a thermal state. Here the carrier Rabi frequency was set to 15 kHz, instead
of 26 kHz. The solid line is a fit to the data using a thermal distribution of Rabi frequencies. (c)
Raman cooled radial sidebands; no Raman cooling is applied to the axial direction for these data.
The black squares are a cooled carrier peak using a 15 µs pulse. The blue circles (green triangles)
are spectra along the y′ (x′) axis using a 75 µs pulse, displaying a significant asymmetry that is the
hallmark of a large ground state population. (d) Rabi oscillations for a radial ground state cooled
atom with a fit to a damped sine for the carrier (black squares) and the ∆n = +1 sideband (blue
circles), which demonstrates coherent control of the spin-motional states; the carrier dephasing is
suppressed due to the purity of the vibrational distribution. Each data point is an average of 150
experimental runs, and hence ∼ 75 atoms.

measured and compared to a classical Monte Carlo model [97] from which we estimate a tempera-

ture of 13±1 µK. The agreement between our three measurements validates sideband spectroscopy

as a reliable form of thermometry in an optical tweezer, and we find low PGC temperatures are

possible despite the varying effective magnetic fields within the focus. Lastly, using the single beam
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pair for performing in trap PGC, we optimize the parameters via the adiabatic drop down method

and measure via carrier dephasing a slightly higher temperature of Ty′ ≤ 21± 3 µK.

3.4.4 2D pulsed cooling results

For the radial dimensions, the PGC allows us to start our Raman cooling reasonably far

into the Lamb-Dicke regime with ηOPeff ∼ 0.3 (n̄ ∼ 1.5 and ηOP = 0.16). As a first demonstration

of pulsed-sideband cooling, we show radial ground-state cooling with which we can contrast the

thermal radial data. We apply a coherent Raman transition on the ∆n = −1 sideband using an

intensity corresponding to a ground state carrier Rabi frequency of Ωc = 2π × 26 kHz, where the

∆n = −1 sideband Rabi frequency is ΩSB ∼ ηRΩc
√
n. Therefore, we apply 60 µs pulses for 47

cycles and switch to 75 µs pulses for the last 3 cycles when the remaining excited state fraction is

primarily in the first excited state. The pulses are applied to each radial axis by alternating Raman

beam pairs. Interspersed between the Raman pulses are optical pumping pulses 90 µs long that

recycle the atom back to |2, 2〉. Note we do observe cooling of both radial dimensions even if we

employ a single pair of cooling beams, indicating there is coupling between the radial dimensions

of our anharmonic potential. To assure and verify cooling in both dimensions, however, we cool

and probe each axis separately.

After Raman cooling we see a significant asymmetry in the radial sideband spectroscopy due

to a large ground state occupation (Fig. 3.7c). While the ∆n = −1 sideband is suppressed, the

∆n = +1 sideband has increased in height due to decreased dephasing as the thermal distribu-

tion is narrowed. Figure 3.7d shows Rabi oscillations for both the carrier (black) and ∆n = +1

sideband (blue) transition, the latter of which oscillates slower by a factor of ηR. Figure 3.7d

further demonstrates the coherence of our motional transitions. The carrier decays less quickly

than in Fig. 3.7b, as expected for colder atoms; the sideband transition Rabi oscillations decay

slightly faster than the cold carrier’s due to its relative narrowness, but note that it maintains

high contrast on the first oscillation. To assess our final occupation, we compare the measured

signal at the position of the ∆n = −1 transition peak to the measured background level due to
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any atoms left in F = 1 and imperfect push-out efficiency. We use the data points at the very

edge of the spectra to determine the offset. Since we are not able to fit the data at the position

of the ∆n = −1 sideband, we use the three data points closest to its calibrated position (±8 kHz

about the position of the sideband ascertained from the thermal spectra) and take the mean and

standard deviation to conservatively estimate its height and associated error bar, respectively. We

find {n̄x′ , n̄y′} = {0.05+0.05
−0.04, 0.02+0.04

−0.02}.

3.4.5 3D pulsed cooling results

To achieve large three-dimensional ground state occupations, we must cool the weaker axial

dimension of the trap where both spectroscopy and cooling are more challenging due to the smaller

trap frequency. Figure 3.8a shows a thermal axial spectrum after PGC. The near equality of

the ∆n = +1 and ∆n = −1 transitions and the presence of significant second order sidebands

(given ηR = 0.23 for this dimension) are consistent with a small initial ground state population.

Assuming an isotropic initial temperature of 12 µK, we would expect n̄ = 8, which corresponds to

a challenging starting point of ηOPeff = 1.4. Further, the smaller trap frequency makes it difficult to

spectroscopically separate the carrier and sideband peaks while maintaining Rabi frequencies that

are insensitive to technical dephasing. For the cooling, a large Rabi frequency leads to off-resonant

carrier transitions that cause heating, while too small a Rabi frequency leads to smaller transfer

efficiencies and slow cooling.

Despite these barriers, we are able to Raman cool in the axial dimension and achieve the

significant three-dimensional ground state occupations evidenced in Fig. 3.8b after 33 ms of cooling.

For the three-dimensional cooling shown in Fig. 3.8b we toggle the Raman laser pulses to address

each of the axes of the trap, and between each pulse we insert 90 µs of optical pumping. The cooling

process in total occurs in 75 cycles: The first 50 cycles use a Raman pulselength of ∆t = 48 µs

(∆t = 40 µs) for the radial (axial) directions, and then ∆t = 72.5 µs (∆t = 80 µs) for the final

25 cycles. The two-stages of pulselengths is motivated by the conclusions in Section 3.3.2; we also

stick to a pulselength below a ground-state sideband π-pulse (167 µs) for the axial direction to
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Figure 3.8: Axial spectra and 3D ground state pulsed-cooling of a single neutral atom. (a) A thermal
axial spectrum (red squares) using an intensity corresponding to a cold carrier Rabi frequency of
12 kHz and a ∆t = 65 µs Raman pulse. The data are fit to Lorentzians (solid line) to guide the
eye. (b) Result of simultaneous sideband cooling in three-dimensions, demonstrating significant
sideband asymmetries and simultaneous ground state occupations in all dimensions. The axial
data (center) illustrates our cooling parameters, and is performed with a carrier Rabi frequency of
10.6 kHz and a pulse of 236 µs (near π pulse on the ground state ∆n = +1 sideband, a 5π pulse
on the carrier). For the radial data, the blue circles (green triangles) are spectra along the y′ (x′)
axis using a 75 µs pulse. The solid lines on the ∆n = +1 sidebands are Lorentzian fits. (c) After
3D cooling, axial spectroscopy for a halved carrier Rabi frequency of 5 kHz and a pulse of 450 µs.
Better spectroscopic resolution affirms a large axial ground state occupation.

always address the first handful of motional states that are populated by a momentum kick. The

cooling parameters are listed in Table 3.3. Between each of the spectroscopic scans in Fig. 3.8b,

we recalibrated the position of the sidebands since we observed the presence of a few kHz shifts

(1 mG) which are comparable to the width of the sideband transitions, particularly for the axial

direction (during cooling Ωaxial
SB ≈ 3 kHz).

Unlike the radial dimensions, we use different parameters for the axial cooling than are ideal

for spectroscopy. To highlight this distinction, we show two spectra of cooled atoms. The axial

spectrum in Fig. 3.8b approximates the parameters used during our cooling, which balance speed

with spectroscopic resolution. While there is a clear sideband asymmetry in the spectrum, the size

of the Rabi frequency compared to the axial trap frequency complicates a temperature analysis

because off-resonant carrier transitions occur at the frequency position of the sidebands. This is

illustrated in Figure 3.9 where we show a calculated spectrum for these pulse parameters, but a

full comparison to this calculation is complicated by the partial dephasing we observe.

In Fig. 3.8c, we halve the spectroscopy Rabi frequency to sacrifice coherence for spectroscopic

resolution. For this Rabi frequency and pulse, the spectrum is dephased and hence we can under-
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Pulsed cooling parameters
Raman beam pair Ωc ηR

Axial (AB1)+EO 13 kHz 0.23
Top+EO 30 kHz 0.22
Bottom+EO 30 kHz 0.22

Table 3.3: Here we list the typical parameters used for the pulsed cooling experiments.

stand the spectrum simply as a set of multiple Lorentzians. We extract our axial temperature from

the sideband asymmetry in Fig 3.8c, assuming the dephasing uniformly affects the two sideband

peaks, which is consistent with magnetic field driven dephasing. Using the procedure outlined in

Section 3.4.4, for both the radial and axial dimensions we analyze the data attributing all of the

signal observed at the ∆n = −1 position to the sideband (i.e. we are including off-resonant carrier

spin flips), thus placing an upper bound on the achieved temperature. Taking this approach we

extract temperatures in all three dimensions, again subtracting off a measured background and

assuming a thermal distribution. The result is {n̄x′ , n̄y′ , n̄z} = {0.02+0.07
−0.02, 0.01+0.06

−0.01, 0.08+0.08
−0.06}. For

the axial dimension, for which a large initial thermal distribution exists, we confirmed that the side-

band asymmetry is pulse length insensitive and also that there is significantly reduced dephasing

of carrier Rabi oscillations.

The above occupations indicate we have cooled a single neutral atom to the ground state of

an optical tweezer with 97+3
−11% probability in the radial plane, and 93+5

−7% probability in the axial

direction, and hence a three-dimensional ground state population of 90+8
−16%. While this estimate

neglects imperfections in our spin preparation and detection, this is not a fundamental impediment

to the final temperature. The limitation to our quoted temperature here is the precision of the

spectroscopy measurement.

3.4.6 3D continuous sideband cooling

Once we started using the cooling to perform tunneling experiments, for which consistent

high-fidelity preparation is required, we experimented with using the continuous cooling method.
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Figure 3.9: Simulated coherent axial spectrum with a square pulse. We simulate an axial spectrum
for the parameters: n̄ = 0.1, ΩR/2π = 10.6 kHz, ∆t = 236 µs, ηR = 0.23, and ω/2π = 30 kHz.
These parameters closely approximate those used for the axial spectrum in Figure 3.8b. Since we
are using a π-pulse for the sidebands, this necessarily entails lots of oscillations from the carrier
which is significantly overdriven. This complicates applying Eq. 3.20, which assumes that carrier
transitions are not occurring at the position of the sidebands. When performing axial thermometry,
we attribute all the signal at the position of the sidebands, which makes the temperature estimates
conservative. Note that coherent cancellation of the spin-flips between the carrier and sideband
transitions (which in principle could cause underestimating the temperature) is not possible since
the states coupled in each are different: one has a change in motional state while the other does
not. Such paths, therefore, always add incoherently.

The goal was to alleviate some of the constraints on the exact cooling frequencies so that recal-

ibration of the sideband positions was not necessary, and perhaps sensitivity to the exact Rabi

frequencies. The continuous cooling turned out to be very robust, particularly after we developed a

frequency control setup that allows us easily to calibrate all the sideband positions in one measure-

ment. Each morning we measure the location of the carrier resonance with a pair of Raman beams

addressing the radial dimension, and all of the beam detunings are defined with respect to this

frequency (see Figure 3.10). The resonance position is affected by changes in the magnetic field, as

well as light shifts induced by the Raman beams; we observe less than 5 kHz drift day-to-day (in

a 3 G field), which is indicative of small magnetic field drifts and the relative stability of our laser

intensities.

3.4.6.1 Continuous cooling cycle

While I have harped on the differences between the continuous and pulsed-cooling, our con-

tinuous cooling protocol actually retains some features of pulsed-cooling. Unlike bulk degenerate
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Figure 3.10: Since all the Raman beams are derived from the same DBR (with frequency flaser), their
final frequency is determined by the AOs through which they pass, as well as by the EO for the case
of the EO beam. (a) We choose a particular AO frequency (“spectroscopy frequency”) for the top
beam (dashed colored lines in figure, bold frequency labels) when doing carrier calibration, while for
the EO beam (solid colored lines in figure, unbold frequency labels) we scan the microwave frequency
(fEO) that determines the optical sideband for the Raman process (and its AO frequency is fixed).
This measurement yields a microwave frequency for which we observe the carrier transition: we
call this the “carrier frequency.” (b) Fixing fEO to the carrier frequency, we scan the frequency
of the top, bottom, or axial beam to optimize the cooling and ascertain the associated “cooling
frequency” for each beam. For the top and bottom beam, the difference between the spectroscopy
frequency and the cooling frequency is very close to the trap frequency, as expected for cooling on
the red-sideband; the axial is offset from the spectroscopy frequency by an amount which includes
both the difference in the light shift from this beam compared to the top beam, as well as the trap
frequency of the axial direction. Ground state cooling is performed with the microwave frequency
set to the carrier location, while the top, bottom, and axial beam are set to their cooling frequencies.
By measuring the carrier location each day, we can calibrate all of the magnetically field sensitive
sideband resonance positions on the basis of this single measurement.

sideband cooling of neutral atoms in an optical lattice [56, 53], in which the cooling of all dimen-

sions occurs concurrently, in our case each continuous cooling cycle addresses each radial axis and

the axial axis separately. A schematic of a cooling cycle is illustrated in Fig. 3.11. The cooling

is continuous since the optical pumping beams are always on concurrent with the Raman beams,

but the Raman beams themselves are staggered in time. We stagger the Raman beam pulses for

a couple reasons. This was partly to retain the ability to modulate the repumping scattering rate,
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Figure 3.11: Continuous cooling cycle and axial cooling trajectory. (a) This timing diagram illus-
trates the sequence of Raman beams that are turned on and the corresponding times. The optical
pumping beams are on for the entirety of the cooling time, during which the cycle is applied usually
50 times. The goal was to slowly cool the axial direction while repairing the heating done to the
radial direction. The integrated axial cooling time is much longer than the time it would take to
ground-state cool the axial direction according to the master equation numerics in (b), while the
radial cooling time in just one cycle (done with top/bottom beams) is closer to what it would take
to ground-state cool a radial axis since it is much faster. We therefore keep the atom close to the
radial ground-state during the entirety of the three-dimensional cooling. (b) We show a simulated
cooling trajectory for the axial direction using typical experimental parameters: ΩR/(2π) = 7 kHz,
ω/(2π) = 29 kHz, ηR = 0.36, ηOP = 0.35, an initial temperature of n̄ = 8, and we use the axial
photon heating of 1 per optical pumping recycling.

which determines the width of the | ↓〉 state, depending on the axis being addressed; we have ex-

perimented with reducing this scattering rate for the axial cooling due to the reduced spectroscopic

resolution of the carrier, but we determined that the same scattering rate was sufficient for all

axes. Another reason to stagger the axes being addressed is that we have read about additional

dark states being created when all the beams are on at the same time [54]. Lastly, dimensional

staggering of the pulses decouples the cooling frequency for one beam from the alignment of another

beam by ensuring that the light shift from one does not effect the location of the cooling resonance

for another.

The entire cooling procedure is commenced with 10 − 15 ms of continuous radial cooling

with the EO and top beam to radially ground-state cool the atom. This ensures that once the 3D

continuous cooling cycles start, the likelihood of radial motional excitation from the momentum

kicks of the optical pumping is minimized (and this is at minimal expense to the axial direction,
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which is already hot and scatters 1/5 the number of photons during pumping). Another added

benefit is that broadening of the narrow axial sidebands due to the tweezer vector light shifts is

suppressed by minimizing the radial extent of the atomic wavepacket. Experimentally we then

apply 50 continuous cycles, after the last of which we have 1 ms of optical pumping to ensure the

atom is spin polarized. The final temperature achieved is very consistent day-to-day. Since these

times worked so consistently, we were hesitant to try to minimize them: it is possible, therefore,

that the cooling time could be compressed. It is also fairly time consuming to take a set of sideband

spectra for every experimental parameter (in a coupled space) involved in the cooling, so we were

happy to stick with a functional cooling scheme even if its efficiency was not completely optimized.

3.4.6.2 Radial cooling resonance position

While some parameters we chose on the basis of our cooling calculations, calibration of the

cooling frequencies was done experimentally. As was just mentioned, we were eager to optimize the

cooling parameters without having to take 25 min spectroscopy scans for the top/bottom and axial

axes each time we changed a parameter. We settled on a somewhat coarse approach inspired by

the adiabatic lowering methods in Ref. [97]: we scan a parameter in the cooling and then perform

an approximately adiabatic ramp of the trap depth down to ∼ 1 µK and measure the atom loss.

When the cooling is not working well, atoms populate higher lying bound states in the trap which

subsequently couple to free-space modes during the ramp sequence. I call this measurement “coarse”

because the final trap still retains many bound states, and hence does not directly probe the ground-

state fraction. We optimize the exact cooling resonance locations using the ramp-sequence method,

since a number of experimental factors can influence these exact frequencies.

In Figure 3.12a, we show an example of scanning the cooling frequency of the top and bottom

beams while the EO beam is fixed on the carrier frequency (defined in Figure 3.10). There is a

clear resonance close to the expected position of the sideband. In order to contrast the “cooling

bandwidth,” I show the same scan using pulsed and continuous cooling for the same Rabi frequen-

cies. It is clear from the scan that the continuous method is significantly broader, as expected due
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Figure 3.12: Varying radial cooling frequencies during sideband cooling, typical repump scattering
rate measurement. (a) Here we vary the Raman detuning of the top and bottom beams while
performing a ramp-sequence measurement after continuous (black) and pulsed (purple) cooling.
Though the Raman Rabi frequencies are the same (2π · 20 kHz), the pulsed cooling operates over
a narrower bandwidth due to the absence of the repump broadening. The trap used here has a
ωradial/(2π) = 140 kHz. The amount of loss observed at the peak of these curves is due to non-
adiabaticity in this ramp; we have performed some tunneling experiments at similar depths of 1 µK
and observe no loss using a slower, two stage ramp. (b) Repumping to F = 2 from the |1, 1〉 state.
We prepare |1, 1〉 by performing sideband cooling then applying a π-pulse on the carrier. The
repumping rate (1/τ) is half the scattering rate Γ (photons/sec), due to the branching coefficients
of 1/2 from F=2’ to F=1 and F=2. We use such measurements to calibrate the repump scattering
rate, which is crucial to the cooling performance.

to the scattering rate of the repump beam. We measure in Figure 3.12b the lifetime of the |1, 1〉

state in the presence of the repumping used during cooling to extract an expectation for the broad-

ening it causes. If we calculate the expected FWHM of the red sideband for pulsed and continuous

cooling (4.4 kHz and 6.9 kHz, respectively), we find that the width of the curves in Figure 3.12a

are each about a factor of two larger. This is most likely because the measurement is non-linear in

the ground-state fraction as the atom becomes cold: even if we have a broad motional occupation

distribution of the bound-states in the shallow trap, the atom will always survive the ramp. This

in turn will broaden the cooling resonance as a larger range of cooling parameters is sufficient to

cool the atom to a distribution that survives the ramp down, as compared to the range that yields

maximal ground state fraction.6 Another indication of this mechanism is that we observe that

6 This broadening effect clearly grows with the trap depth to which we ramp during the adiabatic ramp sequence:
for example, if we did not ramp at all we would observe that this cooling resonance is much broader.
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down to very small repump scattering rates the atom survives the ramp sequence. Therefore, as

stated, this is a useful probe of the cooling performance, but one which we always confirm correlates

with ground-state cooling.

3.4.6.3 Repumping and optical pumping scattering rates

Due to this insensitivity in the repumping scattering rate for the ramp-sequence measurement,

the choice of repump and optical pumping scattering rates is a little tricky. Since the optical

pumping beam only talks to F = 2, we just set its scattering rate to be a bit larger than the

repump scattering rate so that it is not limiting during optical pumping but also not causing excess

depumping. The choice of repump scattering rate is one which balances the broadening of the

transition with the cooling speed. Assuming a single photon is required for recycling the atom, it

can be shown [56] that the cooling rate saturates when the repump scattering rate ΓRP =
√

2ΩSB,

and so increasing the scattering rate further only increases off-resonant carrier transitions; this is

directly analogous to the quantum zeno effect. For the τ = 0.053(3) measured in Figure 3.12b,

this corresponds to ΓRP = 2
τ = 38(2) ms−1 since it takes two photons to repump to F = 2.

The radial ground-state sideband Rabi frequency ΩSB = 2π 4.4 kHz is very close to fulfilling this

above criterion for ΓRP = 38 ms−1. It is important to point out, however, that these statements

assume that it takes one photon to pump back to |2, 2〉, when in fact we know it requires three.

Therefore, it is possible we could further speed up the cooling, but possibly at the expense of

carrier heating. Both master equations simulations and spectroscopy confirm that this choice of

repumping scattering rate yields greater than 95% ground-state fractions for each dimension with

the Rabi frequencies listed in Table 3.4. Lastly, as the saturation intensity of the optical pumping

and repumping beams is increased, one could become concerned about the fluctuating dipole force

for an optically-dipole-trapped atom [6].
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3.4.6.4 Axial cooling resonance positions

We calibrate the axial cooling resonance using the ramp-sequence technique as well, data from

which is shown in Figure 3.13. From these data, we observe significant cooling is possible via the first

and second sideband resonances, which are indicated in the diagrams. When using AB1 for axial

cooling, we have used the second-sideband resonance for the first 75 times the axial cooling pulse is

applied (there are two applications during a cycle as defined above). This resonance has the added

benefit of being further resolved from the carrier so that we could use a larger Rabi frequency when

driving the transition, with which we can robustly cool on a broader transition. After 75 cooling

axial pulses with second-sideband cooling (and the radial cooling on the first-sideband staggered

between), we observe red and blue sidebands via axial spectroscopy whose asymmetry indicates

n̄z = 1.0(5). We subsequently apply 25 pulses with first-sideband axial cooling, which ultimately

determines our final ground-state occupation. Lastly, when we switched to using AB2, we tried

using exclusively first sideband cooling and found comparable performance – it is the parameters

of this cooling that are listed in Table 3.4. Nevertheless, I wanted to discuss the second sideband

cooling since we employ this hybrid sideband procedure for the data discussed in Chapter 4 in

order to finely tune the motional distinguishability of two atoms, and, furthermore, because this

two-tiered approach could be helpful when starting from a very hot sample.

Before moving on to spectroscopy, I wanted to stress the importance of determining the

cooling resonance in this fashion. We have observed small few kHz shifts of the continuous cooling

resonance positions with respect to the measured sideband positions. This is because, for continuous

cooling, the optical pumping and repump beams can induce small light shifts of the spin states (the

former can shift |1, 1〉, while the latter can shift both |1, 1〉 and |2, 2〉 if not exactly on resonance);

these effects are not expected for pulsed cooling and the cooling resonance is observed to be at

the position of the sideband. In Figure 3.12a, there is a small 3(1) kHz between the pulsed and

continuous cooling resonance positions, and for the axial sideband cooling we observed a similar shift

between the measured location of the sidebands and the position of maximal cooling determined
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Figure 3.13: Ramp-sequence calibration of axial cooling frequency. We scan the Raman detuning
of the axial beam (AB1 here) and observe the positions of maximal atom survival. These coincide
with the regions in which we expect the multiples of the trap frequency to be (dashed lines), and
we typically set the cooling frequency to the center of either range when performing first or second
sideband cooling. The increased survival probability is likely more directly an indication of lower
heating of the radial direction during cooling by cooling the axial direction to the ground-state
(which, of course, is dark). As we approach the carrier at higher frequencies, the increased loss is
likely from radial heating due to carrier transitions inducing optical pumping. This statement is
based on the fact that the larger confinement of the radial direction implies fewer bound-states in
the trap, and hence greater susceptibility to loss for a given n̄.

via ramp-sequence methods (see Figure 3.13). Surveying similar measurements over the past while,

this shift with the radial continuous cooling resonances has been between 3 and 7 kHz. Though a

careful characterization of this effect and its dependence on the optical pumping beams has not been

performed, the consistency of the shifts supports this procedure for choosing the cooling frequencies

as opposed to just spectroscopically measuring the sideband positions of a thermal atom.

3.4.6.5 3D ground-state spectra via continuous cooling

Using the parameters listed in Table 3.4, we achieve the ground-state fractions indicated

by the spectra in Figure 3.14. The final temperatures, {n̄x′,y′ , n̄z} = {0.016(13), 0.21(0.14)}, are

consistent with the pulsed cooling results within our experimental precision; in particular, it is very
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Figure 3.14: Continuous cooling sideband spectra for a radial dimension and the axial dimension.
(a) Top and EO beam spectroscopy of the radial dimension of the tweezer after continuous sideband
cooling. The pulselength here is near a π-pulse on the blue-sideband from the ground state. The
reduced offset in these data compared to the pulsed section is due to improved push-out fidelity (we
drop to a shallow depth to perform the push-out) and the reduced Rabi-frequency of ΩR/(2π) =
20 kHz. (b) AB2 and EO beam spectroscopy of the axial dimension of the tweezer. In both plots,
the black line indicates the expected position of the associated red-sideband for the dimension
probed.

difficult to discern any excited state fraction for the radial spectra. We show one radial direction

here since we do not observe asymmetric temperatures for the radial directions of the trap. We

consistently observe spectra of this quality using the continuous cooling regimen.

3.4.7 3D Gaussian-pulsed cooling

As was discussed earlier, we have very recently been experimenting with a Gaussian pulsed-

cooling approach. Inspired by the clean spectra created using Gaussian amplitude modulation in

Section 2.12, we applied this same modulation to the Raman beam powers to reduce off-resonant

carrier transitions during cooling and sideband thermometry while retaining large Rabi frequencies

that are less susceptible to dephasing and drift.

To achieve this control, we simply mix the RF frequency supplied to the top, bottom or axial

(AB2) beam AO with a modulated voltage from an arbitrary waveform generator. The voltage to

optical power is separately calibrated, and the Gaussian envelope is generated using this calibration.
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Continuous cooling parameters
Raman beam pair Ωc ηR ΓRP ΓOP
AB2+EO 6− 8 kHz 0.36 33(4) 1/ms 70(10) 1/ms
Top+EO 19.5(2) kHz 0.23 33(4) 1/ms 70(10) 1/ms
Bottom+EO 19.0(3) kHz 0.23 33(4) 1/ms 70(10) 1/ms

Table 3.4: Here we tabulate the cooling parameters used for typical continuous cooling experiments.
The uncertainty in the Rabi frequencies and optical pumping rates reflects the measurements of
those values done closest to the spectra shown in Figure 3.14, and not the required parameter range
for which the cooling is robust. These numbers are tabulated for the case of entirely first-sideband
cooling of the axial direction. We typically doubled the power (40% increase in Rabi frequency)
for second-sideband cooling when using AB1.

The Rabi frequency is varied as,

Ωc(t) = Ωpeak

(
e−t

2/(2τ2)
)1/2

, (3.26)

where we have retained the normal Gaussian definition of τ in order to emphasize the presence

of the power of 1/2, and Ωpeak is the peak carrier Rabi frequency during the modulation. This

square-rooting arises because we only modulate one of the beams in the Raman process (EO beam

is unmodulated), and the square root of its intensity determines the single-photon coupling it

contributes to the Raman Rabi frequency. The τ for each dimension is chosen such that the total

pulse-area of the Gaussian is near a sideband π-pulse from the ground-state: the measured Rabi

frequencies and associated τ for each dimension are displayed in Table 3.5.

The cooling protocol operates as follows. We apply pulsed cooling on all three dimensions

with pulselengths of 120 µs (138 µs) for radial (axial) dimensions with optical pumping staggered

between each pulse. There are 100 cycles, each including a pulse on each of the three dimensions.

The larger Rabi frequencies used here significantly shift the location of the sidebands towards

the carrier due to off-resonant dressing through the carrier [98] (see also Figure 3.15), and so we

calibrate the position of the sidebands using the Gaussian pulses.

In Figure 3.15, we show ground-state cooled spectra using this method. The cleanness of

the spectra (offset, scatter) is evidence of the suppression of carrier transitions at the position of

the sidebands; the improvement is made clearer when considering that the Rabi frequency here is
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Figure 3.15: Sideband spectra after Gaussian pulsed cooling. We show spectra for the radial (a) and
axial (b) directions of the tweezer. For the axial data, we compare the spectra with an numerically
calculated spectrum (dashed line) using n̄axial = 0.05 (T = 0.45 µK, ω/(2π) = 29 kHz, and the
parameters listed in Table 3.5). The solid lines for each are fits using a sum of Gaussians. The
axial spectrum exhibits significantly higher contrast and coherence compared to other axial spectra
shown in this chapter, which necessarily used a lower Rabi frequency to retain spectral resolution
for square-pulse spectroscopy.

50% (140%) larger than what is used in the pulsed-cooled radial (axial) spectra from Figure 3.8b

and Figure 3.9. Furthermore, the significantly higher contrast of the axial blue-sideband compared

to any of the axial spectra previous shown in this thesis strongly corroborates the hypothesis that

the relative narrowness of these peaks is what has suppressed the contrast. To test how close we

are to the full coherence, I show a calculation of the expected spectrum (dashed line) using the

parameters listed in Table 3.5 for a n̄axial = 0.05. It is clear that the contrast is still not perfect, and

there is slight relative shift of the measured sideband location compared to the calculation. The

latter disparity could be from not perfectly creating a Gaussian, which changes the degree to which

carrier shifts the location of the sidebands; it is also possible that at these large Rabi frequencies,

the coupling of AB2 and the EO beam to the radial axis may induce dressing through the radial

sideband, thereby pulling the axial blue sideband away from the carrier some; this effect is not

accounted for in the code. Lastly, I have numerically looked at what happens to the sidebands

for a 2π pulse to see if pulse-length sensitive dark-states would be spectrally concealed: while the

crazy oscillatory behavior in an overdriven square pulse spectrum is not evident, there are peaks
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at the 5% level which would likely be evidenced in these spectra if there were significant excited

state fractions. In other words, far away from a π-pulse, the frequency response of the atom is not

exactly Gaussian and these excited state populations would likely show up experimentally. We have

also confirmed experimentally that the ground-state occupation achieved with this method is very

similar to the continuous cooling on the basis of the spin-exchange oscillation contrast discussed in

Chapter 5.

Gaussian cooling parameters
Raman beam pair Ωc ηR τ
AB2+EO 24 kHz 0.36 17.8 µs
Top+EO 41 kHz 0.23 15.3 µs
Bottom+EO 41 kHz 0.23 15.3 µs

Table 3.5: Here we list the parameters used for Gaussian shaped pulses during pulsed-sideband
cooling. The length of the pulse applied is 120 µs (138 µs) for the radial (axial) beams. The τ
and Ωc for each dimension was chosen such that the pulse was near a π-pulse on the ground-state
sideband Rabi frequency.

In conclusion, this last method of cooling offers further robustness by broadening the side-

bands without off-resonant carrier heating, and increased cooling speed by using pulses. The

cleanness of the spectra, furthermore, in principle allows more precise quantification of the temper-

atures achieved. For the size of red-sidebands observed in these data, however, the standard errors

in the amplitudes are 100%. While we have not performed Gaussian spectroscopy after apply-

ing the cooling techniques of the previous sections, the resulting temperatures here,{n̄x′,y′ , n̄z} =

{0.02(2), 0.06(6)}, are not more than 1σ from what was observed using the other cooling proto-

cols with square pulse spectroscopy. We, therefore, cannot conclude that the cooling is improved,

but this is a rapid pulsed-protocol that works day-to-day and provides much cleaner spectra for

thermometry.



Chapter 4

Atomic Hong-Ou-Mandel effect: Two-particle quantum interference in

tunnel-coupled optical tweezers

In this chapter, I will present our observation of two-particle interference, revealing the Hong-

Ou-Mandel effect with atoms instead of photons. We employ the high-fidelity ground-state laser

cooling techniques of the previous chapter in order to control all degrees of freedom of two inde-

pendently prepared 87Rb atoms. The signatures of indistinguishability we observe – in the form of

atomic Hong-Ou-Mandel interference – constitute a direct probe of the purity of the quantum states

we independently prepare. Furthermore, to our knowledge, this is the first direct observation of

physics strongly influenced by quantum statistics, where the atoms studied are purely laser cooled.

The presented results demonstrate a route towards using laser-cooled atoms in optical tweezers to

study quantum degenerate systems.

The chapter is long and organized as follows. I first discuss Hong-Ou-Mandel interference

generally, and how it fits into the broader set of experimental observations of the quantum statistics

of massive particles. I then provide a semi-formal description of entanglement and how it manifests

in photonic and atomic Hong-Ou-Mandel interference. With this background, I proceed to describe

our experimental implementation of an atomic beam splitter in the form of a tunnel-coupled double-

well potential, and experimental characterizations thereof. I then discuss in detail our observation

of the Hong-Ou-Mandel effect with atoms, and subsequently our analysis and understanding of

these results.

Lastly, this chapter takes considerable material from our work published in Ref. [99], of which
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I formulated much of the experiment along with my labmate Brian Lester, and was significantly in-

volved in the theoretically analysis studied by the Rey group. Both the experimental and theoretical

conclusions are discussed in detail in this chapter.

4.1 Introduction: interfering indistinguishable single atoms

Quantum interference between possible detection paths for two indistinguishable particles

yields information about quantum statistics and correlations [100, 101]. An example is the Hong-

Ou-Mandel (HOM) effect, which reveals bosonic quantum statistics through a coalescence effect

that causes two indistinguishable photons incident on different ports of a beam splitter to emerge

on the same, yet random, output port [1] (see Figure 4.1). The HOM effect has been observed

with photons [1, 73, 102] and in an analogous experiment with electrons [103], but has never been

observed with independently prepared massive bosons.

Here we demonstrate the HOM effect with bosonic atoms in tunnel-coupled optical tweezers.

We attain the requisite, precise control of the single-atom quantum state by laser cooling each atom

(see Chapter 3) to its motional ground state in separated, dynamically positionable optical tweezers.

The realization of a low-entropy bosonic state by individually placing atoms in their motional

ground state has long been a goal in atomic physics [53, 62, 104]. The HOM interference we observe

represents a direct observation of quantum indistinguishability with independently prepared, laser-

cooled atoms. While the role of quantum statistics in macroscopic ensembles of fermionic and

bosonic atoms can be observed via Hanbury Brown and Twiss interference experiments [105, 106,

107, 108, 109, 110, 111], HOM interferometry allows us to study nonclassical few-atom states with

single-atom control. Our results lay a foundation for linear quantum computing with atoms [112],

interferometric highly sensitive force detection [113], control of neutral atoms in nanoscale optical

devices [114, 67], and quantum simulation with laser-cooled atoms in scalable optical tweezer arrays.

In our work, a double-well trapping potential created with optical tweezers realizes a beam

splitter for single 87Rb atoms. Analogous to photons incident on separate ports of an HOM beam

splitter, when the two bosonic atoms start in separate wells, a tunnel-coupling can result in the
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Figure 4.1: Original Hong-Ou-Mandel effect observation. In the experiment, two photons in the
same polarization state are incident on separate ports of a balanced beam splitter. The position of
the beam splitter is varied so that the overlap of the wave-packets on the beam splitter is tuned.
Each output port of the beam splitter is measured on photodetectors, and the likelihood for both
detectors to click within a small time-interval, the “coincidence counts”, is measured. The data
plot on the right is taken directly from Ref. [1]: it shows that for a particular position of the beam
splitter, the coincidence counts drastically drop. Even though, classically, we might expect an equal
likelihood of the photons coming out the same or different port, there is a coalescence effect induced
by the bosonic quantum statistics of the photons. A two particle interference effect, known as the
Hong-Ou-Mandel effect, suppresses the quantum amplitude that the photons emerge on different
ports, specifically when the photons are overlapped on the beam splitter.

transformation |1, 1〉 → 1√
2
(|2, 0〉 + |0, 2〉), where |nL, nR〉 is the bosonic state of nL (nR) atoms

in the left (right) tweezer. To understand the HOM effect in our system, it is helpful to utilize

the single-particle states |L〉 and |R〉 that correspond to an atom localized in the left or right well.

In this notation, the Bose-symmetric state that the atoms initially occupy is |S〉 ≡ 1√
2
(|L〉1|R〉2 +

|R〉1|L〉2), where the ket subscript is a particle label and |S〉 is the same as the second-quantized

|1, 1〉 state. Introducing a tunnel-coupling between the left and right wells allows for the single-atom

transformations |L〉 → 1√
2
(|L〉 + i|R〉) and |R〉 → 1√

2
(|R〉 + i|L〉). One might expect that these

transformations yield an equal likelihood of finding the atoms in separate wells or the same well.

However, when the two atoms are indistinguishable, the paths resulting in a single atom in each

well destructively interfere (see Figure 4.2), and hence one finds |S〉 → i√
2
(|L〉1|L〉2 + |R〉1|R〉2).

The atoms, therefore, only appear in the same, yet random, tweezer.
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Figure 4.2: Hong-Ou-Mandel effect with atoms and experimental setup. (a) The optical tweezers
form a coupled double-well potential. Starting from a state with a ground state spin-up atom
in each well, denoted |S〉, the tunnel-coupling causes the atoms to interfere destructively and
results in the state i√

2
(|L〉1|L〉2 + |R〉1|R〉2). (b) The apparatus for realizing tunneling between

optical tweezers utilizes the high numerical aperture optics and radio frequency signal control of
the tweezers’ positions and depths discussed in Chapter 2. (c) The sideband cooling (see Chapter
3) is accomplished via lasers driving coherent (green) and spontaneous (blue) Raman transitions
that couple to the atomic motion and spin states |F = 1,mF = 1〉 ≡ |↓〉 and |F = 2,mF = 2〉 ≡ |↑〉.
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4.2 Entanglement, symmetrization, and distinguishability

At the heart of the HOM effect are three mechanisms central to quantum mechanics: entan-

glement, symmetrization, and distinguishability. Since these three terms are all related, distinct,

and present in the HOM effect, I wanted to define them within the context of this thesis. The ideas

gathered in the following section are nearly exclusively from the Refs. [115, 7, 116, 117], which are

excellent guides and I hope my summary does them justice. Key concepts that I will attempt to

clarify and distinguish are entanglement between particles and entanglement between modes.

4.2.1 Entanglement

There are a number of ways of formulating entanglement, but consistent among them is

one feature: the presence of correlated, quantum fluctuations between observable systems that are

basis independent. For example, an entangled state of two particles at positions {L,R}, each with

internal spin-states {↑, ↓} aligned or anti-aligned with a quantization axis, can be written,

|bell〉 =
1√
2

(| ↑〉L| ↓〉R + | ↓〉L| ↑〉R) . (4.1)

By application of a π/2-pulse, we can effectively rotate our basis of measurement, and observe that

the anti-correlations in the spins are converted to pure, positive correlations:

|cat〉 → |ψπ/2〉 =
1√
2

(| ↑〉L| ↑〉R + | ↓〉L| ↓〉R) . (4.2)

In fact, this exact technique is widely used to detect two-particle spin entanglement in ions and

neutral atoms, and we employ it in Chapter 5; it is also what is detected by a Bell’s inequality [118].

The intrinsic basis independence of the correlations here distinguishes quantum-correlated (entan-

gled) states from classically-correlated states, such as the two-particle spin mixture

ρ =
1

2
(| ↑〉L| ↓〉R〈↑ |L〈↓ |R + | ↓〉L| ↑〉R〈↓ |L〈↑ |R) . (4.3)

This state has classical correlations in that the spins are always measured to be anti-aligned. Yet,

upon application of a π/2 pulse the resulting state ρπ/2 does not exhibit purely positive correlations.
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These notions can be formalized by defining entanglement for pure states as the class of

states that are not separable, which I will now summarize according to the treatment in Ref. [7].

Suppose we have some state |ψ〉 living in the bipartite Hilbert space H = HA ⊗ HB. Here, HA

(HB), for example, can correspond to the Hilbert space of a spin-1/2 particle sitting at the position

represented by the state |L〉 (|R〉). The state |ψ〉 is separable if it can be written as the product,

|ψ〉 = |ψ〉A ⊗ |ψ〉B, (4.4)

where states |ψ〉i live in Hilbert space Hi. The ability to write a state in this fashion precludes the

presence of the basis-independent, correlated fluctuations previously discussed. This treatment can

be extended to mixed states described by density matrices: a density matrix describing a bipartite

system is separable provided there exists a decomposition of the total density matrix in which it

can be written as,1

ρ =
∑

j

Pjρ
j
A ⊗ ρ

j
B. (4.5)

A mixed state that cannot be written in this fashion is entangled. These definitions imply a very

useful relation between the purity, Tr(ρ2), of the total density matrix in H, and the purity of the

reduced density matrix (ρA(B) = TrB(A)(ρ)) within one of the subspaces Hi. A separable state

satisfies [119, 120],

1 ≥ {Tr(ρ2
A),Tr(ρ2

B)} ≥ Tr(ρ2). (4.6)

For separable states, this can be understood simply: the states within HA and HB can only be as

mixed as the total density matrix, since the total density matrix necessarily contains the combined

mixedness of the states (for example, a product-state has Tr(ρ2) = Tr(ρ2
A) ∗Tr(ρ2

B)). On the other

hand, a mixed state that violates Eq. 4.6 is entangled.2 For example, consider the pure state

ρ = |cat〉〈cat|. We can trace over the left particle’s spin-1/2 Hilbert space, HL, yielding the mixed

1 The stipulation that as long as one decomposition exists in which to express the state as separable is important.
In this chapter we will consider the NOON states |±〉 = 1

√
2 (|2, 0〉 ± |0, 2〉), and we will consider entanglement

between the modes in their number degree of freedom. The density matrix ρ = 1
2

(|+〉〈+|+ |−〉〈−|) might appear
entangled since it is the sum of entangled states, but it actually can also be written ρ = 1

2
(|2, 0〉〈2, 0|+ |0, 2〉〈0, 2|),

which is separable with respect to the subspaces since it is a sum of product states [116].
2 Note, however, that not all mixed entangled states violate Eq. 4.6; in other words, it is a witness to entanglement,

but not necessary. However, all pure entangled states do violate Eq. 4.6 [116, 95]
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state,

ρR =
1

2
(| ↑〉R〈↑ |R + | ↓〉R〈↓ |R) , (4.7)

where,

1

2
= Tr(ρ2

R) < Tr(ρ2) = 1. (4.8)

This provides an intuitive description of entanglement, where excluding populated parts of the

Hilbert space introduces entropy or loss of information contained in the entangled state. This is also

a nice way of visualizing decoherence: when a system of interest becomes entangled with degrees of

freedom in the environment that are unmeasured, then the measured sub-space necessarily becomes

mixed according to the above treatment. The total state of the system, which includes degrees of

freedom in the environment, is of course pure, but the measured subspace is not because it is

entangled with these additional degrees of freedom.

Another way of casting the above description (at risk of redundancy) is that local mea-

surements, that is measurements of observables contained within one of the sub-spaces, cannot

distinguish a bipartite entangled state from a mixed state contained in one sub-space. For exam-

ple, by performing operations on just the spin at position |R〉 in |cat〉, it is not possible to discern

whether the spin at |R〉 is just in the statistical mixture ρR or a participant in the entangled state ρ.

However, by performing local operations on both spaces, and measuring the spins at both positions,

it is possible to ascertain that there is entanglement and the existence of a pure quantum state

occupied by the two-particles via verification of basis-independent correlations.

The importance of the non-local character of the entangled states points to a broader defi-

nition of non-entangled and entangled states in terms of equivalence classes. The idea here is that

one can define the class of states that are non-entangled or entangled as those states which are

connected by “local operations”, defined by operators that exist in and measurements3 on either

Hilbert space HA or HB. In other words, it is not possible to start with an unentangled state, and

perform a series of local operations that yield an entangled state. For example, consider the “local”

3 Measurements are a little tricky since one can imagine scenarios where local measurement can allow probabilistic
post-selection on entangled states, yielding “detector level entanglement”, but the average un-post-selected density
matrix describing such a system is still unentangled [7, 117].
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operator,

O = oA ⊗ oB, (4.9)

where oA (oB) describes the operator for a particle in HA (HB ), and, we note, A and B need

not necessarily refer to spatially resolved sub-spaces. The operator O cannot induce or remove

entanglement. This is because O only couples states contained within each Hilbert space, and

as such cannot induce or remove correlations between states belonging to different spaces. In the

language of Hamiltonians, a Hamiltonian of the form H = HA+HB yields a time-evolution operator

U = eiHAteiHBt akin to O; therefore, it preserves the class of the initial state. On the other hand,

a Hamiltonian with terms that are the product of operators acting in each space, typically how we

describe interactions, corresponds to a time evolution operator that cannot be written like O and

can yield entanglement between the spaces.

4.2.2 Symmetrization

The treatment above implicitly treats the particles as distinguishable, in that the existence

of two degrees of freedom (e.g. position and spin) means I could always refer to the particle at

position L and the one at R each with its own spin degree of freedom. This effectively allows us to

neglect the quantum statistics of the particles, which stipulates that the identical particles carrying

these physical labels (position and spin) are even or odd symmetric under exchange depending on

whether they are bosonic or fermionic, respectively. Since in this thesis we deal with bosons, I will

consider the case of two bosonic particles to address this point, which I will refer to as particle 1

and 2, occupying orthonormal states |a〉 and |b〉. For the purpose of this discussion, and because I

will make reference to this particular case later on, we can take each of these states to describe an

internal and external degree of freedom: |a〉 = | ↑〉L ≡ |L〉 ⊗ | ↑〉 and |b〉 = | ↓〉R ≡ |R〉 ⊗ | ↓〉. The

symmetrized two-particle state is then written,

|ψsym〉 =
1√
2

(|a〉1|b〉2 + |b〉1|a〉2) , (4.10)
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which is manifestly symmetric under exchange of the particle labels 1 and 2. Though at first glance

this is a somewhat insignificant requirement, it is an immensely important prescription giving rise

to physics ranging from Bose-Einstein condensation [29, 121], to the BEC-BCS crossover [33], to

HOM interference [1], and to lasers [122]. Notably, these are each phenomena that involve either

the coherent mixing of two quantum states (via a beam splitter operation) or the macroscopic occu-

pation of a single quantum state; in other words, they involve operations or phenomena leading to a

quantum amplitude for many particles sharing the same single-particle quantum state. Therefore,

by way of example, symmetrization tends to influence physical observables when particles can share

the same exact quantum state.

4.2.3 Entanglement of identical particles

In the first Section 4.2.1, the discussion centered around entanglement between particles at

distinct locations via an internal degree of freedom. Looking at the state in Eq. 4.10, one might

conclude that this conforms to the definition of an entangled state provided so far. It appears that if

we could trace over one of the particles, we would leave the second particle in a mixed state thereby

indicating entanglement; equivalently, the state |ψsym〉 is not separable according to the definitions

provided. On the other hand, with this state alone there are no quantum-correlated fluctuations:

an observer always measures a particle in state |a〉 and another particle in state |b〉, and never

fluctuations associated with the particle label; the particle on the left is always spin-up, and the

particle on the right is always spin-down. The particle labels 1 and 2 are not truly physical, in the

sense that they cannot be measured or identified as the eigenvalues of some observable; likewise,

tracing over the particle 1 or particle 2 does not have a physical analog, because, for example, how

could we measure just particle 1 but not particle 2 without violating the symmetry of the two-

particle quantum state in the first place? In contrast, consider |cat〉: the subscripts representing

|L〉 and |R〉, with respect to which there is non-separability, are the eigenstates of some Hermitian,

observable operator and we can discern these positions with a microscope. Lastly, there is an even

more problematic issue when one considers entanglement as supplying correlated measurements of
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uncertain quantities. While quantum mechanics is full of many surprises, the concept that somehow

every single identical particle in the universe is entangled is pushing it; surely the measurement of a

particle on Mars cannot effect the measurement of an identical particle on earth if they have never

interacted or each interacted with the constituents of a Bell pair. Or, to borrow a popular quote

on the subject [123, 7]: “No quantum prediction, referring to an atom located in our laboratory, is

affected by the mere presence of similar atoms in remote parts of the universe” [124].

With these issues in mind, recent theoretical work has formulated a definition of entanglement

between identical particles that addresses this apparent contradiction associated with the non-

separability of symmetrized states [7, 117, 115]; we closely follow the treatment of these references

here. It is clear that, in formulating a definition of entanglement for identical particles, one must

relax this constraint of separability for non-entangled states, but preserve the correlated quantum

fluctuations that underlie entanglement. Towards this end, theorists have developed a protocol

for discerning entanglement rooted in the following idea: when two particles are unentangled, one

can ascribe a “complete set of properties” to each of the particles, irrespective of which particle

it is that carries each of these sets. For the state |ψsym〉 in Eq. 4.10, it is possible to accurately

state that one of the particles is always in state |a〉 and the other in |b〉: there are no measurable

fluctuations, though formally the unphysical particle label associated with the states (|a〉 or |b〉)

observed fluctuates. Such a statement is not possible for |cat〉.

Ref. [115] provides a formalism for identifying the presence of a “complete set of properties”

in the quantum state of two identical particles. The formalism relies on the construction of the

symmetric operator EP , with unity expectation value when a symmetrized two-particle state is

unentangled. Consider the single-particle Hilbert space spanned by the orthonormal set {xi}.4

If a Bose-symmetrized state |ψbos〉 consists of particles with a “complete set of properties”, then

there is a projector in the single-particle Hilbert space P = |xj〉〈xj |, satisfying [115, 117],

EP = P ⊗ (I− P ) + (I− P )⊗ P, (4.11)

4 Note the following argument is not dependent on your exact choice of basis, and rotations on this set can yield
appropriate basis sets for the “complete set of properties” of interest.
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with,

1 = 〈ψbos|EP |ψbos〉, (4.12)

where the Kronecker product ⊗ is taken with respect to the single particle Hilbert spaces associated

with each particle. When these equations are satisfied, one of the particles has a “complete set

of properties” associated to the state |xj〉, and the fluctuations intrinsic to entanglement cannot

be present. The other particle is always in a state |x〉 (in general, a superposition of states in the

orthonormal set excluding |xj〉) orthogonal to |xj〉, satisfying 1 = 〈x|I−P |x〉 = 〈x|∑l 6=j |xl〉〈xl|x〉.

However, because two bosons can share the same quantum-state, and yield 0 = 〈ψbos|EP |ψbos〉,

we must provide the additional prescription that a non-entangled state either satisfies Eq. 4.12

or describes two bosons occupying the same quantum state. If neither is true, the particles are

entangled. The stipulation can be summarized as follows: two bosons are not entangled when either

they share the same quantum state, or are the symmetrized product of two orthogonal quantum

states [117, 115, 7].5 . While the projection operator EP exists for the exemplary state |ψsym〉 of

Eq. 4.10, there is provably6 no such operator for |cat〉 and so it exhibits “particle entanglement”.

We will now apply these concepts to the HOM effect for the purpose of identifying distinc-

tions in the entanglement created. Importantly, an absence of particle entanglement does not

preclude bipartite entanglement between other degrees of freedom in the system: as I will try to

show, the HOM effect, and beam splitters, highlight this fact and the existence of so-called “mode

entanglement”.

4.2.4 First and second quantization in HOM interference

The HOM effect can be understood in first and second quantization, and establishing the

connection between the two is useful in understanding the character of the entanglement in the

experiment. We will first consider the case of first quantization, and assess the degree of entangle-

5 The in between case of a symmetrized state of non-orthogonal single-particle states can lead to entanglement
according to this prescription [7]. However, a mathematical tool known as the Slater/Schmidt rank along with the
reduced density matrix can distinguish these cases [115, 7], which is beyond the scope of this discussion.

6 This can be shown by assuming the state corresponding to the projector P exists, and then arriving at a
contradiction when setting the expectation value of EP to one.
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ment present before and after HOM interference. We consider two spinful bosons occupying the

same internal state (spin or polarization), while occupying distinct spatial modes that could be

the bound-state of a harmonic potential or a propagating free-space mode of a photon. We will

call these modes |Lin〉 and |Rin〉, where the superscript indicates that these are the “input” modes

occupied by each particle, which, depending on the experiment, are distinct from the “output”

modes |Lout〉 and |Rout〉. We will omit the spin state since it is the same for both particles. The

initial two-particle state is,

|S〉 =
1√
2

(
|Lin〉1|Rin〉2 + |Lin〉2|Rin〉1

)
. (4.13)

We can now ask whether the particles are entangled according to the metric established in the

previous section. We seek the projector P that satisfies Eqs. 4.11 and 4.12. If we take P = |R〉〈R|,

then 〈S|EP |S〉 = 1. The input state |S〉 describes particles that are not entangled, because it lacks

any measurable quantum fluctuations that might support correlations [115].

We now consider the output state after HOM interference. The HOM effect rests on the

coherent coupling of the quantum-modes via a particle beam splitter: it erases the which-way

information associated with the input states thereby yielding interference, provided the particles

themselves carry no distinguishing label that might itself supply which-way information. The

beam-splitting could be provided by a literal optical beam splitter or a tunnel-coupling between

two bound states: both induce transformations of the form (irrespective of the particle label),

{|Lin〉, |Rin〉} → { 1√
2

(
|Lout〉+ i|Rout〉

)
,

1√
2

(
|Rout〉+ i|Lout〉

)
}, (4.14)

which when implemented on |S〉 yields,

|S〉 → 1√
2

(
|S〉 − |S〉+ i|Lout〉1|Lout〉2 + i|Rout〉1|Rout〉2

)

=
i√
2

(
|Lout〉1|Lout〉2 + |Rout〉1|Rout〉2

)

≡ |+〉, (4.15)

where in the last line we have introduced a notation for the resulting state, |+〉, that will be

reintroduced later in this chapter. Even though each particle has equal probability of ending up



98

in either of the output states, the likelihood that they end up in different output states vanishes:

this is the signature of HOM interference. We can now analyze whether |+〉 contains particle

entanglement. Again, from the orthonormal space {|L〉, |R〉} we seek the pure-state projector P =

|p〉〈p| that satisfies Eqs. 4.11 and 4.12. Interestingly, |p〉 = 1√
2

(|L〉+ i|R〉) does the trick, leading to

projectors in Ep that correspond exactly to the beam splitter transformed states. This makes sense

because, in analogy to |ψsym〉 in Eq. 4.10, the beam splitter lets |a〉 = 1√
2

(
|Lout〉+ i|Rout〉

)
and

|b〉 = 1√
2

(
|Rout〉+ i|Lout〉

)
. One of the particles is always in the spatial superposition given by |a〉,

and the other in the superposition given by |b〉, and the corresponding symmetrized two-particle

state equals |+〉. According to the prescription I have summarized so far the existence of P implies

that there is not particle entanglement in the state |+〉.

Despite the lack of particle entanglement, the state |+〉 surely exhibits some kind of entan-

glement: there are correlated, quantum fluctuations associated with the positions of the particles.

Yet, given that we have dropped the prescription associated with separability, the formal non-

separability of the first-quantized state alone is not sufficient to support this claim. The language

of second quantization provides a solution to this conundrum, and properly identifies the entangle-

ment as existing between modes; the key is to no longer attach a quantum state to each particle,

but only to the modes which support the particles themselves. We define creation and annihilation

operators, a and a†, whose commutation relations encode the quantum statistics of the particles,

and, consequently, the matrix elements. Bosonic excitations of a mode, which we interpret as

indistinguishable particles (either photonic or massive), transform under these operators as,

ak|n〉k =
√
n|n− 1〉k (4.16)

a†k|n〉k =
√
n+ 1|n+ 1〉k (4.17)

where the quantum number in the kets describes the number of excitations within the mode,

the subscripts identifies the mode itself, and creation/annhillation operators of different modes

commute. We now walk through the beam splitter operation in the second quantized picture. We

are interested in the initial state of two particles occupying two distinct input modes, 1 and 2, with
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the remaining modes 3 and 4 unoccupied. In the language of second quantization, this corresponds

to two modes each with a single excitation,

|ψ〉 = a†1a
†
2|0〉1|0〉2

= |1〉1|1〉2, (4.18)

which is equivalent to the state |S〉 from the viewpoint of first quantization. To connect with

the discussion of particles, I like to think of the mode as the external degree of freedom (like the

position of a particle) and the mode occupation as the internal degrees of freedom (like the spin

of a particle). The state in 4.18 is a product state and hence unentangled with respect to modes.

The beam splitter can be modeled as transformations of the operators, coupling the input modes

1 and 2 to pairs of output modes 3 and 4 (see Figure 4.3),

a1 →
1√
2

(a3 + ia4)

a2 →
1√
2

(a4 + ia3) . (4.19)

Substituting these operators in for a1,2 in Eq. 4.18, we find

|ψ〉 =
i√
2

(
a†3a
†
3 + a†4a

†
4

)
|0〉3|0〉4

=
i

2
(|2〉3|0〉4 + |0〉3|2〉4)

≡ |+〉. (4.20)

In this notation, there clearly exists “mode entanglement”: tracing over either one of the physically

distinguishable modes would yield a balanced mixed state of the zero and doubly-excited states.

Experimentally, this might be accomplished by sticking a beam block in front of port 4 but not

port 3. Furthermore, this view resolves a number of confusions (at least, personally) associated

with the beam splitter. It is possible to become confused about the HOM effect because the

output state |+〉 is entangled, but the beam splitter realizes single-particle transformations which

themselves should not entangle the particles. This can lead in the direction of concluding the

symmetrized state |S〉 ≡ |1〉1|1〉2 is entangled because if the beam splitter did not add entanglement,
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it must have been pre-existing. The initial state however exhibits no correlated fluctuations, and

cannot itself, for example, violate a Bell’s inequality. The resolution is that there is not particle

entanglement, but the beam splitter itself realizes mode entanglement on an initially unentangled

state: the beam splitter transformations are not “local” with respect to the final Hilbert spaces

that are entangled after HOM interference, because the operator in Eq. 4.20 acting on the two-

mode vacuum state cannot be written as O in Eq. 4.9. The beam splitter, furthermore, preserves

the non-separability of the symmetrized states |S〉 when transformed to |+〉 with respect to the

particle labels, as expected given the single-particle nature of the beam splitter transformations;

however, as discussed, this non-separability does not imply particle entanglement. In the language

of Hamiltonians, the beam splitter Hamiltonian HBS corresponding to atoms in double-well quite

manifestly contains interactions between the bound-state modes (and not the particles), and these

interactions periodically realize mode-entanglement,

HBS =
1√
2

(
a†LaR + a†RaL

)
. (4.21)

This Hamiltonian couples modes in analogy to a spin-spin Heisenberg Hamiltonian of the form

S1 · S2 ∝ (S+S− + S−S+) + Sz1 · Sz2 , in which the parenthetical term yields entanglement between

spatially separated particles in their spin degree of freedom (like in |cat〉).

So, to conclude, the HOM effect yields what I will call mode-entangled states that arise from

the mode-coupling of the beam splitter. The beam splitter, however, transforms the non-particle-

entangled state |S〉 into the non-particle-entangled state |+〉, just as we would expect given that we

can write the beam splitter operation in terms of single particle transformations. Nevertheless, the

symmetrized structure of the state |S〉 (or, equivalently, the commutation relations on the creation

and annihilation operators), is essential to yielding |+〉 under the action of the beam splitter. Hence,

the HOM effect lives in the space of bosonic particles, yet is facilitated by the mode-entangling

nature of the beam splitter
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a1 a3

a1=a3=aL a2=a4=aR

a2

a4

(a) (b)

Figure 4.3: Equivalence of second-quantized modes for photonic and atomic beam splitter setups.
(a) For a photonic beam splitter, there are two input modes a1 and a2, connected via transmission
and reflection to a3 and a4: the beam splitter transformations in the text (Eq. 4.19) reflect the
different phases for each process. (b) For an atomic beam splitter formed from a double-well
potential, the creation and annihilation operators refer to the bound-state mode of each well. Since
in this case a tunnel-coupling coherently mixes the modes, the transmitted quantum amplitude
correspond to the input mode creation operator, while the reflected amplitude yields creation in the
other mode; the input and output modes are shared in this way, while preserving the fundamental
beam splitter transformations in the text. The transcription between the operators in (a) to those
in (b) are indicated in the figure.

4.2.5 Mode entanglement of internal degrees of freedom

Perhaps it is worth discussing in this likely confusing section something that I find very

confusing within the context of these different classifications of entanglement. We have mostly

been considering experiments in which the particles can occupy two spatial modes. But what

about the case of two bosonic particles, each with an internal degree of freedom – one spin-up and

the other spin-down – occupying the same ground-state of a harmonic oscillator? They are in a

triplet spin-state, |T 〉 = 1√
2

(| ↑〉1| ↓〉2 + | ↓〉1| ↑〉2), and the state looks formally identical to |S〉.

By the above arguments, this state is definitely not particle-entangled: there are no fluctuations,

there is a spin-up particle and a spin-down particle, and that’s the whole story. However, now, in

analogy to the beam splitter in the HOM effect, if one applies a π/2 pulse coherently coupling the

spin states such that,

| ↑〉 → 1√
2

(| ↑〉+ i| ↓〉) , (4.22)
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| ↓〉 → 1√
2

(| ↓〉+ i| ↑〉) , (4.23)

then we find,

|T 〉 → 1√
2

(| ↑〉1| ↑〉2 + | ↓〉1| ↓〉2) . (4.24)

As with the initial state with respect to |S〉, this final state is formally identical to |+〉. Conse-

quently, this state is not particle entangled, as we can identify the analogous projector P as was done

for |+〉 to rule out particle entanglement. On the other hand, formally it is mode-entangled, where

the spin states define the modes. Should we conclude then that a π/2 pulse is mode-entangling? It

seems reasonable but many would object to the notion of such a single-particle operation yielding

entanglement, yet it is formally identical to the beam splitter except the quantum states coupled

are not spatially resolved. Do we then conclude that, in analogy to the mode-entanglement from

a single photon on a beam splitter [8, 10, 7] (See Figure 4.4), a single spin in a superposition is

mode-entangled? Yes, at least I think so. Furthermore, the spectroscopic enhancement [125, 126]

entailed by the correlations in the final two-particle spin-state in Eq. 4.24 can be understood as

arising from the combination of the symmetrization and the mode-entanglement induced by the

π/2-pulse, in direct analogy to the interferometric phase sensitivity enhancement associated to the

photonic |+〉 state [127].

4.2.6 Particle and mode entanglement: role of interactions

From this parallel example of the “spin-HOM” effect, it is clear that the distinction between

mode and particle entanglement does not pertain to the exact degrees of freedom – internal or

external – between which correlated fluctuations exist. By appealing to the general formulation

of Ref. [115], and discussion thereof in Ref. [7], it is possible to construct an intuitive partition

between how mode and particle entangled states are generated. I will jump to the punch-line now

so that it is clear where I am going with this: quite sensibly, mode-entangled states can only result

when there are interactions between the modes (Section 4.2.4), and particle-entangled states can

only result when there are interactions between the particles.
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|ψout〉 =
1√
2
|0, 0〉 ⊗ (|e, g〉 + |g, e〉)

ω0

ħω0

ħω0

|ψin〉 =
1√
2

(|1, 0〉 + |0, 1〉) ⊗ |g, g〉

Figure 4.4: Single photon entanglement. While a single quantum particle cannot exhibit particle
entanglement, it can create mode-entanglement through the state 1√

2
(|1, 0〉+ |0, 1〉). To show

that this corresponds to useful entanglement (and can violate a Bell’s inequality), we show a
procedure (from Ref. [7]) by which local operations connect this photonic state to an atomic |bell〉
state. For two atoms, each comprised of a two-level system with splitting resonant with the input
photon, via the local atom-photon interactions the mode-entanglement is converted into particle
entanglement. We show the initial beam-split photonic and atomic states prior to the local atom-
photon interactions in the upper-left of the figure, and then the final state after interaction in
the bottom-right. To violate a Bell’s inequality it is required to measure correlated fluctuations in
multiple bases, but the fact that there are not in general unitaries that connect the single excitation
state to the zero excitation state within a single mode (this is a so-called “super-selection rule”
for the case of massive particles) poses a challenge that is solved by using these additional spins
(on which Bell’s inequality measurements are routine). There are, however, experimental examples
demonstrating the presence of entanglement in the beam-split single photon state without the aid of
atomic states [8]; similarly, proposals exist for converting mode-entanglement of massive particles
into particle entanglement through the aid of a Bose-Einstein condensate particle reservoir or
additional particles supplied to a beam splitter [9, 10].

The general treatment I will now discuss pertains strictly to bosons, but can be modified to

the case of fermions and their distinct commutation relations. Though I will not show this here,

the general treatment below is shown in Ref. [115] to be equivalent to the rules I gave above in

Section 4.2.3. We consider the case of two bosons, 1 and 2, represented in a basis of orthonormal

single-particle states {|xj〉}. Any symmetrized, two-particle state |ψ2p〉 of the bosons can be written
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in first quantization as,

|ψ2p〉 =
∑

i,j

vi,j |xi〉1|xj〉2, (4.25)

where vi,j is the amplitude associated with particle 1 being in |xi〉 while particle 2 is in |xj〉. This

is the traditional representation used to represent, for example, a pair of particles occupying two

orthogonal quantum states. Because these are bosons, symmetrization implies vi,j = vj,i. The

matrix v (with elements vi,j) can be diagonalized [115], such that we can rewrite the two-particle

wave function in the diagonal basis {|x̄j〉},

|ψ2p〉 =
∑

k

v̄k|x̄k〉1|x̄k〉2, (4.26)

where v̄k is the amplitude associated with both particles to occupy the same state |x̄k〉. To discrim-

inate the presence of particle entanglement, we introduce the “Schmidt rank”, which is the number

of terms in the summation with non-zero v̄k. The particles are entangled when the Schmidt rank

exceeds two [115, 7]; when the Schmidt rank is two, the state is the symmetrized product of two

quantum states (not necessarily orthogonal); when the Schmidt rank is one, the particles are in the

same exact quantum state. To highlight the connection between this discussion and the previous dis-

cussions, we show the relevant states |S〉 and |+〉 in the bases relevant to the present discussion. The

state |+〉, as written in Eq. 4.15, is already in the form of Eq. 4.26 in the {|x̄j〉} = {|L〉, |R〉} basis;

to write |+〉 in the form of Eq. 4.25, the two-particle state can be written as the symmetrized prod-

uct of the orthogonal single-particle quantum states, {|xj〉} = { 1√
2

(|L〉+ i|R〉) , 1√
2

(|R〉+ i|L〉)}.

Conversely, the state |S〉 is in the form of Eq. 4.25 when expressed in the {|L〉, |R〉} basis; it can be

represented in the form of Eq. 4.26 when using a basis {|x̄j〉} = { 1√
2

(|L〉+ |R〉) , i√
2

(|L〉 − |R〉)}. It

is clear that both of these states have Schmidt rank of two, and, as such, are not particle entangled.

A similar analysis applies to the state |ψsym〉 of Eq. 4.10.

The Schmidt rank treatment provides a natural way of understanding the effect of interac-

tions. If one starts with a pair of non-particle-entangled bosons in two orthogonal quantum states,

then the action of a single-particle Hamiltonian (i.e. no interactions) will leave the state in that

form, because the unitary Scrodinger evolution preserves the orthogonality of the evolving states.
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In other words, the two-particle state remains a symmetrized product of two orthogonal quantum

states, and the Schmidt rank of two is invariant with time. If there are interactions between the

particles, then the action of the Hamiltonian can promote the Schmidt rank by generating more

terms beyond the two that described the initial two-particle state. This introduces particle entan-

glement. For example, consider again the state |bell〉, which is routinely produced with ions via

their Coulomb interaction [79]. In first quantization, for bosons this state is written,

|bell〉 =
1

2
(|L〉1|R〉2 + |L〉2|R〉1) (| ↑〉1| ↓〉2 + | ↑〉2| ↓〉1) . (4.27)

In the basis {|xj〉} = {|L, ↓〉, |L, ↑〉, |R, ↓〉, |R, ↑〉}, the associated matrix v is of the form,

v =




0 0 0 1/2

0 0 1/2 0

0 1/2 0 0

1/2 0 0 0




, (4.28)

When this matrix is diagonalized to yield v̄, the diagonal elements of v̄ represent v̄k associated with

Eq. 4.26. Upon diagonalizing, we have that,

v̄ =




−1/2 0 0 0

0 −1/2 0 0

0 0 1/2 0

0 0 0 1/2




, (4.29)

and so, {v̄k} = {−1/2,−1/2, 1/2, 1/2}. The states (which are the eigenvectors of v) attached

to these coefficients are {|x̄k〉} = 1√
2
{−|L, ↓〉 + |R, ↑〉,−|L, ↑〉 + |R, ↓〉, |L, ↓〉 + |R, ↑〉, |L, ↑〉 + |R, ↓

〉}. Plugging these coefficients and states into Eq. 4.26, one finds (with annoying algebra) |bell〉

represented in first quantization. Because this expansion is unique [115] and there are four terms,

the Schmidt rank is four. The Schmidt rank exceeds two, and |cat〉 is properly identified as particle-

entangled.

To conclude, I want to point out that mode and particle entangled states are not mutually

exclusive [128]. For example, the Bose-Hubbard Hamiltonian of interacting bosons on a lattice
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has tunneling and interactions, which couple the modes and the particles, respectively [39]. Even

though the particles may be spinless, and therefore the measurable fluctuations are only in the

occupation numbers of the sites, the set of states that can be produced with both the tunneling and

interactions is larger than what can be produced with just tunneling. The tunneling produces the

number fluctuations among the modes (in this case, these are the lattice sites), but the interactions

allow for states that are truly particle entangled: the states exhibit correlated number fluctuations

inaccessible to systems exhibiting only tunneling. The distinctions among these states are detected

by the framework I just summarized. Crucially, in Hong-Ou-Mandel interference, the particles –

whether they be photons or massive atoms – are not interacting: the particles comprise a state

possessing only mode entanglement.

4.2.7 Distinguishability

Before moving on to experiment, I want to briefly discuss the concept of distinguishability.

In general, I would like to define a two-particle quantum state as consisting of distinguishable

particles when there exists two degrees of freedom in each particle, which are uniquely correlated

without fluctuations. For example, the second quantized state | ↑〉L| ↓〉R fulfills this definition, as

the particle on the left is always spin-up, and the converse is true of the particle on the right. Even

though the particles are still identical in that the state is symmetrized – in first quantization, this

state is |ψsym〉 of Eq. 4.10 – one might expect that the effect of the quantum statistics is largely

removed because the particles are distinguished through these position and spin labels. Yet, there

are substantial counter-examples to this notion. For example, consider the state |cat〉: one would

find HOM interference even though the spin states are fluctuating. The tunnel-coupling yields,

|cat〉 → 1

2
(| ↑〉L| ↑〉L + | ↑〉R| ↑〉R + | ↓〉L| ↓〉L + | ↓〉R| ↓〉R) . (4.30)

The same spins always end up in the same, random mode, due to interference within each spin-

aligned component of the state. Alternatively, consider the original example I gave of distinguish-

able particles in the state | ↑〉L| ↓〉R: instead of coherently mixing the spatial modes occupied by
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the particles, one could perform a Raman-assisting tunneling process that couples the positions

while concurrently flipping a spin (i.e. realized by the Hamiltonian H = a†RaLσ
−+ a†LaRσ

+). This

too would exhibit the same signature of HOM interference at certain times,

| ↑〉L| ↓〉R →
1√
2

(| ↑〉L| ↑〉L + | ↓〉R| ↓〉R) . (4.31)

However, by adding a third degree of freedom distinguishing the particles and invariant with respect

to the Hamiltonian, then the interference could be removed. It seems that one must adopt an

experimentally dependent notion of distinguishability, wherein the presence of interference due to

indistinguishability depends on the exact interference experiment being performed. To be more

concrete, an interference experiment between two particles necessarily entails the coherent mixing

of two quantum states, such as the modes in the original photonic HOM experiment. When

two particles share the same quantum state with respect to all degrees of freedom besides those

coherently coupled for the purpose of interference, then they are indistinguishable with respect to

that experiment. We will adopt this operational definition through out.

4.3 Intermission

This is an intermission. If you are one of the very few who read this far, remember none of

this matters very much.

The prior section comes out of extensive conversations among colleagues in JILA, and a

survey of literature on the subject. Though important in their own right, the presented conclusions

are also immediately relevant because past and present literature is inconsistent with respect to the

notion that symmetrization alone yields entanglement, and the presence of particle entanglement

in the Hong-Ou-Mandel effect. Our demonstration of the Hong-Ou-Mandel effect uses initially

unentangled, independently prepared atoms, which led to an exploration into understanding how

to formulate and distinguish the kinds of entanglement present with identical particles. A subtle,

confusing and fascinating effect, Hong-Ou-Mandel interference brings to bear these issues, which

is likely the reason for its importance within the quantum optics community. The prior discussion
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was an attempt to explain some of the fundamental concepts surrounding it.

I will now transition to our experimental observation of atomic Hong-Ou-Mandel interference,

enabled by an atomic beam splitter in the form of a coupled double-well potential.

4.4 Overview of tunneling experiments

Before delving into discussions of our studies of single-particle tunneling, I will give a brief

overview of the experiment, including a description of the experiment stepwise, and a summary of

our theoretical treatment of the Hamiltonian experienced by the tweezer-trapped atoms.

4.4.1 Experimental sequence and detection

The experimental results in this chapter depend on the mobility of two wavelength-scale opti-

cal tweezers and single-site imaging, which are realized via the apparatus illustrated in Fig. 4.2b [3,

69, 89]. For laser cooling to the three-dimensional (3D) ground state (Fig. 4.2c) and imaging in

position-resolved potentials, our tweezers are positioned far apart compared to the focused spot

radius of 710 nm. For tunneling, the tweezers are brought close together such that there is a

small, tunable overlap of the single-particle wavefunctions. The versatility of the tweezers, there-

fore, enables the simultaneous capabilities of laser-cooling in separated potentials and of coherently

overlapping the single-particle wavefunctions with control on a scale much smaller than the size of

the atomic wavepackets. Our full experimental sequence consists of the following steps: We image

the initial atom positions, laser cool with Raman-sideband cooling, perform tunneling experiments,

and then image the atoms again. Hence, we can follow the quantum dynamics between initial and

final states that are both known with single-site resolution. This pair of images allows us to form

the four sets of probabilities for single particle experiments associated with the atom’s origin and

final location, and the set of probabilities associated with two particle experiments (see Figure 4.5).

For the HOM observation discussed in Sections 4.7 and 4.8, we focus on the two-particle probability

P11: this is the likelihood that in the first and second image there is an atom in each optical tweezer.
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0   0 1   0 1   0

measurement

1   0 0   1 0   1

1   0 0   1 0   0

0   1

1   0 0   1 0   00   0

1   1 1   1 1   1

1   1 1   0 0   1

1   1

0   0

PL PLPloss Ploss P11PR PR P20+P02+2Ploss+Ploss

2

before tunneling

after tunneling

L   R

1 1 2 2

Figure 4.5: A list of the possible outcomes of our imaging protocol. A 0 (1) within a box indicates
that on the pixel corresponding to either the left [L] or right [R] wells, the measured counts fell
below (exceeded) the threshold for triggering atom detection. The red, blue, and grey regions
highlight the signals used to produce the data points in, for example, Fig. 4.14b,e. P 1

i (P 2
i ) refers to

an atom that started on the left (right), i.e. the first image indicated an atom on the left (right). In
our calculation of P11 if there is an atom in each well in the second image we count this as 1; if there
are zero atoms, we count this as 0; if there is one atom total, we also count this as 0. The latter two
cases can occur when atoms end up on the same optical tweezer, with probabilities P20 and P02 for
the left or right tweezer, respectively (see Section 4.7.3). We take the mean over all experimental
realizations to extract the single and two-particle probabilities represented. To accurately interpret
the measured P11 we must take into account particle loss. Hence, in our analysis this loss is
independently accounted for by using the value of Ploss determined in the parallel single-particle
experiments. Specifically, in two-particle experiments the maximum value that P11 can reach is
(1−Ploss)

2. Ploss ranges in our experiments between 0.03 and 0.05; these values are consistent with
variation in vacuum lifetime and experiment length amongst different datasets.

4.4.2 Theory treatment of a double-well formed by (nearly) gaussian optical

tweezers

For the HOM studies, it was crucial to gain an accurate understanding of the double-

well potential generated experimentally, since there were parameters of the experiment, namely

the two-particle interaction energy U , to which we at the time lacked direct experimental ac-

cess. In the reconfigured trap for quantum-dynamics, the tunnel-coupling is described by J =

−
∫
φL(~r)HspφR(~r)d3~r, where φL(~r) ≡ 〈~r|L〉 (φR(~r) ≡ 〈~r|R〉) is the lowest energy, localized wave-

function for the left (right) well, and Hsp is the single-particle Hamiltonian (see below). We control

the bias ∆ between the two wells by varying the relative intensity of each tweezer, as discussed in

Chapter 2. On the tunneling resonance (∆ = 0), an atom prepared in the left well undergoes the

coherent dynamics |L〉 → cos(Jt)|L〉+ i sin(Jt)|R〉 [129, 16, 130, 2], while the symmetric transfor-

mation occurs for an atom starting on the right; the ideal two-particle dynamics are discussed later
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in this chapter. After an evolution time t in the presence of tunneling, the depth of the traps is

rapidly increased to freeze the atom distribution, the traps are pulled apart, and the single-atom

location(s) is (are) imaged.

We devoted significant effort towards understanding the foci that define the double-well

potential experienced by the atoms, and the associated single and two-particle Hamiltonians. Based

on the measurements discussed in Section 2.8.2 and 2.9.2, we find very good agreement between

calculations of the tunneling J and interaction U (see Chapter 5 for direct measurements of the

interaction energy) for a double-well potential V (r) of spacing a, waist w0 = 0.71, and zR = 2.17 µm

z-length scale,

V (r) = − V0

1 + z2

z2
0

exp


 −2x2

w2
0

(
1 + z2

z2
0

)




exp


− 2 (y − a/2)2

w2
0

(
1 + z2

z2
0

)


+exp


− 2 (y + a/2)2

w2
0

(
1 + z2

z2
0

)




 (4.32)

where V0 is the single tweezer depths when they are separated, a >> w0, and here we have written

the potential for a vertically oriented double-well. The depth quoted in subsequent data always

refers to this quantity V0. We exclude gravity in our calculation of double-well parameters since

the bias necessary for resonance negligibly perturbs the localized wavefunctions. The single-particle

Hamiltonian Hsp is the sum of V (r) and the kinetic energy operator in position space. We have

performed full 3D calculations using the methods summarized in Ref. [131], which is essential for

an accurate description of the two-particle interaction energy (defined in Section 4.6), response

of a thermal distribution, and full-description of the spatial wave functions. We have used a 1D

calculation by Fourier transforming the symmetric double-well Gaussian system, and diagonalizing

the Hamiltonian in a truncated momentum basis. The 1D and 3D tunneling calculations exhibit

decent agreement for the ground-state system (see Section 4.5.2.4)

In the modeling of the single-particle dynamics discussed in this chapter, we make use of

the solutions to the single-band, single-particle Hamiltonian for the tunnel-coupled double well

potential. Provided we operate with small enough biases so that the spatial extent of the wave

functions are unaffected, we can model the left and right ground-states as a coupled two-level
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system. For a bias ∆ and tunneling-coupling J , this Hamiltonian is,

Heff =




∆/2 J

J −∆/2


 . (4.33)

We can numerically time-evolve this simple Hamiltonian under the Schrodinger equation in the

presence of the ramps of the double-well tweezer depth to understand, for example, the onset

of tunneling in the experiment, and, crucially, the dynamics in the final static double-well. When

applying this Hamiltonian, we use the measured J where available, and calibrated ∆; in the absence

of a measured J , we use the full 3D calculations of the potential unless otherwise noted.

4.5 Tunneling in a double-well potential: characterization and dependences

Here we present data on single-particle tunneling in a double-well potential, by only consider-

ing experiments that, after stochastic loading [3], yield a single atom in the left or right well in the

first image. We spent a significant amount of time investigating systematics associated with prop-

erties of our tunneling observations. These studies help elucidate the origin of the single-particle

tunneling contrast and damping, and they verify our understanding of the optical tweezer potential

parameters that are important for determining the on-site interaction energy (Section 4.6). Lastly,

while we primarily consider single-particle data in this section, the experiments with two particles

discussed in subsequent sections are identical except in the outcome of the initial tweezer loading.

Hence, many of the conclusions here bear on the two-particle experiments as well.

4.5.1 Initiating tunneling experiments

Once 3D cooling has finished, the tunneling preparation proceeds as follows and is illustrated

in Fig. 4.6A.7 Prior to any of the sweeps, we first set the fractional bias of the optical tweezers

that we wish to apply in the final tunneling configuration. While the traps are each still 23(1) MHz

deep, the gaussian tweezer spacing is swept from 1570 nm to 808 nm in Tpos = 10 ms. Afterward, in

7 All of the numbers presented here are for the final trap values that realize the smaller value of J presented in
Figure 4.14b,e and Figure 4.16,b,c in the context of our HOM observations.
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Figure 4.6: Protocol for initiating tunneling. (A) The tunneling sequence as a function of time,
illustrated for the 96 kHz final trap depth. (B) For the 96 kHz depth, tunneling at times before
t = 0 for a single atom starting on the right (red), on the left (blue), and with one atom in each
well (black). The solid lines model the single particle dynamics use the Hamiltonian of Eq. 4.33,
and using the calculated depth-dependent tunneling shown in Section 4.5.2.4; we also show the
expected dynamics of an atom starting in the left well were we to neglect gravity during the ramp
down (green).

a T1 = 10 ms linear ramp the traps are dropped to 2.3(1) MHz, and, from there, in a second linear

ramp of T2 = 5 ms to a depth of 96(4) kHz. This last ramp initiates the tunneling experiments.

After a variable evolve time t, the trap is jumped in 100 µs to 210 kHz (not shown in Fig. 4.6a),

and then linearly ramped in T3 = 10 ms back to 23(1) MHz. The traps are then swept apart in

Tpos = 10 ms to 1570 nm for imaging. The same procedure is used for experiments in which the

final tunneling depth is 60 kHz and the well spacing is 805 nm (Fig. 4.14c,f and Fig. 4.16a). For

the large spacing and 20 kHz depth double-well experiment displayed in Fig. 4.13, the final depth

ramp is increased to 10 ms and performed symmetrically.

The goal of the second ramp T2 is to minimize tunneling that occurs before t = 0, while

preserving the ground-state fraction achieved during sideband cooling. The data in Fig. 4.6b affirms

that minimal, though measurable, population transfer occurs before our nominal t = 0. Based on

the data in Fig. 4.14b, we observe that the coherent dynamics are consistent with a small time offset

tcorr = −60 µs, which informs our calculation of the experimental tHOM = 2π/8J + tcorr = 0.42 ms

for 2J/2π = 524 Hz used in later sections. With respect to any heating during the ramps, if we do

the tunneling initiation procedure forward and then in reverse, we do not observe changes in the
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temperature measured via sideband spectroscopy (see Section 4.9). Lastly, we note that the data

in Fig. 4.6b validate assumptions made in later sections that interactions during the ramp can be

neglected, because very little population transfer occurs in this time.

To model the tunneling dynamics during the ramp, we require knowledge of J and ∆ for

the Hamiltonian in Eq. 4.33. Using our calculations of J for an arbitrary double-well formed from

Gaussian potentials, we compute the dynamic depth dependent tunneling during the ramp where

direct measurements of J are not available (since we have not measured the tunneling oscillations

at large depths). Other than when scanning the bias for equalization, we typically operate with

∆ = 0 resonant tunneling. For a horizontal double-well, the control voltage that we apply via the

AOMs to equalize the ground-states in neighboring tweezers is largely independent of the tweezer

depth, excluding possible effects associated with optical aberrations. However, for a vertical double-

well, gravity causes a shift of the left and right well ground-state to which we are sensitive: for

the 808 nm Gaussian spacing between the tweezers, there is a 600 nm spacing between the atoms

corresponding to a 1.3 kHz gravitational shift. Since in the final double-well (at the conclusions

of the ramps) we must correct for this shift, the total energy bias between the ground-states will

change as function of depth since the double-well bias due to the differential AO deflection power

scales with the total power in the tweezers.8 Since we choose a differential AO deflection power

such that there is resonant tunneling in the final trap, tunneling during the ramp is suppressed

both by a decrease in J and the increase in ∆ before the trap reaches its final depth. These effects

are modeled in Figure 4.6.

The primary tunneling experiments we perform involve resonant dynamics and bias scans near

an evolve time of t = π/(2J). As was touched on earlier, the final ramp T2 is not perfectly diabatic

with respect to the tunneling, and as a result some dynamics occur prior to the end of this ramp.

This has the effect of modifying the “spectral” response of the system from what is expected from

8 The control voltage that sets the relative RF power in each tone defining the double-well sets the fractional
difference in the deflection efficiency for each tone. The overall total optical power hitting the AOM times this
fractional bias determines the absolute energy bias. Since we fix the bias voltage, and hence the fractional bias, this
changes as a function of depth.
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Figure 4.7: Dynamics and bias scan including the ramp dynamics for a horizontal double-well of
96 kHz and 808 nm spacing. (a) The dense, red circles correspond to the numerically computed
bias curve for the first half-oscillation. We fit these simulated data to a Lorentzian (dashed red line)
with the model from Eq. 4.34; the ramp-dependent fractional disparity between the fitted γ and
the 2J used in the model is included as a correction when calibrating the bias control. We contrast
the expected spectral response of a two-level system driven with a resonant square-pulse and Rabi
frequency 2J (solid black line). (b) We show the numerically calculated temporal response during
and subsequent to the final ramp for a resonant bias. For a vertical double-well there is a small
(< 2%) reduction in the single particle contrast due to the off-resonant tunneling prior to the final
trap.

a two-level system with detuning ∆ driven by a square-pulse, and, furthermore, modifies the phase

of tunneling oscillations. These behaviors are illustrated in Figure 4.7 for the case of a horizontal

double-well. Importantly, there is relative narrowing of the numerically-computed bias scan profile

with respect to a Lorentzian of 2J , which is a correction we include in our calibration of the bias in

the following sections. We experimentally measure the phase shift of the tunneling dynamics with

respect to our nominal t = 0 at the end of the 5 ms ramp, and this measurement is used when

performing comparisons between the single-particle and two-particle oscillations (see Section 4.7);

the measured dynamics for a vertical double-well also compare favorably to the simulation in

Figure 4.6.
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4.5.2 Single particle tunneling characterization

4.5.2.1 Bias spectroscopy

In Fig. 4.8 we display single-particle tunneling data for a double-well trap with a final single-

well depth of 96(4) kHz and an a = 808 nm gaussian function spacing. In Fig. 4.8a we plot the

likelihood of observing the atom in the left well (PL) as a function of the double-well bias ∆ for

a fixed evolution time of 0.9 ms for the condition of an atom initially imaged on the left (blue) or

on the right (red). We will adopt this convention for single particle experiments through-out this

thesis, but note that we could produce analogous data for PR. To calibrate the bias control voltage

(see Section 2.9.1) to units of energy, we use the measured width of the bias spectrum and compare

it to the frequency of the tunneling oscillations. The modeling in the previous section shows that

the wings of the expected sinc-function are suppressed, due to the lack of diabaticity in ramping

on J . We therefore model the response as simply that of a Lorentzian without the Rabi-wings,

PL = A
(γ)2

∆2 + (γ)2
(4.34)

where γ is the Lorentzian width, and A is a free parameter to account for the finite contrast. We

extract a bias calibration by equating γ and the measured frequency 2J from the on-resonance

tunneling oscillations displayed in Fig. 4.8b, but correcting for the narrowing. We estimate a 15%

systematic uncertainty in ∆ based on a comparison to a method which directly measures the energy

difference ∆ through Ramsey-spectroscopy, discussed below. The disparity could be from the weak

dependence of the tunnel-coupling on ∆ for this double-well configuration. We have also looked at

the contrast and frequency of off-resonant tunneling oscillations, which agree at this same level of

precision with the calibration.

4.5.2.2 Thermal effects on tunneling

We have performed a number of calculations and experiments to understand the effect of finite

temperature on the single particle tunneling. To first order, we verify the necessity of ground-state

preparation to our observation of tunneling: we show in Fig. 4.8c a bias scan over a similar range
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as in Fig. 4.8a (though at lower statistics) without the sideband cooling. The atoms are essentially

completely thermally delocalized between the optical tweezers. This suggests that a thermal oc-

cupation can lead to an offset and contrast reduction in the tunneling oscillations, however, later

measurements presented here rule out this possibility in our experiment (see Section 4.5.2.3).

In Fig. 4.8b, we plot tunneling oscillations out to times that exhibit damping; in this trap

we find a damping τ ≈ 10 ms. Our first hypothesis for the damping was that it was due to

finite temperature effects. However, a full calculation of the three-dimensional potential and the

associated eigenstates reveals that for our 3D temperature we should observe revivals due to the

incoherent sum of frequency components from different motional states. Due to the anharmonicities

in the shallow double-gaussian potential, we must consider the radially and axially coupled motional

eigenstates |n〉 whose sequential splitting is equal to 2Jn, the tunnel-coupling in a given motional

state for the asymptotically separated wells. In other words, the three-dimensional states form

tunnel-coupled doublets (each comprised of states of opposite spatial symmetry), which transform

in the large spacing limit to uncoupled motional eigenstates at the same energy. To model the

thermal population in a double-well, we consider an initial thermal distribution of n̄ = 0.2 in the

three-dimensional eigenstates of the separated wells, which corresponds to near the center of our

spectroscopic estimates of our temperature, and calculate the ensuing dynamics once the tunneling

is initiated. This leads to the plot in Fig. 4.8d, illustrating the expected tunneling response of an

atom in an initial thermal distribution. We have not observed conclusive evidence of such revivals

in our data, and hence we do not believe the dephasing is due to the temperature. If anything, the

spectral purity of the tunneling oscillations is suggestive of highly pure 3D ground-state fraction in

the final double-well system, at the upper end of our error bars from spectroscopy.

4.5.2.3 Verifying the coherence and ground-state nature of the tunneling oscilla-

tions

To verify the quantum nature of the position oscillations we observe, it was necessary to

experimentally rule out some pernicious possibilities. One physical process that could mimic our
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Figure 4.8: Basic characterization of single-particle tunneling in a vertical double-well formed from
optical tweezers for a 808 nm spacing and depth of 96 kHz. (a) For a 0.9 ms tunneling time, we scan
the relative well bias, ∆, and observe the single particle tunneling resonance, symmetrically for an
atom originating from either well. The blue circles (red triangles) correspond to atoms starting
in the left (right) well. The evolution time is set for near full coherent swapping of the atomic
populations in each well. (b) At ∆ = 0, we observe oscillations at 2J in the expectation value of an
atom’s position. For (a,b), for each experimental value (bias or time) the experiment was run 400
times, yielding ∼ 140 single particle measurements for each of the red and the blue data points. (c)
We perform a first order check on the importance of cooling by omitting the sideband cooling stage
while otherwise retaining all the features of the experiment from Figure (a), however, with half the
statistics. (d) We theoretically calculate the expected tunneling dynamics for a 3D ground-state
fraction of n̄ = 0.2 in the full dimensionally-coupled space of the Gaussian double-well for a spacing
of 808 nm and depth of 96 kHz, mirroring the parameters of the experiment.

observations would be a highly excited motional coherent state oscillating in the double-well, barely

aware of the the bump at the bottom of the potential. We would then expect spatial oscillations near

the trap frequency, a large superposition of motional states, and increasing oscillation frequency

with depth. While the frequency of oscillations was not consistent with any of the motional trap

frequencies we expect based on our knowledge of the potential, nor did the oscillation frequency

scale with the depth, we performed a set of experiments demonstrating that the tunneling was
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occurring in the ground-state doublet of the double-well.

To probe the motional state after tunneling, we apply sideband thermometry after allowing

the atom to tunnel for a time near a full spatial swap, i.e. t = π
2J . We examine the motional

state of an atom that started in either the left or right well, and thereby ensure that the process is

symmetric: an atom that starts in the right (left) ground-state, should exhibit a large ground-state

fraction in the left (right) well after the tunneling. This is precisely what is displayed in Figure 4.9,

for both the radial and axial dimensions of the trap. The y-axis of these plots is the product of

the probability that the atom tunneled and that it undergoes a spin-flip at a given spectroscopy

frequency. For all of the data, it is clear that both the fraction that does and does not tunnel

is in the ground-state, which is also evidence that a lack of tunneling near where we expect it to

be maximal (determining the contrast) is not due to thermal fraction. We have also measured

spectroscopy after setting the bias far off resonance to suppress tunneling, thereby testing if the

ramps cause any heating; these measurements are consistent and do not show heating. Therefore,

from these data we can conclude that the tunneling process is transferring coherently quantum

amplitude between states asymptotically connected to the motional ground-states of the separated

optical tweezers, and that process is imperfect (finite contrast, damping) due to effects related to

the coherence of the tunneling itself and not the preparation of the motional states.

The tunneling oscillations provide an indicator of the tunneling coherence, but ultimately this

is only probing the on-diagonals of the atomic density matrix in the {|L〉, |R〉} basis. We perform a

Ramsey interference experiment in this two-dimensional space by applying a pair of “π/2-pulses”

in the tunneling by allowing tunneling for a time t = π
4J , which places the atomic wavepacket in

a superposition of occupying each optical tweezer. Between these resonant tunneling pulses, we

quickly increase the bias |∆| >> J which serves the dual purpose of suppressing the tunneling

during this time t and allowing a relative phase to accrue between the two components of the

superposition. The bias thereby causes the evolution of the superposition state 1√
2

(|L〉+ i|R〉)→
1√
2

(
|L〉+ iei∆t|R〉

)
. Just as in conventional Ramsey spectroscopy, the second π/2 pulse reads out

this evolved phase by mapping it back into the {|L〉, |R〉} populations to yield oscillations such as



119

PL PR

Radial:

Axial:

Spectroscopy axis

6.83080 6.83085 6.83090 6.83095 6.83100 6.83105 6.83110 6.83115
0.0

0.2

0.4

0.6

0.8

1.0

EO Freq (GHz)

P
ro

ba
bi

lit
y

in
F=

1

6.83080 6.83085 6.83090 6.83095 6.83100 6.83105 6.83110 6.83115
0.0

0.2

0.4

0.6

0.8

1.0

EO Freq (GHz)

P
ro

ba
bi

lit
y

in
F=

1

6.83090 6.83092 6.83094 6.83096 6.83098
0.0

0.2

0.4

0.6

0.8

1.0

EO Freq (GHz)

P
ro

ba
bi

lit
y

in
F=

1

6.83090 6.83092 6.83094 6.83096 6.83098
0.0

0.2

0.4

0.6

0.8

1.0

EO Freq (GHz)

P
ro

ba
bi

lit
y

in
F=

1

Figure 4.9: Sideband spectroscopy after resonant tunneling for near a full-swapping time of π/2J ,
in a horizontal double-well of depth 26 kHz and 918 nm spacing. We perform radial (first row) and
axial (second row) spectroscopy after the tunneling procedure, and perform the standard resonant
push-out to readout the spin populations. The y-axes on these plots should be interpreted as
the product of the final well probability (indicated by the second image atom location) and the
probability of being in F = 1 (i.e. surviving the resonant push-out). The sum of PL and PR for data
of the same color corresponds to the overall sideband-specotrscopy transfer at a given frequency,
and is consistent with sideband spectroscopy plots without the tunneling occurring prior. The first
column (second column) corresponds to the probability of observing the atom on the left PL (right
PR). For all of the plots, the red (blue) correspond to runs in which the first image showed the
atom on the right (left). The flipping of the blue and red peaks between the figures in each row is
because if an atom start on the left (right), it is more likely to be on the right (left). The increased
offset in the radial data is because we were not using our improved push-out procedure in these
data, and the Rabi frequency of the radial spectroscopy Raman beams was slightly too high.

those in Figure 4.10. The oscillation frequency should be equal to the applied bias, and we find

agreement at the 15% level with the calibration technique discussed earlier. While the tunneling

oscillation damping could result both from fluctuations in J and ∆, the damping observed here can

only result from fluctuations in the bias.9 Furthermore, the relative increase in the damping time

9 In principle, spontaneous emission could also cause decoherence, but this would effect both tunneling and Ramsey



120

9.0 9.1 9.2 9.3 9.4
0.0

0.2

0.4

0.6

0.8

1.0

Bias (V)

P
ro

ba
bi

lit
y

to
tu

nn
el

or
st

ay

8.4 8.5 8.6 8.7 8.8
0.0

0.2

0.4

0.6

0.8

1.0

Bias (V)

P
ro

ba
bi

lit
y

to
tu

nn
el

or
st

ay

0 5 10 15
0.0

0.2

0.4

0.6

0.8

1.0

Evolve time (ms)

P L
ef

t

0.0 0.5 1.0 1.5 2.0 2.5
0.0

0.2

0.4

0.6

0.8

1.0

Evolve time (ms)

P L
ef

t

(a) (b)

(c) (d)

Evolve bias = 9.35 V
Evolve bias = 9.4 V

Evolve bias = 8.8 V

Depth 20(1) kHz, horizontal spacing 918 nm:

Depth 96(4) kHz, vertical spacing 808 nm:

Figure 4.10: Bias spectra and Ramsey spectroscopy. In the first row, we show a bias spectrum
(a) and Ramsey dynamics (b) for a vertical double-well of 96 kHz and 808 nm spacing. Using the
measured 2J of 500 Hz (mean of a number of a measurements) and the bias spectrum width, we
compute the expected volts to energy bias calibration. For the 9.35V (9.4V) bias and correcting
for the narrowing due to the quasi-adiabaticity, we measure 1.18(3) kHz (1.69(3) kHz) and predict
1.03 kHz (1.4 kHz) according to the calibration. In the second row, we show a bias spectrum (c)
and Ramsey dynamics (d) for a horizontal double-well of 20(1) kHz and 808 nm spacing. Using
the measured 2J of 179(1) Hz and the bias width of (c), we expect for the Ramsey dynamics (d)
a frequency of 0.52 kHz and measure 0.55 kHz. The nearness of the widths of the bias spectra
here in units of volts is incidental: the bias calibration scales proportionally and inversely with the
tunneling and the depth, respectively, and each change by a similar amount.

by going from a deeper to shallower trap double-well indicates a dependence on the tweezer depth,

which we explore more thoroughly in next section.

equally. Therefore, the fact that we observe this degree of change in the damping timescale indicates that this is not
a dominant effect.
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4.5.2.4 Mapping out the contrast and dephasing dependences in vertical and

horizontal double wells

We demonstrate in Fig. 4.11a,b the two-dimensional space of spacing a and depth V0 with

which we can tune the measured the tunnel coupling J (half the measured oscillation frequency).

In Fig. 4.11a, we observe in accordance with theory that the tunneling changes rapidly with the

spacing. The solid line is a 3D calculated expectation for an ideal gaussian beam of waist w0 =

707 nm and a single-well depth of 96 kHz; the waist used corresponds to the outcome of a least-

squares fit, which agrees closely with our independently measured waist of w0 = 710(10) nm. The

depths and spacing used are according to the characterizations in Section 2.8.2 and Section 2.9.2,

indicating our absolute knowledge of the trap parameters. The tunneling dependence on depth

exhibits disagreement at the 10% level with the theoretical expectation according to both the 1D and

3D calculations, both of which we show to emphasize the similarity between the two calculations.

For this parameter range of depth and spacing, these scans exhaust the range over which the atoms

are localized (i.e. oscillate between localized states) and there is appreciable tunneling contrast; at

the lower end of the spacing and depth range we increasingly observe that the atom position does

not oscillate and has split probability between the wells. This is presumably due to the ground-

states becoming delocalized. We have also, however, explored vertical and horizontal double-wells

at significantly larger spacing and shallower depth, an example of which is shown below.

We have mapped out the contrast and decay of the tunneling oscillations as a function of

the trap depth and tunneling magnitude, which we have determined to be the dominant factors

that determine the quality of the tunneling. Fluctuations in J or ∆ are the primary possible

culprits that could influence the tunneling behavior. Our primary hypothesis is that the contrast

and damping of the tunneling oscillations in a particular trap come from fluctuations in the energy

bias. We assume that we have fixed fractional fluctuations, which could arise, for example, from

fluctuations in the relative AO deflection efficiency for the two frequencies that define the double

well, or from stray reflections interfering with the main trap. For both of these cases, the magnitude



122

60 80 100 120 140
0.25

0.30

0.35

0.40

0.45

0.50

Tweezer Depth (kHz)

M
ea

n
vi

a
po

in
ts

0 1 2 3 4 5 6 7
0.0

0.2

0.4

0.6

0.8

1.0

Time (ms)

P L
ef

t

0 1 2 3 4 5 6 7
0.0

0.2

0.4

0.6

0.8

1.0

Time (ms)

P L
ef

t

800 805 810 815 820 825

0.15

0.20

0.25

0.30

0.35

Gaussian spacing (nm)

J/
(2

)(
kH

z)

(a)

(b) (d)

(c) (e)

(f )

60 80 100 120 140
0.15

0.20

0.25

0.30

0.35

Tweezer depth (kHz)

J/
(2

)(
kH

z)

60 80 100 120 140
0

5

10

15

Tweezer depth (kHz)

N
um

be
ro

fo
sc

ill
at

io
ns

60 80 100 120 140
6

8

10

12

14

Tweezer depth (kHz)

D
ec

ay
tim

e
(m

s)

60 80 100 120 140
0.5

0.6

0.7

0.8

0.9

1.0

Tweezer Depth (kHz)

C
on

tra
st

Figure 4.11: Tunneling dependences. (a) Measured tunneling J as a function of the double-well
spacing for a vertical double-well of 96(4) kHz. The solid line is a theoretical expectation using
the full 3D calculation of the potential (see text). (b) Measured tunneling J as a function for
a vertical double-well of 808 nm spacing. The solid line is the full calculated dependence as in
(a), while the green dashed line is the 1D calculation by simply Fourier transforming the potential
and solving the Schrodinger equation in a truncated momentum basis; these differ by a very small
degree, indicating the predominantly separable nature of the potential. (c,e) Tunneling dynamics
for a depth of 71(3) kHz and 142(6) kHz, respectively, and a 808 nm spacing. (d) Mean of the
oscillation data points as a function of the tweezer depth. The mean gives an indication of the
degree to which the tunneling is off-resonant due to the bias fluctuations. The solid-line green line
is the model discussed in the text, and we find decent agreement. At sufficiently low depth, the
mean of the data approaches the ideal value of 0.5 but corrected for loss, which is 0.48. The inset
shows the fitted amplitude, which is influenced by both the preparation and this stability of the
bias, and it shows a similar trend to the mean data. (f) Number of oscillations observed in the
tunneling dynamics, which is computed to be 2J · τ compared with the theoretical model from the
text. We find not amazing model agreement with respect to the dephasing, particularly at small
depths; this may indicate other dephasing mechanisms become dominant. Because we took much
of the oscillation data on a similar time scale, the error in the fitted τ for the slow J data goes
up to 30%, while for the faster J data it is around 10%. I omitted them from the figure for this
reason. The inset shows the just the fitted τ . For both (d,f), I have circled the data points that
correspond to the oscillation scans (c,e) with a solid and dashed line, respectively.

of the fluctuations in units of energy will scale with the overall tweezer depth V0. The absolute

magnitude of these fluctuations compared to the tunneling energy will determine the damping and

mean of the oscillations. This latter symptom is important to our hypothesis of the character of

the fluctuations: for fluctuations in J we would only anticipate damping, while fluctuations in ∆

bound the peak value of the oscillations (i.e. PL for an atom starting on the right) such that the
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Figure 4.12: Comparing fixed spacing and fixed depth data. We show the variation of the mean of
the data from the data in Figure 4.11a plotted against the measured tunneling (green), as well as the
Figure 4.11d plotted against the measured tunneling as opposed to the depth (black). Therefore,
the green (black) data corresponds to fixed depth and varied spacing (fixed spacing and varied
depth) as a function of measured 2J. Though there is scatter, the disparity between the two plots,
particularly the faster drop off in the varied depth data, corroborates the hypothesis that both the
depth and the tunneling inform the mean of the data. Furthermore, we compare the green data to
the model (solid green line) discussed in the text, where here the depth is fixed and the fractional
fluctuations are, as above, 0.17%. We find decent agreement.

mean of data, as well as the contrast of the oscillations, is reduced.

We test this hypothesis by constructing a simple noise model to understand the effect of

fluctuations. We assume that the experimental fluctuations yield a temporally inhomogeneous,

Gaussian distribution in ∆ with spread σ = ∆fracV0. We are interested in extracting ∆frac, which

phenomenologically describes the fractional fluctuations. We then model the double-well evolution

using the solutions of the simple Hamiltonian Heff in Eq. 4.33 and assuming completely diabatic

turn on of J ,10

PL(t,∆) =
1

2

(2Jmeas.)
2

∆2 + (2Jmeas.)2

(
1− cos

(√
∆2 + (2Jmeas.)2t

))
, (4.35)

where Jmeas. corresponds to the measured value of J for a given depth, and ∆ we average over to

simulate the noise in the dynamics for a given V0 and ∆frac. To extract the modeled quantities

10 The narrowing due to quasi-diabaticity should inform these dynamics, but for the approximate nature of this
modeling we exclude these effects since it would require modeling the narrowing for each ramp.
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we wish to compare to experiment, which are primarily the oscillation mean and dephasing, we

determine the average dynamics by computing numerically the integral,

P avg.
L (t) =

1

(2π)1/2σ

∫ ∞

−∞
e−

∆2

2σ2 PL(t,∆)d∆. (4.36)

Using the result of this noise model, P avg.
L (t), we fit the simulated data to extract the mean11 , the

dephasing time, and oscillation contrast according with the fit model,

PL(t) =
A

2

(
1− e−t/τ cos(2Jt)

)
+ k, (4.37)

where τ is the dephasing time, A the oscillation contrast, and k an oscillation offset above zero.

We use this model to fit the experimental data as well. Including the effect of single particle loss in

the experiment, we find favorable agreement between our observed reduction (examples of which

are shown in Figure 4.11c,e) in the mean (k + A/2) and simulated reduction for a ∆frac of 0.17%,

which is displayed in Figure 4.11d. At large depths this model appears to approach the observed

dephasing times, though it appears that the damping is limited by other mechanisms as well for

smaller depths. In Figure 4.12, we compare the behavior of the mean of the data for fixed spacing

(as in Figure 4.11d) versus fixed depth, as a function of the tunneling. For fixed-spacing and

varied depth, we expect that the mean drops faster because the tunneling is decreasing while the

absolute bias fluctuations are increasing as the depth is increased. Conversely, for fixed depth and

varied spacing, we expected that the mean drops only because of the tunneling decreasing since

the absolute bias fluctuations are fixed. Indeed, over the range of data shown, the fixed depth

data changes more slowly than the spacing-fixed data. Using the same fractional fluctuations of of

0.17% and here a 96 kHz depth for the model, we observe decent agreement with the fixed-depth,

varied-spacing data although the experimental error bars leave something to be desired. Lastly,

if we fit the Ramsey oscillation data from Figure 4.10b to a sinusoid with Gaussian decay (the

expected decay response for Gaussian frequency fluctuations)12 , we extract frequency fluctuations

11 For the measured data, we use the mean of the data points.
12 For historical reasons, we used the decay model of Eq. 4.39, but for Gaussian frequency distributions, the Fourier

transform has Gaussian temporal decay.
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σ = 150(30) Hz, implying a consistent ∆frac = 0.15(3)% with the tunneling data from Figure 4.11

and Figure 4.12.

Focusing back on varied depth data, while the saturation of the mean near the ideal value

suggests that the fluctuations in the final trap are no longer relevant for depths below 100 kHz, we

do observe nevertheless that the contrast is still between 0.75-0.85, as indicated by the oscillation

the data in Figure 4.11c and the inset of Figure 4.11d. This implies that the fluctuations in the

final trap are not limiting the final contrast once we are at traps depths below 100 kHz for this

spacing and hence range of tunneling (see Figure 4.13). One possible mechanism for this behavior

is dephasing during the tunneling before t = 0, which occurs in the deeper traps for which we

already know decoherence occurs according to the measurements presented here. If the tunneling

that occurs before t = 0 dephases, it will contribute the offset k to the data, thereby limiting the

oscillation contrast to C = 1− 2k < 1. We do observe an offset in the data in shallower traps that

appears to decrease in the deeper traps, as would be expected for this mechanism since less tunneling

occurs before t = 0 when the trap is deeper. Our error bars on these fitted values of the offset,

however, are too large (fractionally greater than 50%) to draw any conclusions. A possible test of

whether this is indeed determining the final contrast would be to measure the tunneling contrast

by initiating the tunneling via sweeping the traps together as opposed to dropping the depth; we

avoided this approach since we were concerned that thermal effects in the AO are enhanced close

to when these ramps occur. Nevertheless, it could reduce the amount of tunneling that occurs

before the final trap since the tunneling changes so rapidly with the spacing, and, furthermore,

the fraction of tunneling that does occur would occur in the final trap depth in which contrast

reduction is diminished. Initial attempts of this did not show an improvement, but these were

conducted before we had optimized the setup and therefore it is worth revisiting.

In conclusion, we have some instabilities in our double-well that in certain respects are con-

sistent with bias fluctuations at the ∼ 0.2% level. A short-term goal is to incorporate incoherent

light for the tweezer light, which could mitigate fluctuating interferences from weak reflections in

the setup. In particular, reflections at the 10−6 level could interfere with the main spot to produce
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Figure 4.13: Large-spacing, shallow trap tunneling. We have explored a large range of double-well
potentials, and, as expected given the model, we observe that the damping drastically improves as
we go to very shallow depths, even though the tunneling rate has been reduced significantly. The
fit gives a τ = 110(20) ms, while from the model in the text we would expect a damping time of 125
ms using the measured 2J and depth of 20 kHz. The fitted amplitude, however, is 0.75(5) while we
would expect from the model 0.99. This points to other mechanisms limiting the contrast as well,
which are discussed in the text.

the magnitude of fluctuations (10−3) indicated by the characterization in this section. In any case,

further investigation of the origin of the fluctuations is still necessary, but these have not precluded

the HOM effect investigations I will discuss shortly.

4.6 On-site interaction energy

The prior sections describe our characterization of single atoms tunneling in the double-well

potential. The other important parameter is the interaction energy U between two particles in the

same well, to which we lacked direct experimental access in these experiments. In our experiment

we determine the on-site interaction energy by using independent knowledge of our trap parameters

(well depths, Gaussian center spacing, and the effective Gaussian waist) as inputs to the theoretical

calculations for the full 3D potential, our understanding of which is corroborated by the theoretical

agreement with our tunneling observations. For the contact interactions experienced by 87Rb atoms
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in the HOM experiments, the interaction U can be expressed,

U =
4π~2as
m

∫
d~r |ψL (~r)|4 , (4.38)

where as is the background atomic scattering length, and ψL is the ground-state localized wave

function in the left optical tweezer, which is formed from the even or odd superposition of the

states comprising the tunnel-coupled doublet. We chose the left-well wave function simply for

explanatory purposes, and the right-well localized wave-function yields the same U . Propagating the

uncertainties in the trap parameters, as described in Sec. 2.8.2 and Sec. 2.9.2, we find the uncertainty

in the predicted U . Due to the extreme sensitivity of J to trap parameters we can predict U

with less uncertainty than an equivalent prediction of J . The values of U/J presented use the

measured J (and associated statistical uncertainty from the oscillation measurement) and calculated

U to generate our best determination of U/J in each of the double-well traps studied. Later

measurements of spin-exchange oscillations, presented in Chapter 5, experimentally demonstrate

the accuracy of these calculations, and affirm theoretically that the interactions present between

the atoms do not inform the HOM interference we observe.

4.7 Dynamical Hong-Ou-Mandel interference of two atoms

In Figure 4.14, we display our observation of dynamical Hong-Ou-Mandel interference of

single atoms. For these experiments we use two different double-well configurations in order to

verify the invariance of our observations to the exact values of J and U . For each configuration,

we scan the evolve time and run the experiment for 400 repetitions at each time. Each repetition

yields randomly an experiment with an atom starting on the left, the right, an atom in each well,

or no atoms. The first two cases correspond to the data in Figure 4.14b,c, and the two particle

experiments correspond to the data in Figure 4.14e,f. While the two-particle data contain our

observation of HOM interference, the single particle data benchmark our conclusions. For the

characterization of the tunneling oscillations, the single-particle tunneling data are fit with the
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model,

P (t) =
A

2
(1− cos(2Jt− φ)) + k. (4.39)

For the case of fitting the two-particle data, the only difference is that 2J is replaced with 4J . This

modeling is akin to the earlier fits discussed in this chapter except we exclude the dephasing term

since over the time scales explored here we do not observe significant dephasing.

4.7.1 Single atom beam splitter formed by optical tweezers

We first assess the resonant single-particle tunneling, yielding the tunable beam splitter

dynamics evidenced in Figure 4.14b,c with which we can observe two-particle interference. A fit to

the data in Figure 4.14b reveals J/2π = 262(4) Hz; Figure 4.14c shows data in which J is increased

to 348(4) Hz. Along with the systematics discussed in prior sections, part of the finite contrast of

the oscillations is due to atom loss from background collisions; in the atomic HOM data the loss

probability (Ploss) ranges from 0.03 to 0.05 and is known precisely for each experiment by taking

the sum of P iL and P iR (Figs. 4.14b,c gray regions). Within a given experiment, these loss numbers

vary fractionally by less than 10% (i.e. absolute less than 0.5%). As will be discussed, primarily

significant are the times indicated by the dashed green lines, at which an atom that has started in

either well has been placed in an equal superposition of being in each tweezer.

4.7.2 Ideal two-atom quantum interference via tunneling dynamics

Before examining the two-particle data, we first consider the theoretical expectation for an

equivalent dynamical experiment starting with two particles, one atom in each well. For perfect

cooling and spin preparation of the isolated atoms, all degrees of freedom besides their position

(left or right) will have been made the same, i.e. we know there is a particle in the left well and

there is a particle in the right well, but we cannot associate any additional label to the particles.

The bosonic atoms will then, necessarily, occupy the spatially symmetric |S〉 state, comprised

of orthogonal spatial wave-functions that are coupled by the tunneling. For poor cooling or spin

preparation, the atoms can be distinguished by a degree of freedom other than their position; hence,
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Figure 4.14: Single and two-particle tunneling. (a) Experimental overview. While the tweezers
are 23(1) MHz deep, the atom is imaged, cooled and optically pumped to | ↑〉. For tunneling
experiments, the tweezers are swept together such that the two gaussian functions are defined with
an offset of ≈ 800 nm (resulting in double-well minima spaced by ≈ 600 nm), and the total trap
intensity is dropped by a large factor, resulting in a single-well depth of either 96 kHz or 60 kHz. (b)
Resonant tunneling oscillations at 2J for a 808 nm gaussian function spacing and a 96 kHz depth.

Blue circles (red triangles) are the expectation value P
1(2)
L for finding an atom in the left well given

an initial single atom in the left (right) well. The gray shaded region indicates the contribution
from atom loss Ploss. (c) Same as [b] except with a 805 nm gaussian function spacing and a depth
of 60 kHz. (d) Idealized two-particle tunneling dynamics. Expectation for P11(t) for dynamics
initiated at t = 0 and in the symmetric spatial state |S〉, the distinguishable states |ψ±〉, and the
anti-symmetric state |A〉. The dashed green lines mark the locations of tHOM. (e) Measured two-
particle dynamics during the same experimental sequence as [b]. Likelihood to measure exactly
one atom in each well (P11) for the initial condition in which an atom is prepared in each well
(black squares). Distinguishable expectation Pdist as determined from the single-particle data in
[b] (purple circles). The gray shaded region above the dashed black line indicates the expected
reduction from atom loss. (f) Same as [e] except here we realize a larger value of J and smaller
value of U (see text) using the double-well parameters of [c]. tHOM for the experimental data is
affected by a phase shift due to a small amount of tunneling before the nominal final trap is reached;
this effect is larger for faster tunneling. In all plots, the shaded regions are the 95% confidence
interval for a sinusoidal fit. The error bars are the standard error in the measurement; each black
data point is the mean of ≈ 140 measurements, and each red or blue data point is the mean of
≈ 100 measurements.

the atoms can anti-symmetrize in the additional degree of freedom, motional state or spin, and in

turn have a projection onto the anti-symmetric spatial state |A〉 ≡ 1√
2
(|L〉1|R〉2 − |R〉1|L〉2). The

bosonic state can then be written as a mixture of the states |ψ±〉 = 1√
2
(|S〉|χ+〉 ± |A〉|χ−〉), where

|χ±〉 = 1√
2
(|χ〉1|χ̄〉2 ± |χ̄〉1|χ〉2) and {χ, χ̄} describe the other degree of freedom such as motional

state {n, n′} or spin {↑, ↓}. Two atoms in either of the |ψ±〉 states are distinguishable according

to the discussion in Section 4.2.7 because the additional degree of freedom {χ, χ̄} is uniquely
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correlated with the atoms’ positions and invariant13 with respect to the Hamiltonian: For the

|ψ+〉 (|ψ−〉) state, the atom on the left is in state |χ〉 (|χ̄〉) and the atom on the right is in state

|χ̄〉 (|χ〉). The ability to measure two-atom indistinguishability arises from the different dynamics

exhibited in the symmetric and anti-symmetric cases. The symmetric spatial state dynamically

evolves as |S〉 → |S〉 cos(2Jt) + i√
2
(|L〉1|L〉2 + |R〉1|R〉2) sin(2Jt). The anti-symmetric state |A〉

undergoes destructive interference that prevents the two bosons from being in the same well, and

hence displays no tunneling dynamics. This is precisely the wave function occupied by identical

fermions, and hence the destructive interference could be equivalently interpreted as a consequence

of the Pauli-exclusion principle.

In Figure 4.14d we show the expected ideal dynamics for the distinguishable (purple) and

indistinguishable (black) cases; we emphasize that t is the time the atom spends tunneling. We

consider the observable P11(t), which is the likelihood to measure the atoms in separate wells as

a function of time spent tunneling, and is directly analogous to looking at coincidence counts on

a pair of photon detectors. The symmetric state |S〉 yields unity contrast oscillations of P11(t),

whereas |A〉 yields a time-independent P11(t) = 1. Hence, the distinguishable states |ψ±〉 result in

a P11(t) that is the average of these dynamics, and as such does not attain a value below 0.5. The

tunneling between the wells yields an effective atom beam splitter where t varies the reflection and

transmission coefficients. Of particular importance are the times tHOM = 2π/8J and odd multiples

thereof (green dashed lines). At t = tHOM, the tunneling realizes a balanced atom beam splitter

according to the transformations |L〉 → 1√
2
(|L〉+i|R〉) and |R〉 → 1√

2
(|R〉 + i|L〉). Accordingly, for

the |S〉 state, P11(tHOM) vanishes equivalent to indistinguishable photons incident on separate ports

of a balanced beam splitter in the original HOM experiment: at these times, experimentally we have

the mode-entangled two-particle state |+〉 = i√
2

(|L〉1|L〉2 + |R〉1|R〉2)). However, distinguishable

atoms, like distinguishable photons, will yield P11 = 0.5 when equally beamsplit, and only partial

amplitude in the state |+〉 when tracing over the distinguishing degree of freedom. As will be

13 Invariant in the sense that the quantum numbers associated with {χ, χ̄}, whether they be the spin state or the
axial motional state, are unchanged during evolution under the tunneling Hamiltonian.
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discussed, because we cannot directly detect two-particles in the same optical tweezer, which is

dictated by |+〉, we will focus on the measurable P11 in discerning indistinguishability driven HOM

intererence.

4.7.3 Observation of the atomic HOM effect via two-particle tunneling dynamics

In Figure 4.14e, we experimentally investigate the population dynamics observed with two

particles. We plot P11(t) for cases in which the stochastic loading results in two atoms, one in each

well (black squares). During the 25 ms to 50 ms imaging time, due to light-assisted atomic collisions

we observe signal corresponding to either zero or one atom [3, 11, 2] as discussed in Section 2.7.3.

P11 is determined by the distinct experimental signature in which the final image indicates one

atom in each tweezer. However, we expect that when P11(t) is minimal, the likelihood of the atoms

being on the same tweezer, P20 or P02, is maximized. If the experiment yields two atoms in one

well, the experimental signature is not unique: this is manifest by final images that yield zero

atoms, or in some cases one atom in a single well. These latter “two-to-one” events are illustrated

in Figure 4.15. Since we cannot distinguish two-to-one events, which inform our observation of

HOM interference, from single-particle loss during a two-particle experiment, we keep such events

in our analysis of P11. To accurately interpret P11, therefore, we take into account signal depletion

due to the single-particle loss described earlier (Ploss). This effect reduces the maximum value that

can be achieved by the measured P11 to (1 − Ploss)
2 (gray region above the black dashed line in

Figure 4.14e,f indicates the loss contribution), and correspondingly modifies the distinguishable

lower bound on P11(t) ≥ (1− Ploss)
2/2 in analogy to the ideal 0.5 from above. Nevertheless, if one

were to throw out the (meaningful) data associated with two-to-one events, the HOM interference

that I will now discuss is statistically significant to 4.1σ; including these data, therefore, is not

essential to our observations.14

14 The apparent reduction in the statistical significance is because we are throwing out data associated with the
HOM interference events, namely, times when we have created a relative preponderance of the 1√

2
(|2, 0〉+ |0, 2〉).

And, as expected, the degree to which the statistical significance is reduced (1/3) corresponds closely to the fraction
with which these two-to-one events occur.
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Figure 4.15: Two-to-one events during imaging. P11 is defined by the case in which both images
indicate one atom in each well. We can study the two-to-one events we observe and confirm that
they are a signature of two atoms on a single well, by looking at the anti-correlated nature of
these events with respect to P11(t). As shown (note, this is the data from Figure 4.14e), we find
that in our experiments we see an increase in two-to-one events (green) when P11(t) (black) is
minimal, i.e. when the likelihood of finding two atoms on the same tweezer is maximal. Using
the calibrated single atom loss, we conclude from these data that 29(4)% of the time a two-to-one
event occurs when the data is analyzed at tHOM (minimum of P11) and a consistent value of 22(5)%
when the data is analyzed at the maximum of P11. We also can directly measure two-to-one events
by carrying out a separate experiment in which we combine two traps each with a single atom
to deterministically start with two atoms in a single trap. In this experiment we find 26(2)% of
the time a two-to-one event occurs. While these findings are in contrast to many optical lattice
experiments in which pure parity imaging is observed [11, 2], other optical tweezers experiments
have observed similar phenomena [12].

We extract the presence of indistinguishability in the data in Figure 4.14e,f through the

size of the oscillation contrast of the two-particle tunneling. Our goal is to compare P11(t) from

our two-particle measurement to that of a theoretical expectation for distinguishable atoms in an

uncorrelated state, which we refer to as Pdist(t). Pdist at any time can be calculated directly from

corresponding single-particle data via Pdist = P 1
LP

2
R + P 1

RP
2
L (purple circles in Fig. 4.14e). To

reiterate, P
1(2)
L corresponds to measuring an atom in the left well when an atom starts in the left

(right) well, i.e. the blue (red) data of Fig. 4.14b, and P
1(2)
R is the corresponding information for

measuring an atom in the right well. For distinguishable particles in an unentangled state, we

expect at any given time the two-particle behavior to be equivalent to flipping two-independent

coins representing each atom, each weighted by the measured single-particle data; this description
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is formalized in Section A.1.1.1. A calculation of Pdist, furthermore, directly from the single-particle

points inherently contains both loss and finite single-particle contrast. For example, Pdist(tHOM)

reaches a value consistent with (1 − Ploss)
2/2, and the amplitude of Pdist(t) is consistent with the

expectation of one half the product of the single-particle contrasts (see Appendix, Section A.1.1.1).

We can compare the amplitude of oscillation for the distinguishable expectation (purple circles) to

our two-particle measurement (black squares). We find these values differ by 6σ (see Appendix,

Section B for discussion of statistical analysis): APdist
= 0.282(12) and AP11 = 0.46(2).

A full treatment of the observed P11(t) must also consider potential effects of interactions

between the atoms. In many experiments with atoms in optical lattices the on-site interaction

energy U is the dominant scale [129, 132]; however, we intentionally operate in a regime where U

is smaller than J . For the data shown in Fig. 4.14e, U = 0.44(4)J . In Figure 4.14f we demonstrate

a similar HOM signature for experimental conditions of even smaller relative interaction U =

0.22(2)J , with measurements AP11 = 0.48(2) and APdist
= 0.306(18). The similarity of these results

to those in Figure 4.14e suggests that interactions are not a relevant scale in either experiment.

Nevertheless, we also theoretically analyze whether interactions between distinguishable atoms

could mimic the HOM signal. For the two-particle initial conditions expected in our experiment, the

interaction energy shift suppresses two-particle tunneling regardless of distinguishability, and hence

the theoretical expectation for APdist
decreases with increasing interactions. In the implausible case

that the particles initially have specific coherences (see Appendix, Section A.1.1.2 and Figure A.2),

APdist
can be larger and Pdist(t) can reach a lower minimum value. Even in this unlikely circumstance

our data are statistically different from this interacting distinguishable case (see Figure A.2 and

surrounding discussion). Another independent piece of evidence that the HOM interference we

observe arises due to quantum statistics and not atom interactions comes from the studies presented

below. In these experiments we vary the two-particle spin state and observe the HOM interference

vanish, while this variation of the two-particle spin state only changes the interactions by at most

5% [133]. Therefore, the behavior we observe cannot be attributed to interactions between the

particles influencing P11(t).
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Lastly, we have observed the same violations in P11(t) of the expectation for distinguishable

particles for double-wells oriented horizontally, and for a depth (spacing) five times shallower (∼

10% larger). This implies that these observations are independent of the details of the double-well

and dynamics during the ramp. The latter is changed due to the relative shallowness and spacing

of the final traps, the time scale of the final ramp (10 ms instead of 5 ms), and the absence of

a gravitational shift. After making assumptions about the character of the initial single particle

density matrices, we can also conjecture an expression for the two-particle oscillation contrast that

includes the effect of finite tunneling contrast and temperature. We find good agreement with

this expression: see appendix A for this discussion as well a table summarizing our observations

(Table A.1).

4.8 Tuning the distinguishability

We now focus on experiments in which we fix the tunneling time at tHOM, where P11 reaches

a value that we refer to as PHOM. While so far we have focused on comparisons of the oscilla-

tion contrast of P11(t) and Pdist(t), our observation of HOM interference can also be discussed in

terms of the disparity between these two quantities at times near tHOM (see Section A.1.1.1). The

agreement between P11(t) and Pdist(t) at times far away from tHOM affirm that classical effects

associated with single-particle loss and finite-single particle tunneling contrast are manifest as ex-

pected in P11(t). Their disparity, however, near tHOM affirms the non-classicality of the physics, the

influence of quantum-mechanical indistinguishability in our data. The observations so far, there-

fore, can be summarized as tuning the reflection and transmission ports of an atom-beam splitter

between being balanced and imbalanced, and thereby adjusting the degree of quantum interference

experimentally produced. However, by now studying the behavior of PHOM, we explore specifically

the times at which we have produced a balanced beam splitter, and can more closely reproduce

the original photonic HOM experiment. In that case, the two-photon interference was manifest as

the distinguishability of the photons was tuned via their wave packet overlap on the beam splitter,

as discussed in Section 4.1. Accordingly, we can observe an atomic “HOM dip” as the indistin-



135

guishability of the atoms is varied. In particular, we vary the two-particle spin state and the 3D

motional ground-state fraction to introduce distinguishing spin or motional degrees of freedom, and

observe the non-classical behavior vanish and be restored as we modulate the presence of atomic

indistinguishability.

The three experimental methods we employ to vary the two-atom distinguishability are dis-

played in Figure 4.16. For each measurement, we plot both our observed P11(tHOM) (black) as

well as Pdist(tHOM) (purple) from the single particle measurements. On each plot, we also have a

dashed black line at the calibrated position (1 − Ploss)
2/2, where Ploss is also measured from the

single particle data for each data plot. For distinguishable particles, the minimum value of P11(t)

should occur at tHOM and reach this value of (1 − Ploss)
2/2. The correspondence between this

latter quantity and Pdist(tHOM) for the entirety of all three of these sets affirms that the manner

by which we introduce distinguishability in each experiment does not disturb the single-particle

tunneling; the beam splitter operation is sound and it is only the two-particle distinguishability

that influences the observed P11(tHOM). This statement, however, is contingent on the tunneling

being symmetric15 between the wells (P iL, P
i
R ∼ (1 − Ploss)/2 = 0.48), which indeed we observe

from the single particle data in all of the measurements at the ±0.05 level (see Table 4.1), with the

exception of the range of data noted in the axial cooling variation.

4.8.1 Varying the two-particle distinguishability via the spin degree of freedom

We start by studying the dependence of PHOM on the relative spin state of the two atoms

using two distinct methods. In the first method, after cooling the atoms, we apply a variable-length

microwave pulse that couples the |↑〉 and |↓〉 spin states in only the right well (see Section 2.12.2).

This is accomplished by shifting the transition in the left well out of resonance using a circularly-

polarized, tightly focused laser spot. Upon π rotation of this spin, the atoms become distinguishable,

and we expect the HOM dip to disappear. The observed dependence on the microwave pulse area

15 For example, if the tunneling is not symmetric, one could imagine a situation in which an atom that starts
on the left has split probability between each well, while an atom which starts on the right has unity likelihood of
remaining in the right well. This yields a Pdist = (1− Ploss)

2/2, even though the tunneling is clearly not realizing a
balanced beam splitter.
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Figure 4.16: The HOM effect observed by varying atom distinguishability. In all plots the black
squares are P11(tHOM)=PHOM, the purple circles are the expectation for distinguishable particles
calculated directly from the single-atom tunneling (Pdist(tHOM)), and the dashed black line marks
(1− Ploss)

2/2. (a) Before tunneling we apply a microwave drive that couples |↑〉 and |↓〉 for one of
the atoms in a two-particle experiment. In the trap where J/2π = 348 Hz the tunneling time is
fixed at t = 0.99 ms (second realization of tHOM). (b) Before tunneling we apply a global coherent
drive of varied pulse area to couple |↑〉 and |↓〉 and then allow for decoherence. In the trap where
J/2π = 262 Hz the tunneling time is fixed at t = 0.45 ms. In (a) and (b) the solid line and shaded
band are sinusoidal fits and the associated 95% confidence interval. (c) HOM dip dependence on
cooling. We vary the detuning (δCool) of the cooling beams of motion along the z-axis. In the trap
where J = 262 Hz the tunneling time is fixed at t = 0.45 ms. The two shaded regions correspond
to frequency ranges of efficient (1st sideband) and less efficient (2nd sideband) cooling. For all
plots, each black data point is the average of ≈ 360 measurements, and each set of measurements
corresponding to a purple point is the average of ≈ 240 measurements. All error bars are the
standard error in the measurement.
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is shown in Figure 4.16a; for comparison we show that Pdist, from the single-particle measurements,

remains constant (purple circles).16 We study multiple spin rotations to show that the HOM effect

is recovered after a 2π rotation, indicating that the light-shifting procedure is not heating the atoms

or introducing distinguishability independent of the microwave pulses. We find the frequency of

oscillation of PHOM is 32.6(6) kHz, which is in agreement with the measured microwave Rabi

frequency of 32.05(18) kHz. The displayed fit to the data determines Pmin
HOM = 0.314(14), and the

amplitude of the variation in PHOM is 0.15(2). Taking into account the spin rotation fidelity (for a

square pulse) we expect an amplitude of 0.84((1−Ploss)
2/2−Pmin

HOM) = 0.130(13), which is consistent

with the measured value.

In the second spin study (Figure 4.16b), we simultaneously couple the |↑〉 and |↓〉 spin states of

atoms in both wells using a pair of Raman beams. This global rotation avoids any systematic effects

that might be introduced by single-site addressing, ensuring the inherently asymmetric process does

not itself introduce a history that distinguishes the atoms. During the time (25 ms) between the

Raman pulse and the tunneling, the atoms lose their spin coherence, and hence the spin state of

each atom is in an incoherent mixture. For common mode magnetic field fluctuations, we would

expect the HOM interference to be unaffected since the indistinguishability of the spins would be

retained, even though each run of the experiment the phase of their superposition would vary. The

primary contributors to their relative decoherence are differential fluctuations and a finite bias of

the optical tweezers during the ramps to the tunneling trap. At the largest depth during the ramps

(1.1 mK), which persists for 10 ms while the traps are swept together, each tweezer induces a

measured ∼ 10 kHz shift on the energy splitting of the spin-states. Any fractional depth difference

f in the traps causes relative phase winding of the superpositions at ∼ f · 10 kHz; we apply a 1.3%

bias to the 1.1 mK tweezers prior to the sweeps in order to have a tunneling resonance in the final

trap, and the tunneling dephasing we observe supports the presence of relative fluctuations of the

traps. While we have strong evidence for these effects, it would be ideal to be able to measure

16 If we perform a microwave π-pulse without the light-shift beam on, thereby flipping both spins, the HOM dip is
unaffected.
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the relative spin decoherence directly. However, the single particle spin coherence (with spin echo,

< 1 ms) is much shorter than the amount of time between when we apply the global-pulse and the

two-particle beam splitter; the HOM interference, therefore, is the best tool we have for actually

identifying the equality of the superposition phase. Lastly, spontaneous emission from the trap

(Γ = 30 s−1 for 1.1 mK) which preserves the spin state due to the large detuning could in principle

matter, but for the large detuning at 852 nm the near equality of the scattering amplitudes from

the two spin-states suppresses this decoherence mechanism [134].

Ideally, we expect odd multiples of a global π/2-pulse to yield an equal mixture of all possible

two-atom spin states, and hence the likelihood for the atoms to have opposite spin is 1/2 and the

magnitude of the HOM dip should be reduced by 1/2. The observed dependence on the Raman

pulse area is shown in Fig. 4.16b. We find the frequency of oscillation is 65.5 ± 1.2 kHz, which,

as expected, is twice the measured Raman Rabi frequency of 32.3(3) kHz. The displayed fit to

the data determines Pmin
HOM = 0.296(10), and the amplitude of the variation in PHOM is 0.085(15).

Taking into account the relative spin rotation fidelity of 0.90(3), we expect a half amplitude of

(0.902/2)((1− Ploss)
2/2− Pmin

HOM) = 0.069(6), which is consistent with the measured amplitude.

4.8.2 Variation of the HOM interference with temperature

Lastly, we study the dependence of PHOM on the motional state of the atoms in Fig. 4.16c

by deliberatively compromising our cooling performance. There are 100 Raman-sideband cooling

cycles, and within each cycle we alternate between the axial and then radial trap dimensions. For

the first 75 cycles, we cool on the first (second) sideband for the radial (axial) direction, while for

the last 25 cycles we cool on the first sideband for both dimensions. The first 75 cycles realize

a measured axial ground-state fraction of PGS
axial ≈ 50%, the final ground-state fraction depends

on the last 25 cycles of first sideband cooling. During this second stage of our cooling we vary

the frequency δCool of one Raman beam that controls the cooling along the weak axis (z) of both

tweezer wells. Based on spectroscopy taken directly after the data in Fig. 4.14b,e, we conclude an

axial ground-state fraction of of PGS
axial = 85+12

−10% when δCool = 0.
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The key challenge of this measurement, in contrast to the previous two, is assessing the degree

to which distinguishability versus atom beam splitter performance affects our observation of P11.

For a separable potential, motional excitation along the axial axis would leave the single-particle

tunneling unaffected. For our non-separable tweezer potential, we expect and observe some variation

in the tunneling, but near tHOM the single-particle tunneling still results in a relatively constant Pdist

(purple circles), which is consistent with the distinguishable expectation (1−Ploss)
2/2 = 0.4660(14).

We have observed, however, that as we approach the carrier (in particular, δCool > 12 kHz), the

single-particle tunneling data is increasingly affected likely due to optical pumping heating of the

radial axes as well. In particular, we see the tunneling in the right well droop compared to the left

well (P 2
L ≈ 0.3, P 2

R ≈ 0.65 while P 1
L ≈ P 1

R ≈ (1 − Ploss)/2 ), this implies that in these frequency

ranges the symmetry of the beam splitter is compromised, though Pdist is largely unaffected because

P 1
L,R are close to 0.5. I would like to stress that the four data points where δCool > 12 kHz are

the only data in all three plots in Figure 4.16 where we observe this asymmetric single-particle

behavior, and this is not surprising since this is the only time we significantly depart from the

regime of optimal cooling. The consistency in symmetry is why I opted to not put all the single

particle data on each plot, since Pdist was sufficient given the measured symmetry of the tunneling.

To this end, Table 4.1 provides a summary of the single particle numbers as evidence of this

symmetry for all of the data in this section. In the region of interest about the primary sideband

cooling resonance (δCool = 0), we observe a dip to Pmin
HOM = 0.28(2), which is a value below the

distinguishable expectation. In the frequency range about this resonance (and below the regime

in which we observe evidence of heating), the measured P11 interpolates between the dip to the

expectation for distinguishable particles while the single-particle data remains constant.
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Single particle data in distinguishability measurements
Measurement P 1

L P 2
L

Single spin flip 0.45(4) 0.49(3)
Global spin flip 0.48(4) 0.47(3)
Axial cooling vary 0.50(3) 0.45(3)

Table 4.1: For the three data plots in Figure 4.16 we tabulate the mean of the single-particle data
over the entire datasets to evidence the symmetry of the beam splitter; the error is the standard
deviation for these numbers, as opposed to the standard error which is significantly smaller (by a
factor ∼ 5). For the axial cooling variation data, however, we show the single particle means for
the data around the main resonance, δCool = ±12 kHz.



Chapter 5

Entangling transportable atoms via local spin-exchange

In this chapter, I will discuss our most recent results exploiting local spin-exchange dynamics

to create verifiable non-local entanglement. The spin-exchange we observe is mediated by the

contact interaction between two atoms when they are situated in the same optical tweezer. While

in the HOM studies it was crucial to prepare the two separated atoms in the same spin-state and

motional-state to observe the studied behavior, here we prepare two atoms in the same optical

tweezer but in different spin states and different motional states. By deliberately creating these

two degrees of freedom and introducing distinguishability,1 one might expect that the effect of

quantum statistics is negated. This, however, is not so: it is in fact the quantum statistics of the

atoms that gives rise to the spin-exchange effect we study for the purpose of creating two-particle

entanglement.

The past decade has seen significant advances in the field of quantum control of single, a few,

and many quantum bits (qubits) formed by ultracold atoms [16, 135, 15, 46, 2, 38, 136], with a focus

on single and two-qubit manipulations [79, 45, 66, 76, 137, 138]. Robust two-qubit entanglement

with neutral atoms and ions is typically achieved by strong, long-range interactions in the form of

Coulomb or Rydberg dipolar interactions [79, 45, 66, 76]. While such an approach allows fast gates,

atoms subject to these interactions must combat the associated coupling to the environment and

overcome cross-talk among qubits [50, 77, 46, 78]. Local interactions, interactions which require

wave-function overlap, offer an alternative that avoids these decoherence and cross-talk effects yet

1 There are no couplings that would allow for indistinguishability here, in the sense discussed in Section 4.2.7
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presents a new challenge: to distribute entanglement in a large system, qubits must be transported

amongst each other, merged for interaction, and then isolated for storage and subsequent operations.

In this work, we show how via a mobile optical tweezer, it is possible to prepare, entangle, and then

separate two neutral atoms whose two-particle coherence is retained. The entanglement operation

is achieved via ultracold spin-exchange collisions [139, 16, 140], while the controlled combining and

separating is realized by quantum tunneling between transportable optical tweezers. We developed

and apply a new protocol for verifying the entanglement generated once the atoms are separated

through the application of a magnetic field gradient and parity measurements [79]. Our work

provides a framework for dynamically entangling arbitrary qubits via local operations for large

scale quantum operations.

5.1 Theory of spin-exchange for neutrals atoms interacting via a contact

potential

Spin exchange is a vital resource for realizing controlled entanglement [13, 139, 16, 140] (Fig-

ure 5.1), and its underlying mechanism relies on the quantum statistics of identical particles. When

two spin-1/2 particles interact, their interaction energy depends on the spatial symmetry of the

two-particle wave function, which in turn depends on the symmetry of the two-particle spin state.

For positive contact interactions, two bosons (fermions) of opposite spin in a triplet configuration

experience enhanced (vanishing) contact interactions, while the converse occurs for the singlet spin

state. This implies that by preparing a superposition of triplet and singlet configurations, a dynam-

ical effect results known as spin exchange, which entangles the spatial and spin degrees of freedom

of the two particles. We will discuss the origin of these dynamics in more detail in this section.

5.1.1 Basics of spin-exchange

The state from which spin-exchange occurs in our experiment is illustrated in Figure 5.2. For

the purpose of the discussion in this section, we will neglect the effect of non-separability of the

atomic potential, and later discuss the effect of this feature of our system. Through a sequence
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(a)

(c)

(b)Quantum dot spin-exchange Neutral atom super-exchange

Neutral atom spin-exchange

Figure 5.1: Forms of spin-exchange. (a) Picture from Ref. [13]. Electrons trapped in double
quantum-dots exhibit a tunable spin-spin coupling. The spin-1/2 electrons exhibit a strong-
Coulomb repulsion that, in conjunction with their fermionic statistics, creates an exchange in-
teraction. This platform has been considered theoretically as a strong candidate for a universal
quantum computer [14]. (b) Picture from Ref. [15]. Neutral atoms trapped in an optical lattice
can exhibit a nearest-neighbor exchange interaction that is contingent on virtual wave-function
overlap. Here strong on-site interactions lead to a second-order effect where anti-aligned spins on
neighboring sites can coherently swap sites, which can be formally cast as a Heisenberg exchange
interaction. Here too the underlying physics is dependent on strong interactions and the quantum
statistics of the particles. (c) Picture from Ref. [16]. When two neutral atoms are prepared in
opposing spin-states and in different motional states, the interactions realize a first-order exchange
interaction. The spatial symmetry of the two-particle wave functions depends on the spin-states,
which in turn causes a splitting between the triplet and singlet two-particle spin states. This split-
ting causes dynamics at a multiple of the contact interaction energy. This chapter is concerned
with this kind of exchange interaction.

of steps involving single spin addressing and vertical tunneling (see Section 5.2.1), we prepare a

spin-up particle in the first excited state of the y-direction (“e”), and a spin-down particle in the

y-direction ground-state (“g). Each particle we take to be in the ground-state of the motional

degrees of freedom not otherwise specified, and we will omit these from the notation below. We

can write this symmetrized two-particle state in second quantization as,

|ψin〉 = |e, ↑〉|g, ↓〉. (5.1)
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This notation is useful for writing down a simple Hamiltonian to model the dynamics, however, it

is less useful in explaining the origin of the spin-exchange interaction. We use first quantization to

elucidate the spin-exchange: we will use the general symmetrized two-particle states for a particular

degree of freedom,

|±〉j =
1√
2

(|χ〉1|χ̄〉2 ± |χ〉2|χ̄〉1) , (5.2)

where {χ, χ̄} = {e, g} ({χ, χ̄} = {↑, ↓}) if j = “y” ( j = “s”). In this notation, |+〉s and |−〉s are the

triplet and singlet spin states, respectively; these are labeled |T 〉 and |S〉 in Figure 5.2b. We write

the states in this general (and slightly less transparent) fashion because in later sections we will

include the effect of an axial degree of freedom induced by finite temperature, which necessitates

using j = “z”. We can write |ψi〉 in terms of |±〉y and |±〉s,

|ψin〉 =
1√
2

(|+〉y|+〉s + |−〉y|−〉s) , (5.3)

which is a superposition of the two possible bosonic states given the number of degrees of freedom

per particle. To show the connection to the initial state in Eq. 5.1, we can expand Eq. 5.3 in terms

of the expressions in Eq. 5.2: after simplifying one finds,

|ψin〉 =
1√
2

(|e〉1| ↑〉1|g〉2| ↓〉2 + |g〉1| ↓〉1|e〉2| ↑〉2) , (5.4)

which, as expected, is the symmetrized two-particle state of having a spin-up particle in |e〉, and a

spin-down particle in |g〉.2 This state is a symmetrized state that exhibits no particle-entanglement,

in reference to the discussions in Section 4.2.3. The effect of the contact interactions, however, is

to dynamically induce particle entanglement through spin-exchange.

5.1.2 Interaction energy for the triplet and singlet channels

For atoms colliding via contact interactions, the spatial symmetry of the wave-function is

crucial in determining the interaction energy. In what follows, we will consider interaction energies

2 If in Eq. 5.3 we had taken the difference as opposed to the sum of the two-particle states, this would correspond
to the symmetrized two-particle state of having a particle spin-down in the first y-excited state, and a particle spin-up
in the ground-state
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(a) (b)

Transport

2Ueg

|T 〉

|S〉

Figure 5.2: Initial two-particle state from which exchange occurs. (a) Through a sequence of
ground-state cooling, single-spin addressing, tweezer transport, and biased tunneling we are able
to prepare a single spin in the first motional excited state of the y-axis of motion, and spin-down
particle in the 3D-ground state, all in the same optical tweezer. (b) In this configuration we expect
spin-exchange dynamics between the atoms occupying different motional states. Enforced by the
quantum-statistics, this arises due to the difference in the contact interaction energy for the spatially
symmetric (ψT (y1, y2)) and anti-symmetric (ψS(y1, y2)) wave functions associated with the states
|+〉y and |−〉y, respectively. The anti-symmetric wave-function ψS(y1, y2) is non-interacting since
the particles (defined to be at y1 and y2 along one-dimension, in units of the oscillator length r0)
are never found in the same place (red-dashed line in bottom wave-function plot, which corresponds
to the spatial wave-function for the spin singlet).

much smaller than any motional energy scale. Hence, we can consider the contact interaction as

simply a first-order pertubative energy shift of the two-particle eigenstates represented in the basis

of the single-particle eigenstates. In general, for atoms in the two-particle spatial wave function

ψ(r1, r2) = 〈r1, r2|ψ〉, the contact interaction energy is,

U =
4π~2as
m

∫ ∞

−∞
ψ(r1, r2)∗δ(r1 − r2)ψ(r1, r2)d3r1d

3r2, (5.5)

where as is the atomic scattering length and m is the mass of 87Rb. We now seek to calculate the

interaction energies U± for the two spatial states |±〉y comprising |ψin〉; to emphasize the link to

the spin-states, the one-dimensional wave functions in Figure 5.2 associated with |+〉y and |−〉y

are called ψT (y1, y2) and ψS(y1, y2), respectively. For representing the three-dimensional wave-

functions, we use the notation that ψe(r) (ψg(r)) corresponds to the three-dimensional motional

state of {nx, ny, nz} = {0, 1, 0} ({nx, ny, nz} = {0, 0, 0}) where ni are the motional quantum num-



146

bers for the i-axis. First solving for U+, we have,

U+ = 2Ueg, (5.6)

where,

Ueg =
4π~2as
m

∫
|ψe(r)|2|ψg(r)|2d3r. (5.7)

For a simple harmonic oscillator with trap frequencies {ωx, ωy, ωz}, the interaction energy scales

like (ωxωyωz)
1/2 indicating the role of the confinement in determining the size of the interactions;

this is relevant to later measurements in which we study this exact scaling. Furthermore, I would

like to highlight this factor of 2 in U+, which arises from the symmetrization of the two-particle

wave function. If both particles were in the same motional state, the interaction energy would be

U = Ugg without this factor of 2.3 . If we now consider |−〉y, it is clear that the anti-symmetrization

causes the two-particle wavefunction to vanish when r1 = r2, and therefore,

U− = 0. (5.8)

These distinctions between the wave functions are summarized in Figure 5.2. We will now use these

results to explain the exchange dynamics expected experimentally from the state |ψin〉.

5.1.3 Spin exchange dynamics

From the above discussion, we can understand the exchange dynamics as arising from the

coherent beating of the two-components with interactions energies U+ and U−. For |ψ(0)〉 = |ψin〉,

the time-evolved wave-function |ψ(t)〉 can be expressed,

|ψ(t)〉 =
1√
2

(
eiU+t/~|+〉y|+〉s + eiU−t/~|−〉y|−〉s

)
. (5.9)

Since U− = 0, we expect coherent dynamics at the frequency U+ = 2Ueg. After expanding the

above equation, we can express the dynamics compactly in second-quantization as,

|ψ(t)〉 = |e, ↑〉|g, ↓〉 cos(
1

2
Jext/~) + i|e, ↓〉|g, ↑〉 sin(

1

2
Jext/~), (5.10)

3 Ugg is computed by substituting ψg(r) for ψe(r) in Eq. 5.7
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where we have defined the quantity Jex = U+. The exchange dynamics, therefore, yield anti-

correlated oscillations in the probabilities to measure |e, ↑〉|g, ↓〉 and |e, ↓〉|g, ↑〉, at a frequency Jex.

These are the dynamics expected for the effective Hamiltonian,

Heff = Jex~Se · ~Sg, (5.11)

where ~Sg (~Se) are the spin-operators for the atom in |g〉 (|e〉), and I have neglected a constant term.

This Hamiltonian more explicitly displays the spin-exchange interaction achieved by the contact

interactions and quantum statistics. Crucially, these dynamics periodically create the maximally

entangled state,

|ψ(tent)〉 =
1√
2

(|e, ↑〉|g, ↓〉 ± i|e, ↓〉|g, ↑〉) , (5.12)

where tent = Noddπ
2Jex

and Nodd is an odd integer. In what follows, we will discuss our observation

of the dynamics encapsulated in Eq. 5.10, and the creation of entanglement between spatially

separated particles via the local entangling collisions.

5.2 Observation of spin-exchange dynamics

Starting from two thermal atoms, our goal is to prepare the two-particle state |ψin〉. As

with the HOM studies, the experiment begins by loading, imaging, and detecting two thermal

atoms in separated optical tweezer potentials, each of optical waist 710 nm and of 1.6 µm centroid

separation. Each atom is then separately laser cooled to the 3D ground-state via Raman-sideband

cooling leaving a 3D ground state fraction of 90(8)% [50, 89, 99], using either the continuous (see

Section 3.4.6) or Gaussian-pulsed cooling (see Section 3.4.7). We subsequently prepare the desired

two-particle spin state using an additional beam to change the local effective magnetic field at one

tweezer with respect to the other, allowing resonant spin flipping of an atom in just one optical

tweezer (see Section 2.12.2). At this point, the two atoms are each prepared in the motional ground-

state of their respective optical tweezer, and the right (left) spin is in the |F,mF 〉 = |1, 1〉 ≡ | ↓〉

(|F,mF 〉 = |2, 2〉 ≡ | ↑〉) state. After these initial steps, the traps are reconfigured to use coherent
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tunneling to prepare the spins in well-defined motional states of a single tweezer for spin-exchange,

namely in the configuration given by |ψin〉.

5.2.1 Generating and detecting two-particle spin-configurations in a single tweezer

To generate |ψin〉, one optical tweezer is swept close to the other to realize a tunnel-coupling,

with similar ramps to those of the HOM studies. However, there are a number of distinctions in the

rest of the experiment. We tune the bias to an assymetric configuration such that the the ground-

state of the left optical tweezer is near resonant with the first radial excited of the right optical

tweezer (Figure 5.3), while we set the spacing and depth to 854 nm and 91(4) kHz, respectively.

These double-well parameters were chosen for several reasons. Firstly, for this spacing and depth,

the left-well ground-state and right-well excited state along the tunneling direction (y) were ∼ 3 kHz

below the peak of the biased double-well bump, which was similar to the ground-states in the

96 kHz deep and 808 nm spaced symmetric double-well from the previous chapter. This ensured

that we were not near an unstable regime such that the atoms are unbound, which, for example,

we observe at the edge of the scans of depth and spacing from Section 4.5.2.4. Secondly, we wanted

to maximize J to maintain robustness against the fluctuations discussed in Section 4.5.2.4, while

(thirdly) maintaining a large depth to keep the interactions large. In this configuration (including

the effect of the bias), we expect an interaction energy of approximately Ueg = 2π · 60 Hz for two

atoms in the right optical tweezer, and consequently spin-exchange oscillations at a frequency of

120 Hz.

In the described double-well configuration, we regularly perform calibration measurements

to ascertain the position of the tunneling resonance between the left-well ground state and right-

well first excited-state (along the tunneling direction, y). Exemplary bias scans are shown in

Figure 5.4a,b, where the asymmetric nature of the tunneling resonance is manifest. The initial

left-well data (blue, P 1
i ) shows a clear resonance feature in each plot, indicating that an initially

left-well atom tunnels to the right well while an initial right well atom (red) stays put as a function

of bias; this is significantly different from the symmetric tunneling seen in the dynamical HOM
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J

Figure 5.3: Adiabatic passage through the ground-excited tunneling resonance. In order to consis-
tently prepare the configuration for exchange, |ψin〉, we use adiabatic passage. The ground-state
of the left well is adiabatically swept across the tunneling resonance with the excited state, shown
in the figure with actual data from a typical bias scan. This procedure relaxes constraints on the
absolute bias stability. Experimentally, the ARP occurs in a trap spacing of 854 nm and 91(4) kHz,
with a ramp range of 4.4 kHz in a time of 12 ms symmetrically about the position of the resonance
(which is calibrated daily).

interference. The tunneling time of 1.6 ms is set to near a full spatial swap for the measured

J/(2π) = 165(6) Hz. As an additional confirmation, we observe that P11 nearly perfectly parallels

the behavior of the P 1
L, because for the two particle experiments we are primarily preparing two

atoms in the same tweezer when on the tunneling-resonance. We do observe a slight shift between

the resonance positions of the dips in Figure 5.4a, which could be due to the interactions shifting the

resonance for two-particle tunneling. While in many scans we observe such a shift, the resolution

is not sufficiently high to perform a comparison with the expected shift, though the measurement

is the correct order of magnitude (in experimental units, .002 V, corresponding to a 50 Hz shift).

Frequent recalibration of the position of the bias resonance was not sufficient for consistently

transferring the population from the left-ground state into the first excited state of the right well.

Small shifts in the resonance position on an hourly time-scale caused inconsistent transfer between

the tweezers that varied over the course of data sets, and sometimes drifted completely off resonance.

Borrowing a common technique from microwave and RF spectroscopy, we instead perform an

adiabatic rapid passage (ARP), by slowly ramping the bias through the ground-excited tunneling

resonance. Here the tunnel-coupling plays the role of the Rabi frequency (over two). As the bias

is slowly swept through the resonance, the tunneling atom remains in the instantaneous tunnel-
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dressed state, which is adiabatically converted from the left-ground state to the right excited state.

Crucially, the adiabatic transfer is much less sensitive to the exact position of the resonance provided

the end points of the bias ramp are each sufficiently far away from resonance, and the ramp itself

is sufficiently slow so as to avoid Landau-Zener transitions.

Though in later sections we model the effect of this process on the spin-exchange, here I will

only discuss the experimental calibration of this technique. Each day, we measure the position of

the bias resonance, and then fix the ramp end points at ±0.1V about the resonance position, which

corresponds to ±2.2 kHz. To calibrate the adiabatic passage, we plot the transfer probabilities as a

function of the ramp time when ramping the bias from below to above the resonance (Figure 5.4c,d).

This ramp time sets the adiabaticity of the ramp. As with the bias scans, we observe the same

asymmetry in the single-particle experiments and the correspondence between P 1
i and P11. Using

the Landua-Zener formula, we fit the data (solid lines) and extract a J/2π = 220(10) Hz. There

is approximately 30% disagreement between the measured value 165 Hz, but this formula is likely

not accounting for a number of effects. For the fastest ramp rates ( ARP times < 2 ms), we could

be causing motional heating and thermally delocalizing an atom initially on the left, which is more

loosely bound compared to the atom in the ground state of the right-well. Secondly, as we scan

the bias through the resonance, there is a variation in the tunneling because the left-bound state

becomes closer to the double-well bump. Though we have not explicitly modeled these effects, we

choose an ARP time of 12 ms, which is adiabatic with respect to all the motional time scales4

and well into the regime where the transfer probability saturates. Interestingly, the fact that the

transfer probability does not reach unity suggests that the timescale of the fluctuations that effect

the tunneling is likely fast and occurring within an experimental cycle, as opposed to shot-to-shot.

After performing the ARP, we have prepared the atoms in the target state |ψin〉 in which

we expect spin-exchange dynamics. Observing the spin-exchange dynamics entails a measurement

of the spin-state of the atoms in each motional state, which cannot be imaged directly using

4 Necessarily so, since the tunneling is much slower than any of the trap frequencies, the lowest of which is the
∼ 2 kHz axial trap frequency
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Figure 5.4: Experimental data of bias scans and ARPs across the excited-ground tunneling reso-
nance. For all plots, blue (red) corresponds to data in which the atomic origin well is the left (right)
well; the black data is P11, which is slightly inconsistent with the y-axis labels. (a,b) For a fixed
tunneling time of 1.6 ms, we scan the bias across the ground-excited tunneling resonance, which
is 9.0(1.5) kHz from the ground-ground resonance. To emphasize the asymmetry of the resonance,
we plot both P iL (a) and P iR (b), indicating the presence (absence) of population transfer from the
left-well (right-well). The statistics for these data is fairly low (25 single particle runs per well), and
causes some scatter. (c,d) We show show ARP data using the parameters indicated in Figure 5.3.
Here we also plot both P iL (c) and P iR (d), showing the same asymmetry in the tunneling. These
data are used to extract the ARP fidelities quoted in the text. In the ARP data, we observe a
small amount of transfer from the right well to the left well, which we observe increases when we
deliberately compromise our radial cooling. This is consistent with an increase in excited fraction
in the right well tunneling to the left well. For optimal cooling, this on average is about 3%, which
is consistent with the ground-state temperature extract from spectroscopy.

fluorescence imaging. While we have considered alternative approaches,5 we simply perform the

adiabatic passage in reverse, mapping the atom in the first-excited state of the right well back into

the left-ground state. After this second ARP, we apply resonant push-out light to detect the spin-

states of the atom in each tweezer. The time between the end of the first ARP and the beginning

of the second ARP we define as the “exchange time”.

5 In principle, we could use sideband-spectroscopy to probe the spin population in each motional state, but this
would require ramping the traps up to reach the LDR and consequently a large speed up of the exchange dynamics.
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Before moving on to the exchange dynamics, I wanted to briefly discuss an important check

on these tunneling techniques. The resonance we observe occurs at a bias of 9.0(1.5) kHz, according

to the calibration technique discussed in Section 4.5.2.1. However, this calibration technique is not

tested for biases far away from the main tunneling resonance used for the calibration, and so it

is not clear how reliable this 9.0 kHz number is. Based on the three-dimensional modeling of the

potential, we expect a 8 kHz bias for the excited-ground tunneling resonance, which is set by the

y-axis trap frequency as well as the relative change in this quantity in each tweezer as the bias is

varied.6 To confirm that we are indeed creating a radial excitation in the right well for an atom

tunneling from the left, we perform sideband-spectroscopy as in Section 4.5.2.3 after tunneling.

We perform two sets of experiments in this regard. In the first (first row of Figure 5.5),

we perform spectroscopy after allowing for resonant ground-excited tunneling as in Figure 5.4a,b.

From these data, it is clear that when an atom that originates on the left is probed on the right,

a large red-sideband is evident, indicating that the atom is not in the radial ground-state. Since

the spectroscopy is performed after the traps are swept apart, we cannot determine from these

data whether the radial excitation is added specifically to the axis along which tunneling occurs,

but the alternative possibility (tunneling coupling to the x-direction) is greatly suppressed due to

energy conservation and symmetry. We also observe that an atom on the right is spectroscopically

indicated to be in the ground-state, as expected. In the second set of spectroscopy measurements

(second row of Figure 5.5), we perform spectroscopy after applying the ARP procedure in both

directions with 15 ms time between. Here we observe that an initial left atom is in the ground-state

provided it ends up in the left well, while as in the prior measurement an initial right-well atom is

in the ground-state. The combination of these two measurements (both rows) is strong evidence

that the tunneling is mapping the initial left well particle into the first excited of the right well,

and mapping it back to the ground-state of the left well for detection.

6 This latter effect means that the bias applied is not strictly equal to the trap-frequency in order to hit this
resonance, since the trap frequency in each well changes as a function of bias. As the left-well is made shallower and
the right-well is made deeper, the bound-state in the left (right) well moves down (up) in energy implying that the
resonant bias is larger than the oscillator splitting when the trap is symmetric (unbiased).
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Figure 5.5: Sideband spectroscopy after ground-excited tunneling. (a,b) We perform sideband
spectroscopy after allowing for 1.6 ms of tunneling, correspond to a near full transfer of the left-well
ground-state population to the right tweezer excited-state. We apply push-out light after applying
radial Raman beams (top plus EO). As with the analogous data from the previous chapter, the y-
axis should be interpreted as the product of the spin-flip probability and the transfer probability (PL
in (a) and PR in (b)) to the indicated well.(c,d) We apply sideband-spectroscopy after performing
the ARPs in both directions with a 15 ms delay in between. As expected, the left-well population
(blue) that ends up back in the left-well implies a large ground-state fraction. The fraction (∼ 10%)
with which right-to-left tunneling occurs is anomalously higher than indicated in other data we have,
which suggests that perhaps for this data the radial cooling was worse. Note for these data we do
not spin-flip the right atom or rotate the quantization axis to along z, but the light-shift beam does
come on in order to retain as much of the experiment as possible in performing the thermometry.

5.2.2 Spin-exchange oscillations

The previous sections have discussed in detail the preparation and detection procedure for

spin-exchange, and the entire sequence we summarize in Figure 5.6. After applying this procedure,

we seek to detect the spin configurations indicated in Figure 5.6f. To do so, we apply the same push-

out used in all of our spin-sensitive spectroscopy, however, we ramp to a 60 µK trap to maximize

the sensitivity of the atoms to the resonant push-out.7 This leads to the detection outcomes

indicated in Figure 5.7a. We can analyze these two-particle data in two ways: we can keep all the

7 For the Gaussian cooled spectrum of Section 3.4.7, this procedure was also applied
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Figure 5.6: Experimental protocol for spin-exchange dynamics. We perform the illustrated sequence
in order to observe spin-exchange dynamics. Panel (d) is where exchange occurs, and we vary the
time in this configuration by varying the time between the end of the first ARP and the beginning
of the second ARP.

experimental runs, or we can throw out those runs in which the second image indicates a failure of

our spin preparation. The latter is discriminated on the basis of whether the second image shows

a single atom, since if there are no atoms or an atom in each well, we can be certain that the

spin-preparation failed and/or there was atom loss. This allows us to negate the effect of imperfect

spin-preparation (discussed in detail below), which is 80 − 90% depending on the experiment, at

a small expense to the statistics. Lastly, an important experimental discovery that bears on this

post-selection was that if one of the ARPs fails, leaving two atoms in the right tweezer, the push-out

technique does not cause both atoms to leave due to light-assisted collisions. We tested this by

performing the ARP in one direction and performing push-out: only the spin-up atom was kicked

out, leaving one atom for imaging. Therefore, the post-selection technique does not allow us to

post-select on the ARP success as well.

In Figure 5.7b, we show an exemplary scan of the time between the ARPs and the result-

ing oscillations in the final measurement probabilities. We only observe these oscillations in the

measured probabilities in the two-atom experiments (see Figure 5.8), indicating the two-particle

nature of the oscillations. The fitted contrast of the oscillations is 0.29(2) using the post-selection

procedure; if we do not post-select on the spin-preparation the contrasts are A↑,↓ = 0.24(2) (green)

and A↓,↑ = 0.23(2) (purple). These contrasts are informed by a number of systematics we analyze



155

below, but the equality of A↑,↓ and A↓,↑ affirms the anti-correlated nature of the oscillations and

that the spin-interaction preserves the two-particle Sz, as expected for an exchange interaction.

The exchange frequency observed of 106(1) Hz implies an interaction of Ueg/(2π) = 53.0(5) Hz. As

a first order check on this interaction energy, we can Fourier transform the double-well along the

y-direction to determine the trap-frequency along the y-axis8 ; for ωx and ωz, we can scale from

the measured trap-frequencies in the 23 MHz deep trap (ωr/(2π) = 140 kHz, ωz/(2π) = 29 kHz) to

the tweezer in which the atoms interact. The depth of the tweezer holding the atoms is informed

by the double-well bias, which is 2.2 kHz above the ground-excited resonance at ∆ = 9 kHz,

leading to a depth for this tweezer of 97(4) kHz during the exchange time. We find then that

{ωx, ωy, ωy} = (2π)−1{9.0, 5.4, 1.9} kHz; approximating the atomic wave-functions as eigenstates of

harmonic oscillators with these frequencies along each axis, we find from Eq. 5.7 that Ueg = 59(2).

This is decent agreement using a simple model for the potential.

In Figure 5.7c, we compare the measured exchange frequency to the full 3D calculation (again,

including the bias and calibrated features of the potential) as a function of the tweezer depth. In

this figure, though we vary the tweezer depth, we apply the ARPs always in the same 91(4) kHz

deep trap. After the first ARP we ramp the intensity in the optical tweezers adiabatically in 5 ms

to a new depth (x-axis in Figure 5.7c), wait for a varied time ∆t, ramp the trap symmetrically

in reverse, and perform the detection ARP. Though the depth ramps add a phase shift to the

oscillations, the frequency of the exchange dynamics is purely determined by the trap in which

we vary ∆t. The consistency between the oscillation frequency and our calculation of the depth

dependent interactions is strong evidence that we are preparing the intended two-particle state,

and that the dynamics are governed by the symmetry-mediated exchange interaction.

8 This is accomplished by finding the splitting of the lowest eigenstates (which are bound below the bump) of the
unbiased symmetric double-well for the 854 nm spacing
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Figure 5.7: Observation of spin-exchange dynamics. (a) After applying the protocol of Figure 5.6,
we analyze the data according to the rubric indicated, keeping only those two-atom experiments in
which we end up with a single atom after the resonant push-out (this is the post-selection routine
discussed in the text). The location of the atom in the second image indicates the final spin-
configuration prior to the push-out. (b) According to the coloring in (a), we plot the probabilities to
measure each of the associated outcomes. We observe anti-correlated oscillations of equal amplitude,
at a frequency consistent with twice the onsite interactions Ueg. (c) We observe the variation of
the exchange frequency with the tweezer depth: as expected, the interaction energy increases with
the two-particle density. The center dashed line corresponds to a no-free-parameter theory line
from 3D calculations of the potential by Michael Wall and the experimental characterizations of
the double-well parameters. The blue swath comes from our uncertainty in the bias, because this
influences the depth of the tweezer in which exchange occurs, as well as the tweezer depth.

5.2.3 Analysis of the exchange contrast

As alluded to above, a number of factors inform the observed spin-exchange oscillation con-

trast. First, to understand the difference in the post-selected and non-post-selected data, we show

in Figure 5.8 the single-particle data from the exchange oscillations in Figure 5.7b. As noted,

these do not exhibit any spin-oscillations, and also provide a calibration of the spin preparation.

Including the effect of single-particle loss, the two-particle preparation of the atoms in the state

| ↑〉L| ↓〉R prior to the ARPs ( the atom in the left well spin-up, and the atom in the right-well spin

down) is 0.835(10). When the spin-preparation fails, the most likely outcome is that both atoms

are spin-up or both spin-down9 , both of which are configurations we have experimentally verified

lead to no spin-dynamics. Therefore, from the post-selected contrast of 0.29(2) and the calibrated

spin-preparation of 0.835(10), we expect from the un-post-selected data an oscillation contrast of

0.29 · 0.835 = 0.24(2), which is consistent with the measurement. 10

9 The likelihood to improperly spin flip both atoms is ∼ .01.
10 The post-selection also eliminates the case in which we successfully prepare the spins, but lose the spin-down

atom due to background collisions. But this is also accounted for in the single-particle data.
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Figure 5.8: Single particle data from exchange dynamics. We show the single particle data from
data displayed in Figure 5.7b. We do not observe the same oscillations in the spin probabilities for
either the left (blue) or right (left) origin well: the left well is primarily spin-up, while the right
well is primarily spin-down (in F=1). We use these data to calibrate the spin-preparation for the
two-particle experiments.

Another straightforward systematic is the fidelity of the ARPs. If we fail to either produce

the initial desired state in the first ARP, or to detect the final state in the final ARP, then we

will not detect spin-exchange. According to the single-particle (two-particle) first ARP data in

Figure 5.4, we expect a total ARP preparation and detection success probability of 0.82(6) (0.79(5));

furthermore, directly prior to the measurement in Figure 5.7b, we performed the ARP forward and

backward with a 15 ms delay between, and measured a success probability of 0.81(4). We note

however that the ARP success probability did fluctuate by about 10% over the course of two months

for unknown reasons: we always measure the forward and back efficiency for this reason and use

this measurement for calibration purposes.

The above systematics suggest an expected contrast of 0.68(4). Clearly these alone do not

explain the contrast we observe, and I will now discuss in more detail the effects of temperature

and spin-dependence in the potential.

5.2.3.1 Effect of finite temperature on exchange dynamics

In analogy to the HOM section, the motional state of the particles can influence how the

quantum-statistics of the particles is manifest. For the spin-exchange experiments we have per-
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formed, we have tried both the continuous cooling and Gaussian pulsed cooling methods, and

observed spin-exchange contrasts that are fractionally similar at the 10% level, implying that the

single-particle ground-state fractions were similar at the 5% level. This suggests that the two cool-

ing methods achieve similar final ground-state fractions, and the Gaussian spectroscopy merely

provides a more precise measurement of this temperature. Therefore, we use the Gaussian spec-

troscopy data from Figure 3.15 for thermometry.11

We will consider here the most likely scenario of one of the atoms having a single axial

excitation. The treatment below, however, is general to the case of a radial excitation, but in

practice this situation is less likely and filtered by the tunneling, because the tunneling is influenced

more directly by this temperature. We consider the scenario in which the initial state of the two

particle system is (in second quantization),

|ψexc
in 〉 = |e, e, ↑〉|g, g, ↓〉, (5.13)

where the second entry of the kets indicates the axial motional state, ground (“g”) or excited

(“e”).12 . In first quantization, we can write out this state using the notation of Eq. 5.2,

|ψexc
in 〉 =

1

2
(|+〉y|+〉z|+〉s + |−〉y|−〉z|+〉s + |−〉y|+〉z|−〉s + |+〉y|−〉z|−〉s) . (5.14)

By inspection, all of the terms except for the first are non-interacting, because these contain anti-

symmetric spatial wave-functions along at least one of the axes. The interaction energy for the first

term we will define as Uexc. The full-state then evolves as,

|ψexc(t)〉 =
1

2

(
eiUexct/~|+〉y|+〉z|+〉s + |−〉y|−〉z|+〉s + |−〉y|+〉z|−〉s + |+〉y|−〉z|−〉s

)
. (5.15)

In analogy to the vanilla spin-exchange discussed earlier, this state gives rise to three coherent and

simultaneous exchange processes. There is “axial exchange” (1), where the quantum numbers in the

y-dimension and the spin remain while the axial excitation exchanges. There is spin exchange (2),

11 These thermometry data were taken the same day as a spin-exchange measurement that yielded a consistent
contrast to the data in Figure 5.7b

12 Note that in what follows, the exact quantum number for the axial motional excitation is somewhat irrelevant,
because all that matters is that it distinguishes the particles in an additional degree of freedom. It is only relevant in
determining the frequency components of the final dynamics since it determines the two-particle interaction energy.
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where the quantum numbers in the y and z dimension remain while the spin exchanges. And there

is exchange of the “radial” excitation (3), while the z and spin quantum numbers are unchanged.

We can schematically write these three exchange processes as follows,

|e, e, ↑〉|g, g, ↓, 〉 ↔ |e, g, ↑〉|g, e, ↓〉, (5.16)

|e, e, ↑〉|g, g, ↓, 〉 ↔ |e, e, ↓〉|g, g, ↑〉, (5.17)

|e, e, ↑〉|g, g, ↓, 〉 ↔ |g, e, ↑〉|e, g, ↓〉, (5.18)

each of which occur coherently from the initial state. Interestingly, the spin- exchange and radial

exchange processes would each be detected as spin-exchange in our experiment. Bizarrely, and

purely coincidently, for a harmonic potential Uexc = Jex = U+ due to a conspiracy of cancellation

of several factors of 2. This means that, in the presence of an axial excitation, we would expect to

detect in this purely harmonic case the same exchange frequency. Furthermore, from these states

one can show that we would detect an spin-exchange oscillation contrast of 1/2.13 If we then took

the harmonic assumption to be valid, this would imply a single-atom 3D ground-state fraction of

less 50%, which is completely inconsistent with thermometry measurements taken prior and after

the tunneling.

Fortunately, our potential makes the harmonic description inappropriate to this situation.

Because the anharmonicity is on the scale of the interaction energy, two of the exchange processes

become off-resonant. A full calculation of these effects performed by Michael Wall shows that

we would expect multiple frequency components (Figure 5.9),14 while the amplitude of the main

frequency component is determined by the two-particle 3D ground-state probability (among other

things). Since we do not detect significant additional frequency components, we can be fairly

confident that the temperature is not limiting our contrast. However, for the purpose of including

13 This can be calculated from computing the dynamics and then converting to second quantization while tracing
over the axial degree of freedom.

14 While the harmonic and separable approximation used to predict the interaction energy was accurate, small
changes in the energy of the oscillator states due to anharmonicities change the states at the level of the interaction
energy. Therefore, while the interaction energy is largely unaffected, the motional states are shifted on a scale
comparable to this interaction energy.
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Figure 5.9: Temperature effects on spin-exchange. Here we show calculations indicating the ex-
pected dynamics in the presence of a thermal distribution of varying temperature, indicated by the
legend on the right. We show just the probability to measure the state | ↓〉L| ↑〉R, which corre-
sponds to the purple data in Figure 5.7. The effect of this systematic, frequency beating, does not
correlate well with what we see in the experiment.

the effect of temperature, we expect that the single-atom 3D ground-state temperature of PGS =

0.90(7) reduces to the peak exchange contrast to P 2
GS = 0.81(12). This includes both radial and

axial temperature, which in principle means we could be double-counting the effect of the radial

temperature since it influences the ARP fidelity. However, the ARP fidelity is below unity by

an amount much greater than the radial excited state fraction, so this double-counting is not

significant, and it is not obvious how else to include this temperature.

5.2.3.2 Modeling the full exchange dynamics with the preparation ARPs and

spin-dependence

Due to the very small energy scales in play here, a number of systematics related to the optical

tweezers can effect the spin-exchange. For example, if there is any spin-dependence to the optical

tweezer that changes the y-trap frequency of spin-up compared to spin-down, then the exchange

coupled states |e, ↑〉|g, ↓〉 and |e, ↓〉|g, ↑〉 are no longer degenerate. If the the spin-up (spin-down) y
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trap frequency is ω↑y (ω↓y), then the exchange is off-resonant by an amount δω = ω↑y − ω↓y . In the

language of two-level systems, Jex = 2Ueg is the Rabi-frequency and this δω is the detuning between

the coupled states |e, ↑〉|g, ↓〉 and |e, ↓〉|g, ↑〉: as δi approaches Jex, the exchange oscillations are

suppressed by an amount J2
ex/(J

2
ex+δ2

i ). We model this effect and the full preparation and detection

scheme to understand the expected exchange contrast. In the basis of |L, ↑〉|R, ↓〉, |L, ↓〉|R, ↑〉,

|e, ↑〉|g, ↓〉, and |e, ↓〉|g, ↑〉, the Hamiltonian for the dynamics is,15

H =




δG/2 0 −J 0

0 −δG/2 0 −J

−J 0 ∆eg + δω/2 + Ueg Ueg

0 −J Ueg ∆eg − δω/2 + Ueg




, (5.19)

where ∆eg is the bias detuning from the tunneling resonance, J = 2π 165 Hz is the excited-ground

tunneling, and δG is the energy difference between |L, ↑〉|R, ↓〉 and |L, ↓〉|R, ↑〉 due to an effective

magnetic field gradient. This gradient is created due to a combination of the spin-dependence of the

potential and the bias applied to the wells. To quantify the spin-dependence of the potential, we

measure with microwave spectroscopy the | ↑〉 ↔ | ↓〉 transition with the quantization axis parallel

to the optical tweezer (which is its orientation after we perform single-spin addressing, and how it

remains during spin-exchange experiments). The spectroscopy is performed in the 1.15 mK and

the 91 kHz deep tweezers, between which we observe a +129(2) kHz shift of the transition. If the

quantization is along x, the shift between these two depths is only 8 kHz, which is near the expected

scalar shift of 6.5 kHz. This pair of measurements indicates residual σ+ circular polarization in

the optical tweezers at the focus that creates an effective magnetic field. In the 91 kHz tunneling

trap, and at the resonant excited-ground tunneling bias, this corresponds to a δG = 2π · 50 Hz.

The spin-dependence also modifies the relative depth (and associated confinement) of the optical

tweezer when both atoms are in the same tweezer, yielding a δω = 2π · 22 Hz.16

15 Note I have switched my notation here to be consistent with the |e, ↑〉|g, ↓〉, and |e, ↓〉|g, ↑〉 notation. The states
|L, ↑〉|R, ↓〉 and |L, ↓〉|R, ↑〉 are the same as | ↑〉L| ↓〉R and | ↓〉L| ↑〉R, respectively.

16 This was calculated using the three-dimensional modeling of the potential performed by Michael Wall in conjunc-
tion with the measured spin-dependence. Assuming a purely harmonic potential, we calculate a smaller δω = 2π·15 Hz
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In Figure 5.10, we show the expected dynamics using the Hamiltonian in Eq. 5.19 with the

parameter values discussed, and I will address the effect of these parameters here. In time-evolving

the Schrodinger equation, I have included the time-dependence of ∆eg. The simulation includes the

ARPs with their associated parameters in both directions, and the x-axis of the plot corresponds

to the time between the end of the first ARP and the beginning of the second ARP. The y-axis

corresponds to the state probabilities at the end of the second ARP. In total then this is an attempt

at a faithful representation of the experiment. Despite the saturation in the ARP transfer fidelity

displayed in Figure 5.4, the simulation indicates that we are not perfectly adiabatic, which gives

rise to the high-frequency Stuckleberg oscillations on most of the probabilities and a reduction

by 11% in the detected exchange amplitude due to imperfect preparation and detection. Though

at much slower time-scales, δG can cause the adiabatic loading of the interacting ground-state in

one well (i.e. only the singlet, as opposed to the singlet and the triplet, which together allow for

exchange oscillations) and thereby reduce the amplitude of the spin-exchange oscillations, on the

present ARP time-scale of 12 ms this effect occurs only at the 5% level. Because δω is much less

than Ueg, it also only reduces the contrast by 5%. The final oscillation amplitude including all of

these effects is then 0.79, which is indicated by the purple and green data in the figure. Since we

account for the ARP fidelity experimentally, I will only include the spin-dependent effects from

this calculation in the subsequent analysis: with and without the spin-dependence, the exchange

contrast in the purple and green data is reduced by a factor of 0.89.17

5.2.3.3 Summing all of the contributions to the contrast

In Table 5.1, we list all of the known systematics that influence the exchange contrast. The

significant disagreement between the expected and measured contrast suggests that we are missing

some aspect of the physics. We do observe an unexplained offset in the exchange data; specifically,

the minima of the measured purple data have an offset from zero of 0.12. We have verified that

17 The contrast reductions stated in this paragraph are determined from fitting the simulated purple data (with
the indicated parameters) with a sine-wave.
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Figure 5.10: Simulation of exchange dynamics including the ARP preparation and detection proto-
col. We plot the expected measurement probabilities for the states in the Hilbert space, indicated
on the right, at the end of the experimental protocol indicated in Figure 5.6. The dynamics are
simulated by numerically evolving the Schrodinger equation for the Hamiltonian in Eq. 5.19, in-
cluding the bias ramps from both of the ARPs. The ARP parameters are indicated in the text
and Figure 5.3. For the simulation, we use the parameters Ueg/(2π) = 50 Hz, δω/(2π) = 22 Hz,
and δg/(2π) = 50 Hz; the x-axis is the time between the ARPs, as in the experimental data of
Figure 5.7b.

the presence of this offset is contingent on overlapping the atoms (i.e. performing the ARPs), and

therefore not a feature of the preparation prior to the exchange. While the unexplained disparity

will require further investigation in hopes of improving the contrast, we were able to work with the

system as is to show that we could propagate the entanglement generated locally to the situation

of the atoms separated.

5.3 Verifying non-local entanglement

The spin-exchange results so far rely on detection of the exchange oscillations through a

motional-state position mapping achieved by the second ARP. We map the excited state spin

onto the left-optical tweezer, which is subsequently imaged. The observed oscillations in the spin

populations imply that the exchange dynamics are realizing entangled states between the particles

occupying different motional states, but do not indicate whether this entanglement is preserved after
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Spin exchange contrast systematics
Quantity Multiplicative factor from unity contrast

Single-atom loss 0.92(2)
Spin preparation 0.835(10)
ARP fidelity (both ways) 0.81(4)
Single-atom ground-state fraction 0.81(12)
Spin-dependence 0.89
Expected contrast 0.45(7)
Measured contrast 0.24(2)

Table 5.1: Here we list all of the expected contributions to the sub-unity contrast. In the final two
lines we show the expected and measured contrast.

we perform the mapping of the excited atom into the left optical tweezer. For quantum information

applications where distributing entanglement is crucial, verifying that the entanglement is preserved

upon separating the atoms is essential. After we allow an exchange time for tent (henceforth called

“entangling exchange”), defined in Section 5.1.3, and perform the mapping for detection, we have

the state,

|ψent〉 =
1√
2

(
| ↑〉L| ↓〉R + eiφ| ↓〉L| ↑〉R

)
, (5.20)

where ideally φ = ±π/2. In the experiment, the main cause of decoherence is noise in this phase

angle φ, because there is not dissipation that changes the spin-states of the atoms on a time-scale

relevant to the spin-exchange and detection ARP. This means that in order to understand whether

we are creating an entangled state between spatially separated particles, we must determine that

we are reproducing the same φ each run of the experiment. If φ is randomized from run to run of

the experiment, then the final state prior to imaging is merely the unentangled statistical mixture

ρ = 1
2 (| ↓〉L| ↑〉R〈↓ |L〈↑ |R + | ↑〉L| ↓〉R〈↑ |L〈↓ |R). Furthermore, as I will discuss, the imperfections

in our spin-preparation stipulate certain requirements in how we assess the presence of two-particle

entanglement.
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Figure 5.11: Measuring entanglement: Bloch-sphere picture and experimental tools. (a) Bloch
sphere in the effective spin-1/2 Hilbert space of | ↑〉L| ↓〉R and | ↓〉L| ↑〉R. By measuring the
coherence between these states in a two-particle Ramsey experiment, it is possible to detect the
presence of entanglement. The initial two-particle preparation (prior to the ARPs and exchange)
yields a state along positive z. After the first ARP, entangling exchange, and then the detection
ARP, we ideally have a state pointing along the Bloch-sphere y-axis. The parity measurements
discussed in this section are sensitive to states pointing along x, hence necessitating rotating the
state off the y axis. (b) We rotate the state in the equatorial plane of the Bloch-sphere by applying a
magnetic field gradient, which changes the energy splitting between the spin-states in each tweezer
by an amount δ. This relative difference in the splitting leads to rotation of the two-particle state
in the Bloch-sphere equatorial plane.

5.3.1 Detecting entanglement via the spin-parity

To explain the technique we use to verify that the final state is entangled, it is helpful to use

the Bloch sphere (Figure 5.11a) for the effective two-level system of | ↓〉L| ↑〉R and | ↑〉L| ↓〉R. After

entangling exchange and the detection ARP, we have the state |ψent〉 that resides in the equatorial

plane of the Bloch sphere and points at an angle φ with respect to the x-axis; in the ideal case

of no disturbance to the state, the Bloch vector points along the y-axis. In analogy to Ramsey

interferometry, we now wish to vary and measure the angle φ so that way can determine the length

of the two-particle Bloch vector. We vary φ by applying a magnetic field gradient which changes

the energy-splitting between | ↑〉 and | ↓〉 in the two optical tweezers, by an amount which I will

define as δ (Figure 5.11b). After applying this gradient for a time tgrad, we have achieved the
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transformation,

|ψent〉 → |ψent(tgrad)〉 =
1√
2

(
| ↑〉L| ↓〉R + ei(φ+δ·tgrad)| ↓〉L| ↑〉R

)
. (5.21)

The gradient, as desired, rotates the state in the equatorial place of the Bloch sphere by mapping

φ → φ + δ · tgrad. We now require a way to detect this advancement of the superposition phase,

because our measurement only specifies the z-projection on the Bloch sphere. This is accomplished

by applying an “analysis” global (i.e. applied concurrently to both atoms) microwave π/2-pulse.

To understand the effect of this, we consider two special cases of φ + δ · tgrad = Nevenπ and

φ + δ · tgrad = Noddπ, where Neven (Nodd) is an even (odd) integer, each of which is periodically

created as a function of tgrad. Consider first the even case: here we have the state |cat〉, with a

Bloch vector pointing along the positive x-axis. The π/2-pulse achieves transformation,

1√
2

(| ↑〉L| ↓〉R + | ↓〉L| ↑〉R)→ 1√
2

(| ↑〉L| ↑〉+ | ↓〉L| ↓〉R) , (5.22)

converting the anti-correlations into positive correlations in the spin-states. This is identical to

the discussion in the previous chapter in Section 4.2.1: by rotating the spins and the effective

measurement basis, we can verify the entanglement by observing the persistence of correlations.

Consider now the odd case: we now have the spatially non-local singlet state, with corresponding

Bloch vector pointing along the negative x-axis. Here, the π/2-pulse achieves transformation,

1√
2

(| ↑〉L| ↓〉R − | ↓〉L| ↑〉R)→ 1√
2

(| ↑〉L| ↓〉 − | ↓〉L| ↑〉R) , (5.23)

mapping the initial state back to itself: in this case the anti-correlations are mapped to anti-

correlations. Therefore, we can measure the advancement of the superposition phase angle by

observing how likely the spins are to be aligned or anti-aligned as a function of tgrad. With the

twist of using the gradient as opposed to a Raman light phase, this is directly analogous to the

spin-parity measurements performed with ions and neutral atoms [79, 66, 76] to verify the presence

of entanglement. The nature of the correlations, aligned or anti-aligned, can be quantified by the

spin-parity [79],

Π = (P↑,↑ + P↓,↓)− (P↑,↓ + P↓,↑), (5.24)
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which is 1 (−1) when the spins are completely aligned (anti-aligned). We seek to then measure

oscillations in Π as a function of tgrad. Given the correspondence with the Bloch vector direction

between the odd and even case, the spin-parity can be related to the Bloch-vector as Π = 〈σx〉

prior to the π/2 pulse, where σx is the associated Pauli-operator within this effective spin-1/2

space. Therefore, in analogy to Ramsey interferometry, by observing oscillations in 〈σx〉, we are

measuring the length of the Bloch-vector and coherence between the two states comprising the

two-level system: in this case, | ↓〉L| ↑〉R and | ↑〉L| ↓〉R.

Lastly, I would like to point out why, in contrast to entanglement via Rydberg blockade, it is

necessary to apply this gradient to verify entanglement. Prior to applying the gradient, ideally the

Bloch vector points along the ±y-axis. This is because the spin-exchange conserves the populations

in the singlet and triplet sectors (which are equal, see Eq. 5.9) and only changes the relative phase of

their superposition (again, see Eq. 5.9). This leads to a coherence of ±i = e±iπ/2 between | ↓〉L| ↑〉R

and | ↑〉L| ↓〉R. This is why it is necessary to apply a gradient to readout the parity, because the

spin-parity of this initial state is zero. If on the other hand, the resulting entangling state after

exchange were |cat〉, seeing a sufficiently large parity after just a π/2-pulse (no gradient), would

be sufficient to verify entanglement: this is precisely what is done in Refs. [66, 76]. In our case,

however, it is only with the gradient that we can rotate to states with non-zero spin-parity, and,

hence, read-out the underlying entanglement.

5.3.2 Creating a bound on parity oscillations for separable density matrices

The above treatment assumed that the space of two-particle states was restricted to the two-

particle Sz = 0 sub-space spanned by | ↑〉L| ↓〉R and | ↓〉L| ↑〉R. Indeed, if all of the probability

were confined to the Sz = 0 sector then any parity oscillation would verify entanglement. How-

ever, because our spin-preparation is imperfect, it is necessary to understand how large a parity

oscillation contrast certifies entanglement in the presence of these imperfections.18 Unfortunately,

18 The following comes out of our collaboration with Ana Maria Rey’s group, and, in particular, between me and
Michael Foss-Feig.
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by expanding the space to include | ↑〉L| ↑〉R and | ↓〉L| ↓〉R, there are many unentangled states

that yield a non-zero parity oscillation signal. For example, if we simply had two spins each in a

balanced superposition, it is straightforward to see that there would be a parity oscillation signal at

frequency δ with parity oscillation amplitude of 1 between −0.5 and 0.5. Even more perniciously,

if these spins were subject to spatially-homogeneous magnetic field noise, it can be shown that this

parity signal persists due to the insensitivity of the Sz = 0 sector to magnetic fields. Importantly,

with or without the magnetic field dephasing, the state has the crucial feature that prior to the

π/2 analysis pulse, there is equal population in each of the four possible two-particle states. As we

will show, by experimentally bounding the population outside the two-particle Sz = 0 sector (i.e.

by bounding the total population in | ↑〉L| ↑〉R and | ↓〉L| ↓〉R ), we can form a bound on the parity

oscillation contrast for unentangled two-particle states.

We will now write a general expression for the two-atom state after entangling exchange and

the detection ARP. The measured spin coherence time in the experiment is much less than the time

between when we prepare the initial spin-state after sideband-cooling and when we perform parity

detection (greater than 50 ms): therefore, any coherences between two-atom states of differing Sz

are zero. Including the effect of imperfect spin-preparation, the general density matrix in the basis

| ↑〉L| ↑〉R, | ↑〉L| ↓〉R,| ↓〉L| ↑〉R, and | ↓〉L| ↓〉R is,

ρ =




p↑,↑ 0 0 0

0 p↑,↓ ε 0

0 ε∗ p↓,↑ 0

0 0 0 p↓,↓




. (5.25)

In the experiment, we can measure every quantity in this density matrix. The on-diagonals are

straight-forwardly measured via the push-out detection of the spin states after calibrating for single-

particle loss. The coherence ε between | ↑〉L| ↓〉R and | ↓〉L| ↑〉R can be measured via the parity

detection as discussed in the prior Section 5.3.1: After applying the gradient and π/2-pulse, the

parity is related to ε by,

Π = 2Re(εei(φ+δ·tgrad)). (5.26)
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This implies that the parity oscillation contrast C = 4ε. Using something very fancy sounding

called the “Peres-Horodecki” criterion [141, 142] that has to do with partial transposes and negative

eigenvalues (see Appendix C), it can be shown that ρ is not entangled when,

ε2 < p↑,↑p↓,↓, (5.27)

and, otherwise, this state ρ is entangled.19 Equivalently, for the oscillation contrast C of the parity,

the bound on separable states is,

C < 4(p↑,↑p↓,↓)
1/2 ≡ Cbnd. (5.28)

Experimentally then our goal is to measure a contrast C > Cbnd to certify entanglement. While the

criterion used to get here is somewhat opaque, the bound is very sensible based on the example I

gave above about separated particles each in a superposition. Simply put, if there is population

outside Sz = 0 that is equally divided between | ↑〉L| ↑〉R and | ↓〉L| ↓〉R, then it is possible

to measure parity as large as this population. Any parity measurement using this gradient plus

analysis pulse procedure that exceeds this population certifies entanglement; the expression above

is further generalized to account for the case of p↑,↑ 6= p↓,↓.

In the subsequent sections, we focus on the oscillation contrast of the parity as opposed to

the exact value of the parity, even though the latter can also certify entanglement as can be seen

from Eq. 5.26 and Eq. 5.27. Both the loss and the ARP fidelity20 can contribute a small constant

offset to the parity, but these effects cannot contribute an oscillation signal in the parity.

5.3.3 Experimentally verifying entanglement

Applying the above procedure, we are able to verify that we produce non-local entangle-

ment via the local spin-exchange. We prove the presence of entanglement using the procedure

schematically represented in Figure 5.12, important features of which I will now discuss.

19 The extent to which this bound is violated is related to the concurrence. In particular, the quantity 1
2
|C −

4
(
p↑,↑p↓,↓

)1/2| > 0, is a lower bound on the concurrence in the density matrix ρ0 [80].
20 The ARPs can do this via the two-to-one collisions discussed in the context of the HOM studies.
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5.3.3.1 Experimental procedure

After applying entangling exchange and performing the detection ARP (a-c), we have two

atoms in separate optical tweezers. The spacing of the atoms at this time is approximately ten

atomic wave-packets along the spatial y-direction. We then apply a magnetic field gradient via the

MOT coils, which creates a quadrupole field with symmetry axis along the z-direction, while we also

maintain our quantization axis along z. The goal of this quadrupole field is to create a difference

in the total local magnetic field experienced by each atom, because this difference sets δ from the

previous section (shown in Figure 5.11). This arrangement of magnetic fields is actually bad for

several reasons. Because the atoms are separated along the y direction, this is not an optimal

geometric configuration for maximizing the gradient experienced by the atoms since the gradient is

maximal along the z-direction. This configuration is made worse because our quantization axis is

along the z-direction, which has the effect of reducing the variation of the total quantization axis

along the y-direction. And, lastly, the variation in the local magnetic field experienced by each

atom, and hence δ, is coupled to the atoms exact position in the total field. We could improve

this last issue by changing our quantization to along y, but this is precisely the direction for which

effective magnetic fields from the optical tweezer become problematic (see Section 2.11.2). We

are therefore somewhat stuck with this setup. We do increase the sensitivity to the gradient by

reducing the size of the quantization axis from 3 G to 750 mG, which is sufficiently large to avoid

any issues associated with the effective magnetic fields in the 91 kHz trap. The gradient is applied

as follows: it is switched on, there is a 3 ms delay to allow for settling, a varied wait time, the

gradient is switched off, and there is an additional 3 ms delay for field settling. This varied wait

time corresponds to tgrad, or equivalently what I will call the “gradient time”, from Eq. 5.21: it

tunes the superposition phase of the entangled state.

After the second 3 ms delay for field settling, we apply a resonant microwave π/2-pulse. This

so-called analysis pulse allows read-out of the two-particle spin-parity. The tweezer depths are

then ramped up to 23 MHz adiabatically, and swept apart to 1.6 µm. We then drop the traps
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Figure 5.12: Experimental protocol for verifying the two-particle entanglement. The read-out stage
of panel (f) corresponds to the push-out spin-sensitive detection.

back down to 1.2 MHz, and apply resonant 2 − 3′ push-out light to map spin-down or spin-up

onto the presence or absence of an atom in each trap, respectively.21 The tweezers are then

ramped back up and their contents imaged. Because we cannot distinguish background loss from

an atom that is spin-up, we separately calibrate this quantity by running the experiment without

the push-out 1000 times: in the subsequent discussion, the quoted values of the spin populations to

ascertain Cbnd are corrected for this loss, which is approximately 4%. Furthermore, because we care

about measuring all possible two-particle spin combinations for the parity measurements, there is

necessarily no post-selection applied to parity data. Lastly, I want to stress that the loss correction

to the spin-preparation in order to determine Cbnd is the only loss correction applied: the parity

measurements below are not corrected in any fashion.

5.3.3.2 Verifying entanglement

In Figure 5.13a, we show our primary measurement verifying entanglement. For these data,

we apply a gradient of 9.1 G/cm, and observe a 263(4) Hz oscillation in the parity. The contrast

of the parity oscillations observed C = 0.49(4) (to which no corrections are applied) violates the

bound on unentangled particles by 7.6σ (see Table 5.2). If instead we apply the fidelity criterion of

21 This mapping occurs in all of our spectroscopy, but since it is so relevant to the present procedure I was explicit.
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Ref. [79] adapted to the entangled states we produce in the Sz = 0 sector, we achieve a fidelity of,

F = (p↑,↓ + p↓,↑)/2 + C/4 = 0.580(12). (5.29)

This fidelity also exceeds the bound of 0.5 sufficient to certify entanglement [79]; this bound is less

tight compared to the Peres-Horodecki criterion, and as a result less significantly violated (6.6σ).

The Pere-Horodecki criterion represents the tightest possible bound because it gives a necessary

and sufficient condition on the parity contrast of entangled states. The probabilities to prepare p↑,↑

and p↓,↓ were measured by conducting the experiment up to the point prior to when we would ramp

for the tunneling, and measuring at high statistics (1000 runs of the experiment) the probabilities

to measure each of the particles in spin up or down; after the parity oscillation measurement, we

redid this measurement to confirm that the light-shift beam did not drift and compromise the spin-

preparation. In order to push down on Cbnd as much as possible, it was vital to use the Gaussian

shaped microwave pulses. These pulses greatly mitigated off-resonant excitation and hence p↓,↓.

Using square-pulses in conjunction with our light shifting technique increased the bound to the

point where the violation was closer to 1−3σ depending on the measurement: in fact, we originally

used this technique for the spin-exchange data, which is why the implied spin-preparation fidelity

in the Table 5.2 is better than what is discussed in Section 5.2.3.

We can perform helpful consistency checks on the parity oscillations by comparing them to the

exchange data. We expect that half of the parity contrast (or, equivalently, the peak absolute value

of the parity) should correspond to the contrast of the spin-exchange oscillations from Section 5.2.2,

because the contrast of the exchange oscillations indicates the degree of coherence in the entangled

state. The non-spin-preparation-post-selected exchange data yielded a contrast of 0.24(2), and here

with the parity we measure a consistent C/2 = 0.25(2). We have observed fluctuations in the parity

contrast, which we attribute to phase drift in the exchange oscillations that compromise how well

we set the exchange time to be entangling. We have regularly observed these fluctuations in the

phase, which we have identified as arising from the bias resonance position fluctuating: variations in

the resonance position change the time during the ARP where exchange effectively begins, thereby
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Figure 5.13: Entanglement verification data. (a) Applying the protocol outlined in the text and
Figure 5.12, we observe the displayed parity oscillations. From the detected parity, we illustrate the
implied direction of the Bloch vector (for the coherent part of the density matrix) prior to applying
the π/2 analysis pulse. The horizontal lines and gray region correspond to the bounds on the
parity below which the density matrix could be separable (see Table 5.2). The parity oscillations
we observe significantly exceed these bounds. (b) We show the frequency of the observed parity
oscillations as a function of the gradient applied. The x-axis indicates the size of the gradient along
z, which is the coil axis of symmetry but also transverse to the displacement of the optical tweezers.
The solid line corresponds to a fit from the magnetic field model discussed in the text, Eq. 5.30.

changing the appropriate times for realizing entanglement.

We also study the dependence of the parity oscillation frequency on the magnitude of the

gradient, displayed in Figure 5.13b. This dependence confirms that δ is controlling the phase

evolution of the superposition. Despite the coupling of δ to the exact position of the optical

tweezers in the magnetic field formed by the quadrupole field and the quantizing field, we can

model the expected dependence of δ on the size of the quadrupole gradient leaving the position of

the tweezers as a free parameter. The modeling is accomplished by the function,

δ = δG + (2.1 MHz/G) (|BQP(~r) +BQA| − |BQP(~r + ∆yŷ) +BQA|) , (5.30)

where ∆y = 715 nm corresponds to the spacing of the atoms along the y-direction, ~r is the position

of the lower atom that we leave as a free parameter, BQA = 750 mG is the quantization axis pointing

along z, and BQP corresponds to the quadrupole magnetic field for the current we apply to the coils.

The first term δG is the residual spin-dependence of the potential from Section 5.2.3.2: since the
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wells are biased during the parity measurement, and there is the measured spin-dependence already

discussed, there is an effective-gradient from the tweezers. This implies that if we simply did not

apply a gradient, we would expect to observe parity oscillations at δG; I only realized the importance

of this term in modeling the gradient, and the possibility of such a measurement, after we completed

these experiments. This would be a nice additional check. Lastly, because of the orientation of the

fields, the x position of the tweezers is not relevant for small displacements from zero (we know we

are less than 2 mm from the center of the coils due to geometric constraints), so we set x = 0 in

fitting ~r = {0, y, z} to gain precision in y and z. Fitting the data to this model22 , we find nice

agreement: the fit suggests y = 0.8(4) mm, z ∼ 0, and the δG/(2π) = 54(15) Hz. Based on the

microwave spectroscopy numbers mentioned above, the bias applied during the parity measurement

(7(1) kHz), and the tweezer depth of 91(4) kHz, we expect a consistent δG/(2π) = 43(6) Hz.

Entanglement verification numbers
Quantity Value
p↑,↑ 0.071(14)
p↓,↓ 0.016(5)
Cbnd 0.133(25)
C 0.49(4)

Table 5.2: Here we list the experimental numbers that inform our claim of entanglement.

5.3.3.3 Dependence of measured parity on exchange dynamics

Lastly, we can examine the relationship between the parity measurement and the generation

of entanglement from the exchange dynamics. The exchange dynamics periodically realize the two

entangled states (alternating each tent),

|ψ+〉 =
1√
2

(| ↑〉L| ↓〉R + i| ↓〉L| ↑〉R) , (5.31)

|ψ−〉 =
1√
2

(| ↑〉L| ↓〉R − i| ↓〉L| ↑〉R) . (5.32)

22 Note we use the current applied to the coils as an independent parameter when fitting, but I plot the x-axis of
the plot in terms of the gradient to which this current corresponds.
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In the Bloch sphere picture of Figure 5.11a, these states point in opposite directions along the

y-axis. Consequently, the gradient time tgrad that rotates |ψ+〉 to maximal positive parity, rotates

|ψ−〉 to maximal negative parity. This means that if we fix tgrad to such a time, and vary the

exchange dynamics prior the parity detection, we will observe the associated parity oscillations as

each of these states is created. We perform this exact experiment (Figure 5.14) by fixing tgrad at the

time of peak parity for the initial entangled state |ψ+〉, and then vary the exchange time prior to the

motional state mapping and full parity measurement.23 From the above discussion, one expects

that at the minima and maxima of the exchange oscillations (purple, green) the parity vanishes

since these are times at which the atoms are unentangled; at the linear points of the exchange

oscillations, one expects maximal entanglement and peaking of the parity. Quantitatively this is

manifest as a π/2 phase shift between the data sets: we observe a nearly consistent phase shift of

2.0(3) radians. This is additional evidence that the entangling exchange interaction is realizing the

non-zero parity, as opposed to some perverse separable density matrix.

There is an important point to be made regarding the near expected correspondence be-

tween these parity and exchange data shown here. The agreement suggests that the onsite spin-

dependence (δω) is likely not larger than we think, because if the spin-exchange dynamics were

off-resonant we would not expect the full-swap times (t = Nodd · π/Jex) of the exchange to be

unentangling (i.e. to show zero parity); in analogy to Rabi oscillations, when the coupling drive

is detuned the peaking of the oscillations corresponds to a superposition and not a full spin-flip.

There is a small +2.2(1.4)% offset in the parity oscillations, which could indicate the presence of

this effect; given the expected 5% reduction in the exchange contrast from δω, we would expect a

+2.5% offset. Though not very precise, the measurement is consistent, at least suggesting that δω

is not significantly larger than other measurements from microwave spectroscopy indicate.

23 In other words, while for the data of Figure 5.13 we fix the parameters of panel (b) in Figure 5.12 and vary the
gradient time of panel (d), here we fix the parameters of panel (d) and vary the exchange time parameter of panel
(b).
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Figure 5.14: Parity dependence on exchange dynamics. Here we vary the exchange time prior to
the parity detection. We set the gradient time such that the parity is peaked when we create the
|ψ+〉 via the exchange dynamics prior. We then vary the exchange time to observe its influence
on the measured parity. We can compare the parity to spin-exchange oscillation data, which
indicates near the expected π/2 phase shift in the oscillations. When the spin-exchange dynamics
are in a peak or a trough, corresponding to full exchange or no exchange, the resulting state is
unentangled. Conversely, where the exchange dynamics are linear, the state is entangled and we
see maximizing/minimizing of the parity. The dashed orange (blue) line indicate an example time
where the entangling (unentangling) behavior is manifest in both data sets.



Chapter 6

Conclusion

Laser cooled atoms in optical tweezers offer a variety of novel experimental avenues, the

promise of which is supported by what we have already been able to do. The Hong-Ou-Mandel

interference of atoms had been an experimental goal in the community for some time, and our

experimental platform provided the ideal toolset for its realization. The spin-exchange studies

exploit the full spectrum of capabilities enabled by the tweezer platform, which solves some of the

key challenges associated with particle transport when using spin-exchange. Combined with the

near-term improvements presently being applied to the experiment, a number of exciting projects

are on the horizon.

The first huge improvement recently implemented in the experiment is the incorporation of

deterministic single atom loading. Given the ∼ 0.5n scaling of loading single atoms into n indepen-

dent optical tweezers, the experiment quickly becomes time-consuming as the particle number is

increased. Using the techniques of Ref. [17], we are able to load a single 87Rb atom into an optical

tweezer with 90% probability (see Figure 6.1). We applied the technique to the case of a two-by-two

array, and observed the same performance. However, the loading was strongly dependent on the

spacing between the traps, indicating that at least a micron separation was necessary before the

loading saturated on the 90% single-tweezer performance. While the spacing dependence limits

the number of traps to which we can apply this technique presently, this is a technical limitation

with respect to the rail optics and the success of the technique immediately increases the realistic

number of particles with which we can perform experiments. For example, we can now perform
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4.2 μm

Figure 6.1: Deterministic loading of a square array using blue-detuned light on the D1 line [17].
(a) We create a square array of optical tweezer via the AOMs in our optical rail. We apply blue-
detuned loading in conjunction with relevant depumping beams during the MOT loading stage of
the experiment. (b) We measure the single atom load probability as a function of the detuning of
the 795 nm light on the D1 line from the tweezer-light-shifted trap. The blue swath is the range
over which we find consistent optimal loading, and the green line is the location where the detuning
equals the tweezer trap depth. (c) Parking the D1 laser in the blue swath, we vary the MOT load
time and observe the single atom load fidelity. We observe saturation in the loading probability on
short time-scales. In (a,b), the blue triangles are the top-left tweezer; the red diamonds are the top-
right tweezer; orange squares are the bottom-left tweezer; the purple circles are the bottom-right
tweezer. The black error bar is an example of the typical error bar in each measurement.

a four-particle experiment in the same time as a single-particle experiment in the absence of the

enhanced loading, or an 8 particle experiment in the same time as the two particle experiments in

Chapters 4 and 5. With these improvements in mind, I will discuss small and large experiments

possible in the future.

6.1 Measurement-induced entanglement of atoms

While generally we think of interactions as a prerequisite for entanglement, this is actually

only true for non-identical particles. It is possible to generate probabilistic entanglement between

identical particles through a process known as measurement-induced entanglement [7]. The idea

here is as follows. Suppose we prepare two atoms in the state | ↑〉L| ↓〉R in a pair of tunnel-coupled

optical tweezers. From the discussions in Section 4.7.2 regarding distinguishable states, we know

that this state is a superposition of the symmetric and anti-symmetric spatial wave-functions, each

paired with the triplet and singlet spin-states, respectively. If we allow tunneling for tHOM, we ex-

pect a superposition of bosonic HOM interference and “fermionic” HOM interference, where in the

former the atoms always end up in the same tweezer while in the latter they always end up in differ-
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ent tweezers. Because of the correspondence between each of these outcomes with the symmetrized

spin-states, we can probabilistically post-select on a particle-entangled state. If we measure at

the end of the experiment that the atoms are in different optical tweezers, the atoms are projected

onto the spin-singlet. This idea of measurement-induced probabilistic entanglement underlies linear

quantum computing protocols with photons [143, 112], because it allows non-interacting photons

to become entangled. Experimentally we could observe the measurement-induced entanglement

protocol described here through spin-sensitive imaging and the parity measurements we employ

in Chapter 5. This would be an interesting realization, and could pave the way for doing linear

quantum computing applications with neutral atoms.

6.2 Microscopic Kondo model

Understanding condensed-matter systems that do not conform to Fermi-liquid theory [144,

145] is an on-going endeavor. Heavy fermion materials [27] are one such example, which exhibit

anomalously large specific heats as their temperature is reduced. While this behavior is inconsistent

with predictions of Fermi-liquid theory, Fermi-liquid theory is still applied to draw conclusions about

the mass of the quasi-particles in the system. A key prediction of Fermi-liquid theory is that the

mass of the quasi-particles is proportional to the specific heat of the sample, which implies that

the large enhancement in the specific heat is associated with a 1000-fold (in some cases) increase

in the quasi-particle mass. The Kondo model is a simple paradigm that is used to explain the

physics exhibited in heavy fermion materials. The model includes two bands, one of which contains

effectively localized particles while the other contains mobile particles; these two bands could, for

example, correspond to the ground and excited band of an optical lattice, since the associated

tunnelings differ drastically. A key prediction of the Kondo model is that as the interactions

between the localized and mobile particles is turned up, there is a phase transition between a

material with magnetic properties to one with reduced tunneling of the mobile particles, the latter

of which is equivalent to mass enhancement [146, 147]. Loosely speaking, these phases can be

described as follows. In the weak interactions phase, the atoms in the mobile band can tunnel from
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site to site resonantly, and they experience an onsite spin-exchange interaction (identical to the

one in Chapter 5) with the localized atoms. To second-order, the tunneling atoms then mediate a

magnetic interaction between the localized spins known as the RKKY interaction, which, in turn,

induces magnetic properties. When the interactions are large compared to the tunneling energy

in the mobile band, the symmetry of the many-body spatial wavefunctions, which is coupled to

the localized spins, determines the interaction energy: this has the effect of slowing down the rate

at which the atoms can tunnel due to the interaction shifts, which consequently mimics heavy-

mass behavior. These key behaviors are readily realizable at the microscopic level in a double

well consisting of a tunneling single atom in the excited motional state, and a localized spin in

each ground-state of the double-well. Spin-exchange dynamics between the ground spins could

reveal the RKKY interaction, while particle tunneling at half the excited band tunneling rate

would show the heavy-mass behavior in this system. Applying the techniques developed in the

previous chapters, the preparation and detection of these dynamics is accessible. Furthermore, the

ability to prepare a single atom in the motional excited state, which is more challenging in a lattice

setup, circumvents collisional instabilities associated with higher bands that might mitigate the

experimental signal [148].

6.3 Observing superfluid behavior in a system of known particle number

When we think about lasers from a quantum optics perspective, we generally think of the

complete uncertainty in the photon number as supplying certainty in the phase. Bose-Einstein

condensates retain significant parallels with lasers [121], and, given their large particle number,

they too are often considered in the contexts of coherent states. However, the particle number is

of course completely conserved, so understanding the actual equivalence between BECs and lasers

is of particular interest. Specifically, it would be interesting to measure a macroscopic phase when

the particle number is constrained [149]. Our experiment provides the exact tool to perform such

studies, because we always know the particle number prior to performing an experiment. One

could imagine preparing two 1D chains of single atoms in optical tweezers, ground-state cooling
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each atom, and then ramping on a tunneling within the chains. This should be equivalent to a

small superfluid-Mott transition, starting from the Mott side. We could study the character of the

many-body state by looking at the number statistics on each site, which should exhibit a coherent-

state-like dependence in the number distribution when on the superfluid side of the transition. If

each 1D “superfluid” has a phase, by allowing tunneling between the 1D chains we should be able

to discern an interference signal written in the density distribution of the particles.

6.4 Measuring entanglement entropy and thermalization in finite-sized sys-

tems

While the atomic Hong-Ou-Mandel effect is interesting in its own right, it also shows the

promise of scaling to larger system sizes. What are the kinds of things one could explore with such

a system? After all, when we think about traditional many-body physics, often we are considering

systems in the thermodynamic limit with 1023 particles, and here limitations on single-particle

preparation fidelities will always be a challenge as the atom number is increased. Yet, a key feature

of quantum mechanics, both interesting and theoretically challenging, is the way the Hilbert space of

a quantum system scales with the number of degrees of freedom. As we add more particles, each with

its own quantum degrees of freedoms, the Hilbert space grows exponentially. And because many of

the features of many-body physics depend on this Hilbert space size, even upon reaching a handful

of atoms interesting things can happen. For example, a recent theoretical prediction constrained

how the entanglement in a quantum system scales with the system size under various experimental

conditions. For deep reasons, something as complicated as entanglement in a one-dimensional

Bose-Hubbard chain can be reduced to a logarithmic [150] or linear scaling [151] depending on

the Hamiltonian parameters and quantum states explored. Untested experimentally, these so-

called “area laws” or “volume laws” arise theoretically in the limit of infinite particles, but even

for a handful particles, they are evidenced in numerics (Figure 6.2c). From this example, we

see that a finite-sized system can probe the many-body physics sought in quantum simulation

experiments [152], and, in particular, as the particle number surpasses fifty and dimensionality
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Figure 6.2: Hong-Ou-Mandel to many-particle interference. (a) Realization of the HOM effect
with two atoms in a double well. By preparing indistinguishable bosons and interfering them in a

tunnel-coupled double well, the mode-entangled state of
1√
2
(|2, 0〉+ |0, 2〉) is created after allowing

tunneling. (b) Extension to many particles for a pair of copies (1 and 2) of a Bose-Hubbard chain.
After applying tunneling between the copies, the odd or even particle number within the copies
encodes the many-body purity of the quantum states as well as the mode entanglement contained.
(c) Using the setup in (b), comparison of the bipartite entanglement entropy S2 as a function
system size for a quench (green) versus the ground-state (black) in an interacting Bose-Hubbard
chain near the phase transition. The dashed lines are a linear (logarithmic) fit for quenched (ground
state) calculations, indicating the presence of “volume” and “area” law-like physics in finite-sized
systems.

grows the comparative computational challenges become immense. And, for the example at hand,

additional proposals have indicated just how one might directly measure spatial-entanglement [153],

and the protocol is precisely the many-body extension of the Hong-Ou-Mandel interference we

observe with two bosonic atoms (Figure 6.2a,b).

In addition to the entanglement entropy scaling experiments already proposed, studying how

closed many-body systems locally thermalize is a near-term possibility. The dynamics of the en-

tanglement entropy after a quench of the Hamiltonian exhibits steady-state-like saturation, even

though the entire many-body system is in a pure state. The linear/volume law scaling that I calcu-

lated in Figure 6.2c was of this near steady-state value. This saturation of the dynamics is related to
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the question of thermalization in closed many-body systems: how does a closed pure system evolve

to one which locally has a thermal distribution as prescribed by statistical mechanics [154, 155]?

The steady-state behavior is akin to equilibration of the many-body system [154], where one can

think of sub-sets of the Hubbard chain as thermalizing with the larger many-body system, which

is itself closed. Key experimental work so far has shown how density ordering evolves under a

quench [156], yet microscopic characterization of the many-body states to which the system con-

verges remains experimentally unexplored. By detecting this saturation, and then studying local

quantities like the particle number on a site, it may be possible to observe a correspondence between

the quench distance (loosely speaking, the magnitude of the diabatic change in the Hamiltonian)

and the local temperature on the site. An experiment that demonstrates a clear correspondence

between the equilibrated, pure many-body state and the thermal behavior of its constituents would

be ground-breaking.
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Appendix A

Derivation of bounds for distinguishable particles and further analysis of the

two-particle tunneling contrast

A.1 Creation of bounds and analysis of the HOM oscillations

In this section, our goals are two-fold. We first derive bounds on the behavior of distin-

guishable particles, experimental violations of which support our claims of indistinguishability.

Secondly, we show that with a reasonable set of assumptions, the observed HOM contrast AP11

and dip P11(tHOM) = Pmin
HOM are consistent with our thermometry and single-particle tunneling

characterization. A crucial aspect of both of these goals is the availability of the single-particle

data, without which the claims made in this section would be more difficult to support. Therefore,

the ability to post-select our data on single and two particle experiments with known initial and

final conditions permits a level of analysis that is not typically available, and is experimentally

empowering for understanding systems of increasing system size.

A.1.1 Constructing two-particle tunneling oscillation bounds on distinguishable

particles

A.1.1.1 Non-interacting distinguishable particles

Here we will use the single-particle data to construct an expectation for the two-particle

experiments, assuming the particles are distinguishable and non-interacting.1 We make no spec-

1 Note that this is a summary of calculations originally formulated and performed by Michael Foss-Feig and
Michael Wall.
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Figure A.1: (a) Bloch sphere used to describe the single-atom density matrices. (b) Two tables:
The top one summarizes the connection between Cartesian coordinates of the Bloch vector and
populations/coherences in the |L〉,|R〉 basis, while the bottom one connects the Cartesian coordi-
nates to experimentally measured phase and contrast. (c) Schematic of the single-particle dynamics
and the meaning of φ1(2) and A1(2).

ification of the source of distinguishabilty, but this must exist in an observable degree of freedom

independent of the spatial degree of freedom that is coherently-coupled by the tunneling. The

additional label manifest, for example, in the particle’s spin, allows us to treat the two-particle

experiments as follows: we call “atom 1” (“atom 2”) the particle the initially starts on the left

(right). Using the time origin of t = 0 defined in Section 4.5.1, we can define density matrices ρi(t),

ρ1(0) =

originally in left well︷ ︸︸ ︷


ρLL
1 (0) ρLR

1 (0)

ρRL
1 (0) ρRR

1 (0)


, ρ2(0) =

originally in right well︷ ︸︸ ︷


ρLL
2 (0) ρLR

2 (0)

ρRL
2 (0) ρRR

2 (0)


 .

Since we are assuming distinguishability and an absence of interactions, we can construct the

expected two-particle dynamics via the separable two-particle density matrix in the combined

Hilbert space of the two particles. An understanding of these two-particle dynamics is aided by

parsing the single-particle density matrices as follows,

ρ1(0) =
1

2




1 + z1 x1 − iy1

x1 + iy1 1− z1


 , ρ2(0) =

1

2




1 + z2 x2 − iy2

x2 + iy2 1− z2


 .

where the complex off-diagonals encode the single-particle coherences in the {|L〉, |R〉} basis of

the double-well. The effective spin-1/2 space can be represented on the Bloch-sphere, as shown
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in Figure A.1a: this picture helps explain the extent to which experimental observables can con-

strain a theoretical expectation of distinguishable particles. In this picture, the eigenstates of our

measurement observable, {|L〉, |R〉}, correspond to the z-axis, and the angle of the Bloch-sphere

projection in the x−y plane is defined by the angle θi = tan−1(yi/xi) of the coherences. Therefore,

for the single particle i, the Bloch-vector has components {xi, yi, zi} and the tunneling realizes the

single-particle Hamiltonian,

HSP
BS = Jσx +

∆

2
σz. (A.1)

Therefore, on-resonance tunneling realizes rotations of the Bloch sphere about the x-axis in direct

analogy to resonant Rabi-oscillations at Ω = 2J . Since at t = 0, we have experimentally observed

prior onset of tunneling, there can be a phase shift of the dynamics encoded in the y-component

of the Bloch vector. We can express the measured oscillation contrast of subsequent single-particle

tunneling oscillations for each atom, A1 and A2, in terms of the density matrix components as

follows,

A1 =
√
y2

1 + z2
1 A2 =

√
y2

2 + z2
2 , (A.2)

and the measured phases, φ1 and φ2, of these oscillations,

tanφ1 = y1/z1 tanφ2 = y2/z2. (A.3)

These phases are just the initial tilt of Bloch vectors off the z-axis into the y− z plane. Since each

atom has two independent equations involving yi, zi and measured quantities, we can constrain

experimentally the projection of the Bloch-vector along the y and z axes. However, the projection of

the vector along x is not experimentally constrained. This is because our tunneling measurements

cannot distinguish whether the quantum state of the single particles is impure (yielding (x2
i + y2

i +

z2
i )1/2 < 1), or if the state is pure but with finite projection onto the x-axis at t = 0. This latter

case is invariant with respect to HSP
BS when ∆ = 0, and hence is experimentally manifest as Ai < 1

just like an impure single-particle density matrix.2 Nevertheless, we can still express the observed

2 In conjunction with Ramsey spectroscopy, we could however experimentally constrain the x component.
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dynamics for atom 1 and 2 in terms of these quantities as,

P 1
L = ρLL

1 (t) =
1

2
+
A1

2
cos(2Jt− φ1), (A.4)

P 2
L = ρLL

2 (t) =
1

2
− A2

2
cos(2Jt− φ2), (A.5)

where we have invoked the notation from measurement sections in order to concretely establish the

connection between the measurements and this theoretical treatment.

Our goal is now to use our parameterization of the single-particle density matrices to construct

the Pdist(t) used in our analysis. In the absence of interactions and by assumption of distinguisha-

bility, the two-particle density matrix is the separable Kronecker product of the single particle

density matrices,

ρdist(0) = ρ1(0)⊗ ρ2(0). (A.6)

For the two-particle experiments, we measure P11(t) corresponding to the operator O11. It can be

written,

O11 = |L1〉〈L1| ⊗ |R2〉〈R2|+ |L2〉〈L2| ⊗ |R1〉〈R1|, (A.7)

which is simply a detector of the two possible ways of observing a particle in each well. For

distinguishable particles, we expect for P11(t),

Pdist(t) = Tr(O11ρdist(t)). (A.8)

This expression can is then easily simplified to,

Pdist(t) ≡ Tr [ρ(t)|L〉1〈L|1 ⊗ |R〉2〈R|2] + Tr [ρ(t)|R〉1〈R|1 ⊗ |L〉2〈L|2]

= ρLL
1 (t)ρRR

2 (t) + ρRR
1 (t)ρLL

2 (t)

= PL
1 (t)PR

2 (t) + PR
1 (t)PL

2 (t), (A.9)

corresponding to the equation used in the Section 4.7 to define the purple points in Figures 4.14 and

4.16. As expected, it is the incoherent sum of the probabilities associated with the two paths leading

to the atoms in different wells, namely, both atoms tunneling or both atoms remaining where they
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started. This equation can be expressed in terms of the measured single-particle quantities as,

Pdist(t) =
1

2
+
A1A2

2
cos(2Jt− φ1) cos(2Jt− φ2). (A.10)

This implies that the expected contrast of the purple points in Figure 4.14 should be A1A2/2, which

is indeed the case as can be checked via Table A.1. Furthermore, our observation that the oscillation

contrast of P11(t) significantly exceeds this quantity corroborates our claims of indistinguishability

when assuming the particles are non-interacting. Conveniently, this bound includes the effect of loss

and finite single-particle contrast; though the former quantity was not included in the calculations

in these sections, it corresponds to probability outside the Hilbert space and reduces the contrast

proportionately regardless of whether there is additional contrast reduction from impurity or Bloch

vector tilting along x.

Lastly, we can use these equations to also constrain Pmin
HOM for non-interacting, distinguishable

particles. The expression in Eq. A.10 reaches a minimum at tHOM = 2π/8J + tcorr, where the

single-particle tunneling trajectories intersect at a value of 0.5 since the tunneling is symmetric

(neglecting single particle loss). As was discussed in the ramp section, tcorr = φ1,2/2J defines the

temporal shift in the tunneling from t = 0. At tHOM it follows then that the cosine terms vanish,

leaving Pdist(tHOM) = 0.5; this is just the expected outcome of two equally-weighted, flipped coins

landing differently. Therefore, we have a second bound that an observation of P11(tHOM) < Pdist =

0.5 proves indistinguishability for non-interacting distinguishable particles. Since we have some

likelihood of one of the atoms being lost due to our vacuum lifetime and thereby leading to a 0

event in P11, this bound of 0.5 is reduced to 0.5(1− Ploss)
2.

A.1.1.2 Interacting distinguishable particles

The above treatment excludes the effect of interactions, which can induce spatial correlations

between the distinguishable particles. However, we can use the treatment above to form bounds

including the effect of interactions. Since minimal tunneling occurs prior to the end of the ramp,

we will neglect the effect of any spatial correlations adiabatically introduced that could arise during
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the ramp down itself, and treat U and J as static quantities appropriate to the final trap in which

tunneling occurs3 . Furthermore, this assumption allows us to use the uncorrelated/separable

density matrix of Eq. A.7 as our initial state. The static Hamiltonian for the interacting two-

particle system is,

Ĥ =




U −2J 0 0

−2J 0 0 0

0 0 U 0

0 0 0 0




, (A.11)

where the two-particle basis is,

〈r1, r2|+〉 =
1√
2

(ψL (r1)ψL (r2) + ψR (r1)ψR (r2)) (A.12)

〈r1, r2|S〉 =
1√
2

(ψL (r1)ψR (r2) + ψR (r1)ψL (r2)) (A.13)

〈r1, r2|−〉 =
1√
2

(ψL (r1)ψL (r2)− ψR (r1)ψR (r2)) (A.14)

〈r1, r2|A〉 =
1√
2

(ψL (r1)ψR (r2)− ψR (r1)ψL (r2)) . (A.15)

Expressed in first quantization, these are the symmetrized states that are used to represented

an arbitrary distinguishable two-particle state. To translate the treatment from above for non-

interacting distinguishable particles into this symmetry respecting basis, we need only equally

weight the two-particle states in the spatially symmetric and anti-symmetric sectors to reflect the

observability of the labels 1 and 2. For example, the state |L1〉|R2〉 equally projects onto the second

and fourth basis states above. In practice, this basis transformation is realized by acting on the

two-particle density matrix of Eq. A.7 with the appropriate rotation matrix.

We now seek an expression for P11(t) for an arbitrary initial two-particle density matrix in

3 Note, however, that were we to include ramp down effects, it would only further increase the lower bound on
the observed P11, since this inclusion would cause some quantum amplitude for occupation of the interacting ground-
state. For non-zero positive interactions, the ground-state increases the likelihood that the atoms occupy different
wells.
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the above basis. For the completely general initial density matrix,

ρ (0) =




a α β γ

α? b ε ζ

β? ε? c η

γ? ζ? η? 1− a− b− c




, (A.16)

it can be shown that

P11 (t) = 1− a− c+
4J (2J (a− b) + UR (α))

ω2
JU

− 4J (2J (a− b) + UR (α))

ω2
JU

cos (ωJU t) (A.17)

− 4JI (α)

ωJU
sin (ωJU t) . (A.18)

Here ω2
JU = 16J2 + U2, and R (•) and I (•) denote real and imaginary parts. This is computed

by taking this density matrix, evolving it in the von-Neumann equation under the Hamiltonian in

Eq. A.11, and computing Tr(O11ρ(t)). Mathemagica does some simplification afterward.

Transforming the density matrix of Eq. A.7 into the basis shown in Eq. A.15, and applying

Eq. A.17, it can be shown that the minimum value of Pdist(t) is,

P(x) =
2 +A1A2

4
+
U(Jx+ UA1A2 cos(2φ)/4)

16J2 + U2

−
J
√

(Ux− 4JA1A2 cos 2φ)2 + 64J2A2
1A

2
2 cos2 φ sin2 φ+ U2A2

1A
2
2 sin2(2φ)

16J2 + U2
, (A.19)

while the oscillation contrast is given by,

A(x) =
2J
√

(Ux− 4JA1A2 cos 2φ)2 + 64J2A2
1A

2
2 cos2 φ sin2 φ+ U2A2

1A
2
2 sin2(2φ)

16J2 + U2
, (A.20)

where we have set φ1 = φ2 = φ (since the equality of these phases is confirmed experimentally).

We can now apply the constraints imposed by the single particle density matrices, namely,

x1 ≤ (1−A2
1)1/2 and x2 ≤ (1−A2

2)1/2. (A.21)

When xi is maximal, this corresponds to unity length single-particle Bloch vectors and maximal

coherences along x. P (x) and A(x) are separately minimized and maximized, respectively, within
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the space constrained by the experimental measurements in Table A.1 and the inequalities in

Eq A.21. This occurs for both at a value,

x0 = −(1−A2
1)1/2 − (1−A2

2)1/2. (A.22)

In Figure A.2, we show the outcome of the above procedure for the evil and unlikely case

of x = x0 and the excessively likely case of x = 0. These “x0ist” statements are made for the

following reasons. The initial single-particle Bloch vectors that correspond to x0 are those which

each have the same projection along x, i.e. r1 = r2 and θ1 = θ2. If the x-projection of the single

particle Bloch vectors is non-zero (i.e. θi 6= Zoddπ/2, where Zodd is an odd integer), then according

to Eq. A.1, this is necessarily due to the presence of a bias at the end of the ramp when a small

amount of tunneling occurs. For a fixed bias this would yield θ1 = −θ2 since σz causes precession

in opposing directions for Bloch vectors on opposites sides of the equator: near t = 0, z1 > 0

and z2 < 0 with |z1| = |z2|, yielding x = 0. A fluctuating bias, on the other hand, dephases the

coherences to yield xi = x = 0 and a shortened Bloch vector. Experimentally, therefore, it is

very difficult (basically impossible) to produce non-zero x, and so we compare our observed HOM

oscillation contrast AP11 and dip Pmin
HOM to the more experimentally appropriate case of A(0) and

P (0) as well. For this case, the expected reduction (increase) of A(0) (P (0)) due to the suppression

of two-particle tunneling from the interactions is manifest. But either way, even when including

the evil x0 case, our measurements violate the behavior of interacting distinguishable particles.

A.2 Analysis of observed HOM interference: understanding indistinguisha-

bility with imperfect beam splitters

While the violation of the bounds above support the presence of indistinguishability and

HOM interference in our experiment, we can also borrow elements of the analysis to try to under-

stand whether the contrast we observe makes sense given the experimental information available.

An important feature of the Hamiltonian in Eq. A.11 is that the second two basis states, |A〉 and

|−〉 completely decouple from the resonant tunneling dynamics, each contributing a static P11 = 1
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Important numbers from tunneling dynamics plots

Measurement Ploss AP11 APdist
U/J A1 A2 φ

Fig. 4.14b, e 0.049(2) 0.46(2) 0.282(12) 0.44(4) 0.722(15) 0.765(16) −0.20(7)
Fig. 4.14 c,f 0.034(2) 0.48(2) 0.306(18) 0.22(2) 0.77(2) 0.83(2) −0.45(7)

Important numbers from tHOM plots
Measurement Ploss (1− Ploss)

2/2 Pmin
HOM

Fig. 4.16a 0.032(2) 0.4689(19) 0.314(14)
Fig. 4.16b 0.0337(17) 0.4669(16) 0.296(10)
Fig. 4.16c 0.0346(15) 0.4660(14) 0.28(2)

Table A.1: Summary of the important parameters for understanding the experimentally observed
two-particle interference. The experimental signature of the HOM effect is reflected in the difference
between our measurements and the expectation for distinguishable atoms: In the top table the
values to compare are AP11 and APdist

. In the bottom table the values to compare are (1−Ploss)
2/2

and Pmin
HOM. Each value of Ploss is computed by taking the mean over all single atom data in the

specified set. The values tabulated here are used to produce the distinguishable limits shown in
Fig. A.2.
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Figure A.2: Bounds on Pdist(tHOM) (a,b) and APdist
(c,d): The two left panels (a,c) are for experi-

ments with U/J = 0.44(4), while the two right panels (b,d) are for experiments with U/J = 0.22(2).
In all plots, the figure in the main text to which the presented data corresponds is given in the plot
label. In panels a and b, the black curve is P(x = 0), which is a lower bound on the HOM dip for
distinguishable particles assuming no initial coherences along the x-direction of the Bloch sphere.
The dark shaded uncertainty region of the curve is obtained by propagating uncertainties in the ex-
perimentally measured single-particle amplitudes (A1,A2) and phases (φ1,φ2) through Eq. (A.19).
The light shaded region below the black curve is therefore classically forbidden, i.e. inaccessible
to distinguishable particles. The red dashed curve is P(x0), which is the evil and unlikely case
scenario that could, in principle, be saturated by distinguishable particles (the red shaded region
is obtained in the same way). The measured minimum of the HOM dip (Pmin

HOM, blue point) sits in
the classically forbidden region. Panels c and d are similar to the top panels, except now we plot
the contrast bound (A) and the blue points are measured values of AP11 . The numbers used to
create this plot are tabulated in Table A.1.

and P11 = 0, respectively. The former case was noted earlier as well in our discussion of distin-

guishability for the observed two-particle oscillations. The first two basis states, on the other hand,

are coupled, and as such each oscillate out of phase by π. This means that the imbalance between
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the probabilities of being in the |S〉 and |+〉 states determines the oscillation contrast of P11(t), as

is also illustrated by Eq A.17.

Using these simple observations, we wish to now use the single particle contrasts, in conjunc-

tion with an assumption about the character of the initial density matrix, to form an expectation

for the HOM dip P11(tHOM) = Pmin
HOM. Ideally, we could predict the expected HOM dip if we knew

the full density matrix at any given time. However, our observations of P11 only supply us with in-

formation about the probabilities of the particles being found in the |A〉 and |S〉 versus |+〉 and |−〉

sectors, but not the breakdown within each sector. Given our observations of a depth-dependent

contrast, and the resulting evidence for bias fluctuations, we will make the following assumption:

at t = 0, two-particle states of different total Sz on the composite Bloch sphere of two particles (in

the basis of {L,R}) are incoherent.4 This assumption is justified because fluctuations in ∆ should

dephase the states |A〉 and |S〉 with respect to |2, 0〉 = 1√
2

(|+〉+ |−〉) and |0, 2〉 = 1√
2

(|+〉 − |−〉),

since the first two states have Sz = 0 while the latter two have Sz = ±1. Similarly, for the single

particle experiments, the finite contrast we take to be due to shortening of the single particle Bloch

vector, as opposed to coherences. In other words, we assume xi = 0 in the language of the previous

section. I will call all of this the “incoherence assumption”.

Using the above assumption, along with our thermometry, we can conjecture an expression

for the expected HOM oscillation contrast Aexp
P11

and dip P exp
HOM. We will first consider the effect of

temperature in the absence of the effects of single-particle contrasts. Assuming the radial ground-

state fraction is effectively unity, the single particle axial ground-state fraction5 of PGS = 0.85(11)

defines the distinguishability introduced by motional degrees of freedom. It implies that the like-

lihood that the atoms are indistinguishable is P ind = 0.852 + 0.132 = 0.74(18), where the second

term comes from the thermal probability that the atoms both occupy the first axial excited state

4 I am loosely referring to t = 0 here in that I am not including the phase shift. Specifically, I mean any amplitude
outside that which participates in the P11 oscillations we will assume to be strictly incoherent

5 For the error bar of 0.11 quoted, I took the mean of the upper and lower value to simplify the analysis. They
differ by 2%.
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(higher order terms we neglect). Therefore, from this effect alone we would expect [157],

Pmin
HOM = 0 · P ind + (1− Ploss)

2/2 · (1− P ind) = 0.12(5). (A.23)

But, as said, this excludes any effects associated with the atom beam splitter itself, and clearly

underestimates the imperfections of the experiment.

To understand the effect of the beam splitter, we will first neglect the presence of distinguisha-

bility in the experiment and consider indistinguishable atoms on an imperfect beam splitter. This

means we seek to understand how to include the impurity of the single particle density matrices in

the {L,R} basis. Including these effects is tricky because our goal is to construct a symmetrized

two-particle density matrix of impure single particle density matrices. For example, suppose both

single particle density matrices were completely mixed: ρi = 1
2(|L〉〈L| + |R〉〈R|). If we seek to

compute,

ρ = ρ1 ⊗ ρ2, (A.24)

then how do we choose which pairs of spatial states in each single particle mixture to symmetrize

in order to respect the quantum statistics of the atoms? The problem can be recast as follows:

each run of our experiment produces a two-particle state that respects the quantum statistics of

the atoms, but that state may vary shot-to-shot. Can we use the single particle density matrices

that we understand to construct the distribution of these two-particle states about which we have

less information? To approach this problem, we use second quantization to build up the final two-

particle density matrix from the single-particle density matrices, while retaining the symmetry of

the two-particle states comprising the mixed density matrix.

Consider first the case of our single particle measurements where we deduce oscillation con-

trasts Ai. By our incoherence assumption, and given the closeness of the mean of the oscillations of

PL,R to 0.48 (which is the ideal 0.5 corrected for loss, see Section 4.5.2.4), we can write the initial

t = 0 single particle density matrix,

ρi =
1−Ai

2
(|L〉〈L|+ |R〉〈R|) +Ai|p〉〈p|, (A.25)
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where p = L (p = R) if i = 1 (i = 2). This density matrix yields oscillation contrast Ai because the

initial probability imbalance in the {L,R} basis determines the single-particle oscillation contrast

in the absence of coherences. We can rewrite this in second quantization as,

ρi =
1−Ai

2

(
a†L|0〉〈0|aL + a†R|0〉〈0|aR

)
+Aia

†
p|0〉〈0|ap (A.26)

Using this equation we can iterate to create the two-particle density matrix ρcom at t = 0 as

follows. In the absence of any knowledge about the specifics of the noise that create ρi, we make

the assumption that the noise does not introduce any correlations between the particles. This is a

simplifying assumption, which need not be true. Indeed, if during the ramp there are fluctuations

in the bias as we suspect, this will induce x1 = −x2 on any given run of the experiment. However,

given that we do not know the exact process by which we end up with ρi, it is a necessary step

in attempting to form a basic expectation for the two-particle oscillation contrast in terms of the

single particle oscillation contrasts. We conjecture then [158],

ρcom =
1−A2

2

(
a†Lρ1aL + a†Rρ1aR

)
+A2a

†
Rρ1aR, (A.27)

which we note is symmetric under exchange of 1 and 2. This resulting density matrix must be

normalized since the iterating operation does not preserve probability. Our goal is to now expand

this density matrix and determine the probability imbalance in the |S〉 and |+〉 sectors. Expanding

Eq. A.27 and performing some simplification we find,

ρNcom =
1

2N
(1−A1)(1−A2) (|S〉〈S|+ |+〉〈+|+ |−〉〈−|)

+
1

2N
(1−A2)(A1) (|S〉〈S|+ 2|2, 0〉〈2, 0|)

+
1

2N
(1−A1)(A2) (|S〉〈S|+ 2|0, 2〉〈0, 2|)

+
A1A2

N
|S〉〈S|. (A.28)

where I have used the notation |nL, nR〉 of nL (nR) in the left (right) well, and included the

renormalization constant of N = 1
2 (3−A1A2). We now want to assess the imbalance between the

|S〉 and |+〉 sectors. The first line is manifestly symmetric with respect to |S〉 and |+〉 and therefore
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does not contribute any oscillation. After some algebra, it can be shown that the sum of the first

and third term also yield zero imbalance between these two sectors. Therefore, the only imbalance

is in the last term. Hence, we expect an oscillation contrast Aind.
P11

for indistinguishable particles on

an imperfect beam splitter,

Aind.
P11

=
2A1A2

3−A1A2
. (A.29)

It is clear that this expression yields unity contrast oscillations for A1 = A2 = 1, while for either of

Ai = 0 there is zero oscillation contrast, as expected.

With Eq. A.29 we can now include the effect of distinguishability. For distinguishable par-

ticles, the expected oscillation contrast is Adist.
P11

= A1A2/2 (See section A.1.1.1) while for indistin-

guishable particles we have our new expression for Aind.
P11

. Given the probability P ind that the atoms

are indistinguishable, we have that the expected contrast Aexp
P11

is,

Aexp
P11

= P ind ·Aind.
P11

+ (1− P ind)Adist.
P11

, (A.30)

while the expected dip P exp
min is,

P exp
min =

(
(1− Ploss)

2

2
+
A1A2

2

)
−Aexp

P11
. (A.31)

In the second equation, the term in the parentheses corresponds to the expected peak of the

oscillations in P11(t) and agrees to 1% with both of the oscillation measurements in Figure 4.14.

By subtracting from the peak the total amplitude of oscillation, which includes both contributions

from the distinguishable and indistinguishable cases, we can determine the expected dip. Table A.2

lists the measured and expected amplitudes and dips, and Figure A.3 diagrammatically illustrates

our expectation for the data in Figure 4.14f; we find decent agreement.
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Figure A.3: Expected HOM oscillation behavior. Using the calculated values from Table A.2, we
put lines at the expected HOM dip value including just the effect of axial temperature (brown),
and the effect of both the temperature and finite tunneling contrast (orange). The density matrix
impurity due to temperature gives rise to probability that the atoms are distinguishable in their
motional degree of freedom, while the single-particle oscillation contrasts effects the coherence of
the two-particle beam splitter. We find decent agreement for these data of Fig. 4.14c,f as well as
that of Fig. 4.14b,e (not shown, but tabulated in Table A.2).

Comparison of expected and measured amplitudes and HOM dips
Oscillation data Aexp

P11
{AP11} P exp

min{Pmin
HOM}

Fig. 4.14b,e 0.41(5){0.46(2)} 0.32(5){0.28(2)}
Fig. 4.14c,f 0.48(7){0.48(2)} 0.30(7){0.30(1)}

Table A.2: Here we list the expected two-particle oscillation contrasts and HOM dip (minimum
measured value of P11(t)) according to Eqs. A.30 and A.31, using the tabulated single particle
contrasts in Table A.1. We use the axial temperature (axial ground-state fraction of 0.85) to
determine the two-particle indistinguishability, including the probability of indistinguishability in
the excited state: Pi = 0.74(18)



Appendix B

Summary of HOM measurements and associated statements about statistical

siginificance

We present five distinct measurements, each of which contains a statistically-significant mea-

surement of the HOM effect. Table A.1 summarizes these experimental measurements and their

uncertainties. The quantities and their uncertainties are determined as follows: Ploss is given by

an average over all single-particle data in the relevant measurement, and is equal to the mean of

P iL(x) + P iR(x) for i = i, 2 and x is the independent variable from the experiment (e.g. time, pulse

area, etc.); the uncertainty is the standard error determined from this set of points. AP11 , APdist
,

A1, A2, φ, and Pmin
HOM are determined from weighted fits to the data, where each data point is

weighted based on the statistical uncertainty associated with the measured value (wi = 1
σ2
i
), and

the uncertainty in the final fit parameters are then calculated from the weighted average variance of

the data. U/J and its uncertainty is determined from the procedure described in Sec. 4.6. Pmin
HOM in

Fig. 4.16c is determined from the data point at δcool = 0, and the associated uncertainty indicated

by the error bar on this point, namely the standard error from the average over the experimental

realizations (of which there are ≈ 360).

The purple circles shown in the figures in the main text represent Pdist as calculated from

the expression P 1
LP

2
R + P 1

RP
2
L . The error bars on these points are determined by propagating the

uncertainty from each single-particle data point P 1
L, P

1
R, P

2
L, P

2
R, taking into account correlations

between these quantities. Note that near the crossing point of the single-particle datasets the

uncertainty in the calculated Pdist values decreases since Pdist is the sum of two nearly anti-correlated
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variables and because the quantity reaches a minimum at this point. The degree to which they are

not perfectly anti-correlated comes from the uncorrelated single-particle loss for an atom starting

on the left or right.

In our analysis of the results presented in Figs. 4.14e,f we must determine from our measure-

ments of the amplitude of the Pdist(t) and P11(t) oscillations our confidence that these amplitudes

are statistically different. To do this we employ a modified Student’s t-test called the Welch’s t-test,

which can be applied to samples with possibly unequal uncertainty and degrees of freedom, such as

the number of data points. Using this procedure and the standard errors from the fits (Table A.1),

we find for the J/2π = 262 Hz experiment (J/2π = 348 Hz experiment) a 6.1σ (5.5σ) deviation

between the Pdist(t) data and P11(t) oscillation amplitudes. Note that these are quite close to what

one would calculate from a simple analysis of the standard errors quoted in Table A.1, but this

method accounts for the finite number of data points.



Appendix C

Derivation of parity oscillation bound for a separable density matrix

In Section 5.3.2, we exploited a bound, Cbnd, on the parity oscillation contrast. Here we show

that when this bound is violated by a density matrix, that density matrix is necessarily entangled.

As noted in the main text, we construct this bound according to the Peres-Horodecki crite-

rion [141, 142], henceforth called the PHC. We are interested in detecting entanglement between

the spin-1/2 Hilbert space HA and HB for a particle at a position xi and xj , respectively; the total

Hilbert space is H = HA⊗HB. The PHC makes stipulations on separable density matrices, which

in general can be written,

ρ =
∑

i

Piρ
A
i ⊗ ρBi , (C.1)

where Pi are the positive (normalized) weights associated with each product state ρAi ⊗ ρBi . The

key requirement of PHC is that upon performing the transformation,

ρ′ =
∑

i

Pi(ρ
A
i )† ⊗ ρBi , (C.2)

it is the case that ρ′ has positive eigenvalues. Demonstrating that a density matrix is entangled,

therefore, amounts to showing that upon performing this transformation the density matrix has at

least one eigenvalue that is negative.
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Prior to the parity detection, our experiment produces the density matrix,

ρexp =




p↑,↑ 0 0 0

0 p↑,↓ ε 0

0 ε∗ p↓,↑ 0

0 0 0 p↓,↓




. (C.3)

By applying the partial transpose step of Eq. C.2, we have the density matrix (this transformation

is easily deduced in Mathematica...if you are like me and not so facile with matrix manipulations),

ρ′exp =




p↑,↑ 0 0 ε∗

0 p↑,↓ 0 0

0 0 p↓,↑ 0

ε 0 0 p↓,↓




. (C.4)

We now seek the eigenvalues of this density matrix in terms of the matrix elements, which are all

determined experimentally. After diagonalizing ρ′, we focus on the smallest eigenvalue in order to

determine a relation among the matrix elements that yields a negative eigenvalue. The smallest

eigenvalue is,

h =
1

2

(
p↑,↑ + p↓,↓ −

√
p2
↓,↓ + p2

↑,↑ + 2p↑,↑p↓,↓ + 4ε2
)
. (C.5)

After some simple algebra, we find that h < 0 when,

ε2 < p↑,↑p↓,↓, (C.6)

As discussed in the main text, the measured parity contrast is related to the coherence by C = 4ε.

We then arrive at the desired result,

C < 4(p↑,↑p↓,↓)
1/2 ≡ Cbnd. (C.7)

Because we measure a parity oscillation contrast in excess of Cbnd, we know that the final state

cannot be described by a separable density matrix.


