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Hydrogenated amorphous silicon films (a-Si:H) have a long history of application in opto-

electronic devices, in part due to their low cost and compatibility with large area substrates. Re-

cently, crystal silicon/a-Si:H heterojunction(SHJ) photovoltaic cells have demonstrated extremely

high open circuit voltages (VOC = 750 mV) and photo-conversion efficiencies (24.7%). In SHJ

PVs, the amorphous-crystalline silicon (a-Si:H/c-Si) interface is the critical aspect of the device to

optimize for high efficiency. The understanding of defects and transport at the a-Si:H/c-Si junction

has been slow to develop due to a dearth of optoelectronic measurements able to distinguish the

unique interface physics from effects in the bulk a-Si:H and c-Si volumes.

Optical second harmonic generation (SHG) has been extensively used to selectively character-

ize surfaces and interface in a variety of materials, including semiconductors. In SHG experiments,

interfaces and surfaces can be probed selectively: One focuses a pulsed laser beam (frequency ω)

onto the sample and detects second harmonic light (frequency 2ω) generated at optically accessible

surfaces and interfaces in the sample. SHG elucidates the important interface properties because

the bulk “background” is mostly forbidden by symmetry in cubic and amorphous materials, leaving

only interface contributions.

In this thesis, I have demonstrated that SHG is a sensitive tool for probing strong electric

field present in the 10 nm a-Si:H layer in SHJ solar cells. To study the electric-field induced SHG

(EFISH) in a-Si:H, we measure SHG from ITO/a-Si:H/ITO sandwich structures at different biases

and polarization geometries. In this ”simple” structure, we quantitatively separate interface SHG

and EFISH. We also directly probe carrier dynamics in the depletion region of a ITO/a-Si:H junction

with time-resolved optical second-harmonic generation. Through fitting of the time-resolved SHG



iv

data and current data simultaneously, we are able to show that slow carrier dynamics that are visible

in the device current are actually taking place within the ITO/a-Si interfacial region. In summary,

SHG is proven to be a promising diagnostic method to characterize the interface electrostatics and

charge transport at the amorphous silicon interfaces.
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Chapter 1

Introduction

1.1 Interfaces in silicon solar cells: relevant to both amorphous and crystal

silicon heterojunction solar cells

A photovoltaic cell (also called solar cell) is an electrical device that converts the energy of

light directly into electricity by the photovoltaic effect. The photovoltaic effect was first discovered

and experimentally demonstrated by French physicist A. E. Becquerel as early as 1839 [1, 2]. When

the light is incident upon the device, the electrons present in the valence band absorb energy and

are excited. They jump to the conduction band and create electron-hole pairs or excitons. Then the

electron-hole pairs are separated by the spatial electric field present in the device. The separated

charges can generate and support an current flow in an external circuits without being attached to

any external voltage source. By far, the most prevalent bulk material for solar cells is crystalline

silicon. In these device, charges are separated by electric fields associated with p-n junctions.

Figure 1.1 shows the picture of a typical monocrystalline solar cell. Its p-n junction is formed by

diffusion of dopants creating a spacial charge region separating the excited electron-hole pairs(see

Figure 1.2).

While numerous PV materials have been tested, those that rely on silicon have inherent

advantages: silicon is abundant, non-toxic and supported by mature manufacturing technology.

The existing knowledge base for silicon allows PV research to focus only on aspects specific to PV,

as material properties related to computer chips, memories and display technologies have already

been addressed in the scientific literature. Generally, solar cells must generate charge carriers by
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Figure 1.1: A solar cell made from a monocrystalline silicon wafer with contact grid [3].

Figure 1.2: The spacial charge region diagram for the p-n junction inside a monocrystlline silicon
solar cell [4].
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optimal absorption of the spectrum of the sun. At the same time, these excess charge carriers need

to be efficiently collected with minimal recombination on their way to the terminals of the device. A

bare silicon surface has many dangling silicon bonds that act as free charge carrier recombination

centers due to the discontinuous lattice structure. High recombination rates at the top surface

can degrade VOC dramatically. Lowering the surface recombination is typically accomplished by

reducing the number of dangling silicon bonds at the top surface by using a passivating layer. The

best known passivation layer in the electronics industry is thermally grown silicon dioxide layer for

low defect states at the interface [5]. Since this passivating layer is an insulator, any region which

has an ohmic metal contact cannot be passivated using silicon dioxide. A spiky metal through the

passivation layer is usually made between the emitter metal and the absorber material to provide

channels for carrier extraction. Recombination at the metal/silicon contacts remains the efficiency

limitation for the c-Si solar cell. A doping structure around the emitter can be achieved to minimise

this recombination, but the manufacture cost increase for this design is not tolerable [6].

The silicon heterojunction(SiHJ) is the ideal solution to replace the silicon dioxide passivation

layer by simultaneously fulfilling the passivation and contacting roles [6, 7]. It separates highly

recombination-active ohmic contacts from the crystalline surface by insertion of a passivating,

semiconducting film with a wider bandgap. Thin-film hydrogenated amorphous silicon (a-Si:H) of

a few nanometers thickness is a suitable material for SiHJ because the amorphous silicon bandgap

is slightly wider than that of c-Si and it can be doped relatively easily. The first a-Si:H/c-Si

heterostructures were studied in 1974 by Fuhs [8]. As early as 1991 [9, 10], the major breakthrough

for SiHJ solar cell came with the introduction of a thin buffer layer of undoped a-Si:H between

doped emitter and wafer, the so-called Heterojunction with Intrinsic Thin-layer (HIT) structure,

to reduce the interface state density. Since about 2000, research accelerated and has deepened the

fundamental knowledge about this structure [11, 12, 12, 13]. Figure 1.3 shows a typical HIT solar cell

structure diagram. The thin intrinsic and doped amorphous silicon layers are deposited between the

c-Si wafer and ITO layer on both side of the cell. This bifacial design provide effective passivation

for surface dangling bond on the both side of the c-Si wafer. Meanwhile, the build-in electric
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field around the heterojunction of c-Si/a-Si:H provides field effect passivation by electrostatically

shielding the charge carriers from the interface [14, 15]. The thickness of a-Si:H layers is optimized

for resistivity so that charge carriers pass through this a-Si:H layer fast enough to avoid carriers

recombining before being collected. Therefore, this a-Si:H buffer layer could be considered as a

semi-permeable membrane for carrier extraction [16].

The HIT solar cell was developed, commercialized and patented by Sanyo Electric Company.

By the end of 2013, Sanyo claimed a 24.7% world efficiency record for such solar technology with a

record high VOC (750mV) [17], and this efficiency also features the highest record for silicon based

solar cell of large area (> 100cm2). While the c-Si wafer accounts for a large portion of the raw

material cost, this record solar cell is based on a wafer only 98 µm thick, thereby saving about

half of the cost of the current industrial standard for diffused-junction solar cells. Another major

advantage of the HIT solar cell is that the deposition processing of a-Si:H layers saves thermal

manufacturing budget by requiring much lower temperature (< 200◦) than the silicon oxidization

process(> 800◦) of diffused-junction solar cells. Sanyo has commercialized 235 Watt photovoltaic

modules of a remarkable 18.3% conversion efficiency built on 72 individual HIT solar cells of 21.1%

efficiency. Figures 1.3 and 1.4 show the structure diagram for the HIT solar cell and a actual picture

of Sanyo’s HIT photovoltaic module on the market [17, 18].

Overall, the HIT solar cell is a low-cost, promising technology of high conversion efficiency

solar cells. The key to the success of HIT solar cell is the intrinsic a-Si:H/c-Si interface. It is crucial

for improving the cell efficiency by reducing recombination losses at the hetero interface between

a-Si and c-Si and optimization of the thicknesses in a-Si layers. Therefore, it provoked our interest

to employ interface-sensitive optical Second Harmonic Generation to study this critical interface.

1.2 Second Harmonic Generation (SHG) for interface characterization

After the invention of the laser, the high intensity monochromatic light source, optical har-

monic generation is first demonstrated by Franken et al. in 1961 by focusing a ruby laser into

a quartz sample [19]. Soon afterwards, SHG was observed on the surface of inversion-symmetric
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Figure 1.3: Heterojunction with Intrinsic Thin-layer (HIT) solar cell structure diagram. a-
Si:H(i/n+/p+) indicated the hydrogenated amorphous silicon of various doping type: “i” —
intrinsic type or non doping; “n+” — heavily n-type doping; “p+” — heavily p-type doping.
c-Si(n) means the n-type doped crystalline silicon wafer [17].
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Figure 1.4: Picture of Sanyo’s HIT photovoltaic 235 Watt module featuring 18.3% conversion
efficiency consisting of 72 individual HIT solar cells of 21.1% efficiency. Demenstion: 1580mm ×
812mm× 35mm; Weight: 15 kg [18].
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material, silver surface, in 1965 by Brown et al. [20]. Theoretical work was started by Bloembergen

and Shen in 1966 by introducing the gaseous plasma model (free electron gas model) [21]. In 1982,

the submonolayer sensitivity of SHG is demonstrated by Heinz and Shen by using SHG to probe

molecular monolayers adsorbed to surfaces [22]. The capability of SHG as a surface-specific tool

was fully studied by Shen and Richmond et al [23, 24, 25] in late eighties.

Second harmonic generation (SHG) is a nonlinear optical process and a special case of sum

frequency generation, in which photons of frequency ω interacting with a nonlinear material gener-

ate new photons with twice the energy, and therefore twice the frequency 2ω. SHG, as an even-order

nonlinear optical effect, is only allowed in media with broken inversion symmetry, which typically

happens at the material surface or interface. Therefore, SHG is particularly useful for probing

interfaces between media with inversion symmetry. In comparison with stimulated Raman gain

techniques, SHG is superior with simpler experimental arrangement and much stronger output sig-

nal [26]. Surface second harmonic generation (SSHG) is usually observed when light of frequency

ω is reflected off of surface or interface and SHG photons are detected in the reflected beam (see

Figure 1.5).

From the point view of quantum mechanics, the SHG processes can be visualized by system

energy-level diagrams and by considering the interaction between medium and photons. Figure 1.6

shows that two photons of the same frequency ω are absorbed by the excited states and a photon of

frequency 2ω is simultaneously re-emitted in a quantum-mechanical relaxation process. The hori-

zontal solid line represents the system ground state and dashed lines represent the virtual excited

states. The SHG process can also be interpreted by treating the dipoles as classical oscillators.

When light travels through dielectric matter, the electric field of the light imposes an oscillating

force on the electric dipoles in the media. At low light intensity, the dipoles respond linearly to

the driving force of light field and re-radiate the electric magnetic wave of the same frequency.

The potential vs placement curve is then nearly parabola as indicated in left panel of Figure 1.7.

However, when coherent light of high intensity is incident, the dipoles no longer respond linearly

to the strong electric field and participate in anharmonic oscillation. The potential energy curve
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Figure 1.5: Surface second harmonic generation schematically experimental diagram. The Material
A and B are all inversion symmetric medium. The SHG photons are produced at the surface and
interface.
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shape deviates from a parabolic bowl (mid and right panel of Figure 1.7). When the displacement

from balance position is far, the potential of dipole is influences by its neighbor atoms. Therefore,

the deviation of the energy curve from a perfect parabola depends on the lattice structure of the

material itself. The mid and right panel of Figure 1.7 illustrate the potential deviation for two

group of lattice structures: those with a center of symmetry (centrosymmetric) and those with-

out (non-centrosymmetric). Now we can decompose the dipole polarization P (t) in to the Fourier

series:

P (t) =

∞∑
n=0

P (nω)einωt (1.1)

here, the P (nω) term would result in the nth order harmonic radiation, among which one

would find the double frequency term (2ω) is zero for the system with inversion symmetry [27].

However, this term will be non-zero for interfacial atomic layers where the inversion symmetry is

violated. In the nonlinear response of interfacial atomic layer, the asymmetry of the anharmonic

dipole contributes to the doubled frequency signal in the reflected general polarization wave. This

property makes SHG a promising surface probing tool for inversion symmetric materials. This

second order harmonic process can be described by a non-linear tensor
↔
χ convolving with the input

light field. The properties of this tensor will be further discussed in the following chapter.

P (2ω) = χ(2) : E(ω)E(ω) (1.2)

Though the inversion symmetry violation at the surface or interfaces is commonly known

to be responsible for optical SHG, a strong bulk electric field can also break the symmetry in the

centrosymmetric materials, and produce bulk electric-field-induced SHG (EFISH) [29, 30, 31, 29].

EFISH was discovered by Lee [32] as early as 1967. EFISH allows for a contactless detection of

internal electric fields, which can either be applied static fields or electric fields in semiconductor

space-charge regions arising from interfacial charge separation. For example, the effect of EFISH

has been used to study charge trapping and photo induced charge trapping in the c-Si/SiO2 system
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Figure 1.6: Energy level diagram for second harmonic generation from quantum mechanics point
of view.

Figure 1.7: The response of different optical materials to an applied electric field varies with field
strength and molecular structure [28].



11

[33, 34, 35, 36, 37, 38]. Since the electric field provides the broken inversion symmetry which is

necessary for SHG re-radiation, there is a linear relationship between the electric field strength EDC

and the second-order nonlinear susceptibility χ(2), i.e. χ(2) ∝ EDC . Therefore, the re-radiated SHG

field is proportional to the internal static electric field strength. This process can be viewed as a

nonlinear process governed by a third-order nonlinear susceptibility as given by:

P
(2ω)
DC =

↔
χ
(3)

(−2ω;ω, ω,DC) : E(ω)E(ω)EDC (1.3)

↔
χ
(3)

is a third-order tensor describing the coupling between the electric field produced by the

incident light E(ω) and the static electric field EDC present in the media. In most semiconductor

structures, there is a built-in electric field due to charges trapped at the defect centers or trap sites

at the interface. Therefore, the measured SHG signal is often a superposition of the SSHG and

EFISH. As a result, accurate interpretation of SHG signals requires careful separation of EFISH and

interface contributions. For example, Rumpel [39] and Gielis [40] et al. use spectroscopic EFISH

signatures in c-Si to qualitatively separate EFISH from other SHG signatures. In this thesis, we will

focus on how SHG can be used to study the electric fields near the interfaces of a-Si:H, where bulk

electric fields break the inversion symmetry and produce bulk electric-field-induced SHG (EFISH).

In comparison with the long history of EFISH, Current-Induced Second Harmonic Genera-

tion (CISH) is a newly discovered phenomenon of the inversion symmetry break as the result of an

external electrical direct current (DC). Though this is not a topic covered by this thesis for com-

pleteness, I briefly introduce here. For the SHG study on complicated semiconductors, the SHG

from interfaces, EFISH and CISH are all possible contributions in the total SHG signal. There-

fore, in order to achieve more detailed quantitative description, it is necessary to incorporate and

interpret any possible SHG sources when dealing with the complicated SHG signal. CISH is firstly

introduced during the discussion about the CISH contribution to the nonlinear polarization for a

direct band semiconductor by Khurgin in 1995 [41]. The CISH polarization can be quantified in a

similar manner to the electric field induced SHG and given by: [42]
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P
(2ω)
DC =

↔
χ
(3)

(−2ω;ω, ω,DC) : E(ω)E(ω)jDC (1.4)

where j is the current density and
↔
χ
(3)

ijkz is the dipole current-induced optical susceptibility.

For direct semiconductors,CISH second-order susceptibility arises from an asymmetry of the elec-

tron quasi-pulse distribution which leads to a sharp resonance in the vicinity of the local Fermi

level for majority carriers in the conduction band [42]. The first experimental observation of CISH

in silicon is enabled by Aktsipetrov in 2009 [43]. Shortly afterward, more researchers made effort

to understand the CISH in various material systems, including GaAs [44], spin currents [45] and

graphene [46, 47, 48] etc. The detection scheme can be applied in a wide range of materials with

different electronic band structures. Also, this phenomenon can be used for a real-space image of

current density in semiconductor devices. CISH is a exciting new branch of non-linear optics field,

becoming more and more popular in the semiconductor and graphene research community, and it

could be a possible direction to explore using the current set up in Chuck’s lab.

1.3 Motivation for this work

A common theme among next-generation photovoltaic technologies will be the importance of

interfaces. Absorber layer thicknesses in all of these technologies are decreased in order to reduce

material and deposition equipment costs. This leaves a high ratio of surface to bulk material,

increasing the importance of surfaces. Mixed-phase materials are also becoming common and have

high internal surface areas important to performance. Finally, nanoscale quantum dots used to

exceed the Shockley-Queisser efficiency limit in third generation PV will inevitably be imbedded in

a matrix, with enormous surface-to-volume ratios [49, 50]. Passiviation of these internal surfaces

will be a critical need. While numerous PV materials have been tested, those that rely on silicon

have inherent advantages: silicon is abundant, non-toxic and supported by mature manufacturing

technology. We therefore begin our second harmonic generation studies of PV interfaces with the

silicon heterojunction that is based on the c-Si/a-Si:H interface. This model system is critical to
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present and future photovoltaic devices.

The potential of heterojunction contacts to solar cells was first described by Yablonovitch

in 1985 [51], but its potential was realized in silicon only in the late 1990s, through the work of

Sanyo Corp. As I described above, Sanyos HIT-cell has exploited the excellent passivation of crystal

silicon by hydrogenated amorphous silicon to produce an easily manufactured 24.7% wafer-based

solar cell. However, the underlying physics of passivation and of transport through the c-Si/a-

Si:H heterojunction remains poorly understood. There have been successful microscopy studies

that demonstrated the importance of an abrupt interface phase junction (i.e., immediate a-Si:H

growth, with no local regions of epitaxy) for high voltage solar cells [52, 53], a careful examination

of the dependence of surface recombination velocity at the heterojunction on a-Si:H deposition

temperature and its annealing [12, 54] and an infra-red study that revealed much about hydrogen

configurations in the first few a-Si:H monolayers deposited [55]. But attempts to measure the

energies and densities of interface states in the electronic bandgap have been inconclusive [56] and

even the factors controlling the widely-varying measurements of valence and conduction band offset

are unknown. Clearly, an interface-sensitive probe is needed to unravel these mysteries.

The c-Si/a-Si:H heterojunction will play prominent roles in advanced film crystal silicon

devices and in nanocrystalline (nc-Si:H) layers used in multi-junction amorphous silicon based

devices. Wafer replacement film crystal silicon technology is under intense research at NREL [57].

The goal of wafer replacement silicon is to achieve wafer-like efficiencies at area costs comparable

to low-cost a-Si:H. In wafer-replacement PV devices, only enough epitaxial crystal silicon is grown

to enable adequate light absorption (5-20 µm), eliminating the immense material waste in wafer-

based PV. For such devices, a-Si:H/c-Si heterojunctions are ideal for emitter formation and surface

passivation because they efficiently use valuable epitaxial silicon.

Nanocrystalline silicon (nc-Si:H) is being used as a low-gap partner in high-efficiency multi-

junction amorphous silicon based devices. Typical nc-Si:H material is comprised of 10-100 nanome-

ter crystallites surrounded by thin amorphous tissue. Because of their nanoscale, the interface at

the surfaces of the crystallites must play a crucial role in determining the materials surprisingly
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good material properties. Improved knowledge of the a-Si:H/c-Si interface is needed to better

understand this material.

The amorphous/crystalline interface will also play a key role in new nano-structured silicon

materials, where <10 nm sized crystallites are embedded in an amorphous insulator in order to

profit from quantum size effects such as an increase in the silicon band gap and multi-exciton

generation. Because this material could be combined with single crystal silicon to make high-

efficiency multi-junction devices, numerous researchers have initiated projects to fabricate and

characterize nanoscale crystallites in an amorphous matrix. In such structures, the a-Si:H/c-Si:H

interface will be key to a long recombination time for photogenerated carriers and to efficient carrier

transport between crystallites.

Another potential target for interface specific characterization by SHG is organic photo-

voltaics. For example, many groups are targeting nanostructured inorganic materials filled with

organic semiconductors in order to overcome the short exciton diffusion lengths in the organic

absorbers. The interface is enormous and plays the critical role of separating the exciton into

individual charge carriers. NREL group has contributed to studies of planar and nanostructured a-

Si:H/polymer whose results showed a critical dependence upon the offset between the a-Si:H valence

band edge and the polymer HOMO level [58]. There remain critical questions about the nature of

this and other organic-inorganic and also about many organic-organic semiconductor interfaces in

PV.

Interface optimization will be key to the successful development of the above materials.

Unfortunately, techniques for measuring interface properties are currently limited because existing

characterization tools are dominated by the bulk response. Our research will tackle this problem by

developing SHG for characterizing the semiconductor interface properties relevant to PV. The ideal

characterization of a semiconductor interface would reveal the density of interface traps, the trap

distribution within the band gap, and the detrapping time that it takes carriers to be released. The

standard technique for mid-gap defect measurements is deep level transient spectroscopy (DLTS).

Indeed, DLTS measurements on silicon heterojunctions have been made at NREL. However, the
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DLTS signal is sensitive to midgap defects in the bulk as well as the surface and the large number

of defects in the bulk a-Si:H layer dominate the DLTS measurement. The bulk sensitivity has

prevented successful DLTS interface measurements.

In comparison with DTSL, SHG could be the ideal tool for characterizing the semiconductor

interface properties relevant to PV. A challenge with SHG, however, is that it does not measure

an electronic signal directly. Rather, it measures changes through their affect on χ(2). Thus, it is

necessary to correlate changes in χ(2) to the properties of interest. An advantage of SHG is that the

relative changes in χ(2) as the interface is altered are often large, even though the absolute signal

intensity is very small. This thesis presents the correlated changes in χ(2) with the local electric

field perpendicular to the interface (Ez), and demonstrate the sensitivity of χ(2) to the interface

physics and shows how SHG measurement can provide insight into device operation.

1.4 Thesis outline

The remainder of the thesis is organized in the following structure. In Chapter 2, I will discuss

the theory background for SSHG for isotropic materials and Electric Field Induced SHG. Chapter

2 will also present the experimental set up for SHG measurement and the Stokes optics theory for

polarization information extraction. In Chapter 3 and 4, the interference theory for the SHG signal

from the HIT solar cell device and ITO/a-Si:H interface will be illustrated. In Chapter 5, I will

develop the new experimental system for SHG dynamics measurement, and an innovative method

combining the Current-Voltage and SHG-Voltage measurement will be introduced. Chapter 6 is

the summary of the thesis, and I will summarize the EFISH results for a-Si:H interfaces. Some of

the preliminary SHG measurements for Organic Photovoltaic(OPV) device will also be introduced

here. Finally, continuation experiments will be suggested.



Chapter 2

Surface Second Harmonic Generation (SSHG) Theory and Experiment

2.1 SSHG and EFISH theory

In this section, I will go through the general theory of surface second harmonic generation for

surface and interface. The governing tensor elements and restrictions imposed by the symmetry of

an isotropic interface for this nonlinear process will be discussed. Next, I will introduce the Electric

Field Induced Second Harmonic (EFISH) theory. Finally, I will discuss the EFISH in Schottky

junctions as a special case which is crucial to understand the SHG signal presented in Chapters 4

and 5.

2.1.1 SSHG theory

The surface second harmonic response is governed by the second order non-linear polarization

P (2ω). This polarization represents the dipole moment per unit surface area at the surface or

interface.

P (2ω) = χ(2) : E(ω)E(ω) (2.1)

Since the incident electric fields and the surface polarization can be decomposed in any of

three orthogonal directions of a Cartesian coordinate system, we write:

P
(2ω)
i = χ

(2)
ijk : E

(ω)
j E

(ω)
k (2.2)
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where i, j, and k can be any of the Cartesian directions x, y, or z The re-radiated second

harmonic fields can be expressed in terms of the polarization s and p, where p-plane is defined in

Figure 2.1 and s-plane is perpendicular to p-plane. We assume the p polarization plane lies in x-z

plane in Cartesian coordinate system, and the s polarization direction is coincident with y axis.

With the re-radiation factors “R”, the second harmonic field will be:

E(2ω)
s = RyPy(2ω) (2.3a)

E(2ω)
p = RxPx(2ω) +RzPz(2ω) (2.3b)

In Equation (2.2), χ
(2)
ijk is a third-rank tensor which describes the second-order nonlinear

optical susceptibility of the material in Cartesian coordinate system. The i, j, and k can be any

of the three orthogonal directions x̂, ŷ, ẑ. For example, the tensor element χ
(2)
xyz convolving with

electric field in y and z directions can produce a surface second harmonic polarization in the x-

direction. Hence, χ
(2)
ijk consists of 3 by 3 by 3, total 27 elements. If we write this complex 3

dimensional tensor in a deformed 2-D matrix, it can list each element as:

χ
(2)
ijk =


χ
(2)
xxx χ

(2)
xxy χ

(2)
xxz χ

(2)
xyx χ

(2)
xyy χ

(2)
xyz χ

(2)
xzx χ

(2)
xzy χ

(2)
xzz

χ
(2)
yxx χ

(2)
yxy χ

(2)
yxz χ

(2)
yyx χ

(2)
yyy χ

(2)
yyz χ

(2)
yzx χ

(2)
yzy χ

(2)
yzz

χ
(2)
zxx χ

(2)
zxy χ

(2)
zxz χ

(2)
zyx χ

(2)
zyy χ

(2)
zyz χ

(2)
zzx χ

(2)
zzy χ

(2)
zzz

 (2.4)

The tensor elements describe the SHG process and depends upon the symmetry system of the

material. For example, the nonlinear response of the medium cannot distinguish the mathematical

ordering of the input fields. This intrinsic requirement results in the permutation symmetry of

χ
(2)
ijk = χ

(2)
ikj which would decrease the 27 tensor elements to 16 independent elements. By such

reasoning, we can determine the required number of elements in χ
(2)
xyz.

We now consider the case of an incoming p-polarized light interacting with an isotropic

surface. We establish the relative coordinate system with ẑ as the surface normal and the film

lying in the xy-plane as illustrated in Figure 2.1. The x̂ axis is chosen that the incident light is
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Figure 2.1: Schematic of p-polarized light interacting with an isotropic film surface resulting in the
generation of second harmonic radiation. The relevant coordinate system is established with ẑ as
the surface normal and the film lying in the xy-plane. Notice that rotations about the z -axis and
reflections through planes containing ẑ will leave the system unchanged.



19

in the x -z plane. The reflection of the second harmonic generation beam is also in the x -z plane.

Because of the assumed isotropic structure, a rotation of any angle about the surface normal (ẑ

axis) will yield the same SHG signal. Similarly, the SHG process should maintain unchanged after

mirror transformation with respective to any plane involving z axis. For example, χ
(2)
xyz becomes

−χ(2)
xyz after the reflection through yz -plane. The unchanged SHG process demands χ

(2)
xyz = −χ(2)

xyz

yielding χ
(2)
xyz = 0. After considering the rotational and mirror transformation, the number of non-

zero tensor elements is further decreased to 7, with only 3 of with are independent value. Therefore,

the SHG surface polarization can be simplified to:


P

(2)
x

P
(2)
y

P
(2)
z

 =


0 0 χ

(2)
xxz 0 0 0 χ

(2)
xzx 0 0

0 0 0 0 0 χ
(2)
yyz 0 χ

(2)
yzy 0

χ
(2)
zxx 0 0 0 χ

(2)
zyy 0 0 0 χ

(2)
zzz





ExEx

ExEy

ExEz

EyEx

EyEy

EyEz

EzEx

EzEy

EzEz



=


2χ

(2)
xxzExEz

2χ
(2)
yyzEyEz

χ
(2)
zxxExEx + χ

(2)
zyyEyEy + χ

(2)
zzzEzEz


(2.5)

with χ
(2)
xxz = χ

(2)
xzy = χ

(2)
yyz = χ

(2)
yzy, χ

(2)
zxx = χ

(2)
zyy and χ

(2)
zzz are 3 undependable variables.

The polarizations of the input laser and output SHG light is one of the most important aspects

in the SHG experiment. The different input laser polarizations can selectively excite different

groups of tensor elements. According to the relative coordinate system indicated in Figure 2.1, the
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s polarization corresponds to the y direction, while the p polarization consists of the electric field

in x and z direction. From Equation (2.5), the only tensor elements that contribute to s-polarized

SHG are χ
(2)
yyz and χ

(2)
yzy, and they can be only active for mixed p and s-polarized input. For p-input

polarization, only p-polarized second harmonic is produced by exciting three families of tensor

elements χ
(2)
xxz = χ

(2)
xzx, χ

(2)
zxx and χ

(2)
zzz. For s-input polarization, χ

(2)
zyy is the only tensor element been

excited to produce the p-polarized second harmonic radiation in this geometry. This element also

has terms contributed by the medium bulk SHG contribution which I describe next.

When solving the boundary value problem (see Chaz’s thesis [59]), we would notice that

quadrupolar contributions to the reradiated second harmonic light from nonlinear currents in the

bulk of the material cannot be ignored. It leads to the bulk-term “γ” mixing in an indistinguishable

manner with the surface terms χ
(2)
ijk during the SHG process. The bulk contributions to SHG

signal becomes contamination when using surface SHG as a tool for interface diagnosis. Therefore,

distinguishing the bulk and surface proportions of the total SHG signal become a important topic

for interface study [26, 60, 61]. After taking this bulk term γ into account, the effective tensor

elements for SHG polarization at the interfacial system would be:

χ
(2)
‖ ≡ χ

(2)
xxz = χ(2)

xzy = χ(2)
yyz = χ(2)

yzy (2.6a)

χ
(2)
⊥ ≡ χ

(2)
zzz +

ε?2ω
ε2ω

iγ

2ω
(2.6b)

χ
(2)
bulk ≡

ε2ω
ε?2ω

χ(2)
zxx +

iγ

2ω
=
ε2ω
ε?2ω

χ(2)
zyy +

iγ

2ω
(2.6c)

where ε2ω is the dielectric function of the bulk material for 2ω light, and the ε?2ω is the average

of dielectric function of the two materials on the two side of the interface where the SHG photons

originate. I follow the name system developed by the precedent in this lab, Chaz Teplin [59], to

rename independent tensor elements to “”χ
(2)
‖ ”, “χ

(2)
⊥ ” and “χ

(2)
bulk”. This name system is derived

for the SHG analysis for Aluminum surface. In order to maintain the terminology in Chuck’s lab,

we will still continue the same style as before. Here, χ
(2)
⊥ is to indicate that this element is primarily

from surface contributions oscillating perpendicular to the surface. χ
(2)
‖ is to indicate that they
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contribute to currents oscillating parallel to the surface. χ
(2)
bulk means this term is dominated by the

bulk contribution.

2.1.2 Electric Field Induced Second Harmonic Generation (EFISH)

SHG is primarily a sensitive probe to study the interface, because it is forbidden in a bulk of a

media with inversion symmetry. However, strong electric fields in the bulk can break the inversion

symmetry and produce electric-field-induced SHG (EFISH). This phenomenon was discovered by

Lee [32] and has been studied in various materials and devices [62, 30, 63, 64, 29, 65]. Numerous

researchers have used EFISH to study near-surface electric fields in crystalline Si [29, 30, 31, 66, 67].

In SHG studies of semiconductor structures where electric fields are present, accurate interpretation

of SHG signals requires careful separation of EFISH and interface contributions. For example,

Rumpel [39] and Gielis [40] et al. use spectroscopic EFISH signatures in c-Si to qualitatively

separate EFISH from other SHG signatures.

For an incident electromagnetic wave with electric field component, E(ω), at frequency ω,

and with an additional constant electric field, EDCz , normal to the sample surface, EFISH can be

viewed as a third order nonlinear process which is governed by third order tensor elements:

P
(2ω)
i =

↔
χ
(3)

ijkz(−2ω;ω, ω,DC) : E
(ω)
j E

(ω)
k EDCz (2.7)

where z is the direction of the sample surface normal and
↔
χ
(3)

is the tensor that describes the

third-order nonlinear response of the material. For z-directed dopant profiles and applied fields,

the combination of
↔
χ
(3)

and the integral over EDCz behaves as an effective second harmonic tensor,

χ
(2)
EFISH , that operates only where EDCz is non-zero. χ

(2)
EFISH has the same three families of non-zero

elements that describe SHG from the interfaces of cubic and amorphous materials [60].

The EFISH originates from the overlapping region of the beam path and the bulk electric field,

and it is necessary to account for the summation and interference effect over this region. Akstipetrov

et al. [30, 29] wrote the EFISH re-radiated electric field as integral over the infinitesimals in the

effected region, according to:



22

E
(2ω)
EFISH,i ∼

∑
jk

χ
(3)
ijkzE

(ω)
j E

(ω)
k

∫
e[i(2kω,z+k2ω,z)z]EDCz (z)dz (2.8)

where kω,z and k2ω,z are the z components of the wave vector at the probe and SHG frequen-

cies in the bulk material, respectively.

2.1.3 EFISH from Schottky barrier

In solar cells, the transparent conducting layer is often deposited in contact with absorber

layers to collect the excited charge carriers. This kind of contact is also present in HIT solar

cell structures. ITO/a-Si:H is the last interface for the excited carrier to pass through before

contributing the external current. When ITO is brought into contact with a-Si:H, the charge

around the interface is forced to redistribute to bring the two Fermi energies in the two materials

into alignment. The space charge in the ITO layer remains very close to the contact due to the

high carrier concentration in the material. But the space charge region extends much farther in the

amorphous silicon because of the low density of states in the band gap. According to the classical

semiconductor textbook treatment [68, 69], this metal/semiconductor junction is usually described

by Schottky physics. Because the EFISH induced by the strong electric field of the space charge

region in ITO/a-Si:H junction could be a significant part of the total SHG signal for the following

experiment, we will assume electric field profile in ITO/a-Si:H junction resembles Schottky physics

and deduce the EFISH response for a Schottky junction.

Figure 2.2 shows a schematic diagram of a metal Schottky contact on a semiconductor. In

the panel (a), the seperated metal and semiconductor have different work functions ΦM and ΦS . In

the panel (b), when the materials are brought into contact, the Fermi energies in the two materials

must be aligned by the transfer of charge from one one side of the interface to the other. The space

charge layers around the interface introduce the band bending. This band bending develops only

a few angstroms in the metal due to the high density of free electrons, while it can extend much

further in the semiconductor(panel (b)). The potential barrier seen by electrons in the metal trying

to pass through the interface is defined as Schottky Barrier Φbn with:
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Figure 2.2: Schematic diagram of a Schottky barrier between metal and semiconductor, showing
the charged depletion region in semiconductor, for the cases of (a) separated, (b) electrical contacts
with no bias, (c) reverse biased, (d) forward biased [70].
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Φbn = Φm − χ (2.9)

where χ is the semiconductor electron affinity. In the reverse bias condition (panel (c)), a negative

voltage V is applied to the metal with respect to the semiconductor, the semiconductor-to-metal

barrier increases. In the forward bias condition(panel (d)), a positive voltage is applied to the

metal with respect to the semiconductor and the semiconductor-to-metal barrier decreases allowing

electrons to move easily from the semiconductor into the metal. However, φbn remains constant

for those two conditions [71, 69].

In the semicondutor, the built-in potential barrier Φbi is the extra energy needed by the

electrons in the conduction band trying to move into the metal:

Φbi = Φbn −
Ec − EF

e
(2.10)

where e is the electron charge.

The depletion region in the semiconductor is the area of particular interests for EFISH study

because of the space charge induced the strong high electric field in this region. In order to

understand the electric field profile, we can start from deriving the potential of the depletion layer

V (x) by solving the Poisson’s equation:

d2V (x)

dx2
= −ρ(x)

εε0
(2.11)

where ρ(x) is the space charge density in the depletion region. It arises from the ionization

of band gap states by the band bending. We introduce the full depletion approximation which

assumes that the semiconductor is fully depleted and the density of ionized states ND is uniform

over the depletion region. This approximation results a constant ρ in the depletion region. Hence,

the solution to Equation (2.11) is:

V (x) =
eND(W − x)2

2εε0
(2.12)
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where the width of the depletion layer W is

W =

[
2εε0(VA + VB)

eND

] 1
2

(2.13)

Next, we can write down the electric field profile E(x) by finding the derivative of V (x):

E(x) =
eND(x−W )

εε0
(2.14)

The electric field profile has a linear relationship with the distance x from the physical border

of metal and semiconductor(see Figure 2.3). The physical origin for this linear profile is the uniform

charge density in the depletion region.

Figure 2.3: The electric field profile as a function of the distance in the direction of interface normal
for a Schottky junction. We notice that the electric field is almost screened out in the metal, and
the strength of the electric field peaks at the interface between the metal and semiconductor and
only extend into the semiconductor bulk.

Now, we can calculate the EFISH from the depletion region in a-Si:H, by starting from the

integral term in Equation (2.8). The algebra can be greatly simplified by ignoring the phaser term

e[i(2kω,z+k2ω,z)z] for the a-Si:H samples and specific laser wavelength. This is because the a-Si:H

layer strongly absorbs 410 nm SHG photons (penetration depth λ ∼30 nm [72]). Therefore, the

phase variation in EFISH originating area is less than 30◦. Therefore, the interference effect and

the phase term in the integral can be ignored within tolerated error, and the integral can be written
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as:

E(2ω) =

∫ z=W

z=0

eND(x−W )

εε0
e−

z
λ (2.15)

After some algebra, we are able to work out the integral:

E(2ω) ∝ −eND

εε0
[λW − λ2 + λ2e−

W
λ ] (2.16)

When λ�W , the above result will become

E(2ω) ∝ −eND

εε0
W 2[

λ

W
− λ2

W 2
(1− e−

W
λ )] ≈ −eND

εε0
λW (2.17)

When λ�W , the above result will become

E(2ω) ∝ −eND

εε0
λ2[

W

λ
− 1 + e−

W
λ ] ≈ −eND

2εε0
W 2 (2.18)

In the actual experiment, instead of the SHG light field(E2ω), the SHG photon counts inten-

sity (I2ω) is obtained by Photomultiplier Tube. It holds a relationship with E2ω via I2ω = |E2ω|2.

After taking Equation (2.13) into account, the I2ω for the above cases will be:

For λ�W I(2ω) ∝ (−eND

εε0
λW )2 =

√
2eND

εε0
λ2(VA + VB) (2.19)

For λ�W I(2ω) ∝ (−eND

2εε0
W 2)2 = (VA + VB)2 (2.20)

If |VA| � VB, the above relationships can be further simplified to I2ω ∝ |VA| and I2ω ∝

|VA|2. In other words, EFISH has predictable linear or square dependence with the applied bias

under reserve biased condition. This relationship becomes a convenient signature to recognize the

Schottky junction via a easy accessible experiment of “SHG vs Bias Sweeping” [73]. It also allows

us to separate the EFISH for Schottky junction from other SHG contribution by introducing the

interference theory. We will revisit these results again in Chapter 4.
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2.2 SSHG Experimental Description

The experimental setup is primarily designed and constructed by James Walker [74] as illus-

trated in Figure 2.4. The pulsed laser generated from a Ti:Sapph oscillator with 76 MHz repetition

rate and pulsewidth of 100 fsec is directed to the sample surface. The SHG photons are generated

along with the reflected pulsed laser. This mix of SSHG and initial laser light is then separated

by a prism/monochromator and the SSHG is detected by a photon counting system. The SHG

light is analyzed by the polarimeter system consisting of quarter-wave plate (QWP) and polarizer

to determine its polarization state, which includes the intensity of p- and s-polarized state as well

as the relative phase between these two polarization state. The analysis method will detailed later.

The laser beam existing Ti:sapphire laser is linearly polarized in the p-direction at the percent

level. A long-pass glass filter was used on the input beam to block the green light from pumping

laser and second harmonic light generated in the Ti:Sapphire oscillator itself as well as at the

turning mirrors shown in the figure. A fixed polarizer in p direction further eliminates the s state

light in the input laser. The polarization of the p state input laser is then rotated by a rotating

achromatic half-wave plate (HWP) to set the linear polarization direction from 0 to 360 degrees.

Afterwards, the laser is focused on to the sample surface by lens on a translation stage, and the

reflected beam is then collimated by another lens. After initial separation of the linear and second

harmonic light by a UV-grade fused silica prism, the SHG photons are sent through a polarimeter.

Before being collected by the photomultiplier tube, the SHG photons are further filtered by the

1/4 meter monochromator for eliminating the input laser light and dark laboratory unpolarized

background light.

The polarimeter, consisting of a quarter wave plate (QWP), a p direction polarizer and

intensity measurement, is the essential part for SHG photon analysis. The detailed configuration

is shown in the dash line section of Figure 2.4. One full cycle rotation of the QWP can yield an

”SHG Intensity vs Rotation Angle” trace from which the polarization state of the SHG light can

be extracted. The full cycle rotation QWP is divided by 50 steps driven by a step motor, and



28

the SHG photons are counted for a 20ms time window at each QWP rotation angle. Each QWP

revolution produce 50 data points of SHG counting for 50 consecutive QWP rotation angle. In order

to increase the signal-to-noise ratio and build up statistically based error bars, many revolutions

of the QWP were averaged together until the desired the signal quality is achieved. Thus, the

measurement results in 50 data points and the associated statistical error. This data is then fitted

in order to determine the polarization of the second harmonic light.

2.2.1 Stokes optics and polarimetry curve

Next, I show the equations based on Stokes parameters for extracting the polarization state

of the SHG light from the ”SHG Intensity vs QWP Angle” trace. Stokes parameters defined

by George Gabriel Stokes in 1852 [75] describe the intensity and polarization of the light on the

Poincare sphere. The Stokes parameters, S0, S1, S2 and S3 completely describe the intensity and

polarization state of the light through the below relationships:

S0 = IP + IS (2.21a)

S1 = IP − IS (2.21b)

S2 = I+45 − I−45 (2.21c)

S3 = IRHC − ILHC (2.21d)

The Ip and Is are the intensity of the p state and s state light; I±45 are the intensities

of the light decomposed along ±45 degree basis vectors; IRHC and ILHC are the light intensities

decomposed using right-hand and left-hand circular basis vectors. S0 is the Stokes parameter

identifying the total intensity of the light with S2
0 = S2

1 +S2
2 +S2

3 + Iunpol. Iunpol is the unpolarized

background light which is either small or indistinguishable from the zero.

We assume the input and out light are represented by Stokes Vector, ~Sin and ~Sout. When the

SHG light with polarization state of ~Sin passes through the QWP and polarizer, the polarization

of output light is manipulated to be ~Sout. This polarization manipulation process can be described
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Figure 2.4: The general SSHG experimental setup. Ultrafast pulses of approximately 100 fsec in
width from the Ti:Sapph laser oscillator are steered through polarization control optics and directed
onto the sample in a UHV optical access cryostat. The surface generated second harmonic light
is recolumnated and filtered from the reflected incident light using a UV-grade fused silica prism.
The SSHG light is then passed through a rotating wave plate polarimeter which analyzes the 2ω
polarization state. Further filtering of the incident light and stray background light is accomplished
with a grating monochromator followed by a photo multiplier tube and associated photon counting
electronics.
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by Mueller matrices:

~Sout = M~Sin (2.22)

If a beam of light passes through optical element M1 followed by M2 then it is written

~Sout = M2(M1
~Sin) (2.23)

The Mueller matrix for a waveplate of retardance ϕ, with the fast axis parallel oriented to

the p-polarized direction is:

MWP =



1 0 0 0

0 1 0 0

0 0 cosϕ sinϕ

0 0 − sinϕ cosϕ


(2.24)

The Mueller matrix for a linear polarizer oriented to pass p-polarization is:

MLP =



1
2

1
2 0 0

1
2

1
2 0 0

0 0 0 0

0 0 0 0


(2.25)

The Mueller matrices of optical component oriented at any angle(clock-wise) can be generated

from the original matrix and the rotation operator Rφ and R−φ, by

M(φ) = R(−φ)MR(φ)

where:
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R(φ) =



1 0 0 0

0 cosφ − sinφ 0

0 sinφ cosφ 0

0 0 0 1


(2.26)

Therefore, the output SHG light ~Sout after passing through the QWP(ϕ = π
2 ) and p oriented

linear polarizer is formulated as:

~Sout = MLP(θ)MQWP(φ, ϕ =
π

2
)~Sin = MLP(θ)R(−φ)MQWP(ϕ =

π

2
)R(φ)~Sin (2.27)

When taking the SHG intensity trace, the QWP is rotated with a stepper-motor and controller

so that one rotation corresponded to 50 intensity measurements. Therefore, for each intensity

measurement with a full rotation of the wave plate, the rotational operator is written as R(φ = 2πt),

where t varies from 0 to 1 in 50 steps. If we assume the QWP has accurate phase retardance

(ϕ = π/2), linear polarizer is perfectly aligned (θ = 0), and no offset in the quarter waveplate

(φ = 2πt), and the light intensity can be picked out from the Stokes vector by the vector (1,0,0,0),

thus the fitting function for SHG intensity trace will be:

S0−out = (1, 0, 0, 0)MLP(0)R(−2πt)MQWPR(2πt)



S0

S1

S2

S3


=

1

2
(S0 + S1 cos2 4πt− S2 cos 4πt sin 4πt+ S3 sin 4πt) (2.28)

In practice, that small errors in the actual QWP retardance ϕ, the alignment of the fast axis

of the compensator and transimission axis of the polarizer to the laboratory frame are necessary to

consider for accurate fits of the input SHG Stokes parameters. Therefore, I follow the work by Chaz
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Teplin [59], the previous student in the lab, to calibrate these errors before the SHG measurement.

Following the detailed procedure in Teplin’s thesis, we are able to determine the initial offset of the

QWP’s fast axis orientation φ0, the QWP’s actual phase retardance for SHG light ϕ0 and the linear

polarizer’s deviation θ0 from p polarization direction. The general procedure for this calibration

method is generating the pure p state SHG from the sample surface by p-polarized input laser.

This p state SHG is converted into circularly polarized light using a variable waveplate set to be

a quarter wave at 410 nm and tilted so that its fast axis made a 45◦ angle to the p-polarization

direction. By fitting into the polrimetry curves from p-polarized and circularly polarized SHG light,

we are able to determine the calibration parameters.

Once obtained the calibration parameters, we can proceed to fit the polarimetry data, i.e.

the SHG intensity as a function of polarimeter QWP angle of a full rotation. In Figure 2.5, we

show two examples of the polarmetry data at different input polarization from ITO/Glass sample.

This sample is fabricated by depositing 70 nm Indium Tin Oxide (ITO) film on fused silica, and

the device is transparent for the input laser and SHG light. The resulting SHG photons comes from

the air/ITO and ITO/Glass interfaces. By fitting those polarimetry curves to Equation (2.28), the

polarization information is extracted with fitted Stokes parameters listed in Figure 2.5. The light

intensity at p, s state and their relative phase can be derived from the fitted Stokes parameters

according to Equation (2.29). For the top panel of p input laser, the resulting IP = 54.69 ± 0.10

IS = 1.03±0.06 and δ = −3.091±0.003 indicate that 70 nm ITO film is a bright resource of p state

SHG under p polarized input laser. For the bottom panel of mixed polarized input (65◦) laser, the

resulted SHG polarization is of IP = 0.427± 0.012, IS = 7.394± 0.026 and δ = −0.2685± 0.0040,

which is much darker than the SHG intensity under p state input laser. In Chapter 3 and 4, the SHG

intensity is measured in the unit of photon count/ms. In Chapter 5, the SHG intensity is measured

with voltage pulse temporal integral. Therefore, the SHG intensity is defined in dimensionless unit

through the thesis.
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IP =
1

2
(S0 + S1) (2.29a)

IS =
1

2
(S0 − S1) (2.29b)

δ = arctan(
S3
S2

) (2.29c)

For any particularly interested samples, we can obtain the SHG polarimetry data at different

polarization angle of the input laser, and this kind of measurement is named as ”Input Polarization

Scan”. For this measurement, the HWP is rotated for a full cycle to the rotate the input laser

polarization angle for 720◦. Starting from p state, the input laser polarization sweeps through p-s-

p quadrant for four times. This would help us to understand the isotropy of the sample interfaces.

The HWP is rotated with a stepper-motor and controller so that one rotation corresponded to 100

polarimetry measurements.

2.2.2 HWP calibration

Before each Input Polarization Scan, we need to recalibrate the orientation of HWP fast axis

to the p polarized plane relative the sample alignment. This is because the sample surface normal

may be slightly changed after the mounting procedure; as a result, the p polarized plane waggles

according the sample orientation. It is necessary for the Input Polarization Scan to start from p

polarized state for each measurement. In order to calibrate the accurate p polarization angle of

the input laser, we utilize the different reflectivity for s and p polarized light to locate the HWP

position. According to the Fresnel equation, the reflectivity Rp and Rs for p and s polarized light

are usually unequal. Because HWP only change the direction of the polarized field of the incoming

linear polarized light, then the total reflection coefficient for the linear polarized light can be written

as:

R = Rp sin2 φ+Rs cos2 φ (2.30)
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Figure 2.5: Measured SHG intensity as a function of polarimeter quarter waveplate angle for
different input polarizations from ITO/Glass sample. Solid lines show the fit to the polarization
state of the second harmonic beam. In the top panel, the incident beam is p-polarized and the
fitting results is S1 = 53.66±0.08, S2 = −15.01±0.11, S3 = −0.76±0.05 and χ2 = 4.9, meaning the
resulting SHG is nearly p-state. In the lower panel, the incident beam is partly mixed polarized(65◦)
and the fitting result is S1 = −6.967±0.025, S2 = 3.428±0.028, S3 = −0.942±0.012 and χ2 = 8.4.
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φ is the polarization angle of input linear polarized light respective to the p state. For

our samples, we always have Rp < Rs; therefore, the accurate p polarized light can be found by

minimizing the total reflection coefficient when rotating the HWP. The silicon photo diode is used

to measure the intensity of the reflected laser. The beam chopper and the lock-in amplifier are

used to eliminate the background light noise(see Figure 2.6). The beam chopper is arranged in the

beam path to modulate the reflected laser at 500Hz. The signal from silicon photo diode is fed to

the Channel A of the lock-in amplifier, while the reference frequency signal is fed to the Channel

B of the lock-in amplifier. The processed reflected laser intensity is measured by the National

Instrument DAQ card, while the Labview code on the desktop controls the rotation of the HWP.

The produced the intensity of reflected laser frequency vs HWP rotation step allows one to find

the intensity minimum, i.e. the accurate p polarized input laser.

After all the procedure described above, we are ready to proceed to input polarization scan. I

have used the old Aluminum sample fabricated by Chaz Teplin to reproduce the Input Polarization

Scan described in his work [59, 76, 77]. Figure 2.7 indicates the the s-intensity, p-intensity, and

relative phase of the p and p polarized electric fields is shown as a function of input polarization.

In this figure, the maximum intensity of p state SHG is observed at p state input polarization, and

this geometry is dominated by the contribution from χ
(2)
⊥ . The minimum intensity of p state SHG

is observed near s state input polarization. The maximum intensity of s state SHG is observed

at mixed polarized (φ = 45◦) input polarization, which is corresponding to the tensor of χ
(2)
yzy. In

summary, this input polarization scan has repeated the work in the Chaz’s thesis. The symmetric

behavior in the four quadrants of input polarization angle proves the uniformity of the optics

system.

2.2.3 Eta Kappa fitting

I use the model developed by Teplin to analyse the second harmonic intensity data as a

function of the input laser polarization angle. In this model, we fit the ratio of the s-to-p intensities

to avoid concerns that the incident beam was not equally intense at all input polarizations arising
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Figure 2.6: The setup for calibration of the p-polarized input laser.
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Figure 2.7: The input polarization scan from the Aluminum film fabricated by Chaz Teplin. The
horizontal axis represents the full-cycle rotation of HWP, and it corresponds to 720◦ rotation of
the input laser polarization. The symmetric behavior in the four quadrants of input polarization
angle proves the uniformity of HWP and other optics components.
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from imperfections in the input polarization optics. By introducing the complex fitting parameters

η and κ, the fitting functions can be written as

tan Ψ(2) =
|E(2)

S |2

|E(2)
P |2

=
sin2 φ cos2 φ

(η cos2 φ+ κ sin2 φ)2
(2.31)

and

δ = Arg(η cos2 φ+ κ sin2 φ)−Arg(sinφ cosφ) (2.32)

where η and κ is expressed by the tensor elements and the linear optical constants

η =
k1z + k2z

ε2k1z + ε1k2z

ε1
k1

tp
ts

1

2 sin θTχ
(2)
‖

× [2k2z cos θT sin θTχ
(2)
‖ + kx(sin2 θT (χ

(2)
⊥ + χ

(2)
bulk) + cos2 θTχ

(2)
bulk)] (2.33)

κ =
k1z + k2z

ε2k1z + ε1k2z

ε1
k1

tS
tP

kxχ
(2)
bulk

2 sin θTχ
(2)
‖

(2.34)

In this model, η can be viewed as the ratio of p-polarized second harmonic from p-polarized

input light to s-polarized second harmonic from mixed polarization input light. κ can be viewed

as the ratio of p-polarized second harmonic from s-polarized input light to s-polarized second

harmonic from mixed polarization input light. Figure 2.7 shows the ratio of SHG s-to-p intensity

ratio and relative phase as a function of the input laser polarization angle. The data is fitted into

the Equations (2.31) and (2.32). The fitting results are |η| = 1.674±0.036, φη = 0.46◦±0.43◦, |κ| =

0.479± 0.013, φκ = 116.1◦ ± 1.7◦ with χ2 = 1.3. These results are slightly differed from the values

reported by Chaz Teplin, and it could because of the surface oxidization after air exposure after

many years.
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Figure 2.8: Second harmonic light from Aluminum film fitted to Equations (2.31) and (2.32). The
fitting results are |η| = 1.674 ± 0.036, φη = 0.46◦ ± 0.43◦, |κ| = 0.479 ± 0.013, φκ = 116.1◦ ± 1.7◦

with χ2 = 1.3. These results are slightly differed from the value reported by Chaz Teplin [59], and
it could because of the surface oxidization after air exposure after many years.
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2.2.4 Summary

In this Chapter, I have prepared the mathematical background for SSHG and EFISH which is

necessary for analysing and interpreting the SHG data in the following Chapters. The experimental

set up is described, and typical data taking methodology is explained. Finally, the input polarization

scan SHG data from Aluminum film is obtained and the fitting algorithm is presented and exercised.

The SHG results are compared with previous work to validate the experimental set up.

Typically, in the Chapters below, I will report the basic SHG output quantities of Ip, Is and

the phase shift between them, versus changes in experimental conditions including applied device

bias voltage and sample rotations about the surface normal. These plots allow us to see how the

underlying SHG tensor elements of χ(2) change with experimental conditions, and thereby allow us

to use the measured SHG to explore changes in the optically accessible interfaces.



Chapter 3

SHG from Heterojunction solar cells

In our first effort to see whether SHG and EFISH measurements can be useful for studying

interfaces in photovoltaic systems, we studied ∼ 15% efficient SiHJ devices based on both p and

n-type wafers. The devices were grown and patterned by the NREL silicon group. These solar

cell devices were prepared as part of a project to understand the Sanyo HIT devices. The growth

and fabrication are describe in Ref [78, 79]. Briefly, the intrinsic and doped a-Si:H was grown with

Hot-Wire Chemical Vapor Deposition (HWCVD). Transparent conducting layers and metal grids

provided the front contact. A backside heterojunction and aluminum layer formed the back contact

[80]. Figures 3.1 and 3.2 show the layer structure and picture for n-type and p-type SiHJ solar cell.

The standard JV measurement is performed by attaching the electrode contacts to the front gold

grid and back side metal layer.

3.1 Bias Dependent SHG on Silicon Heterojunction device

For the SHG measurements, Ti:Sapphire laser light tuned to 820 nm (1.51 eV) was focused

on the sample. The 1.51 eV laser is strongly absorptive in crystalline silicon(c-Si) wafer. The laser

excites electron and hole pairs which are separated by build-in electric field at the heterojunction

of c-Si/a-Si:H. As a result, the electric voltage potential is built between the opposite side of the

device yielding photocurrent in the closed circuit. The current-voltage measurements of the solar

cell are obtained under this laser illumination and dark condition as shown in Figure 3.3. It is

indicated that the Open Circuit voltage of the solar cell is -0.65V. At the each bias, we perform
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the SHG measurement with the fixed input laser polarization angles at p, s and mixed polarization

state.

Because 10 nm a-Si:H layer is super thin and ITO is almost non-absorptive for 1.51 and

3.02 eV photons, the 1.51 eV laser penetrates through the top ITO and a-Si:H layer, and is finally

absorbed by c-Si wafer. The SHG 3.02 eV photons are allowed to escape from c-Si/a-Si:H area.

Around this area, multiple interfaces are capable of producing SHG photons, including air/ITO,

ITO/a-Si:H and a-Si:H/c-Si interfaces. In addition, the strong electric field present in the hetero-

junction can also contribute to SHG signal. Though c-Si is strongly absorptive at both wavelength,

the SHG contribution form the top bulk c-Si and c-Si/a-Si:H border can still contribute. The

total SHG signal sensed by Photon Multiplier Tube (PMT) is the interference combination of the

SHG contributions from multiple interfaces and strong electric field in the a-Si:H and c-Si bulk as

illustrated in Figure 3.1.

Below, we delineate various polarization geometries using an inOUT notation wherethe first,

lowercase letter or letters denotes the laser polarization as either p-polarized (p), s-polarized (s)

or linearly-polarized with equal p and s intensities (mix ) and the second, capitalized letter denotes

the SHG polarization as either P or S polarization. To facilitate measurements at different sample

rotation angles and device bias conditions, the devices were mounted on a rotation stage in the SHG

measurement apparatus and contacted in-situ to standard current-voltage measurement equipment.

In Figure 3.3, ”SHG vs Bias” is shown at four different geometries: pP, sP, mixP and mixS. In

all geometries, we observe a change in the SHG signal with sample bias. A number of factors could

contribute to the bias sensitivity in the SHG signal observed in Figure 3.3. These include: changes

in charge distribution at the various material interfaces, changes in the electric field throughout

the optically accessible regions of the device and changes in the bulk c-Si contributions. Changes

in the charge distributions and associated electric fields within the device are important for device

characterization. Different choices of input polarization, sample orientation, incident energy, etc.

can help to separate these different device regions.

Due to the uniform layer structure of the SiHJ solar cell, the internal electric field in the device
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Figure 3.1: Layer structure of the SiHJ solar cell used for the experiments. The red arrow indicates
820 nm laser pass through the sample; the blue arrows illustrate various SHG contribution from
multiple interface and bulk part.
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Figure 3.2: The picture of the SiHJ solar cell used for the experiments. The whole device is
fabricated on n-type wafer silicon. The silver area is super thin amorphous silicon layer. The 1cm
X 1cm blue square is the SiHJ solar cell device with the structure indicated in Figure 3.1
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Figure 3.3: The JV curve of the corresponding SiHJ solar cell in dark condition(Blue square) and
1 Watt laser(Red circle). The JV curve under illumination indicates the Open Circuit voltage is
0.65V and Short Circuit current is 38mA. The SHG signals in all geometries display changes at
different bias condition.
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are along the surface normal. The resulting EFISH should produce isotropic SHG photons. Ana

Kanevce in NREL simulated the electric field profile in the SiHJ solar cell based on the fabrication

doping information and semiconductor theory [81]. The simulated electric field profile in the layer

structures under illumination at various bias conditions is presented in Figure 3.4. The internal

electric fields reach up to 106V/cm in the a-Si:H layer due to the band bending at the junction

area. As we shall see in Chapter 4, this strong electric field can produce considerable EFISH in

the static SHG signal. It is noticeable that significant electric field change happens in the intrinsic

amorphous layer and near interface area in c-Si bulk at different bias conditions. The electric field

can change up by ∼ 30% between 0V and 0.6V in this region. Therefore, the EFISH corresponding

to this strong electric field change can be an important part of the bias-dependent SHG signal in

Figure 3.3.

We also measured the “SHG vs bias sweep” on the reversed doping type SiHJ solar cell based

on the p type c-Si wafer. With the similar structure as n type SiHJ solar cell as shown in Figure 3.1,

the top p doped a-Si:H is replaced with n doped a-Si:H deposited on the p type c-Si wafer. Under

laser illumination, the p type SiHJ solar cell produce the external voltage and current of opposite

polarity as for the n type SiHJ device (see the JV curves in Figure 3.5). At the same time, the SHG

signal also reversed the polarity under the bias sweep in Figure 3.5. This phenomenon corresponds

to the electric fields of the opposite directions present in the “twin” reverse doped SiHJ solar cells.

3.2 SSHG vs Input Polarization Angle

An input polarization scan is to obtain the SHG signal at different input laser polarization

angles. It involves of rotation of the linear input polarization step-wise and acquisition of a po-

larimetry trace at each point. In this measurement, the s- and p-polarized intensities, their ratio,

and relative phase δ as a function of the input polarization angle are plotted. This type of scan is

useful for characterization of isotropic or anisotropic surfaces by extraction of the surface suscepti-

bility tensor χ(2). Therefore, we use this technique to characterize the bias-dependent SHG signal

from SiHJ solar cell.



47

Figure 3.4: The device simulation for electric field profile in the SiHJ junction under one sun
illumination at different bias conditions. It is noticeable that significant electric field change happens
in the intrinsic amorphous layer and near interface area in c-Si bulk at different bias conditions
[81].
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Figure 3.5: Lower Panel: The JV curves of the “twin” p and n type SiHJ solar cell under 1 Watt
laser. The two devices have opposite Open Circuit voltages: -0.65 V for n type device and 0.65 V for
p type device. Upper Panel: the p-state SHG signals under p-state input laser display symmetric
opposite changes at different bias condition for the “twin” devices.



49

For this measurement, we choose to measure the SHG signal at two bias condition: Short

Circuit (0V) and Open Circuit (-0.65V) condition on the JV curve. At each input laser polarization

angle position, the SHG polarimetry curves are retrieved at SC and OC convectively to avoid

any potential device change. Then we precede to the next polarization angle position for the

same operation. In Figure 3.6, I present the SHG measurement from measuring the intensity and

polarization state of the second harmonic light as a function of input polarization state. The

maximum bias-dependent SHG change is obtained at p-input polarization (pP) and mixed input

polarization at 45◦ (mixP). The pP geometry has been assumed to be dominated by the contribution

from χ
(2)
⊥ . The mixP geometry is governed by χ

(2)
xyz, the only tensor element that produces s-

polarized second harmonic. This phase shift occurs because the s-polarized electric field goes

through zero and changes sign near p-input polarization.

We also obtained the input polarization scan from 70 nm ITO/Silica wafer to evaluate the

background SHG signal from the ITO layer. Because the amorphous silica is a weak SHG source

[74], the SHG signal from this sample is dominated by the front surface and back interface of 70nm

ITO layer. Figure 3.7 shows the input polarization scan from the 70 nm ITO layer. The 70 nm

ITO is a bright source for pP SHG geometry, while it is very dark for sP geometry. Comparing

the data from 70 nm ITO layer with the input polarization scan from SiHJ solar cell in Figure 3.6

shows that the strong sP SHG photons are coming from the interfaces below ITO. In other words,

the EFISH in a-Si:H and bulk Si, a-Si:H/c-Si interface and c-Si bulk are all the candidates for the

sP SHG photons shown in Figure 3.6. In Chapter 4, we will see that the EFISH in a-Si:H is a dim

source of bias dependent sP SHG. After taking this part in consideration, the bias-independent sP

SHG signal in Figure 3.6 is believed to be generated in the c-Si bulk and a-Si:H/c-Si interface. So,

we could conclude that the SHG signal from a-Si:H/c-Si interface and c-Si bulk is insensitive to the

applied bias. This argument further supports our hypothesis that the bias-dependent SHG signal

mainly contributed by the EFISH in a-Si:H layer of the HIT solar cell.

The data for the s-to-p intensity ratio and δ were fitted to Equations (2.31) and (2.32)

simultaneously for Short Circuit and Open Circuit condition in Figure 3.8. Though the total
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Figure 3.6: Second harmonic light p-polarization intensity, s-polarization intensity, and relative
phase generated as a function of input polarization angle for SiHJ solar cell at Short Circuit (red
circle) and Open Circuit (blue triangle) condition. Note that there is a 180◦ jump in phase at S
state. This occurs because the s-polarized electric field goes through zero and changes sign. It is
obvious that the s-polarization at 45◦ and p-polarization at 0◦ displays bias-dependent behavior at
Open Circuit and Short Circuit condition.
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Figure 3.7: Second harmonic light p-polarization intensity, s-polarization intensity, and relative
phase generated as a function of input polarization angle for 70 nm ITO film on silica wafer.
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Figure 3.8: Second harmonic light generated from SiHJ device fitted to Equations (2.31) and (2.32).
The input polarization was varied through a full rotation of the input half wave-plate, resulting
in four full rotations of the input polarization vector. The fitting results for Short Circuit are
|η| = 0.522±0.040, φη = −52.3◦±3.5◦, |κ| = 0.813±0.06, φκ = −118.943◦±3.0◦ with χ2 = 3.5. The
fitting results for Open Circuit are |η| = 0.596±0.023, φη = −30.2◦±2.1◦, |κ| = 0.738±0.028, φκ =
−129.4◦ ± 2.0◦ with χ2 = 4.4.
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second harmonic light is the combination of multiple SHG interference from the buried interfaces

and strong electric fields in the sample layer structure, the fitting indicates this complex SHG

combination can be understood with a set of bias voltage dependent effective tensor elements.

3.3 SSHG vs Azimuthal Angle

SHG measurements as a function of sample rotation about the surface normal directly deter-

mine the underlying symmetry of the material and interfaces. In order to help quantify the portion

of the signal arising from bulk, quadrupolar SHG in the c-Si, we measured the SHG signal as the

sample was rotated about its surface normal (i.e, azimuthal scans) at different biases. Because the

c-Si bulk is not isotropic, we expect any SHG signal from the c-Si bulk to change with azimuthal

angle [61, 67, 82]. In Figure 3.9, we show data from azimuthal scans in the pP geometry under

Short Circuit (SC) and Open Circuit (OC) conditions. There is a clear 1-fold and 4-fold dependence

in the pP SHG data. There is also a strong signal that is independent of the azimuthal angle. We

note that while the 4-fold variation is expected from the (weak) bulk c-Si contribution, the 1-fold

contribution is not expected for an ideal (100) silicon surface [67]. The 1-fold variation can arise

from surface steps at the c-Si surface, which result from the inevitable slight miscut of the (100) Si

wafer. In order to examine the relationship between the SHG 1-fold variation and the wafer miscut,

we intentionally fabricated a 6◦ mis-cutted (100) Si wafer. Due to the misalignment between the

crystal axis and wafer surface normal, the angle between input laser and crystal angle will cycle

between 39◦ and 51◦ with the wafer azimuthal rotation; therefore, it creates a significant 1-fold

SHG variation in the azimuthal scan as seen in Figure 3.10.

A sinusoidal function is used to illustrate the 1-fold and 4-fold azimuthal SHG variation. To

quantify these contributions, we fit the data in Figure 3.10 to the function:

SHG(ϕ) = |A0 +A1e
iθ1 cos (ϕ− ϕ1) +A4e

iθ4 cos [4(ϕ− ϕ4)]|2 (3.1)

Although the sinusoidal function is not precise for depicting the details for the 1-fold variation
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Figure 3.9: SHG intensity of pP geometry measured as the sample is rotated about its surface
normal at Open and Short Circuit conditions. The solid lines are fits to Equation (3.1), and the
fitted parameters are listed in Table 3.1.
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Figure 3.10: SHG intensity of pP geometry measured as the sample of 6◦ mis-cutted (100) Si
wafer is rotated about its surface normal. The solid line is a fit to Equation (3.1), and the fitted
parameters are listed in Table 3.1. This figure shows the stronger 1-fold modulation with increased
surface miscut comparing to the azimuthal scan in Figure 3.9.
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in Figure 3.10, the fitting line in the figure mostly catch the azimuthal SHG variation for the miscut

Si wafer(the fitted parameters are listed in Table 3.1). The fitting successfully confirms that the

anisotropic SHG contribution from c-Si wafer can be understood via Equation (3.1).

Qualitatively, this intensity can show an overall isotropic behavior, with 1-fold and 4-fold

intensity arising from the cross term with the isotropic contribution, and additional 2-fold, 3-

fold, 5-fold, and 8-fold intensity contributions due to various cross terms. In fact, the isotropic

term is dominant, leading to the observed largely isotropic, 1-fold, and 4-fold contributions. The

parameters A0,A1, and A4 are the 0-fold isotropic, 1-fold and 4-fold contributions and the remaining

parameters correspond to the relative phases between the electric fields and offsets in azimuthal

angle φ. When we fitted the OC and SC data to Equation (3.1), the resulting fit parameters(see

Table 3.1) in the second two terms of Equation (3.1) were identical (within error bar), indicating

that the 1-fold and 4-fold contributions are independent of bias. The fits are shown as the solid

lines in Figure 3.9. The fits result in typical ’goodness of fit’ parameter χ2 values of 3, dominated by

the fact that the 1-fold contribution is not observed to be strictly sinusoidal with azimuthal angle

as seen in Figure 3.10. The success of these fits confirm that there is little or no bias-dependence

in the 1-fold and 4-fold second harmonic electric fields. The small size and bias-independence of

A4, in particular, indicates that the anisotropic bulk contributions to the SHG cannot explain the

strong bias-dependence (in the pP geometry) in Figure 3.6.

The above analysis of the data in Figure 3.9 reveals that bulk, quadrupolar contributions are

not responsible for the large bias dependence observed in Figures 3.3 and 3.6. Instead, the observed

bias sensitivity of the SHG signal is an isotropic signal. It must arise from a combination of charge

populations at the various material interfaces and electric fields that change with the application

of bias in the SiHJ solar cell. In other words, the possible sources for the bias-dependent SHG are

likely to be in the a-Si:H and its interfaces.
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Table 3.1: Resulting fit parameters from least squares fitting of the SHG data to Figures 3.9
and 3.10. By comparing the Short Circuit and Open Circuit conditions for SiHJ solar cell, it is
easy to notice that the major difference comes from the A0 term, while other parameters, especially
A4, are within the uncertainty bar. This fitting results strongly suggests that the bulk silicon EFISH
is not important in the overall bias-dependent SHG signal. The fitted A1 for miscut Si wafer is
much bigger than SiHJ solar cell. It confirms that the 1-fold SHG variation in Figure 3.9 arises
from the small angle between the sample surface normal and silicon (100) direction.
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3.4 ITO/a-Si:H interface isolation

We redesigned the layer structures of SiHJ solar cell by increasing the thickness of the p type

amorphous silicon layer between ITO and c-Si wafer from 10 nm to 240 nm, and maintain the same

configuration for the other layers in the device. Though the device performance changes from the

classic SiHJ solar cell device which is optimize for best photon conversion efficiency, this redesigned

device helps us separate the SHG contribution from multiple buried interfaces. Figure 3.11 shows

the layer structures of the modified SiHJ solar cell and SHG contributions. The thicker a-Si:H

layer is strongly absorptive for the SHG photons from a-Si:H/c-Si interface and c-Si bulk(∼30 nm

penetration depth in a-Si:H for 3.02 eV photons [72]). As a result, the visible SHG signal arises

only from the contribution of air/ITO, ITO/a-Si:H interfacial SHG and a-Si:H bulk EFISH.

In Figure 3.12, we present the SHG intensity of fixed input laser polarization at different

voltage bias. It is interesting to notice the asymmetric pattern in Figure 3.12. The second harmonic

intensity maintains constant in the forward bias region, while bias-dependent SHG signal of pP,sP

and mixS geometries is greatly amplified in the reverse bias region. Thanks to the thick opaque

thicker a-Si:H layer, the SHG photons from a-Si:H/c-Si interface and c-Si bulk are forbidden to

escape; hence, those SHG contributions can be exclude from the bias-dependent SHG signal. What

is more, the air/ITO interface is stable at different biases. Therefore, the possible sources for this

bias-dependent signal are ITO/a-Si:H interface and strong electric field in a-Si:H bulk. This finding

supports a hypothesis that the EFISH from a-Si:H bulk could be an important contribution to the

bias-dependent SHG from SiHJ junction. In Chapter 4, we will develop a SHG interference theory

to quantitatively understand these data. At the end of Chapter 4, the data in Figure 3.12 will be

revisited.

3.5 Summary

In this chapter, we have presented various optical second harmonic generation measurements

for SiHJ solar cell devices. Optical second harmonic generation is a promising characterization
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Figure 3.11: The layer structures of the redesigned SiHJ device with thicker p-a-Si:H layer. The
SHG in all geometries display asymmetric change in positive and negative bias region. We will
revisit these data at the end of Chapter 4.
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Figure 3.12: The measured SHG intensity at different bias for redesigned SiHJ device. The SHG
in all geometries display asymmetric increase only in the negative bias region. This graph will be
revisited at the end of Chapter 4.
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technique for photovoltaic devices because it is only sensitive to regions with broken inversion

symmetry. This includes interfaces and areas with strong electric fields (both critical to device

performance), but not the bulk of of amorphous and cubic materials. In initial measurements,

we find that SHG from silicon heterojunction solar cells is very sensitive to changes in bias as

the device is swept through a standard current-voltage curve. The azimuthal measurements show

that c-Si bulk properties are not responsible for the bias dependence. The SHG measurement on

the redesigned SiHJ device with thicker a-Si:H layer supports a picture where the bias-dependence

signal comes from the Electric Field Induced Second Harmonic in a-Si:H bulk.



Chapter 4

SSHG on ITO/a-Si:H/ITO tri-layer sample

The results in Chapter 3 suggest strongly that the bias dependent SHG seen for HIT solar

cells arise from EFISH in the a-Si layers. No previous report of EFISH existed in the literature, so

we decided to measure it.

In order to study the EFISH contribution from the a-Si:H bulk, we fabricated various samples

of ITO/a-Si:H/ITO “sandwich” structures. The ITO layers are thermally evaporated from metal

sources in an oxygen atmosphere. The polycrystalline ITO has grains ∼ 1µm with no preferred

crystallographic orientation and so is inversion symmetric over the probe laser size. The a-Si:H is

deposited by hot-wire chemical vapor deposition (HWCVD) from pure SiH4 at ∼ 250◦C using a

∼2000 ◦C W filament 5 cm from the substrate. The a-Si:H are “device quality” with a light:dark

conductivity ratio of 2.8 × 105, as measured on a witness a-Si:H film on glass. Subsequent to

deposition of the final ITO layer, 2.5 mm diameter device mesas are created by 1) patterning

photoresist to protect the top ITO and a-Si:H layers, 2) etching the top ITO and a-Si:H and 3)

removing the resist. With the front and back ITO contacts exposed, we bias the devices and

measure current-voltage curves and SHG signals simultaneously. Two different layer structures

have been studied. These structures differ principally in the thickness of the top-most ITO layer.

The Sample type A structure (see Figure 4.1) is a thin-film stack (listed from substrate to top-most

layer) of silica substrate / ITO(70nm) / a-Si:H(∼700nm) / ITO(5nm) structure. The Sample type

B structure is Si Wafer / SiO2(native ∼2 nm) / ITO(70nm) / a-Si:H(∼700nm) / ITO(70nm). As

we describe further below, the a-Si is thick enough to absorb any SHG from the back interfaces,
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while the variation in distance between the ITO/air and a-Si/ITO interfaces allows us to more

clearly study the a-Si EFISH.

Figure 4.1: shows the device structure of Sample A, bias geometry, and optical experimental
configuration.

4.1 Bias Dependent SSHG

The ITO/a-Si:H/ITO devices respond electronically as “leaky” back-to-back diodes, and the

dark I-V current (Figure 4.3) is limited by whichever interface is the reverse-biased junction. When

the top a-Si:H/ITO junction is reverse biased (VA < 0), there is an EFISH contribution to the SHG

signal that arises from the strong electric field in the a-Si:H near the top ITO interface. However,

when this junction is forward biased (VA > 0), forward diode conduction prevents the weak electric

fields at the front interface from varying significantly with VA, while the strongest electric fields at

the back interface are not observed in the measured SHG (due to finite SHG optical penetration

at 410 nm).

Therefore, the measured SHG in Figure 4.4 arises from a superposition of EFISH and interface

SHG from the air/ITO and top ITO/a-Si:H interface. Because the ITO is highly conductive, the

static electric field in the ITO is small and largely VA-independent; therefore, we assume EFISH
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Figure 4.2: The picture of an actual “sandwich” device fabricated on silica wafer. The whole wafer
has a size of 2.5cm X 2cm, with 4 X 4 circular mesas on the top. Each circular “sandwich” device
features a diameter of 2.5 mm diameter.
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signals from the ITO are small. The superposition of the two ITO interface SHG signals then create

a VA-independent second harmonic “idler” field, E
(2ω)
I . The total measured SHG intensity signal

then arises from the superposition of E
(2ω)
EFISH and E

(2ω)
I :

SHG ∼ |E(2ω)
I + E

(2ω)
EFISH(VA)|2 = |E(2ω)

I |2 + |E(2ω)
EFISH(VA)|2 + 2E

(2ω)
I E

(2ω)
EFISH(VA)cos(δ) (4.1)

Here, δ is the relative phase between the complex fields E
(2ω)
EFISH and E

(2ω)
I .

For both samples, a-Si:H and air act as non-absorbing dielectrics at the pump laser wave-

length. In Sample A, the top ITO layer is thin (5nm) and inversion symmetry is nearly restored,

resulting in the observed very small idler contribution as seen in other dielectric/dielectric inter-

faces. In this case, E
(2ω)
EFISH >> E

(2ω)
I and the total SHG is dominated by the second term in

Equation (4.1). Qualitatively, the Sample A SHG has a linear VA-dependence in reverse bias (see

Figure 4.5). In Sample B, the thicker top ITO physically separates the ITO/air and a-Si/ITO

interfaces. SHG generated at these interfaces can constructively interfere and there is significant

idler contribution E
(2ω)
EFISH . Thus, the SHG from Sample B arises predominantly from the first and

third terms in Equation (4.1). Qualitatively, the Sample B SHG has a sub-linear VA-dependence

with the top junction in reverse bias (see Figure 4.7).

4.2 SHG and EFISH interference theory for a-Si:H/ITO interface

To obtain a quantitative understanding of the data, we generalize traditional interfacial SHG

treatments [60] and assign three complex vectors to both the idler SHG and EFISH signals: ( ~pP idler,

~sP idler, ~mixSidler) for E
(2ω)
I and ( ~pPEFISH , ~sPEFISH , ~mixSEFISH) for E

(2ω)
EFISH . For both Sample

A and B, we then simultaneously fitted the SHG variation with both input polarization and VA to:

Ip(φ, VA) = | ~Ep|2

= |cos2φ(
−→
pP idler +

−→
pPEFISH

√
VBI − VA) + sin2φ(

−→
sP idler +

−→
sPEFISH

√
VBI − VA)|2 (4.2)
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Figure 4.3: shows measured JV curve on Sample A. This JV curve obeys a weakly non-linear
back-to-back diode behavior.
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Figure 4.4: Measured second harmonic intensity and relative phase for Sample A as a function
of input laser polarization at three different device voltage biases (VA). In upper panel, we plot
the p-polarized SHG intensity. In mid panel, we plot the s-polarized SHG intensity. In bottom
panel, we plot relative phase of the p and s polarized SHG. The 0V and +10V data in (a) and
(b) are scaled by 5X to improve visibility. Solid lines are the fitting result, as described in the
text. The inset shows the device structure of Sample A, bias geometry, and optical experimental
configuration.
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Figure 4.5: Second harmonic intensity and relative phase as a function of applied bias voltage. In
upper panel, the SHG intensity is shown for different input laser polarizations: red circles: pP ,
blue squares: sP , green point-up triangles: mixP , black point-down triangles: mixS. Mid panel
show the phase difference between the mixP and mixS SHG signal. Bottom panel show the IV
curves. Solid lines are fits to Equations (4.2) to (4.4), as described in the text. The resulting fit
parameters are listed in Table 4.1. The increasing Sample B SHG signal for VA > 5V cannot be
explained by the physics underlying the fit equations and so is not fitted.
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Is(φ, VA) = |
−→
Es|2 = |2cosφsinφ(

−−−→
mixSidler +

−−−→
mixSEFISH

√
VBI − VA)|2 (4.3)

∆ = arg(Ep/Es) (4.4)

The solid lines in Figures 4.4 to 4.7 are the fit result. We did not fit Sample B at VA > 5V

(see below). In Equations (4.2) to (4.4), we have assumed E
(2ω)
EFISH ∼

√
VBI − VA. Here, Ip, Is,

~Ep and ~Es are p and s polarized SHG light intensity and field vectors, ∆ is the phase difference

between ~Ep and ~Es, and φ is the input light polarization angle, measured from p-polarization.

The
−→
pP idler phase is fixed to zero, as our measurement is not sensitive to the overall phase. To

account for the small electric field variation near the top ITO/a-Si:H interface in forward bias, we

set
√
VBI − VA = 0 for VA > VBI . This fitting, therefore, assumes there are only VA-independent

idler contributions in forward bias.

To provide a rough scale of second harmonic yield, we compare the SHG from Sample A at

VA = -10V in the pP geometry (EFISH dominated) to the SHG from a reference Al film described

in Chaz’s thesis under identical measurement conditions: the Sample A SHG signal is ∼3 times

larger than that found from the aluminum film, indicating that EFISH from a-Si can be a bright

source of second harmonic photons, comparable to metal layers in device structures. The physics

underlying the fitting cannot account for the increasing SHG in Sample B for VA > 5V; therefore,

we did not fit this data. The increasing SHG signal could arise from fields associated with the

leakage through the reverse-biased diode. Also fitted and shown in Table 4.1 are values for the

a-Si/ITO built-in voltage VBI . These successful fits reveal that the electric field is proportional to

√
VBI − VA in the near-interface region of both samples and that the different SHG VA-dependences

(Figures 4.5 and 4.7) arise from differences in the idler contribution (Table 4.1) interfering with the

EFISH contribution.

We have measured and fit the SHG response of a variety of a-Si:H trilayer samples similar

to Samples A and B, including samples where the top ITO layer is replaced with ∼ 5 nm Cr

contact, a material that is often used in EFISH studies of c-Si. In all the measured samples,

the SHG VA-dependence is well fitted by Equations (4.2) to (4.4), in which we have assumed
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Figure 4.6: Measured second harmonic intensity and relative phase for Sample B as a function of
input laser polarization at three different device voltage biases (VA). In upper panel, we plot the
p-polarized SHG intensity. In mid panel, we plot the s-polarized SHG intensity. In bottom panel,
we plot relative phase of the p and s polarized SHG. The +10V data is not fitted due to device
voltage leakage. Solid lines are the fitting result, as described in the text.
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Figure 4.7: Second harmonic intensity in upper panel, relative phase in mid panel, and current in
bottom panel as a function of applied bias voltage. In upper panel, the SHG intensity is shown
for different input laser polarizations: red circles: pP , blue squares: sP , green point-up triangles:
mixP , black point-down triangles: mixS. Mid panel shows the phase difference between the mixP
and mixS SHG signal. Bottom panel shows the I-V curves. Solid lines are fits to Equations (4.2)
to (4.4), as described in the text. The resulting fit parameters are listed in Table 4.1. The increasing
Sample B SHG signal for VA > 5V cannot be explained by the physics underlying the fit equations
and so is not fitted.
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Table 4.1: Resulting fit parameters from least squares fitting of the SHG data to Equations (4.2)
to (4.4). The solid lines in Figures 4.4 to 4.7 show the fit results.
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E
(2ω)
EFISH ∼

√
VBI − VA. The similar behavior of Cr capped samples strongly suggests that VA-

dependent SHG from the top ITO surface does not contribute significantly to the fitted response.

In high reverse bias, where VA is greater than any built-in fields, the electric field in the bulk

of the semiconductor (as for any ohmic material) is linear in VA. In interfacial regions, the high

a-Si:H bandtail trap densities can screen EDCz . Könenkamp et al. [83, 84] have probed electric fields

in the ∼500 nm near i-p a-Si:H interfaces at VA <2 V with time-of-flight measurements that had a

resolution of ∼80 nm. They find that the space charge density at this interface is well modeled by an

exponential spatial dependence ∼ exp(−x/L0) with a characteristic length L0, of roughly 210 nm.

The associated electric field and potential spatial dependences are then both exponential, leading

to an electric field that is again proportional to the voltage. The SHG measurements probe only the

top 30 nm of the a-Si:H layer, closest to the ITO interface. Thus, EFISH measurements provide

improved depth resolution. The observed EDCZ ∼
√
VBI − VA dependence at the a-Si:H / ITO

interface could arise naturally from full depletion of the band-edge states as described in Chapter 2:

The observed VBI ∼ 200 mV is large compared to the energy width of the band tail states, ∼20mV

[68]. Therefore, we expect that all the defect states and donor states near the interface are ionized,

leading to a spatially uniform space-charge density. As for simple Schottky interfaces, uniform

space-charge implies a linear spatial variation of EDCZ , a quadratic spatial variation in potential,

and therefore a square-root dependence of EDCZ with potential.

4.3 SiHJ PV Devices Revisited

In the sections above, we have successfully developed a interfacial SHG and bulk EFISH

interference theory to explain the bias-dependent SHG signal from a-Si:H trilayer structure. This

theory is very helpful for understanding the bias-dependent SHG from HIT devices. In this section,

I apply the SHG and EFISH interference theory to understand the SHG data from SiHJ PV devices

with a thick a-Si:H layer mentioned in Chapter 3.

As we promised in Chapter 3, we discuss the SHG data from a redesigned HIT solar cell device

shown in Figure 3.12 again. The layer structures of this redesigned device the same configuration
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for the other HIT devices (Figure 3.1), but we increased the thickness of the p type amorphous

silicon layer between ITO and c-Si wafer from 10 nm to 240 nm (Figure 3.11). Though the device

performance changes from the classic SiHJ solar cell device which is optimize for best photon

conversion efficiency, this redesigned device helps us separate the SHG contribution from multiple

buried interfaces. Due to the same SHG mechanism for trilayer devices of Sample Type B, the

visible SHG photon only comes from air/ITO, ITO/a-Si:H and a-Si:H bulk. This is the same

configuration for the trilayer devices we have discussed in the above sections. Therefore, we apply

the same interference theory and fitting functions to understand the bias-dependent SHG data from

input polarization scan and SHG vs bias sweep.

The fitting shown in Figures 4.8 and 4.9 clearly catch the asymmetric behavior in the reverse

bias region. It indicate that the E-field behavior at ITO/a-Si:H interface can be explained by

Schottky physics similar as we described in the last section. Further more, this result also support

our hypothesis in Chapter 3 that the bias-dependent SHG signal comes from the EFISH in a-Si:H

layer.

4.4 Summary

We have shown that SHG can probe the interfacial region of ITO/a-Si:H. The EFISH signal

is proportional to the reverse bias on the ITO/a-Si:H junction. The linear relationship between

EFISH in a-Si:H and bias is also confirmed to exist on Cr/a-Si:H junction. The whole EFISH signal

can be explained by that the behavior of the space charge region of a Schottky junction, indicating

all the defect states and donor states in the a-Si:H are ionized, leading to a spatially uniform space-

charge density in the region near the interface ITO/a-Si:H junction. The interference theory of

the idler interfacial SHG and EFISH quantitatively explained the asymmetric bias-dependent SHG

behavior in the redesigned HIT device with a thick a-Si:H layer. In summary, the EFISH we find

in the sample trilayer a-Si devices then does an excellent job in explaining the variations in SHG

observed in the SiHJ photovoltaic devices.
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Figure 4.8: The SHG vs bias sweep data and the fitting results for the thick a-Si HIT device. Second
harmonic intensity in upper panel, relative phase in mid panel, and current in bottom panel as a
function of applied bias voltage. In upper panel, the SHG intensity is shown for different input laser
polarizations: red circles: pP , blue squares: sP , green point-up triangles: mixP , black point-down
triangles: mixS. Mid panel shows the phase difference between the mixP and mixS SHG signal.
Bottom panel shows the I-V curves. Solid lines are fits to Equations (4.2) to (4.4), as described in
the text. The resulting fit parameters are listed in Table 4.2.



76

Figure 4.9: Measured second harmonic intensity and relative phase for thick a-Si HIT device as a
function of input laser polarization at Short Circuit (0V) and Open Circuit (0.5V). In upper panel,
we plot the p-polarized SHG intensity. In mid panel, we plot the s-polarized SHG intensity. In
bottom panel, we plot relative phase of the p and s polarized SHG. Solid lines are the fitting result,
as described in the text.
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Table 4.2: Resulting fit parameters from least squares fitting of the SHG data to Equations (4.2)
to (4.4). The solid lines in Figures 4.8 and 4.9 show the fit results.
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Chapter 5

SHG Dynamics on ITO/a-Si:H/ITO tri-layer sample

In Chapter 4, we showed that a-Si EFISH is a significant source of SHG and that it can

explain much of the variation in SHG we have observed in HIT PV devices. In this Chapter, we

show how to use the EFISH to help us understand the time dependence of the internal E-field in

a-Si semiconductor devices.

Among the most useful methods used to characterize semiconductors are capacitance-voltage(C-

V) profiling measurements [85, 86, 87, 88]. In amorphous silicon, however, or indeed any semicon-

ductor with a large concentration of deep gap states, such techniques are difficult to interpret. The

depletion region, bulk states, free carriers and rear interface in a semiconductor device all con-

tribute to the C-V response and an accurate C-V interpretation requires carefully separating these

contributions. For example, A. Rolland and J.P. Kleider [89, 90] proposed a multiple capacitor cir-

cuit model to understand the C-V measurements of a-Si:H of metal insulator semiconductor(MIS)

structure in the quasi-static regime. However, they were unable to determine the actual physical

location of each capacitor in the complex device. Which interfaces contribute to various capacitors

is an open question we wish to study.

In last chapter, we have proved that the EFISH intensity is proportional to the static voltage

magnitude in the reverse bias region. This linear relationship comes from the electric field induced

by the space charge region. By probing the time-resolved electric field with time-resolved SHG,

we can directly probe carrier dynamics in the depletion region of a ITO/a-Si:H junction. Here,

we overcome the challenges of stand-alone current-voltage measurements by combining C-V and
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SHG measurements. While, C-V measures the dynamic response of the entire structure, SHG

probes only the front ITO/a-Si:H depletion region. Together, current-voltage and dynamic SHG

measurements allow us to directly study charge motion at the ITO/a-Si:H interface.

5.1 Experimental Setup

It is an interesting question about how to take dynamical data in an experiment where the

signal comes as discrete photon counts. For static situations as in Chapters 3 and 4, we simply set

the conditions such as bias voltage or polarization angle, and then acquire photon counts until we

have enough counts to provide the desired signal-to-noise ratio. In the case of dynamical conditions,

it is necessary to correlate the arrival of a photon with the conditions that are in place at that

particular moment. That means acquiring photon counts and recording not only how many have

arrived, but also when they have arrived relative to some trigger or stimulus. One standard approach

to do this job is to use a Time-to-Amplitude Converter (TAC) and a multi-channel analyzer...

In the static situation, we count SHG photons with SRS300 photon counter. For dynamics

SHG measurement, it is natural to use a combination of Time-to-Amplitude Converter(TAC) and

Multi-Channel Analyser(MCA) to obtain time-resolved SHG signal on the time range from 100ns

to 1ms. However, the TAC-MCA system is throttled by double counting blinding effect. This

drawback comes from that TAC is only designed as a low order count device. For example, when

TAC offers a range of T and two pulses are feeded into the TAC within window T, the second pulse

will be ignored by the TAC. Therefore, TAC can only count the signal with a rate <1/T. In order

to minimize this double pulse coincidence within the same window T, the signal fed to TAC should

be slower than 1/10T, which means low SHG intensity. As a result, TAC-MCA system needs a

long average time to achieve the desired signal-to-noise ratio. To overcome this limitation, I have

developed new system with a reliable data acquisition of much faster rate.

We use an AlazarTech ATS9440 digitizer to measure the SHG photon pulses directly. The

ATS9440 digitizer provides a 14-bit analog-to-digital converter, 125 Mega-Sample/sec(MS/s) which

allows maximum temporal resolution of 8ns. More importantly, it offers Dual-port Memory mode
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that increases the data acquisition rate with remarkable duty cycle (>95%). In other words, it

allows >95% SHG photon capture during the SHG data acquisition time window, comparing <10%

photon capture by Single-port Memory mode. This is very important to achieve desired signal-to-

noise ratio within a relatively short time. Whoever is interested in the details of this technique

is encouraged to read more in the ATS9440 manual. The paragraphs below will go through more

technical details of how to use this instrument for SHG photon averaging.

When sending the sequence of voltage wave(sinusoidal, triangle or square wave) to the tri-

layer sample, the voltage wave also provides the trigger to the ATS9440 to maintain identical piece

of wave cycle for each temporal SHG measurement. Each trigger on ATS9440 produces a piece of

array containing the SHG measurement wave. After billions of arrays averaged, the SHG photon

intensity as a function of time will be profiled by a series samples with time interval specified by the

sampling rate of ATS9440. Eventually, at each time sampling point, the SHG intensity is obtained

by averaging billions of measurement of SHG pulses.

Since each sample from ATS9440 occupies a 2 byte memory, 125MS/sec sampling rate is

equivalent to 250MByte/sec(MB/s) data production rate. In a dark SHG intensity scenario, more

than 30 minutes of continuous data acquisition is necessary to reach desired the signal-to-noise ratio.

The total data size for this time window is estimated by “250MByte/sec× 60secs/mins× 30mins

= 450GByte”. During this data acquisition process, the ATS9440 continues filling the 2GB onboard

memory with traces at the rate of 250MB/s, while the desktop retrieves the data from ATS9440

to motherboard memory and processes it. For each iteration, the computer needs to process the

retrieved trace for calculating the eventual average value. It is necessary for the computer to retrieve

the value trace from ATS9440’s onboard memory and process it faster than 250MByte/sec to avoid

the memory overflow on ATS9440. To achieve this fast processing speed, it is important that the

computer system (CPU, memory transportation) is overclocked and Labview process is set to be

“high priority” in the Windows operation system. What is more, the trace size needs to be careful

selected for maximum transferring speed between ATS9440 and desktop motherboard.

The system best temporal resolution is mainly constrained by the sampling rate of ATS9440.
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The maximum 125MS/s defines the upper bound of the resolution as 8ns. At the same time, the

SHG photon pulse width needs deliberation to cooperate with the sampling rate. On one hand,

the pulse width need to be greater than 8ns for not being missed in the sampling gap. On the

other hand, the pulse width needs to be small to avoid the multiple sampling which deteriorates

the temporal resolution. In order to achieve the best resolution and 100% SHG photon capture,

the ideal width of pulse fed to ATS9440 should be in the range of 8∼16ns.

For the current tri-layer sample and laser conditions, we usually deal with the SHG photon

counts <10000/sec. Each photon indicates a voltage pulse of height around 1V with 12ns temporal

width. Each pulse is profiled by one or two samples of ATS9440 with sampling gap of 8ns, at 125MHz

sampling rate. As a result, within 1 second time window, we obtained about 10000 meaningful data

points out of 125M samples. After billions of times of averaging, the SHG photons signals will be

diluted by 10000/125, 000, 000 ≈ 10−4 after averaging due to the low counts of SHG photons. For

the most part (> 99.99%) of data acquisition time, each time sampling point can not see any SHG

photon pulse, and only measures the background noise. Therefore, minimizing the background noise

is crucial for increasing the signal-to-noise ratio. Unfortunately, some unclear intrinsic design flaw

on ATS9440 result the unpredictable systematic error for background measurement under DMA

mode. This systematic error is on par with the diluted SHG pulse signal, and greatly distorts the

averaged SHG intensity profile. In order to circumvent this problem, I added in the DC signal to

shift the background from zero to the outside of the ATS9440 measurement range. For example,

if digitizer is set of the range in -0.4∼0.4V, the DC signal is selected to be 0.405V in order to

persistently saturate the digitizer by 5mV. In this way, the digitizer will produce a perfect 0.4V

constant background signal. When a negative SHG photon pulse of height 0.7V appears, it briefly

kicks off the digitizer from the saturation status, and produce a sharp negative pulse. The catch for

this configuration is that the response time of saturated digitizer will be theoretically prolonged.

But, fortunately, I did not notice any delay influencing the measurement in time domain.

Another benefit of this saturation technique is truncating the undesired jitter following the

SHG signal. The pulses saw by ATS9440 are not ideal due to the capacitance of the transportation
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Figure 5.1: (a) Normal condition: the digitizer range covers the full range of the SHG photon pulses.
Left is the actual SHG photon pulses being profiled at 8ns interval sampling without saturating the
digitizer. Right is the sample array obtained by digitizer. The red markers are the actual sampling
values by digitizer at 125MS/s sampling rate. The jitter tail is also profiled and hence introduces
noise. (b) Saturation condition: the SHG photon pulses is shifted by a DC signal which saturates
the dizzier range. Left is the actual SHG photon pulses profiled by the digitizer. Right is the
sample array obtained by digitizer. The jitter tail is truncated by the saturation level.
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Figure 5.2: The flow chart for SHG photon processing. The lower part of the graph is the circuit
diagram for shifting the current pulse.
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cable and connectors. The jitter following the pulse introduce extra noise for the averaged SHG

signal and jeopardize the temporal resolution. By tuning the saturation level of the digitizer, DC

offset and pulse height, the jitter can be truncated by the saturation.(Figure 5.1)

Figure 5.2 shows the SHG photon pulse processing flow chart. It is necessary to produce

the pulses of required standard for best temporal resolution and signal-to-noise ratio. The LeCroy

321B discriminator is capable of producing the negative current of 16mA with a tunable temporal

width set to 10ns. I also developed the circuit shown in Figure 5.2 to shift the current pulse.

The LeCory 321B discriminator output is negative current source with >2000Ω output impedance.

It parallels with a voltage source of 500Ω output impedance and the 50Ω. The voltage source

provide a consistent current flow through the digitizer. When 16mA current pulse is triggered by

SHG photon, it would flow through the digitizer providing about 800mV voltage pulse on ATS9440

with 10% current leakage through the voltage source. This configuration is superior to the typical

amplifier DC offset circuit by avoiding pulse shape distortion.

5.2 SSHG dynamics under sinusoidal voltage wave on tri-layer sample

Following the standard C-V measurement procedure, a strong negative DC bias is applied to

accumulate the majority carriers in the a-Si:H near the top interface. The current response and

SHG photons counts are monitored in the time domain. The sinusoidal current wave is observed

as a result of the voltage function. For each particular frequency of the AC voltage, one can obtain

the magnitude and phase of the complex device impedance, and eventually produce the Bode plot

over a large frequency range as shown in Figure 5.5. The impedance Bode plot indicates that,

in the low frequency range (< 103Hz), the device display high impedance which is dominated by

the a-Si:H bulk resistance. As the driving frequency increases, the impedance of device geometrical

capacitance decreases and allows more AC current flowing through the device. When the frequency

reach 1MHz, the total impedance of the whole device is limited by the ITO series resistance.

A circuit model is established to quantitatively analyze the complex impedance Bode plot.

In this model, different electronic elements correspond to different parts of the sample (Figure 5.4).
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Figure 5.3: The panel (a) shows the measured SHG intensity versus the applied bias on the sample.
The red circles are the SHG data, the blue line is the fitted curve based on the interference of the
idler SHG and the EFISH contribution. This fitting result yields a 84 deg phase difference, allowing
the SHG in the reverse bias region can be approximated by SHG = VA ∗ FSHGV + SHGOffset. In
lower panel, we show the -3 V DC biased 0.5Vpp voltage sinusoidal wave in (b), the resulting
current sinusoidal wave in (c), the real time SHG data and sinusoidal fitting curve in (d).
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R0 is the ITO and the electrode/ITO contact resistance. R1 is the resistance of bulk amorphous

silicon. C1 is the geometrical capacitance due to the device architecture. Here we assume that, C2

is the capacitance of the depletion region while R2 is the resistor hindering the carrier movement in

the depletion region, and this RC pair together models the carrier dynamics in the depletion region

of ITO/a-Si:H interface. Based on this circuit model, the device impedance can be fully described

and fitted by Eq(1), yielding the component values of R0, R1, R2, C1 and C2. The fitting result

indicates that the device impedance characteristic is primarily governed by the R0, R1 and C1,

while R2 and C2 pair contributes a small amount charge flow of the total current signal. However,

successful fitting to the impedance Bode plot does not necessarily prove our assumption for the

origination and physical location of R2 and C2. However, time-resolved SHG provided further

evidence to validate this hypothesis.

Figure 5.4: Shows the device structure of the sample, bias geometry, and optical experimental
configuration. The circuit elements in the dash line rectangle make up the circuit model resembling
the actual device.

Z̃(ω) =
ṼA(ω)

Ĩ(ω)
= ZR0 + ZaSi with ZaSi =

1

1/ZR1 + 1/ZC1(ω) + 1/(ZC2(ω) + ZR2)
(5.1)

ṼC2(ω)

ṼA(ω)
=

ZaSi
ZaSi + ZR0

∗ ZC2(ω)

ZC2(ω) + ZR2
(5.2)



87

SHG(t) = VC2(t) ∗ FSHGV + SHGOffset ⇒
˜SHG(ω)

ṼA(ω)
=
ṼC2(ω)

ṼA(ω)
∗ FSHGV (5.3)

The SHG intensity can reveal the voltage drop across the top ITO/a-Si:H junction, hence,

the time-resolved SHG data can be converted into the real-time voltage on C2, aka VC2, via the

linear relationship described in Equation (5.3). In Figure 5.3(b) panel, 50 kHz 0.5 Vpp sinusoidal

voltage function and -3V DC offset are imposed on the sample. We observed a sinusoidal SHG

signal in the time domain (Figure 5.3(d) panel) indicating VC2 behaves as sinusoidal wave. The

SHG wave is fitted with sinusoidal function, allowing one to obtain the magnitude ratio and relative

phase between SHG oscillation and applied voltage function. By comparing the SHG oscillation

magnitude and relative phase to the input voltage function over wide frequency range, we plot

the SHG Bode plot as showed in Figure 5.5(b) panel. In this figure, starting from 200 kHz, the

SHG oscillation magnitude attenuates rapidly, and the relative phase deviates from 0. These SHG

behaviors corresponding to the carriers in the depletion region being unable to respond fast enough

to the changes in the applied bias.

From the equivalent circuit model, we draw the fitting functions 5.1 and 5.2. ZX represents

the impedance of component “X”. The impedance of capacitor, ZC(ω) is frequency dependent.

Accent of “∼” represents the complex vector of the sinusoidal oscillation signal. We draw 5.3

from the linear relationship between the SHG and the voltage drop on C2 capacitor. FSHGV is the

conversion factor between SHG intensity and the static voltage drop on the depletion region. The

additional information of VC2 provided by SHG Bode plot, in conjunction with the impedance Bode

plot, are adequate to determine each circuit element in the model, especially, the accurate value of

C2 capacitor, i.e. capacitance of the depletion region.

The solid lines in Figure 5.5 are the fit results to the Equations (5.1) to (5.3). We assume

that measurement error is dominated by shot-noise, as indicated by the error bars. Fit quality

is excellent with χ2 < 3, and fitted curves clearly capture current and SHG data in the fitted

frequency range. The extracted circuit element values are summarized in Table 5.1. The successful
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Figure 5.5: Panel (a) shows the bode plot of the device impedance. Panel (b) shows the ratio of
fitted SHG AC amplitude over driving voltage AC amplitude versus frequency, and the relative
phase between fitted SHG signal and voltage AC signal at different frequency. The solid lines in
the graphs are the fitting curve from the model described in Equations (5.1) to (5.3).
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fit to the SHG data shows that the dynamics of the trapped carrier can be modeled as RC circuit

over a large frequency range, where the resistor mimics the carrier trapping effect in the depletion

region.

5.3 SSHG dynamics under square voltage wave on tri-layer sample

In order to study the transient behavior of the electric field in a-Si:H/ITO junction, we apply

the 2 Vpp 50 kHz square wave and -2 V DC offset on the same device, and monitor the current

and SHG simultaneously by the same experimental setup. The results are shown in Figure 5.6.

Because the square wave function provided by the voltage source are non-ideal(Figure 5.3), the

theoretical electrical response of the circuit model for step function is not sufficient. Therefore,

we developed the algorithm of solving coupled differential equations convolving with the voltage

data, to yield the numerical solutions of current through the device and voltage drop on capacitor

C2 which can be translated into SHG data. The coupled differential equations derived from the

circuit model are shown below as Equations (5.5) and (5.6). In the equations below, “iX” and “VX”

represents the current and voltage drop across the component “X”, and “FSHGV ” and “SHGOffset”

are the parameters for linear relationship between SHG and VC2. By simultaneously approaching

the numerical solutions (i0(t) and SHG(t) in 5.6) of differential equations to the measured waves of

current and SHG (Figure 5.3(b) and (c)), the algorithm is capable of finding the best fit of circuit

component values.

diR1(t)

dt
=

1

C1R0R1
(VA(t)− i1(R0 +R1)− C2R0

dVC2

dt
) (5.4)

dVC2(t)

dt
=
iR1(t)R1

C2R2
− VC2(t)

C2R2
(5.5)

i0(t) =
VA(t)− iR1(t)R1

R0
and SHG(t) = VC2(t) ∗ FSHGV + SHGOffset (5.6)

In Figure 5.6(b) the dash line marked region, the current curve shows sharp spikes within
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1 us after the voltage transitions in both polarities, and they are symmetrically identical in both

polarity. Those current spikes are zoomed in as showed in Figure 5.6(f) and (e). The fitting curves

catch all the minute details in the current wave, especially the transition region in the zoomed

region. In Figure 5.6(c), SHG transient signals are also fully caught by the fitting curve. The

successful fit to the current data confirmed that the device electric response is can be explained by

the circuit model consisting of linear electric components.

We compared the fitted circuit component values both from the sinusoidal function and

square function response in Table 5.1. Their agreement confirms the success of the circuit model

on explaining the ITO/a-Si:H interface charge transportation over a wide range of frequency. The

product of R2 and C2 values indicates that the junction depletion region has a RC time constant

around 2 microseconds. We also notice that the forward biased ITO/a-Si:H interface on the device

rear side does not contribute to the electric response of the whole device. This could be due to the

depletion region is squeezed by the forward bias, in which the trapped charge carrier is frozen or

fully eliminated. Further, the SHG clearly indicates that the slow RC time that is visible in the

device current response is happening at the ITO/a-Si interface.

5.4 Summary

We have developed a new technique to combine current-voltage and SHG measurement allow-

ing us to directly study charge motion at the ITO/a-Si:H interface. The innovative experimental

method for SHG dynamics using high speed digitizer is detailed. The current and SHG measure-

ment for trilayer structure under sinusoidal and square voltage wave is discussed. A circuit model

is introduced to explain these data. In order to extract the component parameters based on this

circuit model, multivariate fitting functions are developed for understanding complex impedance

and SHG over a large range of frequency, and time-evolving fitting functions are developed to inte-

grate the transient current and SHG signal. The plausible agreement between these two different

analytical methods shows the success of the circuit model on explaining the ITO/a-Si:H interface

charge transportation over a wide range of frequency. It further indicates that the slow RC time
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Figure 5.6: (a) The voltage square wave function applied on the device; (b) The measured current
through the device(Red) and its fitting curve(Blue); (c) the measured SHG intensity data (Red)
and its fitting curve (Blue); (d) the corresponding fitting residual for SHG data. The zoom in
current curves (f) and (e) as the dash line marked region in (b).
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Table 5.1: Resulting fit parameters from least squares fitting of the current and SHG data, re-
spectively, using Equations (5.1) to (5.3) for sinusoidal wave response in Figure 5.3, and using
Equations (5.4) to (5.6) for square wave response in Figure 5.6. The plausible agreement between
the two sets of fitted parameter shows the success of the circuit model on explaining the ITO/a-Si:H
interface charge transportation over a wide range of frequency.

 

Parameter Sinusoidal Wave Response Square Wave Response 

  (Ohm) 149.90    ± 1.07 155.581     ± 0.018 

  (Ohm) 80583.8    ± 2376.16 87839.5     ± 74.4 

  (Ohm) 23653.0     ± 6642.8 37457.9     ± 334.4 

  (pF) 688.8    ± 4.9 661.47      ± 0.04 

  (pF) 7.70    ± 2.09 7.987       ± 0.034 

  
   (a.u.)  

SHG to VC2 Factor 

0.0565     ± 2.3e-03 0.0570      ± 1e-04 
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that is visible in the device current response is happening at the ITO/a-Si interface.



Chapter 6

Summary and Proposed Next Experiments

6.1 Summary for SHG from SHJ solar cell

Now we can summarize the information presented in Chapter 3 and 4, and look back at the

data on SiHJ solar cell again. In Chapter 3, the input polarization on SHJ solar cell at Open Circuit

and Short Circuit condition (Figure 3.6) indicates the major bias-dependent SHG signal happens

at pP geometry. The possible candidates for this SHG change are SSHG from ITO/a-Si:H and a-

Si:H/c-Si interface, SHG from c-Si bulk and EFISH from a-Si:H film. Further careful study on the

azimuthal scan for pP SHG at Open Circuit and Short Circuit conditions (Figure 3.9) excludes the

responsibility of c-Si bulk for producing bias-dependent signal, by isolating the bias-independent

four fold SHG contribution. Next, the device simulation for electric field profile in the SiHJ junction

shows significant electric field strength change in the a-Si:H layer. It leads our attention to suspect

the EFISH contribution from a-Si:H. What is more, the opposite SHG behaviors in the “twin”

reverse doped SiHJ further suggest that the strong bias-dependent SHG signals is originated from

the reversed electric fields of the a-Si layer in these devices. In Chapter 4, we have demonstrated the

strong EFISH signal from a-Si:H bulk, and develop the interference theory to qualitatively explain

the bias-sweep SHG signal and input polarization scan data. Our fitting results indicate a strong

bias-sensitive pP SHG signal from EFISH effect in a-Si:H. The similar fitting results were further

proven to be valid for the redesigned HIT device with a thick a-Si:H layer. This result further

support our hypothesis that the bias-dependent SHG in SiHJ solar cell arises from EFISH effect in

super thin a-Si:H layer.



95

6.2 Suggestion for future experiments for SHJ solar cell

In Chapter 4, the quantitative model has been established for EFISH effect in a-Si:H, and

the future experiment can be focused on probing the electric field in a-Si:H layer for SiHJ solar

cell. The low-hanging fruit is theoretically reconstructing “EFISH vs Bias” signal originated from

thin a-Si:H layer in SiHJ solar cell. One can simulate the electric field in this layer for SiHJ solar

cell device under different bias condition. Based on the quantitative model developed in Chapter 4,

the EFISH signals from a-Si:H layer can be predicted for the electric field simulation results of

different bias. Next, the similar interference theory as presented in Chapter 4 can be implemented

to “SHG vs Bias” signal, in order to separate the bias-dependent EFISH and bias-independent SHG

contributions. The bias-independent SHG contribution consists of the isotropic SSHG originated

from air/ITO and ITO/a-Si:H interface, anisotropic SHG from a-Si:H/c-Si interface and c-Si bulk.

The anisotropic SHG contribution can be further distinguished by azimuthal scan. Finally, if

the suggested experiments succeed, we shall develop a comprehensive fitting function to explain

the SHG signal from SiHJ solar cell as a function of different biases and azimuthal angles. As a

result, the EFISH from a-Si:H thin layer, isotropic SSHG from air/ITO and ITO/a-Si:H interface,

anisotropic SHG from a-Si:H/c-Si and c-Si bulk will be quantitatively separated.

Separating EFISH from the total SHG signal will allow directly probing the electric field

profile presenting in the a-Si:H layer. EFISH will be useful to the electric field dynamics of SiHJ

device under various condition, including the temperature sweep, different doping levels. It is

capable of providing critical information of charge transportation in the working SiHJ device under

illumination. Also, one may want to tune the probing laser wavelength from 820 nm to deep

infrared region to avoid exciting the large amount of electron-hole pairs which may drastically alter

the device physics.
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6.3 SHG dynamics on ITO/a-Si:H junction

In Chapter 5, we directly probe carrier dynamics in the depletion region of a ITO/a-Si:H

junction with time-resolved optical second-harmonic generation. This SHG technique in conjunc-

tion with traditional C-V measurement successfully confirms that the capacitance of trapped charge

locates in the ITO/a-Si:H depletion region around the top surface under the reverse bias region.

It successfully characterized the electrical response of ITO/a-Si:H junction over a wide frequency

range from 100Hz to 10MHz. SHG is demonstrated as powerful tool to study the electric field

dynamics for ITO/a-Si:H interface.

Because the data in traditional C-V measurement is overwhelmed with the DC current flowing

through the device, accurate interpretation of the current signals requires careful separation of the

capacitance contributions of the depletion region, bulk states, free carriers and rear interface in the

semiconductor device. EFISH is capable of providing critical real-time electric-field information

for understanding traditional capacitance measurement in complicated device structure. By fitting

the current-frequency and EFISH-frequency data simultaneously to the device circuit model, we

successfully separate the capacitance of a-Si:H/ITO junction from the device bulk capacitance. In

the future, the attention can be paid to the study of capacitance variation when changing bias,

temperature, illumination conditions etc. For example, the experiment of “capacitance vs bias”

would allow the further ability to investigate the state diversity profile. Also, this approach could

be applied to study the complex multilayer a-Si:H devices, such as Si heterojunction solar cells.

6.4 SHG on Organic Photovoltaic (OPV)

Organic Photovoltaic (OPV) are third generation PV cells which use an organic polymer layer

instead of inorganic semiconductor material for light absorption and charge transport to produce

electricity from sunlight by the photovoltaic effect. People are interested in OPV mainly because

its potential for low cost manufacturing and the tunability of the band gaps. We are lucky enough

to obtain several OPV devices from NREL David Ginley’s group, and measured them using our
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SHG experimental setup. Interesting SHG signal is observed in input polarization scan at different

bias. I would like to present those initial results here, and hopefully they may inspire the following

SHG research on OPV in the future. Due to my shallow knowledge on OPV itself, I will merely

present the device structure and SHG results, without going into depth for OPV physics. In the

following part, I will brief the observed preliminary SHG result.

The most common strategy for OPV is so-called bulk heterojunction, in which electron donors

such as poly(3-hexylthiophene) (P3HT) and acceptors such as (6,6)-phenyl C61 butyric acid methyl

ester (PCBM) are blended to form one mixed layer. The OPV devices we obtained from NREL is

built based on P3HT:PCBM blended polymer film. The device structure and SHG experimental

configuration is indicated in Figure 6.1. Due to the instable nature of the organic molecule, the

polymer layer would experience “bleaching” effect, with the color is washed out under the exposure

of light and air. I start the SHG measurement from a lower input laser intensity 140 mW on a

fresh device. The OPV polymer layer displays significant decaying SHG signal during the standard

input polarization scan. In Figure 6.2, by comparing the SHG intensity at p states, i.e. 0◦, 180◦,

360◦, 540◦ and 720◦, the pP SHG field strength experience obvious decay over the time (about 2

hours). This can be caused by the instable property of the polymer layer under pulse laser.

When the device is entirely bleached out, we re-take the input polarization scan at different

bias condition. The data is presented in Figure 6.3 for -0.5, 0 and 0.5V. We notice that the SHG

signals in all geometries are all amplified in the positive bias condition. The further measurement

of SHG vs bias further reveals the SHG behavior under the bias sweeping. In Figure 6.4, SHG

signals in pP, sP, mixP and mixS shows similar asymmetric growth as in a-Si:H tri-layer device.

In the negative bias region, the SHG intensity is slightly decreased and the phase between mixS

and mixP drifts across zero. The current curve displays a diode behavior, rectifying the positive

bias region. More interesting part is that the SHG signal is greatly amplified in the positive bias

region, with relative phase between mixS and mixP very stable. These bias-dependent signals may

be dominated the EFSIH and can be used to imply the electric field profile in this complicated

OPV device.
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Figure 6.1: shows the device structure of OPV, bias geometry, and optical experimental configura-
tion.

Figure 6.2: Input polarization scan under 140mW input laser on OPV device. The input laser
polarization is rotated in an uniform speed from 0◦(p state) to 720◦. Therefore, the bottom axis
also represents the elapsed time. By comparing the SHG intensity at p states, i.e. 0◦, 180◦, 360◦,
540◦ and 720◦, the pP SHG field strength experience decay over the time. This can be caused by
the instable property of the polymer layer under pulse laser.
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For the future experiment, I suggest we try to exercise the interference theory developed in

Chapter 4 to separate the EFISH and interface SHG contribution. The EFISH signals are useful for

implication of electric field profile within the device. Then after, the SHG dynamics measurement

can be used to study the interfacial exciton dynamics.
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Figure 6.3: Measured second harmonic intensity and relative phase for OPV as a function of input
laser polarization at three different device voltage biases -0.5,0 and 0.5V. In upper panel, we plot
the p-polarized SHG intensity. In mid panel, we plot the s-polarized SHG intensity. In bottom
panel, we plot relative phase of the p and s polarized SHG.
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Figure 6.4: Second harmonic intensity in upper panel, relative phase in mid panel, and current
in bottom panel as a function of applied bias voltage for OPV device. In upper panel, the SHG
intensity is shown for different input laser polarizations: red circles: pP , blue squares: sP , green
point-up triangles: mixP , black point-down triangles: mixS. Mid panel shows the phase difference
between the mixP and mixS SHG signal. Bottom panel shows the I-V curves.
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Appendix A

Cr/a-Si:H/ITO sample

In order to study the ITO influence on the total SHG signal, we fabricated a Cr/a-Si:H/ITO

sample to compare with the ITO/a-Si:H/ITO trilayer sample. Cr is a material that is often used in

EFISH studies of c-Si. The super thin Cr film could provide relative good transparency for pump

laser (820nm) and SHG photons (410nm), allowing EFISH photons from a-Si:H bulk to escape.

Cr film produce low intensity SHG at this wavelength, thus this device produce very low SHG

background signal. At the same time, it provide conductivity allowing external bias been applied

on a-Si:H bulk.

The thickness of Cr film on the a-Si:H is important and needs to be carefully selected. If the

Cr film is too thick, it heavily absorbs 410nm photons, hence reduce the EFISH signals. On the

opposite, if Cr film is too thin, it can induce large resistance in series with a-Si:H which reduce the

percentage of voltage drop across a-Si:H out of the applied bias, as a result reducing the EFISH

signal. Before depositing the Cr film on the a-Si:H device, we deposited various thickness of Cr

films on glass wafers to study conductivity and SHG production at different thickness.

We use Chemical Vapor Deposition(CVD) to deposit Cr thin film on glass wafer. The de-

position process is undertaken in the “MARK” vacuum system. This is two stage vacuum system.

Before the first vacuum stage, I mount the glass wafer in the chamber and seal the chamber. After

depleting the air in the mechanical pump with liquid nitrogen, I proceed to the first vacuum stage.

I use the mechanical pump to decrease the chamber pressure down to 100 mTorr. Then I disconnect

the champer from mechanical pump, and open the vent for diffusion pump and turn on the ion



110

gauge. When the chamber pressure drops to 2 × 10−6 Torr, I open the vapor shutter right below

the sample, and turn on the high voltage on filament to evaporate the Cr pellet. I slowly increase

the current to slowly melt and evaporate Cr pellet, and increase the Cr film grow rate until the

thickness monitor indicates a steady growth rate of 2-3Å/sec. The vapor is closed when the Cr

film reaches objective thickness. Then, I turn off the filament heating, and wait 10 minute for the

Cr vapor completely cooling down before shutting down the vacuum pump and finishing the whole

deposition process.

Three Cr/glass samples are fabricated with respective 5, 10 and 15 nm thickness of Cr film.

The resistance for Cr films is measured by two point method with two electrodes 2 cm apart. The

measured resistance for each sample are 7000 ohm for 5 nm Cr film, 3000 ohm for 10 nm, 1700

nm for 15 nm. The 700 nm a-Si:H film has a resistance around 10,000 ohm. After pondering

on Cr film resistance and transparence, the film thickness is determined to be 8 nm. We follow

the same routine above, deposited 8 nm Cr film on the semi-manufactured ITO/a-Si:H sample.

The Cr/a-Si:H interface will form a metal/semiconductor junction similar to ITO/a-Si:H interface.

Figure A.3 shows the JV curve for this sample, and it shows similar back-to-back diode behavior.

The “SHG vs Bias” and Input Polarization Scan are performed for this sample under similar

laser intensity. The result shows that SHG counts for zero and forward bias condition is below

the background count. Only the pP SHG intensity under reverse bias is above the dark back-

ground photon counts. Figure A.4 displays the SHG intensity vs bias sweep. In the forward bias

region(VA > 0), the idler SHG intensity is in distinguishable from background noise. In the reverse

bias region, the EFISH signal in linear relationship with bias magnitude. This similar linearity as

in ITO/a-Si:H/ITO strongly suggests that VA-dependent SHG from the top ITO surface does not

contribute significantly to the fitted response.
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Figure A.1: shows picture of fabricated Cr/Glass samples. From left to right, Cr film thickness is
5nm, 10nm, 15nm. The color of the film become darker as film thickness increases.
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Figure A.2: shows picture of fabricated Cr/a-Si:H/ITO/sample. The device is based on a silica
wafer, with ITO and a-Si:H layer deposited on top. The brown area is a-Si:H film, while top left
corner exposes the bottom ITO layer for electric contact. The dark square in the central area
is Cr thin film deposited on on a-Si:H layer. The thickness configuration for different layers is
Cr(8nm)/a-Si:H(300nm)/ITO(40nm)
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Figure A.3: shows measured JV curve on Cr/a-Si:H/ITO sample. This JV curve obeys back-to-back
diode behavior.
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Figure A.4: shows SHG intensity of pP geometry vs bias. It clearly indicate the linear SHG
relationship in the reverse bias region. The open circles with errors bar are the SHG intensity data;
the solid line is the fitting curve for pP SHG according to Equation (4.2)



Appendix B

More ITO/a-Si:H/ITO samples

In Chapter 4, I have describe the interference theory for quantitatively understanding the

SHG data from ITO/a-Si:H/ITO tri-layer device. In this appendix, I show more SHG data from

different tri-layer devices, and demonstrate the ability for the interference theory to explain various

SHG data.

As shown in Figure 4.2, 4 X 4 circular trilayer samples are fabricated on silica wafer. For

sample type B with 70 nm thick top ITO layer, the SHG data from each of particular circular

trilayer device show different interference pattern, due to slightly different roughness and thickness

of the top ITO layer. Meanwhile, those different patterns can still be quantitatively explained by

SSHG and EFISH interference theory presented in Chapter 4. Each individual device is labelled

with “XnYm” rule, while “n, m” are number to mark the device location on the mesa by counting

from the top left corner. “X” represents the column number and “Y” represents the row number.

For example, “X1Y2” is the first device on the second row. In the following diagrams, I show the

“SHG vs Bias” data from four different devices on the wafer and the corresponding fitted curves.
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Figure B.1: Second harmonic intensity in upper panel, relative phase in mid panel, and current in
bottom panel as a function of applied bias voltage. In upper panel, the SHG intensity is shown
for different input laser polarizations: red circles: pP , blue squares: sP , green point-up triangles:
mixP , black point-down triangles: mixS. Mid panel shows the phase difference between the mixP
and mixS SHG signal. Bottom panel shows the I-V curves. Solid lines are fits to Equations (4.2)
to (4.4), as described in the text. The resulting fit parameters are listed in Table B.1. The increasing
SHG signal for VA > 5V cannot be explained by the physics underlying the fit equations and so is
not fitted.
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Figure B.2: Second harmonic intensity in upper panel, relative phase in mid panel, and current in
bottom panel as a function of applied bias voltage. In upper panel, the SHG intensity is shown
for different input laser polarizations: red circles: pP , blue squares: sP , green point-up triangles:
mixP , black point-down triangles: mixS. Mid panel shows the phase difference between the mixP
and mixS SHG signal. Bottom panel shows the I-V curves. Solid lines are fits to Equations (4.2)
to (4.4), as described in the text. The resulting fit parameters are listed in Table B.1. The increasing
SHG signal for VA > 2V cannot be explained by the physics underlying the fit equations and so is
not fitted.
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Figure B.3: Second harmonic intensity in upper panel, relative phase in mid panel, and current in
bottom panel as a function of applied bias voltage. In upper panel, the SHG intensity is shown
for different input laser polarizations: red circles: pP , blue squares: sP , green point-up triangles:
mixP , black point-down triangles: mixS. Mid panel shows the phase difference between the mixP
and mixS SHG signal. Bottom panel shows the I-V curves. Solid lines are fits to Equations (4.2)
to (4.4), as described in the text. The resulting fit parameters are listed in Table B.1. The increasing
SHG signal for VA > 5V cannot be explained by the physics underlying the fit equations and so is
not fitted.
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Figure B.4: Second harmonic intensity in upper panel, relative phase in mid panel, and current in
bottom panel as a function of applied bias voltage. In upper panel, the SHG intensity is shown
for different input laser polarizations: red circles: pP , blue squares: sP , green point-up triangles:
mixP , black point-down triangles: mixS. Mid panel shows the phase difference between the mixP
and mixS SHG signal. Bottom panel shows the I-V curves. Solid lines are fits to Equations (4.2)
to (4.4), as described in the text. The resulting fit parameters are listed in Table B.1.
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Table B.1: Resulting fit parameters from least squares fitting of the SHG data to Equations (4.2)
to (4.4). The solid lines in Figures B.1 to B.4 show the fit results.
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Appendix C

Code for Fitting functions

In this appendix, I present the actual code for the fitting functions introduced in the main

text with in the Igor programming environment.

C.1 Stokes Fitting Function

The derivation of this fitting function is given in section 2.2.1. The following code is the

major structure of the fitting function to be compiled in the procedure window. The actual fitting

function will be available to use in the ”Curve Fitting” tools window.

Function StokesFit_General(w,x) : FitFunc

Wave w; Variable x

Wave polarizer

polarizer={{.5,.5,0,0},{.5,.5,0,0},{0,0,0,0},{0,0,0,0}}

Wave SH_Beam

SH_beam={w[3]+sqrt(w[0]^2 + w[1]^2 + w[2]^2),w[0],w[1],w[2]}

Variable pos=4*pi*(x-w[4])

Wave QWPlate,QWRot,QWRotBack,LPRot,LPRotBack

QWPlate={{1,0,0,0},{0,1,0,0},{0,0,cos(w[5]),sin(w[5])},
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{0,0,-sin(w[5]),cos(w[5])}}

//waveplate of retardance w_5, algined with fast axis parallel to p

QWRot={{1,0,0,0},{0,cos(pos),-sin(pos),0},

{0,sin(pos),cos(pos),0},{0,0,0,1}}

QWRotBack={{1,0,0,0},{0,cos(-pos),-sin(-pos),0},

{0,sin(-pos),cos(-pos),0},{0,0,0,1}}

LPRot={{1,0,0,0},{0,cos(w[6]),-sin(w[6]),0},

{0,sin(w[6]),cos(w[6]),0},{0,0,0,1}}

LPRotBack={{1,0,0,0},{0,cos(-w[6]),-sin(-w[6]),0},

{0,sin(-w[6]),cos(-w[6]),0},{0,0,0,1}}

MatrixOp/o endwave = LPRotBack x polarizer x LPRot

x QWRotBack x QWPlate x QWRot x SH_beam

Wave endwave

Return endwave[0]

//w0 is not the true Stokes S0. instead S0=w0+sqrt(s1^2+s2^2+s3^2)

//S0: unpolarized, S1: PS coordinate,

//S2: 45/-45 coordiante, S3: RCP.LCP coordinate

// w4: QWP offset

// w5: QWP retardance

//w6: LP position

End
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C.2 Idler SSHG and EFISH interference theory

This fitting function is designed to separate the idle SSHG and EFISH signal by fitting the

p, s state SHG and their relative phase at different input polarization state over a large bias range.

The detailed mathematical description is introduced in section 4.2. This fitting function is designed

as multi-variant function, needs four column variable corresponding to each data points to feed in.

They are voltage bias, input polarization angle, data type indicator and data duplicate of SHG

data. The SHG data array contains p, s state intensity and their relative phase. The data type

indicator is set to 0 for p intensity, 1 for s intensity, 2 for the relative phase. The original data

array is also feeded into the fitting functions. Only the relative phase is utilized to help the fitted

phase term to select the right quadrant for minimizing error.

Function Idler_EFISH_Fit_general_c (w,x,y,z, dataCopy): FitFunc

Wave w

Variable x,y,z, dataCopy

y=y-w[12]

//w holds the parameters: w[0]=pP_Idler, w[1]=pP_EFISH, w[2]=pP_EFISH_phase

//w[3]=sP_Idler, w[4]=sP_Idler_phase,w[5]=sP_EFISH, w[5]=sP_EFSH

//w[6]=sP_EFISH_Phase, w[7]=mixS_Idler, w[8]=mixS_Idler_Phase

//w[9]=mixS_EFISH, w[10]=mixS_EFISH_phase, w[11]= built-in potential

//all the phase terms are referred to the pP idler in radians

//z will be 0 for the P intensity, 1 for S intensity , 2 for Delta(P-S)

//x will be voltage, y will be input polarization angle in degree

//dataCopy is the duplicate of fit_data,

//it helps quadrant selection for phase term
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variable/c E_P, E_S, E_pP, E_sP, E_mixS

E_pP = cmplx(w[0],0) // pP Idler part

E_pP = E_pP+sqrt((x-w[11])*-1*((x-w[11])<0))*w[1]*cmplx(cos(w[2]),sin(w[2]))

//pP Idler + EFISH

E_sP =cmplx(w[3],0) * cmplx( cos(w[4]), sin(w[4])) // sP Idler part

E_sP =E_sP+sqrt((x-w[11])*-1*((x-w[11])<0))*w[5]*cmplx(cos(w[6]),sin(w[6]))

//sP Idler + EFISH

E_P =(E_pP *cos(pi*y/180)^2 + E_sP * sin(pi*y/180)^2) // y is in degree

E_mixS =cmplx(w[7],0) * cmplx(cos(w[8]), sin(w[8])) // mixS Idler part

E_mixS =E_mixS

+sqrt((x-w[11])*-1*((x-w[11])<0))*w[9]*cmplx(cos(w[10]),sin(w[10]))

// mixS EFISH part

E_S = E_mixS * 2 * cos(pi*y/180) * sin(pi*y/180)

//the 2 factor is intented for renormalize to E_mixS signal strength.

Variable result

Switch(z)

case 0:

result=magsqr(E_P)

break

case 1:

result=magsqr(E_S)
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break

case 2:

If(magsqr(E_P*E_S) ==0)

result=0

else

result=imag(r2polar( E_P/E_S))

IF( abs(dataCopy-result) > pi )

result= result+sign(dataCopy-result)*2*pi

ENDIF

ENDIF

break

EndSwitch

Return result

END

C.3 Coupled Temporal Ordinary Differential Equation Fitting for Electrical

Circuit

This following code is to realize the fitting function by numerically solving the temporal

coupled ordinary differential equation (ODE). For the circuit model introduced in section 5.2, the

electric response driven by arbitrary voltage wave is governed by ODEs described in section 5.3.

We drive this circuit with imperfect square wave and measure the resulting current through the

circuit. The current wave are fitted to determine the component values (resistance, capacitance) in

the circuit. By solving the ODEs at each combination of circuit component values, the simulated

current wave is generated and compared with the actual measured current data. By minimizing



126

the difference between the current solution and data, the circuit component values are optimized

to explain the current data.

The following code contains two functional parts. The first part is to design the algorithm

for solving ODEs. The second part is the actual fitting function. The reader should be careful

to notice this fitting function uses the technique of ”All-At-Once” provided by Igor. The details

for this technique can be found in the manuals for Igor programming. When using this fitting

function, it is important to setup the “Epsilon” column. This column can set the minimum gap for

Levenberg-Marquardt algorithm to calculate the fitting error’s derivative in the parameter space.

Because the error profile in the parameter space for numerically solved current solution can be a

very rough bowl with countless local minimum, it is necessary to avoid the fitting process being

trapped by local minimum. The “Epsilon” column allows the fitting function to ignore the small

pits in the parameter space. The relative large jump step size for the fitted parameter helps the

fitting function to find the global error minimum in parameter space.

Function CircuitModel(pw, tt, yy, dydt)

Wave pw // pw[0]=r0fit, pw[1]=r1fit

// pw[2]=c1fit, pw[3]=c2fit, pw[4]=vOffset

Variable tt

Wave yy // yy[0] = curr0, yy[1] = curr1

Wave dydt

Variable timestep=0.008

Wave voltData

Variable index = floor((tt-5)/timestep)

Variable volt = voltData[index]

//curr00’[t]==(voltageFunc[t] - curr00[t]*(50+r0fit)
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// - curr11[t]*r1Fit)/(50*c2Fit/10^6*r0Fit)

//(curr00[t] + 50*c2Fit/10^6*curr00’[t]) ==

// (curr11[t] + r1Fit*c1Fit/10^6*curr11’[t]

dydt[0] =(volt- yy[0]*(pw[0]+pw[1]) - pw[0]*yy[1])/(pw[0]*pw[1]*pw[3]/10^6)

dydt[1] = dydt[0]*pw[1]/pw[2] - yy[1]/pw[2]/(pw[4]/10^6)

return 0

End

Function Circuit_ODE_Fit(pw, yw, xw) : FitFunc

Wave pw // normal fit coefficient wave pw[0]=r0fit, pw[1]=r1fit

// pw[2]=c1fit, pw[3]=c2fit pw[5]=voltOffset

Wave yw // output- the model results

Wave xw // input- data X values (may also be available from X scaling of yw)

Wave voltData

Wave Time_us

Make/n=(5000,2)/d/o temp

temp[0][0] = (voltData[0])/(pw[0]+pw[1])

// setting initial condition for integration

temp[0][1]= 0 //temp[0][0]

IntegrateODE /X=Time_us/M=1 CircuitModel, pw, temp

//selected integration function for "all at once" fitting

yw[0,4999]= (voltData[p] - temp[p][0]*pw[1] ) / (pw[0])*50 +pw[5]

// Current Fitting
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yw[5000, 9999]= (temp[p-5000][0]*pw[1] - temp[p-5000][1]*pw[2]) * pw[6] +pw[7]

// SHG fitting from the voltage of C3

End


