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Stratospheric ozone (O3) plays a crucial role in protecting organisms on Earth from lethal

shortwave solar radiation. Because it is radiatively active, O3 also determines the temperature

structure of the stratosphere, so its distribution affects the circulation. For these reasons, under-

standing polar stratospheric O3 has been a high priority of the scientific community for decades. Of

primary interest in recent years is explaining and predicting variations in O3 in a changing climate.

Stratospheric O3 distributions are affected by both chemistry and transport, which in turn are

controlled by temperature, circulation, and dynamics. Hence, investigations of polar stratospheric

O3 require the separation of these intertwined processes, and an understanding of the relevant

feedbacks. Investigations of these processes require global observations as well as coupled chem-

istry climate model simulations. This thesis focuses on chemical O3 loss due to halogen and odd

nitrogen (NOX) catalytic cycles, and utilizes satellite measurements from several instruments and

the Specified Dynamics Whole Atmosphere Community Climate Model (SD-WACCM).

The science questions are: (1) Is SD-WACCM a tool sophisticated enough for quantitative O3

evolution investigations? (2) How much O3 loss can be accurately attributed to the stratospheric

O3 loss processes induced by halogens, energetic particle precipitation, and NOX individually? (3)

Why is the observed O3 in the Arctic 2010/2011 winter exceptionally low, despite high dynamical

variability, which is usually associated with less O3 loss?

The questions are addressed by: (1) iteratively evaluating and improving SD-WACCM simula-

tions of the Arctic 2004/2005 winter through comparisons with satellite observations; (2) comparing

multiple experimental SD-WACCM simulations of the Antarctic 2005 winter omitting individual

O3 loss processes to a reference simulation; (3) testing a hypothesis by means of a comprehensive

model simulation of the Arctic 2010/11 winter season.
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Conclusions of this thesis are: (1) SD-WACCM is a useful tool to quantify polar stratospheric

O3 evolution after including several model improvements; (2) 74% of total column O3 loss can be

attributed robustly to halogen chemistry preceded by heterogeneous chemistry; (3) severe O3 loss

in Arctic 2010/11 results in part from enhanced chlorine activation due to the high dynamical

variability.

The work of this thesis improved SD-WACCM and adds an unprecedented evaluation re-

garding O3 variability and O3 loss in the stratosphere. Exact quantification of individual O3 loss

processes became possible even for extreme seasons. Hence this thesis enables analyses of polar

stratospheric winter seasons on a level of detail that was not possible before.
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Chapter 1

Introduction

Polar stratospheric ozone (O3) research is a complex and highly interesting subject. Its sig-

nificance is based on O3’s role to protect organisms on Earth from lethal solar radiation. At the

same time O3 is a radiatively active gas that controls the temperature structure of the strato-

sphere. While remarkable advances in the understanding of polar stratospheric O3 were made

during the last decades, the projection of future O3 remains challenging [Charlton-Perez et al.,

2010; SPARC CCMVal , 2010; WMO , 2011a]. The difficulties in simulating polar stratospheric O3

are identified as numerous feedback processes in which O3 directly or indirectly participates. In

order to improve capabilities to simulate O3, in-depth model evaluations are required. The sub-

sequent quantification of individual feedback processes then enables their evaluation. Only if O3,

related species, and all feedback processes are implemented correctly, the projection of future O3

gains robustness.

In this thesis, the performance of Community Earth System Model (CESM)/Whole Atmo-

sphere Community Climate Model (WACCM), a representative state-of-the-art chemistry climate

model (CCM), is evaluated and improved with respect to O3 and related processes. In this chap-

ter, the significance of this topic is described in detail and unanswered questions are summarized.

Chapter 2 gives an overview of the most important dynamical and chemical processes affecting

ozone. At the end of Chapter 2, science questions addressed in this thesis are posed. In Chapter 3,

Chapter 4, and Chapter 5 the results necessary to answer these science questions are presented.

Chapter 6 formulates conclusions and identifies the contribution of this thesis to science. Future
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plans are described in an outlook at the end of Chapter 6.

Significance The Sun is the most important energy source for the Earth’s atmosphere.

Most of this energy is transported through space by electromagnetic radiation with a spectrum

close to a Planck distribution corresponding to the solar temperature 1 . In the Earth’s atmosphere

this radiation is absorbed, reflected, and scattered by atmospheric gases and aerosols. Absorption

of electromagnetic radiation can lead to ionization and photodissociation, depending on the wave-

length of the radiation and the absorbing molecule. These processes cause particular wavelengths

to be extinguished before they reach the Earth’s surface.

Of the wavelengths reaching the Earth’s surface, the most harmful ones for life on Earth are

in the ultra violet (UV) regime and shorter since photons of that energy level can dissociate organic

molecules. For example, plants show inhibited growth, exposed human skin exhibits an erythemal

response [Leaf , 1993], and deoxyribonucleic acid (DNA) is dissociated. Reparation functions in the

skin can produce recombination errors in the DNA molecule which can result in skin cancer [Abarca

and Casiccia, 2002; van Dijk et al., 2013]. Organisms on the Earth’s surface and in the troposphere

are largely protected from this high energy radiation since molecular nitrogen (N2), molecular

oxygen (O2), and O3 are strong absorbers in the UV and shorter wavelength regime. While the

abundance of N2 and O2 throughout the atmosphere by far exceeds densities necessary to prevent

most of the harmful part of the solar radiation to reach the Earth’s surface (see Chapter 2), the

attenuation of UV wavelengths by O3 (see Figure 1.1) is more variable. This makes O3 one of the

most crucial atmospheric constituents for life on Earth. As an example, a 10% decrease in the

ozone column leads to an increase in DNA-damaging radiation at the surface of 22% [Newman,

2010].

1 The temperature referred to here is the temperature of the Sun’s photosphere which is around 5800 K.
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Figure 1.1: Solar spectral irradiance at the
top of the Earth’s atmosphere (blue) and the
Earth’s surface (red). The absorbed short-
wave part of UV irradiance (solid gray) and
the transmitted longwave part of the UV irra-
diance (dotted gray). Data provided by Se-
bastian Schmidt using libradtran/uvspec for
a cloud and aerosol free atmosphere with low
surface albedo.

At the same time, because O3 is a radiatively active gas, the O3 abundance determines the

temperature structure in the stratosphere and mesosphere. O3 absorbs solar radiation as well as

longwave radiation emitted by the warm Earth surface and atmosphere, leading to heating. It also

emits longwave radiation, which under some conditions leads to cooling. The temperature changes

can influence atmospheric dynamics and temperature-sensitive chemistry. Recovery of the ozone

layer thus changes the temperature structure in the stratosphere, which feeds back on dynamics.

This feedback is particularly important when O3 variability and long-term O3 recovery are inves-

tigated.

Unanswered Questions The Scientific Assessment of Ozone Depletion is compiled by the

World Meteorological Organization (WMO) in intervals of about four years; each assessment sum-

marizes recent advances in atmospheric O3 research. These reports also indicate which O3 related

processes lack understanding. There are other reports about research relevant to O3 variability, e.g.,

the Intergovernmental Panel on Climate Change (IPCC) assessment reports. Atmospheric model

development and evaluation is addressed in separate reports, e.g., the Stratospheric Processes And

Their Role in Climate (SPARC) Chemistry-Climate Model Validation (CCMVal), now Chemistry-

Climate Model Initiative (CCMI). Identified areas that require further research regarding O3 can

be subdivided into three fields:

(1) Monitoring O3

After the identification of chlorofluorocarbons (CFCs) as the culprit of massive O3 destruc-
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tion, the emission of CFCs and subsequent replacements were regulated by the Montreal

Protocol in 1987 and subsequent amendments. Questions of whether the regulations from

the Montreal Protocol and its amendments are effective [van Dijk et al., 2013, e.g.,] and

are being realized remain valid and require the close monitoring of interannual O3 varia-

tions.2 Diagnostic model simulations can evaluate our current understanding of past O3

loss seasons.

(2) Influence of climate change on O3

Estimating the long-term evolution of O3 requires consideration of climate change in ad-

dition to the decreasing anthropogenic chlorine (Cl) loading of the stratosphere. Climate

change in the stratosphere is largely due to cooling by anthropogenic carbon dioxide (CO2)

[Clough and Iacono, 1995], which substantially affects dynamics, chemistry and micro-

physics. The diagnosis of climate effects is complicated by the long time scale needed to

detect even small trends in, e.g., temperature, compared to the length of available obser-

vational records. Here models including the whole atmosphere can be used to compensate

for the insufficient observational records.

(3) Feedback of O3 recovery on climate

O3, CFCs, and CFC-replacements are radiatively active gases and thus contribute to climate

change. While O3 recovery mitigates CO2-induced cooling of the stratosphere by increased

absorption of solar shortwave radiation, O3 acts like other greenhouse gases (GHGs) in

the longwave regime. Decreases in stratospheric temperatures result in increases in the

large-scale atmospheric circulation, which masks chemical O3 loss [WMO , 2011a]. At the

same time the radiative forcing effects of the long-term reductions in CFCs and CFC-

replacements compensate for a small part of the CO2-induced cooling [WMO , 2011b]. As

for the previous point, model simulations can support observations by adding temporal and

spatial coverage of the temperature and GHG distributions.

2 One example of the ongoing monitoring effort is National Aeronautics and Space Administration (NASA)’s
Ozone hole watch at the Goddard Space Flight center
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All of these three fields benefit strongly from the application of state of the art Earth System

Models (ESMs). Models represent our current understanding of atmospheric processes as well as our

ability to implement our understanding correctly. For instance, the big picture of processes affecting

stratospheric O3, explained in Chapter 2, is at least qualitatively understood [WMO , 2011a]. The

quantitative diagnosis, however, requires a precise implementation of the processes involving O3

and related species. The most significant driver behind this requirement is that climate change

occurs gradually, and thus investigations require long time series with high accuracy to draw robust

conclusions. Current model evaluation efforts (e.g., SPARC CCMI) indicate that comparisons of

stratospheric O3 simulations still show a range of results from different models [SPARC CCMVal

[2010], Figure 6.36; Charlton-Perez et al. [2010]], complicating long-term trend analyses. WMO

suggests that interactions between the middle atmosphere and the ocean are a possible source of the

variability in the results, but these interactions are currently not realized in atmospheric models.

The ultimate goal of further model development is the improvement of prognostic capabilities. In

order to gain the necessary robustness for prognostic simulations, hindcast capabilities based on

diagnostic simulations have to be improved first.

This chapter motivates the tasks model evaluation and subsequent model improvements using

diagnostic simulations. These tasks describe the first central part of this thesis. The impact of

individual processes is quantified which is the second central part of this work. Both parts are

tested for robustness by an additional case study.



Chapter 2

Polar Stratospheric Ozone

Contents

2.1 Polar Stratospheric Dynamics . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1.1 Brewer Dobson Circulation . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2.1.2 Polar Vortex . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2.1.3 Hemispheric Differences (Dynamics) . . . . . . . . . . . . . . . . . . . . 13

2.2 Polar Stratospheric Chemistry . . . . . . . . . . . . . . . . . . . . . . . . . 14

2.2.1 Photochemistry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.2.2 Gas-Phase Catalytic Chemistry . . . . . . . . . . . . . . . . . . . . . . . 17

2.2.3 Polar Stratospheric Clouds . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.2.4 Energetic Particle Precipitation . . . . . . . . . . . . . . . . . . . . . . . 27

2.2.5 Hemispheric Differences (Chemistry) . . . . . . . . . . . . . . . . . . . . 29

2.3 Investigation of Polar Stratospheric Ozone . . . . . . . . . . . . . . . . . . 29

2.4 Science Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

O3 is a molecule consisting of three oxygen atoms. The average bond order in the molecule is

1.5, which makes the O3 molecule very reactive as an oxidant. O3 has spectral absorption features

in the UV (Hartley band at 200 nm - 300 nm and Huggins band at 310 nm - 350 nm), visible (VIS)

(Chappuis band at 410 nm - 750 nm), and near infrared (NIR) (≈ 9.5µm) (see Figure 2.1). In the

atmosphere O3 appears as a trace gas with a total abundance of 7×10−6 % and highest concentra-
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tions in the lower stratosphere of ≈ 60×109 cm3 (≈ 5 ppmv).

Figure 2.1: Relative absorption of solar spec-
tral irradiance between top of the Earth’s at-
mosphere and Earth’s surface. Absorption
bands of O3, O2, and N2 are depicted by gray
bars. The Lyman-α line is shown for reference.
Wavelengths shorter than 100 nm cause ion-
ization of dominant atmospheric constituents
and are thus fully absorbed in the upper atmo-
sphere. Data provided by Sebastian Schmidt
using libradtran/uvspec for a cloud and aerosol
free atmosphere with low surface albedo.

Due to these characteristics, O3 fulfills different roles in the atmosphere. In the lower tro-

posphere O3 is a pollutant indirectly generated by combustion of fossil fuels. Due to its oxidizing

capability tropospheric O3 causes respiratory and plant damage. In the mid troposphere O3 cleans

air of pollutants, again due to its oxidizing capability. In the upper troposphere O3 absorbs long-

wave radiation (heat) and emits some longwave radiation downward towards the Earth’s surface,

thus acting as a GHG. In the stratosphere, O3 absorbs solar shortwave radiation, altering the solar

spectrum in the UV region that reaches the Earth’s surface; this is also the main process that

controls stratospheric lapse rates in sunlit conditions.

O3 is produced by UV photolysis of O2 (more details in Section 2.2), which attenuates solar

UV radiation penetrating the Earth’s atmosphere. Based only on this attenuation, O3 concentration

would be expected to increase with increasing altitude. Atmospheric O2 density, however, decreases

with altitude. These two parts complement each other and create a maximum in O3 concentration

in the lower stratosphere (see dashed line in Figure 2.2).

In order to change the O3 abundance in the atmosphere, O3 either has to be (1) transported

towards or from the area of interest or (2) created or destroyed. This fundamental statement is
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described by the continuity equation:

d[O3]

dt
=

∂[O3]

∂t
+ v · ∇[O3]︸ ︷︷ ︸
(1)

+ S︸︷︷︸
(2)

(2.1)

where [O3] is the concentration of O3, v is the wind vector, and S represents chemical

sources and sinks of O3. The first two terms on the right (1) represent the transport of O3,

which is controlled by atmospheric dynamics (see Section 2.1). The third term on the right (2)

represents the creation or destruction of O3 (source/sink), which is controlled by atmospheric

chemistry (see Section 2.2). When investigating and quantifying O3 loss the distinction between

these two contributors to O3 change is crucial since they can mimic or mask each other. At the same

time, observations of O3 can only provide the total change in O3 with time, e.g., comparing the two

curves in Figure 2.2. The distinction between dynamics and chemistry requires either observations

that are taken by in-situ Lagrangian instruments (e.g., balloons) or meteorological observations of

transport parameters (e.g., winds). This challenge must be addressed by any study investigating

atmospheric O3 loss; the approach taken here is explained in Chapter 3 [Brakebusch et al., 2013].

The dramatic decrease of the O3 layer shown in Figure 2.2 is known as the O3 hole and

occurs during spring time in the polar regions. The O3 hole is defined as the area in which the total

column abundance of O3 is less than 220 Dobson Units (DU). In order to understand the formation,

evolution, hemispheric differences, interannual variability, and impact of severe O3 loss events, all

involved processes must be explained. As described before, these processes can be categorized

as dynamical and chemical processes. In the next two sections the relevant polar stratospheric

dynamical mechanisms are characterized, followed by a description of the most important polar

stratospheric chemical processes. This chapter then concludes with a compilation of requirements

for investigating polar stratospheric O3 and, based on that, develops remaining science questions

that are answered in the subsequent chapters.
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Figure 2.2: ”Vertical distribution of the ozone
partial pressure (nbar) observed at Halley Bay
Station on August 15, 1987 (high values), and
October 15, 1987 (low values), respectively.
(Farman, personal communication, 1987)”.1

2.1 Polar Stratospheric Dynamics

As described in Chapter 2, O3 abundances are in part controlled by transport. Thus at-

mospheric dynamics are essential to explain the distribution of O3. In the following paragraphs

the main dynamical features affecting O3 in the winter polar region, the Brewer Dobson circu-

lation (BDC) and the polar vortex, are described; the section concludes with an explanation of

hemispheric differences.

2.1.1 Brewer Dobson Circulation

Strongest O3 production occurs in the equatorial stratosphere due to maximized solar insola-

tion, while highest O3 abundances are observed in the polar lower stratosphere [WMO , 2003]. This

1 Reproduced from WMO (World Meteorological Organization) (1990), Report of the International Ozone Trends
Panel: 1988, Global Ozone Research and Monitoring Project, Report No. 18.
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apparent contradiction was first explained by Brewer [1949] and Dobson [1956], who proposed a

tropical convective motion into the stratosphere followed by advection towards the winter pole and

subsequent adiabatic descent at high latitudes. This circulation pattern is known as the BDC. The

meridional gradient in solar insolation caused by the difference in mean solar zenith angle (SZA) be-

tween the equator and the winter polar region results in a meridional temperature gradient near the

Earth’s surface and thus a meridional pressure gradient. This pressure gradient creates a meridional

tropospheric wind that is deflected by the Coriolis force. Once geostrophic balance is established,

this wind is purely westerly at about mid-latitudes. Flow over large topographic features stretches

and compresses the vertical extent of the flow (a thermal forcing due to land-sea contrast is also

possible). In order to preserve potential vorticity (PV) this deformation is balanced by a change

in relative vorticity, which results in a horizontally oscillating planetary wave (PW) also called a

Rossby wave. Charney and Drazin [1961] showed that PWs have an easterly phase velocity and

that they can propagate upward only if the background mean wind speed is westerly. While on

average this background mean wind in the troposphere is westerly the entire year, the stratospheric

mean winds change direction semiannually [Reed , 1966]. In the stratosphere the summer pole is

heated due to solar UV absorption by O3 while the winter pole is radiatively cooled, resulting in

a temperature gradient spanning both hemispheres. Thus the geostrophic balance creates an east-

erly flow in the stratospheric summer hemisphere and a westerly flow in the stratospheric winter

hemisphere, called the stratospheric polar night jet (PNJ). Thus PWs cannot propagate into the

stratosphere in the summer hemisphere. Charney and Drazin [1961] also showed that even if the

stratospheric winds are westerly, the phase speed of the PW must not exceed a critical value in

order to allow upward propagation. This critical wind speed depends on the wavelength of the PW,

effectively filtering higher wavenumbers. In fact only PWs with wavenumbers 1-3 are observed in

the stratosphere. A stable PW is only maintained when non-linear components can be neglected.

Since the amplitude of PWs increases with altitude, non-linear effects2 increase in magnitude as

2 Conservation of PV is given when the wave motion can be described with the quasi-geostrophic PV equation which
is a linearized equation [Holton, 2004]. When PV is conserved, any deformation of material contours is reversible.
If the amplitude becomes larger, non-linear terms are not negligible anymore and the flow cannot be approximated
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well and the PW becomes unstable [Holton, 2004]. When the PW breaks its easterly phase speed

results in an easterly momentum deposition, which slows or even reverses the zonal mean flow.

Since the meridional component of the Coriolis force is proportional to the zonal wind speed, a

poleward motion is induced when the geostrophic balance is reestablished. The breaking of PWs

thus results in a net poleward movement, which is the driver of the BDC. This convergence of air

masses in the polar region causes downward transport to preserve mass continuity. Downward mo-

tion then subsequently leads to adiabatic compression, thereby heating the winter stratosphere to

temperatures above the radiative equilibrium temperature calculated by diabatic radiative cooling

alone.

2.1.2 Polar Vortex

The stratospheric PNJ forms a strong cyclone that is present in the stratosphere and some-

times extends into the mesosphere. This cyclone is commonly referred to as the polar vortex. The

distinct feature of the polar vortex is that it represents a barrier to horizontal transport. It can

be shown that under the assumption of horizontal transport being purely adiabatic and the PNJ

being purely geostrophic that PV is conserved for air parcels in the PNJ and that the meridional

gradient of PV is very steep across the PNJ [e.g., Brasseur and Solomon, 2005]. Thus PV is a

restoring force for air parcels in the PNJ while it has a repulsive effect on air parcels with higher

or lower PV. For practical purposes a PV threshold can be used to define the edge of the polar

vortex. When the previously discussed PWs break due to the PNJ, they deposit westward angular

momentum, which slows the zonal wind speed of the PNJ. In order to conserve PV of the flow,

the PNJ is deformed and locally gains meridional wind components [e.g., Shepherd , 2000]. The

net poleward motion described in Section 2.1.1 causes increased descent after breaking PWs due

to mass conservation. This increased descent leads to adiabatic warming; such events are called

sudden stratospheric warming (SSW)s [Matsuno, 1971]. These warmings are classified into three

with the quasi-geostrophic PV equation. In that case PV is not conserved which results into irreversible deformation
of material contours, also called wave-breaking.
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categories: (1) minor warming3 , (2) major warming4 , and (3) final warming5 [McInturff , 1978;

Andrews et al., 1987]. Observations show that the polar vortex is deformed and displaced from

the pole when PWs with wavenumber 1 break and the vortex is split into two cyclones when PWs

with wavenumber 2 break [Shepherd , 2000]. The disturbance of PV due to wave breaking is usually

accompanied by horizontal mixing or intrusion and extrusion of filaments. If the PW-breaking is

too strong for the weak late season westerly PNJ, the winds are permanently reversed until the

next winter season and air masses inside and outside the polar vortex are not isolated from each

other anymore. This PW-breaking event is called final warming. In addition to the large-scale

PWs that oscillate in a horizontal plane due to the restoring Coriolis force, another type of wave

exists that oscillates in a vertical plane due to gravity as the restoring force. Hence these waves are

called gravity wave (GW)s. Similar to PWs, the initial creation of GWs can be due to tropospheric

flow over topography; but other sharp boundaries such as convection or frontal processes give rise

to GWs as well [Fritts and Alexander , 2003]. GWs can have phase speeds that are westward or

eastward and their wavelength of 10 km - 1000 km is much shorter than that of PWs. Also they

are more frequent but carry less energy than PWs. The polar, upward propagation of GWs is also

affected by the PNJ, which filters GWs that have phase speeds that are slower than but in the same

direction as the PNJ [Andrews et al., 1987]. Deposition of angular momentum from filtered GWs

into the PNJ is small compared to PW breaking and can cause not more than a small amount of

mixing across the polar vortex edge. Aside from the filtering, the reason for GW-breaking is their

growth in amplitude as they propagate vertically. At a critical level the amplitude becomes too

large to be convectively stable; this usually occurs in the mesosphere. Breaking GWs in the meso-

sphere are connected to descent in the upper atmosphere [Andrews et al., 1987] and thus become

important for the stratosphere due to transport of, e.g., reactive nitrogen species generated in the

upper atmosphere by energetic particle precipitation (EPP) (see Section 2.2.4).

3 Minor warmings are defined as a reversal of the zonal mean temperature gradient without a reversal of the zonal
mean zonal wind to easterly direction.

4 Major warmings are defined as a zonal mean temperature increase at ≥10 hPa poleward from 60◦ latitude and
reversal of the zonal mean zonal wind to easterly.

5 The final warming is defined as a reversal of the mean zonal wind to easterly direction without recovery.
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2.1.3 Hemispheric Differences (Dynamics)

Dynamics in both hemispheres differ significantly. The primary reason for this difference

is the distribution of land mass and oceans, which results in a zonal asymmetry. In the northern

hemisphere (NH) more large scale wave-creating features, e.g., the Rocky Mountains or the Tibetian

Plateau, disturb the zonal mean flow. Thus more PW activity is observed in the NH, which causes

more disturbances due to deposition of westward angular momentum. This results in a stronger

BDC in the NH and a much more variable polar vortex compared to the southern hemisphere

(SH). A stronger BDC entails warmer NH temperatures inside the polar vortex due to stronger

down-welling transport and subsequent adiabatic heating (see Figure 2.3). The NH vortex is also

warmer because the Arctic ocean surface cools less than the Antarctic continent surface. A more

variable polar vortex often results in a shorter lifetime of winter conditions limited by the final

warming in the NH while the semiannual wind reversal dissolves the polar vortex in the SH (except

the unusual SH 2002 winter [e.g., WMO , 2003]). At the same time the SH polar vortex is much

more symmetric and provides a stronger confinement of air inside the polar vortex. Disturbances of

the SH polar vortex are sometimes attributed to GWs which are excited by, e.g., the Andes [Fritts

and Alexander , 2003].

Although these differences look purely dynamical at first sight, implications for chemistry are

huge. In the next section, the impact of hemispheric temperature differences on chemistry in the

form of gas-phase reaction rates, heterogeneous chemistry reaction rates, formation of clouds, and

removal of solidified species by sedimentation are described.
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Figure 2.3: Evolution of minimum temperature in the polar stratosphere. While the Arctic tem-
peratures are warmer, also the variability in the Arctic is larger than in the Antarctic.6

2.2 Polar Stratospheric Chemistry

Sources and sinks of O3 in the Earth’s atmosphere are determined by photochemistry (Sec-

tion 2.2.1) and gas-phase chemistry (Section 2.2.2). The latter is in part preceded by heterogeneous

chemistry (Section 2.2.3) that mostly occurs on polar stratospheric cloud (PSC) surfaces in low-

temperature polar winter conditions. In this section, all of these types of chemistry are explained.

EPP, which is a highly variable source of reactive nitrogen oxide (NOX), is introduced as well

(Section 2.2.4). This section concludes with the description of hemispheric differences in polar

stratospheric chemistry (Section 2.2.5).

6 Reproduced from WMO (World Meteorological Organization) (2011), Twenty Questions and Answers About
the Ozone Layer: 2010 Update, D. W. Fahey and Hegglin, M. I. (Coordinating Lead Authors), Scientific Assessment
of Ozone Depletion: 2010.
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2.2.1 Photochemistry

The formation of O3 is preceded by the photolysis of O2, which forms atomic oxygen (O)

(Reaction 2.2). In an exothermal three body reaction O and O2 then combine to form O3 (Reac-

tion 2.3). Because fast photolysis of O3 also forms O (Reaction 2.4), O and O3 are interchanged

rapidly. Also, O and O3 can recombine (Reaction 2.5) to form O2.

O2 + hν
JO2−→ O + O [λ ≤ 242.4nm] (2.2)

O + O2 + M
kO2−→ O3 + M [exothermal] (2.3)

O3 + hν
JO3−→ O2 + O [200nm ≤ λ ≤ 350nm] (2.4)

O + O3

kO3−→ O2 + O2 (2.5)

Here, the letters J and k are the reaction rate constants and M represents a third body nec-

essary for momentum and energy deposition; thus M can be any atmospheric constituent. Strato-

spheric reactions requiring a third body depend highly on atmospheric density, making them more

likely in the lower stratosphere. Because of the rapid interchange between O3 and O, they are often

treated together as the odd oxygen (OX) family (Figure 2.4).

Note that Reaction 2.3 and Reaction 2.4 do not change the concentration of OX ([Ox]) but

have to be considered nevertheless since reaction Reaction 2.5 equally depends on O and O3. Thus

the source term in the continuity equation is given as

∂[Ox]

∂t
= 2JO2 [O2]−

2kO3JO3 [O3]
2

kO2M[O2]
. (2.6)

The OX chemistry described above was found by Chapman [1930] and it applies to a sta-

tionary atmosphere with oxygen-only chemistry. Global observations show, however, that column

densities of equatorial O3 are overestimated and O3 in the polar region is underestimated, if only

Chapman chemistry is considered (see Figure 2.5). Gas-phase catalytic chemistry as well as the

BDC must be taken into account in order to describe the real O3 distribution.
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Figure 2.4: Modeled summer profiles of O3 and O (Antarctic polar cap average on December 1).
O3 is the dominant OX species in the stratosphere and below; above the stratopause, O becomes
the dominant species due to the photochemically controlled upper atmosphere (see Section 2.3).

Figure 2.5: Chapman chemistry (solid) and Total Ozone Mapping Spectrometer (TOMS) observa-
tions (dotted) on March 21.7

7 Reproduced with permission from Paul A. Newman. Newman, P. et al., Todaro, R. M. (Ed.) (2010), Strato-
spheric Ozone - An Electronic Textbook Goddard Space Flight Center Atmospheric Chemistry and Dynamics Branch
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2.2.2 Gas-Phase Catalytic Chemistry

In addition to Chapman’s pure-oxygen chemistry described above, the equilibrium amount

of O3 is controlled by catalytic reactions with a catalyst X according to the general scheme:

O3 + X −→ XO + O2 (2.7)

XO + O −→ X + O2 (2.8)

net : O3 + O −→ 2O2. (2.9)

Species that can most efficiently fulfill the role of catalyst X are hydroxyl radical (OH), nitro-

gen oxide (NO), and inorganic halogens. The following section summarizes gas-phase destruction

of O3 for these catalysts, their atmospheric abundance and relevance. The section will conclude

with coupling reactions between catalysts.

Reactive Odd Hydrogen The O3 chemistry related to odd hydrogen (HOX), which

consists of atomic hydrogen (H), OH, and peroxyl radical (HO2), was first investigated by Bates

and Nicolet [1950]. The dominant sources of polar HOX in the middle and upper stratosphere are

the oxidation of water vapor (H2O) and methane (CH4) transported from the tropical troposphere

via the BDC:

OH + CH4 −→ H2O + CH3 (2.10)

H2O + O(1D) −→ 2OH. (2.11)

Since the second step requires singlet D oxygen (O(1D)), OH is primarily formed in the upper

stratosphere where OX is dominated by O(1D) due to UV photolysis. This dependence on UV

radiation also causes a strong diurnal variation, with HOX abundances being highest around local

noon. Although H2O is abundant in the troposphere, transport of H2O from the the troposphere

into the stratosphere is limited because of the low tropopause temperature [Kley et al., 1982;

(Code 916).
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Jackson et al., 1998; Salby et al., 2003]. HOX is also created sporadically in the stratosphere by

precipitating solar protons or relativistic electrons (see Section 2.2.4). Additional anthropogenic

sources of OX in the stratosphere are indirectly present in the form of additional CH4 production

by livestock farming and growing swamps caused by melting of tundra regions. The sink for

HOX in the stratosphere is the sedimentation of the reservoir species H2O, nitric acid (HNO3),

and peroxynitric acid (HNO4). Depending on altitude several catalytic O3 destruction cycles are

possible. In the upper stratosphere the following two cycles are possible due to the abundance of

O:

OH + O3 −→ HO2 + O2 (2.12)

HO2 + O −→ OH + O2 (2.13)

net : O3 + O −→ 2O2, (2.14)

H + O2 + M −→ HO2 + M (2.15)

HO2 + O −→ OH + O2 (2.16)

OH + O −→ H + O2 (2.17)

net : 2O −→ O2. (2.18)

The following cycle is possible throughout the stratosphere:

OH + O3 −→ HO2 + O2 (2.19)

HO2 + O3 −→ OH + 2O2 (2.20)

net : 2O3 −→ 3O2. (2.21)

Since the lifetime of HOX is short compared to other catalysts that destroy O3, the relevance

for long-term O3 loss is low [Brasseur and Solomon, 2005]. However, because of the short lifetime,
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HOX is a good indicator of energetic particle precipitation into the stratosphere, since this creates

a transient increase in HOX (see Section 2.2.4).

Reactive Odd Nitrogen Crutzen [1970] found that NOX , which consists of NO and NO2

in the stratosphere, has a significant impact on O3 destruction. NOX in the stratosphere originates

primarily from nitrous oxide (N2O) via the following reactions:

N2O + hν −→ NO + N(4S) [λ ≤ 200 nm] (2.22)

N(4S) + O2 −→ NO + O (2.23)

N2O + O(1D) −→ 2NO. (2.24)

The stratospheric source of N2O is transport from the troposphere via the BDC, where N2O

naturally comes from soils in the tropical forest and the oceans. This source is anthropogenically

enhanced by soil cultivation using common fertilizers and biomass burning [WMO , 1995]. Since

the production of NOX from N2O depends on UV radiation and the abundance of O(1D), NOX is

primarily created in the upper stratosphere. Another stratospheric NOX source is NOX produced in

the mesosphere by EPP that subsequently descends into the polar stratosphere (see Section 2.2.4).

The primary O3 destruction due to NOX is described by the following catalytic cycle

NO + O3 −→ NO2 + O2 (2.25)

NO2 + O −→ NO + O2 (2.26)

net : O3 + O −→ 2O2. (2.27)

Many chemical reactions compete with this cycle, notably the deposition of NOX into the

night time reservoir nitrogen pentoxide (N2O5) via

NO2 + O3 −→ NO3 + O2 (2.28)

NO3 + NO2 + M −→ N2O5 + M, (2.29)
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and the release from the reservoir via

N2O5 + hν −→ NO3 + NO2 [λ ≤ 380 nm] (2.30)

NO3 + hν −→ NO2 + O [λ ≤ 620 nm]. (2.31)

The above reactions result in a strong diurnal variation of the nitrogen partitioning. NOX also

interferes with other O3 destroying catalysts, typically forming reservoir species like peroxinitric

acid (HO2NO2), HNO3, chlorine nirate (ClONO2), and bromine nirate (BrONO2). If NOX is

incorporated into the HNO3 reservoir, it can permanently be removed from the stratosphere. This

occurs via the formation of HNO3-containing PSCs, followed by sedimentation of the PSCs (see

Section 2.2.3). The formation of PSCs, however, can amplify chlorine chemistry (see Section 2.2.3).

Thus nitrogen species, summarized as total reactive odd nitrogen (NOY ), fulfill several roles in

the picture of polar stratospheric O3 loss both destroying O3 and reducing O3 loss by forming the

ClONO2 reservoir which effectively reduces total reactive chlorine (ClOX) (see Section 2.2.3).

Inorganic Halogens Although the list of primordial halogens includes fluorine (F), Cl,

bromine (Br), and iodine (I), only Cl and Br are of importance for stratospheric O3 loss. This is

due to the rapid irreversible formation of hydrogen fluoride (HF), which does not participate in O3

chemistry [Stolarski and Rundel , 1975]. I is more efficient in destroying O3 than Cl and Br due to a

higher fraction of I being in reactive forms; but nevertheless the I abundance in the stratosphere is

negligible [Wennberg et al., 1997; Pundt et al., 1998; Cox et al., 1999]. Since Cl and Br participate

in very similar chemical reactions [e.g., Yung et al., 1980; Poulet et al., 1992] both are summarized

in this section. A natural source of halogens in the stratosphere is the convection of the insoluble

methyl chloride (CH3Cl) and methyl bromide (CH3Br), which are photolyzed in the upper strato-

sphere. The halogen abundance, however, is dramatically altered by the vast use of CFCs. These

stable molecules were invented in the late 19th century and have no natural occurrence. Around

1928 CFCs were recognized as non-toxic and non-reactive replacements for refrigerants, solvents,

aerosol propellants, and fire retardants [e.g., Sneader , 2005]. Shortly after, CFCs were produced
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on commercial scales and after about 1960 their atmospheric abundance increased dramatically

[Lovelock , 1971; Walker et al., 2000]. Once CFCs are transported to the upper stratosphere they

are photolyzed, producing Cl and Br radicals. Thus the halogen abundance in the stratosphere was

increased by ≈ 500 % of the natural abundance by the mid-1990s. Molina and Rowland [1974] as

well as Stolarski and Cicerone [1974] investigated the dramatic O3 destruction potential of CFCs.

After Farman et al. [1985] reported dramatic decreases in Antarctic O3 due to chlorine chemistry

(see Figure 2.2), CFCs were soon confirmed as the primary source of polar stratospheric Cl leading

to the substantial O3 loss. In an unprecedented international collaboration the Montreal Protocol

was signed in 1987 regulating the phase-out of CFCs; subsequent amendments regulate the phase-

out of the less harmful immediate replacements. Nowadays, substances like R-410A8 are used as

refrigerants that have no O3 depletion potential. Molina and Rowland [1974] proposed that the

following catalytic cycle is responsible for Cl-induced catalytic O3 destruction:

Cl + O3 −→ ClO + O2 (2.32)

ClO + O −→ Cl + O2 (2.33)

net : O3 + O −→ 2O2. (2.34)

Since this cycle requires the abundance of O it can only happen in the upper stratosphere and

thus cannot sufficiently explain the O3 loss observed. Accordingly, Molina and Molina [1987] pro-

posed the termolecular self-reaction of chlorine monoxide (ClO) to replace Reaction 2.33, followed

by photolysis and further reaction of the products:

2ClO + M −→ ClOOCl + M (2.35)

ClOOCl + hν −→ ClOO + Cl [200 nm ≤ λ ≤ 420 nm] (2.36)

ClOO + M −→ Cl + O2 + M. (2.37)

8 R-410A is a difluoromethane (CH2F2) and pentafluoroethane (CHF2CF3) mix.
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Note that this cycle does not require O, and thus considering this cycle increases reaction

rates for Cl-induced O3 loss in the lower stratosphere. Also McElroy et al. [1986] and Tung et al.

[1986] proposed a Cl/Br coupled reaction scheme to replace Reaction 2.33:

ClO + BrO −→ BrCl + O2 (2.38)

BrCl + hν −→ Br + Cl. (2.39)

The cycles here strongly depend on ClO and bromine monoxide (BrO) abundances and can

only explain the observed O3 depletion if the release of Cl and Br from the reservoir species

hydrogen chloride (HCl), ClONO2, hydrogen bromide (HBr), and BrONO2 does not occur by

photolysis alone. This finding marked the onset of research investigating the activation of Cl and

Br via heterogeneous chemistry on PSC surfaces during polar night [Crutzen and Arnold , 1986;

McElroy et al., 1986; Solomon et al., 1986].

Gas-Phase Coupling Reactions The catalysts and corresponding reservoir species par-

ticipate in chemical reactions that couple HOX , NOX , ClOX and reactive bromine (BrOX) species.

Aside from the ClO/BrO cycle (Reaction 2.38 and Reaction 2.39) presented in the previous para-

graph, those coupling reactions often hamper the O3 loss cycles and/or result in production of

reservoir species. For instance, essential coupling reactions between ClOX and NOX are

ClO + NO −→ Cl + NO2 (2.40)

ClO + NO2 + M −→ ClONO2 + M (2.41)

ClONO2 + hν −→ Cl + NO3 (2.42)

NO3 + hν −→ NO2 + O. (2.43)

While the Reaction 2.40 is beneficial for the Cl-induced O3 loss cycle by reforming Cl without

requiring O, it reduces the reaction rate of NO-induced O3 loss (Reaction 2.25). Reaction 2.41 slows

both Cl-induced and NO-induced O3 loss by forming the reservoir ClONO2. Since ClONO2 needs to
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be photolyzed (Reaction 2.42) in order to provide Cl and nitrogen dioxide (NO2) (after subsequent

photolysis of nitrate radical (NO3)), O3 loss is slowed down during night time periods.

This section illustrates that the three major catalysts Cl, Br, and NO cannot be considered

separately from each other. Thus it is pointed out that in order to understand O3 loss cycles all

processes have to be considered simultaneously. In particular, the simultaneous presence of NOX

and ClOX results in formation of the ClONO2 reservoir, reducing the lifetime and abundance of

ClOX and NOX , and thus hampering O3 destruction cycles.

2.2.3 Polar Stratospheric Clouds

In Section 2.2.2, heterogeneous chemistry on PSC surfaces was pointed out as a crucial process

for activation of halogens from their reservoir species. Counter-intuitively, low abundances of NO2

before and during O3 loss periods were observed [Noxon et al., 1978; Fahey et al., 1989] when PSCs

were present. Condensation nuclei for PSCs originate from sulfate emission in the troposphere.

Dominant natural sources are the oceans, volcanic eruptions, and biomass burning [Bates et al.,

1992]. These sources are by far exceeded by anthropogenic sources primarily due to the combustion

of coal. Although most of the sulfates are removed in the troposphere via dry and wet deposition

[Brasseur and Solomon, 2005], they can reach the tropical stratosphere in the form of the stable

carbonyl sulfide (COS) molecule [Crutzen, 1976]. Volcanic eruptions are capable of direct sulfur (S)

deposition into the stratosphere and thus represent a sporadic source of stratospheric COS [IPCC ,

2007]. In the stratosphere COS gets photolyzed and ultimately forms sulfuric acid (H2SO4) via the

chain:
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COS + hν −→ CO + S (2.44)

S + O2 −→ SO + O (2.45)

SO + O2 −→ SO2 + O (2.46)

SO2 + OH + M −→ HSO3 + M (2.47)

HSO3 + O2 −→ HO2 + SO3 (2.48)

SO3 + H2O −→ H2SO4. (2.49)

Of the species in this chain, sulfur monoxide (SO), hydrogen sulfite (HSO−3 ), and H2SO4

are soluble in ambient H2O and form sulfate aerosols that provide surface area density (SAD) for

heterogeneous chemistry. Sinks for stratospheric sulfate aerosols (SSAs) are downwelling transport

and sedimentation with subsequent wet deposition [Turco et al., 1982]. SSAs with radii greater

than 0.1µm accumulate several kilometers above the tropopause, forming the stratospheric aerosol

layer [Junge et al., 1961; Junge and Manson, 1961].

The saturation vapor pressure for ambient H2O decreases when stratospheric temperature

declines during the polar night. Thus SSAs take up more H2O by condensational growth, forming

a binary solution of H2SO4/H2O. At temperatures below ≈200 K all H2SO4 is assumed to be part

of this binary solution. Since the H2O uptake continues below ≈200 K the mass fraction of H2SO4

decreases.

At temperatures from≈193 K to≈191 K the saturation vapor pressure for HNO3 is sufficiently

low that the binary aerosol particles described previously gradually change to a binary composition

of H2SO4/HNO3/H2O, with the H2SO4 fraction becoming very small. In this transition region

particles are called supercooled ternary solution (STS) [Lowe and MacKenzie, 2008]. The STS

particles (or Type Ib) are liquid, have typical radii of 0.5µm, and are too small to sediment [Toon

et al., 1990]. In addition to providing SAD via uptake of HNO3, STS particles also take up gas-

phase HCl and HBr, making them unavailable for halogen activation [Carslaw et al., 1995]. The

temperature regime in which STS particles exist occurs regularly in average and cold Arctic winters






































































































































































































































