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The majority of baryons in the low-redshift universe are found in the intergalactic medium

(IGM) and circumgalactic medium (CGM). Understanding the thermal and ionization state of

this gas can provide insights into numerous astrophysical problems, including the distribution of

baryons in the universe, the intensity of the metagalactic ionizing UV radiation background (UVB),

and the nature of the flows of gas that connect galaxies to their environments. This thesis uses

cosmological simulations of the IGM and CGM to study two of these problems. The first part of

the thesis focuses on constraining the nature of the low-redshift UVB. By comparing simulations

run with a range of UVB prescriptions to observations of the column-density distribution of H I

absorption lines, we find that the z = 0 UVB has approximately twice the intensity of the commonly

used Haardt & Madau (2012) background. We begin to test the assumption of a spatially uniform

UVB by post-processing one of our simulations to include the effects of local density variations on

the UVB intensity. We find that these local variations are unimportant for lower column density

(NHI . 1015 cm−2) absorption lines associated with the IGM and the CGM of low-mass galaxies,

but they become significant for partial Lyman-limit systems and Lyman-limit systems associated

with the most massive halos.

The second portion of the thesis traces the distribution of highly ionized oxygen in circum-

galactic gas out to distances of five virial radii. Ionization models using both collisional ionization

equilibrium (CIE) and collisional + photoioinization equilibrium (C+P) predict distributions of

O VI within the virial radius that are consistent with observations. The overall spatial distribu-

tions of O VI differ significantly between the models, with high O VI column densities extending

to impact parameters of 4rvir in the CIE model, but restricted to within 1.5rvir for C+P. The

C+P model also predicts high column densities of O VIII, potentially detectable by future X-ray
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observations, out to distances of 3rvir. The overall broad distribution of ionized oxygen indicates

that metal-enriched galactic outflows play an important role in the evolution of the surrounding

IGM.
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Chapter 1

Tracing the Cosmic Baryons

Observations of the cosmic microwave background (CMB) provide information on the mean

densities of the various components that make up our universe, including baryonic matter. For a

flat ΛCDM cosmology, the mean baryon density at z = 0 is given by

ρb =
3H0

2

8πG
Ωb, (1.1)

where H0 is the Hubble constant and Ωb is the baryon density parameter. The Planck concordance

cosmological parameters of H0 = 67.74 km s−1 Mpc−1 and Ωb = 0.04860 (Planck Collaboration

et al. 2016) imply a mean baryon density of 4.189×10−31 g cm−3, which corresponds to a hydrogen

number density of nH = 1.88 × 10−7 cm−3 for a primordial helium abundance of Yp = 0.2470

(Cyburt et al. 2016).

With robust theoretical estimates for Ωb provided by the CMB and primordial nucleosyn-

thesis, there has been a significant effort made over the past several decades to complete an ob-

servational census of baryons in the low-redshift (z . 0.5) universe. The earliest attempts focused

on luminous matter in galaxies and X-ray emitting hot gas in the intracluster medium (ICM) and

found that these reservoirs accounted for only ∼ 10% of the cosmic baryons (Persic & Salucci 1992).

Even generous assumptions about the galaxy luminosity function and the presence of gas within

galaxy groups resulted in baryon densities that were half of the cosmological prediction (Bristow

& Phillipps 1994; Fukugita et al. 1998). This deficit was termed the “missing baryons problem.”

Observations of active galactic nuclei (AGN) with UV spectrographs including the Goddard

High-Resolution Spectrograph and Space Telescope Imaging Spectrograph on the Hubble Space
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Telescope (HST) and the Far Ultraviolet Spectroscopic Explorer (FUSE) led to the detection of

absorption lines tracing large reservoirs of gas in the intergalactic medium (IGM). This gas included

both a warm (T ≤ 105 K) phase traced by the Lyα forest (Penton et al. 2004) as well as the warm-

hot intergalactic medium (WHIM) traced by broad (line width b ≥ 40 km s−1) Lyα as well as O VI

(Sembach et al. 2004). By the mid 2000s, it was clear that the IGM contained the majority of the

missing baryons (Shull 2003; Danforth & Shull 2005; Bregman 2007).

Numerous surveys with ever larger numbers of AGN sight lines have improved the baryon

census of the intergalactic medium, as well as detected an additional reservoir of baryons in the

circumgalactic medium (CGM), within the virial radius (rvir) of galaxies. Figure 1.1 shows a

summary of the modern baryon census from Shull et al. (2012b). Over half of the cosmic baryons

are located in the IGM, with 28 ± 11% in the Lyα forest and 29 ± 10% in the WHIM. Smaller

portions of the baryon budget are contained in galaxies (7± 2%), CGM (5± 3%), ICM (4± 1.5%),

and cold atomic gas (1.7± 0.4%). This census leaves 29± 13% of the cosmic baryons unaccounted

for. Much of this gas likely exists either in a hot (T > 106 K) phase of the IGM that cannot be

detected in O VI or trace amounts of broad Lyα lines (Shull et al. 2012b) or in hot space-filling gas

within galaxy groups (Stocke et al. 2013).

Detecting these remaining gas reservoirs is important for reasons beyond completing the

baryon census. Understanding the distribution of gas across various phases of the IGM provides

insight into the physical processes responsible for determining the thermal and ionization state of

the gas. In addition, the contents of these various phases are not static; baryons flow from the

IGM into the CGM and galaxies and back out again, and these flows play a crucial role in the

evolution of the universe. The remainder of this chapter describes in greater detail the current

understanding of the distribution of baryons within the universe, as well as the flows of baryons

between the various phases.
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Figure 1.1 Summary of the cosmic baryon census from Shull et al. (2012b). The majority of the
cosmic baryons are found in the IGM, with less than 10% found in galaxies and an additional 5%
in the CGM. Of the ∼ 30% of baryons that are still unaccounted for, roughly half are likely found
in hot (T > 106 K) phases of the IGM and much of the remainder may be in a space-filling medium
within galaxy groups.
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1.1 Observing Baryons in AGN Spectra

The low density of gas in the CGM and IGM means that it cannot typically be detected

in emission (although see Cantalupo et al. 2014 for an exception). Detecting gas in absorption

requires a bright background light source. The high luminosity of AGN makes them useful light

sources at cosmological distances. In addition, despite a large number of broad emission lines (see

Shull et al. 2012c for a list of prominent lines), AGN are relatively lacking in intrinsic absorption

features, and the underlying spectra can be well characterized by a power law in the UV (Telfer

et al. 2002; Scott et al. 2004; Shull et al. 2012c; Stevans et al. 2014; Lusso et al. 2015; Tilton

et al. 2016). This makes the identification of absorption lines due to foreground gas relatively

straightforward. The disadvantage of AGN is that they are rare point sources of emission, so they

typically provide only a one-dimensional picture of the intervening material. Inferring information

about the three-dimensional properties of observed structures requires either numerical modeling

or the presence of multiple bright AGN with small angular separations (e.g., Keeney et al. 2013),

an extremely rare occurrence. Using galaxies as background sources would provide significantly

better sampling of coherent structures in the IGM and CGM, but their complex intrinsic spectra,

arising from multiple stellar populations of various ages and metallicities, make the identification

and measurement of foreground absorption features problematic.

A single AGN sight line does not probe a sufficient pathlength to develop a robust statistical

picture of the distribution of gas in the IGM. Penton et al. (2004) made their estimate of the baryon

content of the Lyα forest using 15 AGN spectra covering a total redshift pathlength of ∆z = 0.770.

Subsequent surveys of the IGM, including Lehner et al. (2007), Danforth & Shull (2008), Tripp

et al. (2008), Danforth et al. (2010), and Tilton et al. (2012) have included an increasing number

of sight lines. Danforth et al. (2016), the largest IGM survey to date, includes 82 AGN sight lines

observed with the Cosmic Origins Spectrograph (Green et al. 2012) on the HST covering a total

pathlength of ∆z = 21.7 in the Lyα absorption line of H I.

Despite the highly ionized nature of the low-redshift IGM, the overall abundance of hydrogen
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and the strength of the UV transitions of H I means that Lyα and higher-order Lyman-series

lines are by far the most commonly observed absorption lines in AGN spectra. Numerous metal

absorption species are also observed in the IGM and CGM, with the O VI doublet at λλ1032,

1038 Å being the mostly commonly observed metal line. O VI is particularly important because its

peak collisional ionization abundance occurs at T ≈ 105.5 K, which corresponds to the middle of

the temperature range of the WHIM. Other strong UV absorption lines include C III λ977, C IV

λλ1548, 1551, Si III λ1207, Si IV λλ1394, 1403, and N V λλ1239, 1243 (Danforth & Shull 2008). At

temperatures above 106 K, the previously mentioned species have been ionized away. Gas in the

hot phase of the IGM must be detected through X-ray transitions of higher ions, including O VII

Kα, O VIII Kα and Kβ, and C V Kα.

1.2 Ionization of the IGM and CGM

Column densities (Nion) of absorption lines are determined by Voigt profile fitting or by

comparing measured equivalent widths to a curve of growth. Individual column density measure-

ments are then combined to create an overall distribution of column densities per unit redshift

∂2N/∂ log(Nion)∂z. Converting this distribution to an overall baryon density traced by the atomic

species requires additional information about the metal abundances and ionization state of the gas.

Tilton et al. (2012) provide a method for calculating the overall IGM density (relative to the critical

density) traced by a given ion as

Ω
(ion)
IGM =

1.83× 10−23h−1
70 cm−2

Z(M/H)�fion
×
∫ zmax

0

∫ Nmax

Nmin

∂2N
∂ log(Nion)∂z

Niond log(Nion)dz, (1.2)

where Z is the metallicity, (M/H)� is the metal abundance relative to Solar values, and fion is the

fractional abundance of the given ion. For hydrogen absorption lines the dependence on metallicity

is no longer present, but the correction for the neutral hydrogen fraction remains. Therefore, an

accurate baryon census requires a good understanding of the ionization state of the CGM and IGM.

If absorption lines from multiple atomic species are present at the same redshift, the ionization

state of the gas can be determined through numerical modeling with an ionization code such as
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Cloudy (Ferland et al. 2013) or XSTAR (Bautista & Kallman 2001). However, most H I and

many O VI absorption lines are not accompanied by other ions. In this case, a simpler model

must be used to estimate the ionization state of the gas. In general, ionization is determined by

a balance between collisional ionization, photoionization, and radiative recombination. Both the

collisional ionization and radiative recombination rates depend on the gas temperature and the

hydrogen number density (or, equivalently, the electron number density ne). The photoionization

rate depends only on the flux of ionizing photons (Γion). Many of these values cannot be measured

directly from the absorption lines and instead must be assumed based on global properties of the

IGM or from analytic models. Shull et al. (2012b) provide a discussion of the assumptions that

need to be made for Lyα absorbers.

The low density of the IGM and the photoionizing flux available from AGN mean that colli-

sional ionization is typically unimportant for determining the H I ionization fraction. In addition,

the low-redshift IGM has a large mean free path for hydrogen-ionizing Lyman continuum (LyC)

photons. This means that one of the most important parameters for determining fHI is the value of

ΓH for a mean metagalactic ionizing UV background (UVB). Ionizing photons in the low-redshift

universe come primarily from AGN. Their overall contribution to the ionizing background is de-

termined by combining an AGN UV luminosity function (e.g., Hopkins et al. 2007; Croom et al.

2009; Palanque-Delabrouille et al. 2013) with a mean power-law spectral slope measured from an

AGN composite spectrum (e.g., Telfer et al. 2002; Scott et al. 2004; Shull et al. 2012c; Stevans

et al. 2014; Lusso et al. 2015; Tilton et al. 2016). Additional ionizing photons come from O and

B stars within galaxies. However, the high opacity of the interstellar medium (ISM) to LyC ra-

diation means that on average < 3% of these photons reach the IGM (Bridge et al. 2010; Siana

et al. 2010), limiting their contribution to the low-redshift UVB. Combining these LyC radiation

sources with a one-dimensional radiative transfer calculation for the IGM produces a model for the

redshift evolution of ΓH. Many such models have been produced, with notable examples including

Haardt & Madau (1996), Shull et al. (1999), Haardt & Madau (2001), which was updated in the

2005 release of Cloudy, Faucher-Giguère et al. (2009), Haardt & Madau (2012), and Madau &
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Haardt (2015). The z = 0 values of ΓH predicted by the various backgrounds vary by a factor of

∼ 6 (Table 3.1), making the choice of UVB very significant for the resulting ionization fractions.

1.3 Ionization State of the IGM and CGM

As shown Figure 1.1, most of the reservoirs containing the low-redshift baryons have been

identified observationally. Despite the uncertainties inherent in ionization modeling with limited

information, the general ionization states of many of these reservoirs are also well-constrained.

The rest of this section summarizes the current observational understanding of the thermal and

ionization states of gas in the IGM and CGM.

1.3.1 Lyα Forest

The largest survey of absorbers in the Lyα forest comes from Danforth et al. (2016), with 2256

H I absorption systems in their “uniform sample.” The majority of these absorbers are associated

with warm T < 105 K gas in the IGM, but some trace either hotter gas in the WHIM or gas within

the CGM of galaxies located along the line of sight. An upper limit on the gas temperature for an

absorber can be obtained by assuming that the line width (after correcting for the instrumental

line spread function) is produced entirely by thermal broadening. For Lyα, a thermal line width

of b = 40.6 km s−1 corresponds to T = 105 K, so lines with lower b-values are not associated

with the WHIM. In the Danforth et al. (2016) survey, ∼ 73% of the Lyα absorption lines have

b < 40.6 km s−1.

Determining which absorption systems may be associated with nearby galaxies is signifi-

cantly more difficult. Galaxies surveys such as the Sloan Digital Sky Survey (SDSS Collaboration

et al. 2016) do not have sufficient completeness to directly identify galaxy-absorber pairs. Instead,

associations between H I absorption lines and nearby galaxies must be inferred through indirect

means. One method is comparing the clustering of Lyα absorbers to that of galaxies. Danforth

et al. (2016) found that absorbers with NHI < 1013.5 cm−2 have a two-point correlation function

consistent with a random spatial distribution, while higher column density absorbers show a clus-



8

tering signal similar to that of galaxies for velocity offsets of ∆v . 100 km s−1. This potentially

indicates a transition at NHI ≈ 1013.5 cm−2 from absorbers primarily tracing the IGM to those

tracing circumgalactic gas.

Metal absorption is rare in the Lyα forest; only ∼ 3% of the H I systems with NHI <

1013.5 cm−2 in Danforth et al. (2016) have associated metal lines. The ions most commonly associ-

ated with this low-temperature presumable photoionized gas are C III, C IV, Si III, and Si IV (Tilton

et al. 2012; Danforth et al. 2016). Ionization modeling of the relative abundances of these species

indicates that the Lyα forest is photoionized by a low-z background with ΓH ≈ 8× 10−14 s1 (Shull

et al. 2014), a value intermediate between the strengths of the various backgrounds in Table 3.1.

1.3.2 WHIM

Despite an increase in collisional ionization due to the higher gas temperature, H I is still

an important tracer of IGM gas in the 105 K < T < 106 K range of the WHIM. Of the 2256

H I absorption systems in the Danforth et al. (2016) survey, ∼ 27% have line widths consistent

with temperatures in this range. However, turbulent broadening of the lines means that the actual

fraction of H I that traces the WHIM is lower. The exact breakdown of H I absorber temperatures is

somewhat academic, as the 105 K temperature cutoff is arbitrary and all of the absorption systems

contribute to the baryon census.

As the hydrogen neutral fraction decreases, metal absorption lines become increasingly im-

portant for tracing the IGM. Despite a peak collisional ionization abundance of ∼ 0.2, lithium-like

O VI is a particularly important tracer of the WHIM due to the strength of the λλ1032, 1038 Å

doublet and the fact that its collisional ionization abundance peaks at T ≈ 105.5 K. Other useful

metal ions are N V, C IV, and Ne VIII, with peak ionization fractions at T ≈ 105.25 K, T ≈ 105 K,

and T ≈ 105.8 K, respectively. Estimates of the baryon fraction contained in the WHIM depend

on contributions from both H I and these metal species, so care must be taken to avoid counting

these absorption systems twice (Danforth et al. 2010; Shull et al. 2012b).

At temperatures above 106 K, hydrogen in the IGM is almost entirely ionized and can no
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longer be detected in absorption. This means that observations of the hot IGM rely entirely on

highly ionized metals, in particular O VII, O VIII, C V, and C VI. The strongest spectral lines

of these ions lie in the X-ray, and the relatively low effective areas and resolutions of the X-ray

spectrographs on Chandra and XMM Newton make the detection of these lines difficult. Despite

these difficulties, detections of X-ray absorption in the WHIM have been claimed along multiple

sight lines (e.g., Nicastro et al. 2005, 2013; Fang et al. 2010; Bonamente et al. 2016). However,

the number of absorption systems is still too small to provide a meaningful statistical sample, and

many of the reported detections remain controversial (Yao et al. 2012). As a result, predictions for

the fraction of baryons residing in hotter portions of the WHIM still rely mainly on the results of

cosmological simulations. Shull et al. (2012b) find that ∼ 15% of the cosmic baryons may be found

in this X-ray-traced gas, using simulations from Smith et al. (2011).

1.3.3 CGM

The precise definition of the CGM is ambiguous, but it is often taken to refer to material

located within the virial radius of a galaxy. The definition of rvir also shows significant variation.

It is typically taken to be the radius of a sphere centered on the galaxy for which the matter density

within the sphere is equal to some virial overdensity (∆vir). However, the specific value of ∆vir

varies from paper to paper, and it is often unclear whether this density is measured relative to the

critical density or the mean matter density. In this thesis, ∆vir will be measured with respect to

the critical density at the observed redshift of the galaxy and given by

∆vir(z) = 18π2 + 82 [Ωm(z)− 1]− 39 [Ωm(z)− 1]2 , (1.3)

where Ωm(z) is the matter density parameter at redshift z (Bryan & Norman 1998). For a full

discussion of the various definitions of the virial radius, see Shull (2014).

Although large surveys of AGN absorption lines undoubtedly contain many absorbers located

within the CGM of foreground galaxies, there has recently been considerable interest in creating

surveys specifically targeting the CGM. These surveys specifically identify AGN sight lines that



10

pass near foreground galaxies and focus on identifying absorption lines at the galaxy’s redshift. The

most comprehensive of these is the COS-Halos survey (Tumlinson et al. 2011, 2013; Werk et al.

2012, 2014) which includes absorption lines of H I, O VI, N V and several lower ionization species

of C, N, and Si within the CGM of 44 galaxies with stellar masses of 10 ≤ log(M∗/M�) ≤ 11 along

33 AGN sight lines. This survey is complemented by COS-Dwarfs (Bordoloi et al. 2014), which

focused on C IV within the CGM of galaxies with M∗ < 1010 M�. Other surveys of the CGM

include Prochaska et al. (2011), Stocke et al. (2013), and Keeney et al. (2017).

The presence of ions with both low (C II, S II) and high (O VI, N V) ionization energies

requires the CGM to have a multi-phase thermal structure analogous to that of the IGM. Ionization

modeling of the H I and low ion absorption lines indicates that they trace cool (T ≈ 104 K)

photoionized gas (Werk et al. 2014). The ionization state of the intermediate temperature gas

traced by O VI and N V is more controversial, with debate as to whether the observations can be

matched with models incorporating only collisional ionization equilibrium and photoionization by

the UVB (Cen & Safarzadeh 2016), or if local ionizing radiation and non-equilibrium effects are

needed (Werk et al. 2016). In addition, X-ray detections of O VII and O VIII absorption in the

CGM of the Milky Way (Nicastro et al. 2002; Gupta et al. 2012) indicate that a hot volume-filling

phase is likely present in the CGM as well.

1.4 Flows Between the Baryon Reservoirs

The universe is not a static place, and much of its evolution is driven by the flow of baryons

between their various reservoirs. Many galaxies in the low-redshift universe have molecular gas

depletion timescales of ∼ 109 yr (e.g., Genzel et al. 2015; Saintonge et al. 2016), so ongoing star

formation must be sustained by inflowing gas. Both one-dimensional (Dekel & Birnboim 2006) and

cosmological simulations (Kereš et al. 2005) indicate that the efficiency with which galaxies accrete

gas is a function of dark matter halo mass (Mvir). Gas accreted by galaxies with Mvir . 1011.4 M�

remains cool (T < 105 K) as it passes through the CGM, allowing efficient accretion. In higher

mass halos, gas is shock-heated to the halo virial temperature as it enters the CGM, significantly
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increasing the time required for it to cool and accrete onto the galaxy. Depending on the density

and temperature of the CGM, the cooling time may be longer than the Hubble time, effectively

stopping further gas accretion. The transition between these “cold” and “hot” accretion modes may

be at least partly responsible for the quenching of star formation that transforms active star-forming

galaxies into “red and dead” ellipticals (Larson et al. 1980).

The presence of metals in the CGM and IGM requires these flows of gas to proceed in

both directions. Peeples et al. (2014) found that only ∼ 20% – 25% of the metals produced in

star-forming galaxies still reside in the galaxy itself, so these outflows must be significant and

ongoing. Supernovae drive expanding bubbles of metal-enriched gas into the ISM. Although a

single supernova bubble is a relatively local phenomenon, repeated supernovae from a burst of star

formation in an OB stellar association can create a much more energetic “superbubble” that escapes

the disk of the galaxy and drives a wind into the CGM (McCray & Snow 1979; Chevalier & Clegg

1985; Mac Low et al. 1989). The starburst galaxy M82 is perhaps the best local exemplar of such

a galactic wind. The existence of this outflow was first noted by Lynds & Sandage (1963), and has

been observed in phases including cold molecular gas (Leroy et al. 2015), warm Hα-emitting ionized

gas (Westmoquette et al. 2009), and hot (T > 107 K) X-ray-emitting gas (Strickland & Heckman

2009). The ultimate fate of this gas depends on the energetics of the wind, and in particular the

efficiency with which energy injected by the supernovae drive the outflow and the degree to which

the wind is “mass loaded” by entraining gas from the ISM (Oppenheimer & Davé 2006; Strickland

& Heckman 2009). If the wind does not reach escape velocity, then the ejected material will spend

∼ 109 yr in the CGM before potentially returning to the galaxy in a “galactic fountain” (Shapiro

& Field 1976). Winds that exceed the escape velocity will go on to enrich the IGM.

AGN are also believed to power significant outflows. Highly energetic, moderately relativistic

(∼ 0.1c) outflows from the accretion disk are detected in some AGN (e.g., Tombesi et al. 2010).

AGN activity is also associated with molecular outflows on kpc scales (e.g., Cicone et al. 2014),

but as of yet there is no direct observational connection between the winds at these two spatial

scales. Further observations are needed to understand the mechanisms driving these outflows and
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the extent to which they influence the CGM and IGM.

1.5 Focus of This Thesis

The primary focus of this thesis is on using cosmological simulations to study the ionization

state of the IGM and CGM. Chapters 3 and 4 focus on the UVB. As discussed previously, pho-

toionization by the UVB is important in nearly every phase of the IGM and CGM. Despite this,

there are many competing models for the UVB with various intensities, spectral energy distribu-

tions, and redshift evolutions. Chapter 3 uses comparisons between cosmological simulations with

differing UVB models and the observed H I column density distributions from Tilton et al. (2012)

and Danforth et al. (2016) to determine the value of ΓH for z < 0.4. The assumption of a spatially

uniform UVB is also taken for granted in many papers. Chapter 4 begins the process of questioning

this assumption by exploring the effects of attenuation of the UVB due to local density variations

on H I column densities at z = 0.

Chapter 5 focuses on the distribution and mode of ionization (collisional vs photoionization)

of O VI, O VII, and O VIII in circumgalactic gas. Observational studies of the CGM such as COS-

Halos have focused on material within rvir of the host galaxy. However, galactic winds exceeding the

escape velocity of the halo can carry enriched material out beyond the virial radius into the IGM.

By examining the distribution of oxygen-enriched gas out to distances of 5rvir, we can determine

the volume over which galaxies influence their environments. The distributions of O VI can be

directly compared to existing studies of the CGM and IGM, while the O VII and O VIII will be

useful for planning future X-ray observations of circumgalactic gas.



Chapter 2

An Overview of Cosmological Simulations

Observations of absorption lines in AGN spectra are an extremely useful tool, and have an-

swered many questions about the distribution of baryons in the universe. However, they are limited

by their fundamentally one-dimensional nature. Information about the three-dimensional nature

of observed structures must be inferred from a statistical sample of many absorption systems or

though analytic arguments. In addition, many important gas properties of the absorption systems,

including density, temperature, metallicity, and ionization state can not be measured directly from

the spectra. In systems with absorption lines from multiple ions many of these properties can be es-

timated through numerical modeling of the ionization balance, but for the many absorbers traced by

only a single atomic species they remain unconstrained. Due to their inherently three-dimensional

nature, cosmological simulations can supply much of this missing information. If analogues of

a given population of absorbers can be identified in the simulation, then their spatial structures

can be directly measured. Simulations also store information on the densities, temperatures, and

metallicities of every piece of gas, so these quantities are immediately known for any simulated

absorption system. Additional information about the absorbers, including their temporal evolution

and broader physical context (such as the locations of nearby galaxies or clustering properties of

absorbers) can be readily extracted.

Cosmological simulations also provide a useful tool for testing various models for physical

properties in the universe. Astrophysics is not an experimental science, and there is only one uni-

verse to observe. Simulations are the closest that we can come to a laboratory for testing and
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comparing various ideas. By running sets of simulations with a range of physical models, the ef-

fects of different parameters can be explored and their values constrained through comparison to

observations. Chapter 3 follows this process; we run simulations with three different prescriptions

for the intensity and evolution of the UVB and by comparing the simulated column density distri-

bution of H I absorption lines to observations from Tilton et al. (2012) and Danforth et al. (2016),

constrain the intensity of the low-redshift UVB. The comparison between simulation outcomes and

observations of the universe is of fundamental importance. It is easy to get lost in the intricacies

of a simulation, but in the end the purpose of the simulation is to learn about the properties of

the real universe. This means that all measurements made in a simulation must eventually be

connected to an observable quantity.

2.1 Types of Cosmological Simulation Code

In ΛCDM, dark matter interacts only via gravity (and potentially the weak nuclear force).

This makes the handling of dark matter in simulations relatively straightforward. Dark matter is

typically implemented as a set of collisionless particles that interact with the rest of the simulation

only through gravity. The details of the gravity solver vary from code to code, but the general

prescription for handling dark matter is universal. Simulating the physics of baryonic matter is

significantly more difficult. Hydrodynamic processes within the baryons are more complex than

gravitational interactions from both theoretical and computational standpoints. Accurate and

efficient handling of shocks is particularly problematic. Several different approaches have been

developed for handling the gas hydrodynamics, and the particular method chosen is the most

fundamental property of any cosmological simulation code.

The first of these methods is an Eulerian (grid-based) approach, where the simulation volume

is divided into a uniform grid of cells. Each cell records the bulk thermodynamic properties of

the gas within it (density, temperature, velocity, etc.), and these properties are updated with each

simulation time step as gas crosses the cell boundaries. Examples of modern Eulerian codes include

Enzo (Bryan et al. 2014, used for the simulations in this thesis), FLASH (Fryxell et al. 2000),
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RAMSES (Teyssier 2002), and ART (Kravtsov 1999). The primary advantage of the Eulerian

approach is that the boundaries between cells provide a clear location for shocks to develop. The

gas properties on both sides of the shock are well defined, and a variety of numerical techniques can

be applied to solve the shock equations. Creating mock observations from Eulerian simulations is

also straightforward. The gas properties at any given location within the simulation are just those

of the cell containing it. Properties of larger structures such as galaxies can be easily determined

by summing or averaging the properties of multiple adjacent cells.

The uniform nature of Eulerian simulations is also their biggest limitation. Matter in the

universe is highly clustered, with much of the interesting physics occurring in small, dense regions.

A simple grid-based approach does not provide additional resolution in these regions of interest.

Most Eulerian codes address this limitation by allowing the grid to be refined by subdividing

grid cells into smaller high-resolution cells. Refinement can be done either when the simulation is

initialized or on-the-fly through “adapative mesh refinement” (AMR). Typically refinement is done

based on density, but in principle any property of the simulation can be used to identify regions

for refinement. Repeated levels of refinement can be used to obtain arbitrarily high resolutions in

small regions. For example, the simulation described in Xu et al. (2013) has a (comoving) base

resolution of 78.1 kpc in unrefined regions and reaches a maximum resolution of 19 pc after 12 levels

of refinement. Another drawback of the Eulerian approach is that it does not naturally record the

history of individual parcels of gas. When gas crosses a cell boundary, its properties are subsumed

into the overall values for the cell’s gas and any history of its movement is lost. Accounting for gas

history requires adding massless “tracer particles” to the simulation which are advected along with

the gas and record the evolution of its properties over time.

The second major paradigm for cosmological hydrodynamics is Lagrangian smoothed particle

hydrodynamics (SPH). In this approach, baryons are divided up into a number of (typically equal

mass) SPH particles. Each particle is characterized by its position, velocity, and either energy or

entropy. SPH particles move under the influence of both gravity and pressure from neighboring

particles. The volume influenced by a given particle is defined by a “smoothing kernel.” Examples
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of SPH codes include Gasoline (Wadsley et al. 2004) and the many versions of gadget (Springel

2005). The greatest advantage of SPH is that it automatically adapts to variations in density. The

size of a particle’s smoothing kernel is typically defined to include a fixed number or mass of nearby

particles. This means that the spatial resolution of the simulation is naturally higher in regions of

higher density, without any need for refinement of individual particles. The Lagrangian nature of

SPH also means that the history of any given gas parcel can easily be tracked by following its host

SPH particle over time.

The fixed mass of SPH particles creates difficulty for following the hydrodynamics of the gas.

As there are no mass flows between particles, shocks do not naturally develop in the simulation.

Instead, the thermodynamic effects of shocks must be accounted for with an artificial viscosity

term (e.g., Monaghan & Gingold 1983). The discrete nature of SPH particles also increases the

difficulty of creating mock observations from a simulation. The fluid properties at any given point

in the simulation volume are determined by averaging the properties of all SPH particles that

include the location within their smoothing kernels. This means that fundamental gas properties

such as density are only defined with respect to a given choice of smoothing kernel, making the

interpretation of quantities measured in SPH simulations more difficulty than in the Eulerian case.

In recent years, a third method for cosmological hydrodynamics has been developed that

combines the Eulerian and Lagrangian approaches. This “moving mesh” technique subdivides the

simulation domain into cells as in an Eulerian scheme, but these cells are no longer constrained to

be cubes and can be chosen so that each encompasses a constant gas mass. In each simulation time

step, gas moves between cells under the effects of gravity and hydrodynamic forces. Subsequently,

the cells themselves are redefined to trace the new gas structure in the simulation. Simulations with

a moving mesh possess the dynamic resolution of SPH simulations while maintaining the accurate

shock capturing of Eulerian schemes. The tradeoff is an increased computational cost associated

with repartitioning the simulation volume at every time step. In addition, care must be taken to

ensure that individual cells do not become too highly deformed. A moving mesh is implemented in

arepo (Springel 2010) and a related technique is used in gizmo (Hopkins 2015).
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2.2 Subgrid Physics

The fundamental challenge for cosmological simulations is one of dynamic range. Galaxies and

AGN, particularly at the highest luminosities, are separated by distances of many Mpc. Obtaining

useful statistical samples of these objects requires simulation boxes with sizes of 10s to 100s of Mpc

on a side. Meanwhile, much of the astrophysical processes in the universe take place on sub-pc

scales. The later stages of star formation occur on scales of 10−3 pc, while the accretion disks

that feed AGN have sizes of 10−3 – 10−2 pc. Current computational resources are not able to

simulate this full range of scales simultaneously. Instead, most of the astrophysical processes in a

simulation are implemented through semi-analytic “subgrid physics” algorithms. As both scientific

knowledge and computational power increase, new subgrid physics implementations are constantly

being developed and refined. The rest of this section summarizes some of the primary subgrid

physics modules used in modern cosmological simulations.

2.2.1 Star Formation

Stars are typically implemented in simulations as collisionless star particles, which are treated

in the same way as dark matter particles by the gravitational solver. Each star particle represents an

entire coeval stellar population. Although the details of different star formation prescriptions differ

(e.g., Cen & Ostriker 1992; Springel & Hernquist 2003; Schaye & Dalla Vecchia 2008), they share

several general characteristics: a minimum gas density or pressure for star formation, a maximum

temperature, and an efficiency parameter used to scale the star formation rate per dynamical time to

match observations (e.g., Kennicutt 1998). The value of the efficiency parameter is highly dependent

on resolution. In particular, with sufficiently high resolution and stellar feedback included, a local

star formation efficiency of 100% per free fall time can reproduce observations on galactic scales

(Hopkins et al. 2014). This means that the observed efficiency of star formation arises naturally

from a balance between the collapse of molecular clouds and their disruption by stellar feedback.
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Figure 2.1 Stellar mass fraction of galaxies as a function of halo mass and redshift from Behroozi
et al. (2013a). The efficiency of star formation peaks for halo masses of ∼ 1012 M�. Feedback from
supernovae and AGN are required to match the star formation efficiencies of low and high mass
halos, respectively.

2.2.2 Stellar Feedback

Star formation alone can not match observations of galaxy stellar masses. The efficiency of

star formation peaks for dark matter halos with masses of ∼ 1012 M�, as shown in Figure 2.1.

Appropriate tuning of the star formation prescription can match this peak efficiency, but can not

account for the decreasing efficiency of star formation in low and high mass halos. Feedback from

supernovae is needed to reduce the efficiency of star formation in low mass halos, as well as to

explain the metal enrichment of the IGM and CGM.

Supernova feedback takes the form of gas, metals, and energy returned from star particles

to the surrounding gas. The gas and metal feedback is straightforward, with material deposited

in nearby grid cells or SPH particles in an amount depending on the star particle mass, stellar

initial mass function, and observationally determined supernova metal yields. The injection of

supernova energy into the simulation is more problematic. Most simulations cannot resolve the
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initial adiabatic expansion of a supernova and must instead tune the energy injection to match

observations. In addition, this energy can be injected in different forms, including thermal energy

(Smith et al. 2011; Dalla Vecchia & Schaye 2012) or mechanical energy of a wind (Springel &

Hernquist 2003; Oppenheimer & Davé 2006).

If supernova feedback is injected naively, the newly enriched dense gas can rapidly cool and

form additional stars before the feedback is able to drive an outflow. This over-cooling problem

(Balogh et al. 2001) can lead to a runaway cycle of star formation, feedback, and rapid cooling that

leads to unrealistically high star formation rates. Many different approaches have been taken to

avoid this problem, including injecting feedback over a larger volume (Smith et al. 2011), impos-

ing a minimum temperature on post-feedback gas (Dalla Vecchia & Schaye 2012), or temporarily

decoupling particles affected by feedback from the simulation’s hydrodynamics solver (Springel &

Hernquist 2003).

2.2.3 AGN Feedback

While stellar feedback can account for the decrease in star formation efficiency in halos with

masses below 1012 M�, the escape velocities of higher mass halos are too large for supernovae

to drive significant outflows. Outflows driven by AGN are needed to explain the reduced star

formation efficiency in these high mass halos. The initial formation of supermassive black holes

(SMBHs) within galaxies is poorly understood (e.g., Volonteri 2010), but SMBHs are believed to

be a universal feature of dark matter halos at low redshift. Cosmological simulations typically

avoid the problem of SMBH formation by placing a seed SMBH of fixed mass in any dark matter

halo that exceeds a prescribed mass threshold (e.g., Di Matteo et al. 2008). Once seeded, AGN

grow by accreting material from the surrounding gas, with a rate that is typically based on the

Bondi-Hoyle-Lyttleton accretion rate (Hoyle & Lyttleton 1939; Bondi & Hoyle 1944; Bondi 1952).

A fraction of the accretion energy, scaled by an efficiency parameter, is then injected into the gas

and deposited as either thermal (Di Matteo et al. 2008) or mechanical (Sijacki et al. 2007) feedback.
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2.2.4 Atomic Chemistry

The thermal and ionization state of gas in cosmological simulations is determined by a num-

ber of related atomic processes. Most simulation codes directly trace the chemistry of hydrogen

and helium, potentially along with H2, using a non-equilibrium chemical reaction network (e.g.,

Anninos et al. 1997). In metal-enriched gas, additional cooling comes from radiative processes (re-

combination and de-excitation) in the metals. Fully following a non-equilibrium chemical network

for metals adds significant computational expense to a simulation, so metal cooling is typically im-

plemented assuming ionization equilibrium and solar metal abundances, with rates obtained from

pre-compiled tables of Cloudy ionization models (Smith et al. 2008). However, some recent sim-

ulations have directly tracked metal abundance ratios from supernovae in the simulation (Hopkins

et al. 2014) or implemented full non-equilibrium metal chemistry (Oppenheimer et al. 2016). The

metagalactic UV background also contributes to heating and ionization, and simulations must cou-

ple their choice of UVB to the rest of the chemistry modules. A few simulations also include the

effects of local ionizing radiation from star particles (Hopkins et al. 2014).

2.3 Creating Mock Observations

To analyze cosmological simulations, data must be extracted in a way that allows for direct

comparison to observations. This is often done by creating data products that mimic the results

of observational studies. Two sets of mock observables that are particularly import for studies of

the IGM and CGM are galaxy catalogs and AGN absorption spectra. Galaxies are identified in

simulation outputs by the clustering of dark matter particles. Halo finders construct halos from

groups of dark matter particles that are clustered in space (Davis et al. 1985; Eisenstein & Hut

1998) or in six-dimensional phase space (Behroozi et al. 2013b). Dark matter halos identified in

this way may be further divided into subhalos (e.g., Springel et al. 2001) that may host either

central or satellite galaxies. The halos are characterized by properties including location, velocity,

virial mass, and virial radius. Additional galaxy properties can be determined by analyzing the gas
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Figure 2.2 Mock SDSS images of galaxies from Oppenheimer et al. (2016). The images were created
with the SKIRT radiative transfer code (Camps & Baes 2015).

and stars found within the halo. Each star particle in a halo represents a stellar population with a

defined age, mass, and metallicity. When combined with a stellar population synthesis model such

as Starburst99 (Leitherer et al. 1999) and dust radiative transfer (e.g., Baes et al. 2011; Camps &

Baes 2015), mock images can be created from the galaxies (Figure 2.2).

Creating mock AGN observations is a relatively simple process. The AGN sight line is repre-

sented by a ray through the simulation volume, which may be either randomly placed or oriented

to intercept a specific structure of interest. Gas properties along the sight line are either taken

directly from grid cells intersecting the ray (for Eulerian codes) or interpolated from neighboring

gas particles using a smoothing kernel (for SPH). Additional information such as the locations and

properties of nearby dark matter halos can also be attached to the AGN sight line. Absorption

lines can be identified by either directly summing column densities from a contiguous segment of

the sight line, or by first creating a synthetic spectrum and then applying standard spectral fitting

routines. The advantage of the first method is that the absorbers identified can be directly tied to

the simulation volume where they originate, while the second is more closely aligned with observa-

tional methods. The column densities derived from the two methods are in good agreement. For a

full comparison of the two methods, see Egan et al. (2014).



Chapter 3

The Metagalactic Ionizing Background: A Crisis in UV Photon Production or

Incorrect Galaxy Escape Fractions?

The contents of this chapter were published in the The Astrophysical Journal as Shull, J. M.,

Moloney, J., Danforth, C. W., & Tilton, E. M. 2015, ApJ, 811, 3.

3.1 Abstract

Recent suggestions of a “photon underproduction crisis” (Kollmeier et al. 2014) have gen-

erated concern over the intensity and spectrum of ionizing photons in the metagalactic ultra-

violet background (UVB). The balance of hydrogen photoionization and recombination deter-

mines the opacity of the low-redshift intergalactic medium (IGM). We calibrate the hydrogen

photoionization rate (ΓH) by comparing Hubble Space Telescope spectroscopic surveys of the low-

redshift column density distribution of H I absorbers and the observed (z < 0.4) mean Lyα

flux decrement, DA = (0.014)(1 + z)2.2, to new cosmological simulations. The distribution,

f(NHI, z) ≡ d2N/d(logNHI)dz, is consistent with an increased UVB that includes contributions

from both quasars and galaxies. Our recommended fit, ΓH(z) = (4.6 × 10−14 s−1)(1 + z)4.4 for

0 < z < 0.47, corresponds to unidirectional LyC photon flux Φ0 ≈ 5700 cm−2 s−1 at z = 0. This

flux agrees with observed IGM metal ionization ratios (C III/C IV and Si III/Si IV) and suggests a

25-30% contribution of Lyα absorbers to the cosmic baryon inventory. The primary uncertainties

in the low-redshift UVB are the contribution from massive stars in galaxies and the LyC escape

fraction (fesc), a highly directional quantity that is difficult to constrain statistically. We suggest
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that both quasars and low-mass starburst galaxies are important contributors to the ionizing UVB

at z < 2. Their additional ionizing flux would resolve any crisis in photon underproduction.

3.2 Introduction

One the most important but poorest known parameters in studies of the intergalactic medium

(IGM) and circumgalactic medium (CGM) is the intensity of the metagalactic ionizing ultraviolet

background (UVB). This uncertainty is not surprising, considering the strong absorption of extreme

ultraviolet (EUV) photons at wavelengths λ ≤ 911.753 Å by the interstellar medium (ISM). Lacking

direct measurements of the metagalactic radiation field in the Lyman continuum (LyC), astronomers

rely on indirect probes of photoionizing radiation and theoretical estimates1 based on the presumed

ionizing sources and cosmological radiative transfer. An accurate characterization of this UVB is

necessary for modeling the thermal and ionization conditions (Bolton et al. 2014; Boera et al.

2014) of the IGM and CGM, for a census of IGM baryon content (Shull et al. 2012b), and for

the ionization corrections needed to derive metallicities (Shull et al. 2014; Werk et al. 2014). For

photoionization of hydrogen, helium, and many spectroscopically accessible ions of heavy elements

(C, N, O, Ne, Mg, Si, S, Fe) the most important spectral range extends from the hydrogen Lyman

edge (energies E ≥ 13.6 eV) through the He II continuum (E ≥ 54.4 eV) and into the extreme

ultraviolet (EUV) and soft X-ray (100-1000 eV).

The claim of a “photon underproduction crisis” (Kollmeier et al. 2014, hereafter denoted

K14) generated considerable anxiety in the extragalactic astronomy community and prompted

a re-examination of the assumptions in modeling the EUV background at low redshift. These

authors compared predictions from smoothed-particle hydrodynamic (SPH) simulations to observed

properties of low-redshift H I (Lyα) absorbers. The balance of hydrogen photoionization and

radiative recombination rates sets the opacity of the low-redshift IGM, which can be measured

1 UVB models include calculations by Haardt & Madau (1996, 2001, 2012), denoted HM96, HM01 and HM12,
Shull et al. (1999), and Faucher-Giguère et al. (2009). HM05 refers to the higher-flux spectrum in a 2005 August
update to the Haardt & Madau (2001) “Quasars+Galaxies” spectra, provided for inclusion in the photoionization
code Cloudy. The hydrogen photoionization rates, ΓH, in these models vary by up to a factor of six (see Table 3.1).
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from the distribution of Lyα absorbers in redshift (z) and H I column density, NHI (cm−2). This

allows one to infer the unidirectional ionizing photon flux Φ0 (cm−2 s−1) and specific intensity Iν

(erg cm−2 s−1 Hz−1 sr−1) of LyC radiation. K14 found that the hydrogen photoionization rate (ΓH)

required to match their simulated distribution of H I absorbers was five times larger than the value

predicted in a recent calculation of the UVB by HM12. They found better agreement with previous

estimates of a higher UVB (Shull et al. 1999; HM01) that included significant contributions from

galaxies. A large part of the UVB discrepancy can be traced to the anomalously low values at

z < 2 of the LyC escape fraction, fesc = (1.8× 10−4)(1 + z)3.4, adopted by HM12 for galaxies.

In this paper, we undertake a careful examination of this UVB discrepancy, comparing ob-

servations of low-z Lyα absorber to new cosmological simulations2 . Differences among previous

theoretical estimates for the UVB may arise from modeling of the evolution of sources of EUV

radiation from galaxies and quasars. We use H I data from our recent surveys of low-redshift Lyα

absorbers with UV spectrographs on the Hubble Space Telescope (HST): the STIS (Space Telescope

Imaging Spectrograph) survey of 746 Lyα absorbers (Tilton et al. 2012) and the COS (Cosmic

Origins Spectrograph) survey of over 2600 Lyα absorbers (Danforth et al. 2016). These surveys

give consistent results for the bivariate distribution, f(NHI, z) ≡ d2N/d(logNHI)dz, of absorbers

in redshift (z ≤ 0.47) and H I column density (12.5 ≤ logNHI ≤ 15.5).

In Section 3.3, we describe current estimates of the UVB and low-redshift hydrogen pho-

toionization rates and compare our HST surveys of intergalactic H I column densities with new

grid-code simulations of the IGM. We calibrate the UVB through its influence on the distribution

of H I column densities and the flux decrement (DA) from Lyα line blanketing. In Section 3.4, we

justify boosting ΓH by a factor of 2–3 above HM12 values, together with other parameters that

characterize the UVB: the specific intensity I0 (erg cm−2 s−1 Hz−1 sr−1) at the Lyman limit and

the integrated LyC photon flux Φ0 (cm−2 s−1). For 0 ≤ z ≤ 0.47, our revised ionization rate

is ΓH ≈ (4.6 × 10−14 s−1)(1 + z)4.4. At z = 0, this corresponds to Φ0 ≈ 5700 cm−2 s−1 and

2 Our simulations are made with the N-body hydrodynamic grid code Enzo (http://enzo-project.org). For an
overview of the code see Bryan et al. (2014). Our previous applications of Enzo to IGM astrophysics appear in Smith
et al. (2011); Shull et al. (2012a,b).



25

I0 = 1.7 × 10−23 erg cm−2 s−1 Hz−1 sr−1. These parameters are in agreement with photoioniza-

tion modeling in our recent IGM survey (Shull et al. 2014) of metal-ion ratios (C III/C IV and

Si III/Si IV). This increase in the UVB is comparable to previous calculations (Shull et al. 1999;

HM01, HM05) and likely arises from imprecise modeling of sources of EUV radiation (galaxies and

quasars). The larger UVB would be consistent with an increased contribution of galaxies with LyC

escape fractions, fesc ≈ 0.05 at z < 2, in contrast to the very low values fesc < 10−3 adopted by

HM12. A recent analysis (Khaire & Srianand 2015) of the effects of a revised QSO luminosity

function (Croom et al. 2009; Palanque-Delabrouille et al. 2013) increased the low-redshift UVB

by a factor of two. Both of these results suggest that the UVB extrapolated to low redshift was

under-estimated by HM12 by a factor of approximately 2–3.

3.3 Constraining the UV Background

3.3.1 Definitions and Measurements of the Ionizing Radiation Field

For an isotropic radiation field of specific intensity Iν , the normally incident photon flux per

frequency is (πIν/hν) into an angle-averaged, forward-directed effective solid angle of π steradians.

The isotropic photon flux striking an atom or ion is 4π(Iν/hν), and the hydrogen photoionization

rate follows by integrating this photon flux times the photoionization cross section over frequency

from threshold (ν0) to ∞.

ΓH =

∫ ∞
ν0

4π Iν
hν

σν dν ≈
4πI0σ0

h(α+ 3)
. (3.1)

Here, we approximate the frequency dependence of specific intensity and photoionization cross

section by power laws, Iν = I0(ν/ν0)−α and σν = σ0(ν/ν0)−3, where σ0 = 6.30 × 10−18 cm2 and

α ≈ 1.4 for AGN (Shull et al. 2012c; Stevans et al. 2014). The integrated unidirectional flux of

ionizing photons is then

Φ0 =

∫ ∞
ν0

πIν
hν

dν =
πI0

hα
, (3.2)
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Table 3.1. Hydrogen Photoionization Rates

Model Reference ΓH(z = 0) ΓH(z = 0.25)

Haardt & Madau (1996) 4.14× 10−14 8.63× 10−14

Shull et al. (1999) 6.3× 10−14 15× 10−14

Haardt & Madau (2001) 10.3× 10−14 20.6× 10−14

Haardt & Madau (2005) 13.5× 10−14 29.1× 10−14

Haardt & Madau (2012) 2.28× 10−14 5.89× 10−14

Faucher-Giguère et al. (2009) 3.84× 10−14 7.28× 10−14

Shull et al. (2015) 4.6× 10−14 12× 10−14

Note. — Hydrogen photoionization rates ΓH (s−1) computed
at redshifts z = 0 and z = 0.25 by various theoretical models.

which is related to the density of hydrogen-ionizing photons by Φ0 = nγ(c/4) for an isotropic

radiation field. We then have the relations among parameters:

ΓH = 4σ0Φ0

(
α

α+ 3

)
= (8.06× 10−14 s−1)Φ4 (3.3)

ΓH =
4πI0σ0

h(α+ 3)
= (2.71× 10−14 s−1)I−23 , (3.4)

where we normalize the incident flux of ionizing photons and specific intensity to characteristic

values, Φ0 = (104 cm−2 s−1)Φ4 and I0 = (10−23 erg cm−2 s−1 Hz−1 sr−1)I−23 at the hydrogen

Lyman limit (hν0 = 13.60 eV). In an HST/COS survey of IGM metallicity at z ≤ 0.4, Shull et al.

(2014) found that Φ4 ≈ 1 and I−23 ≈ 3 gave reasonable fits to the observed ratios of adjacent

ionization states of carbon and silicon, (Si III/Si IV) = 0.67+0.35
−0.19, (C III/C IV) = 0.70+0.43

−0.20, and

their sum, (ΩCIII + ΩCIV)/(ΩSiIII + ΩSiIV) = 4.9+2.2
−1.1.

Over the past 20 years, numerous papers have estimated the ionizing background and pho-

toionization rate. Table 3.1 lists ΓH for several models, with values at z = 0 ranging from

(2.28 − 13.5) × 10−14 s−1. The HM12 rate, ΓH = 2.28 × 10−14 s−1, corresponds to a one-sided

ionizing flux Φ0 = [ΓH(α + 3)/4σ0 α] ≈ 2630 cm−2 s−1 and specific intensity I−23 ≈ 0.823 for the

radio-quiet AGN spectral index (α = 1.57) assumed by HM12. These fluxes are lower by a factor

of three compared to the z = 0 metagalactic radiation fields from AGN and galaxies calculated

by Shull et al. (1999), IAGN = 1.3+0.8
−0.5 × 10−23 and IGal = 1.1+1.5

−0.7 × 10−23, respectively. Adding
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these two values with propagated errors gives a total intensity and hydrogen ionization rate of

Itot = 2.4+1.7
−0.9 × 10−23 erg cm−2 s−1 Hz−1 sr−1 and ΓH = 6.0+4.2

−2.1 × 10−14 s−1. The difference be-

tween these radiation fields appears to be the contribution from galaxies. The HM12 background

adopts a negligible UVB from galaxies, whereas the background models of Shull et al. (1999),

HM01, and HM05 have comparable intensities from galaxies, owing to higher assumed LyC escape

fractions.

3.3.2 HST Observations of the H I Column Density Distribution

Previous ultraviolet spectroscopic surveys of low-redshift Lyα absorbers estimated their con-

tribution to the baryon census through the distribution of H I column densities in the diffuse Lyα

forest (e.g., Penton et al. 2000, 2004; Lehner et al. 2007; Danforth & Shull 2008). Our recent

HST surveys of the low-redshift IGM were more extensive, obtaining 746 Lyα absorbers with STIS

(Tilton et al. 2012) and 2577 Lyα absorbers with COS (Danforth et al. 2016). The COS survey

used the medium-resolution far-UV gratings (Green et al. 2012) with coverage between 1135–1460 Å

(G130M) and 1390–1795 Å (G160M); a few spectra extended slightly outside these boundaries. Our

COS survey probed 82 AGN sight lines with cumulative pathlength ∆z = 21.7 with H I column

densities NHI (in cm−2) between 12.5 < logNHI < 17. For this paper, we analyze a “uniform

redshift-limited sample” of Lyα absorbers at z ≤ 0.47. As discussed in these survey papers, the

Lyα statistics are consistent with 24–30% of the baryons residing in the Lyα forest and partial

Lyman-limit systems.

Table 3.2 summarizes the data selected from the STIS survey, with 613 Lyα absorbers at

z ≤ 0.4 over the range 12.9 ≤ logNHI ≤ 14.7, reprocessed as described in Danforth et al. (2016).

Table 3.3 gives similar results from the COS survey at z ≤ 0.47, with 2074 absorbers between

12.6 ≤ logNHI ≤ 15.2. For each bin in logNHI, we list the number of absorbers (Nabs) and effective

redshift pathlength (∆zeff) over which our Lyα survey is sensitive. From these data, we derive

the bivariate distribution, d2N/d(logNHI)dz, of absorbers in H I column density and redshift by

dividing Nabs by ∆zeff and ∆ logNHI = 0.2. An accurate calculation of this distribution function
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Table 3.2. Column Density Distribution (STIS Survey)

〈logNHI〉 Range in logNHI Nabs ∆zeff f(NHI, z)

13.0 (12.9–13.1) 115 4.637 124+13
−13

13.2 (13.1–13.3) 115 5.003 115+11
−11

13.4 (13.3–13.5) 106 5.216 102+10
−10

13.6 (13.5–13.7) 75 5.327 70+9
−8

13.8 (13.7–13.9) 73 5.341 68+9
−8

14.0 (13.9–14.1) 50 5.360 47+8
−7

14.2 (14.1–14.3) 35 5.379 33+6
−5

14.4 (14.3–14.5) 26 5.382 24+6
−5

14.6 (14.5–14.7) 18 5.382 17+5
−4

Note. — For 613 low-redshift Lyα absorbers taken from
HST/STIS survey (Tilton et al. 2012), the columns show:
(1) mean column density (NHI in cm−2) with bin width
∆ logNHI = 0.2; (2) bin range in logNHI; (3) number of
Lyα absorbers (Nabs) in bin; (4) total redshift pathlength
∆zeff at each NHI; (4) bivariate distribution of absorbers in
column density and redshift, f(NHI, z) ≡ d2N/d(logNHI)dz,
computed as (Nabs/0.2 ∆zeff) and plotted in Figures 3.2–3.7.

Table 3.3. Column Density Distribution (COS Survey)

〈logNHI〉 Range in logNHI Nabs ∆zeff f(NHI, z)

12.7 (12.6–12.8) 194 3.67 260+1000
−120

12.9 (12.8–13.0) 292 9.79 150+80
−40

13.1 (13.0–13.2) 383 16.46 120± 10
13.3 (13.2–13.4) 368 18.78 98± 5
13.5 (13.4–13.6) 267 19.23 69+17

−12

13.7 (13.6–13.8) 146 12.03 61± 5
13.9 (13.8–14.0) 123 12.25 50± 5
14.1 (14.0–14.2) 96 12.96 37± 4
14.3 (14.2–14.4) 75 13.75 27+4

−3

14.5 (14.4–14.6) 47 14.17 17+3
−2

14.7 (14.6–14.8) 45 14.24 16+3
−2

14.9 (14.8–15.0) 19 14.25 6.7+1.9
−1.5

15.1 (15.0–15.2) 19 14.25 6.7+1.9
−1.5

Note. — Statistics of low-redshift Lyα absorbers (12.6 ≤
logNHI < 15.2) taken from the HST/COS survey (Dan-
forth et al. 2016) using the “uniform sub-sample” of 2074
H I absorbers. The columns show: (1) mean column den-
sity (NHI in cm−2) with bin width ∆ logNHI = 0.2; (2)
bin range in logNHI; (3) number of Lyα absorbers (Nabs)
in bin; (4) total redshift pathlength ∆zeff at each NHI;
(4) bivariate distribution of absorbers in column density
and redshift, f(NHI, z) ≡ d2N/d(logNHI)dz, computed as
(Nabs/0.2 ∆zeff) and plotted in Figures 3.2–3.7.
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requires both good absorber counting statistics and knowledge of the pathlength ∆zeff covered in the

survey for a given column density. As in Danforth & Shull (2008), we compute ∆zeff corresponding

to the 4σ minimum Lyα equivalent width as a function of wavelength in each spectrum. Asymmetric

error bars arise from statistical uncertainties in Nabs and ∆zeff , computed for each bin using the

formalism of Gehrels (1986). At low column densities, the errors are dominated by ∆zeff , while at

high column densities the errors are dominated by the small values of Nabs in bins at logNHI ≥ 14.6.

An important effect of the IGM is the flux decrement, DA, produced by Lyα forest line

blanketing of the continuum flux. Previous measurements of DA were reported by Kirkman et al.

(2007) using low-resolution UV observations with the HST Faint Object Spectrograph (FOS) toward

74 AGN. Their measured decrements were fitted to a power law, DA(z) = (0.016)(1 + z)1.01, over

the range 0 < z < 1.6 with considerable scatter. Based on our moderate-resolution HST/COS

survey, Figure 3.1 shows the fraction of light removed by Lyα absorption from the continuum for

0 < z < 0.47. These statistics were found by summing the observed-frame equivalent widths of

all identified (> 4σ) Lyα absorbers in the Danforth et al. (2016) catalog within a given redshift

range, normalized by the effective redshift pathlength probed by the survey for absorbers of that

strength. The uncertainty, σDA
, is the quadratic sum of measured equivalent-width uncertainties

normalized in the same manner. The errors are small at lower redshifts (z . 0.35) where most

of the surveyed Lyα absorbers are found. However, they remain small compared to DA even at

higher redshifts where ∆zeff is smaller. Figure 3.1 shows our results for bins of width ∆z = 0.01

and ∆z = 0.05 to illustrate the variance on small scales. The scatter in DA is significantly larger

than σDA
, and cosmic variance is significant, particularly at z > 0.35. These fluctuations are large

in the ∆z = 0.01 bins, which are comparable to the mean absorber separations for the observed

Lyα absorption-line frequencies dN/dz ≈ 100− 200 for logNHI = 12.7− 13.3.

Figure 3.1 shows a small dip in DA between 0.2 < z < 0.3. This redshift band corresponds to

Lyα absorbers at 1459 Å to 1580 Å, observed primarily by the COS/G160M grating (1390–1795 Å)

since G130M ends at 1460 Å. The dip appears in several ranges of column density, 13 < logNHI < 14

and 14 < logNHI < 15. The first range is expected to dominate line blanketing in the Lyα forest
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Figure 3.1 Flux decrement from the Danforth et al. (2016) low-z IGM survey with COS showing
the fraction of flux removed from the continuum by Lyα absorbers for redshifts 0 < z < 0.47. The
decrement DA(z) is calculated from the normalized, summed,observed-frame equivalent widths of
Lyα absorbers in a given redshift bin, divided by the effective pathlength (∆zeff) probed by the
survey at each redshift. Red open circles show DA in bins of width ∆z = 0.01. Filled black circles
show DA in bins of width ∆z = 0.05 and fitted to DA(z) = (0.014)(1 + z)2.2±0.2 (dashed line).
Blue dotted line shows the fit, DA(z) ≈ (0.016)(1 + z)1.01, found by Kirkman et al. (2007) in lower-
resolution HST/FOS measurements. The small drop in DA at z ≈ 0.2 − 0.3 appears over several
column-density ranges and remains when we shift the redshift bins.
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for line profiles with Doppler velocity parameters b ≈ 25− 30 km s−1. The dip also remains when

we offset the redshift bins. Thus, we believe the dip to be real, although we do not have a plausible

physical explanation for its presence.

We fitted the mean values of the HST observations with ∆z = 0.05 bins to the power-law

form DA(z) = (0.014 ± 0.001)(1 + z)2.2±0.2. For z ≤ 0.2, these observations are in reasonable

agreement with the lower-resolution HST/FOS results of Kirkman et al. (2007), although we find

steeper redshift evolution. By post-processing the H I absorption-line profiles in our simulations

(Sections 3.3.3 and 3.3.4) over the range 0 < z < 0.2, we find mean decrements at 〈z〉 = 0.1 of

DA = 0.0116, 0.0097, and 0.0332 for the HM01, HM05, and HM12 radiation fields, respectively. At

〈z〉 = 0.1, these UVBs correspond to hydrogen photoionization rates ΓH = 3.54×10−14 s−1 (HM12),

1.38× 10−13 s−1 (HM01), and 1.86× 10−13 s−1 (HM05). Our simulations find that DA ∝ Γ−0.7
H . In

their SPH simulations, K14 found decrements at z ≈ 0.1 of DA = 0.024 (HM01) and DA = 0.050

(HM12), higher than our simulations by factors of 1.9 and 2.9, respectively. Similar offsets are seen

in the distribution of H I column densities.

Our observations at z ≤ 0.47 with STIS (Tilton et al. 2012) and COS (Danforth et al. 2016)

yield consistent values for f(NHI, z), the bivariate distribution of Lyα absorbers in column density

and redshift. A least-squares fit of the COS data over the range 12.7 ≤ logNHI ≤ 15.2 had the

form, f(NHI, z) ≡ d2N/d(logNHI)dz ≈ (167)N−0.65±0.02
13 , where we define the dimensionless column

density N13 = [NHI/1013 cm−2]. We can use this line frequency to make an analytic estimate of

the Lyα line blanketing and flux decrement,

DA =

∫ N2

N1

(
Wλ

λ

)
f(N, z) d(logN)

=

(
πe2fλ

mec2

)(
167× 1013 cm−2

2.303

)∫ N2

N1

N−0.65
13 dN13 . (3.5)

In the last expression of Equation 3.5, we assume unsaturated Lyα lines, with equivalent widths

Wλ/λ = (πe2/mec)(Nfλ/c), where Wλ and λ = 1215.67 Å are defined in the rest-frame and

f = 0.4164 is the Lyα oscillator strength. We adopt limits logN1 = 12.5 and logN2 = 14.0 for the

integral, which we denote I(N1, N2) ≈ 4.49. The estimated decrement DA = (0.00323)I(N1, N2) ≈
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0.0145, close to our observations at z ≈ 0. Because line frequency f(NHI, z) ∝ (1 + z)2.2 out to

z ≈ 0.5 (Danforth et al. 2016), we expect DA to have the same dependence, as seen in Figure 3.1.

This calculation shows that for the observed steep distribution of H I column densities, most of the

line blanketing occurs from moderate-strength Lyα absorbers at NHI ≈ N2, beginning to saturate

and appear on the flat portion of the curve of growth. Owing to line saturation, the stronger but

rarer Lyα absorbers add a small amount to this estimate.

3.3.3 Cosmological Simulations of H I in the low-z IGM

Our simulations of the H I absorber distributions were run using the Eulerian N-body +

hydrodynamics code Enzo (Bryan et al. 2014). The N-body dynamics of the dark matter particles

in our simulations were calculated using a particle-mesh solver (Hockney & Eastwood 1988), and the

hydrodynamic equations were solved using a direct-Eulerian piecewise parabolic method (Colella

& Woodward 1984; Bryan et al. 1995) with a Harten-Lax-van Leer-Contact Riemann solver (Toro

et al. 1994). Our modifications of this code and its applications to the IGM are discussed in Smith

et al. (2011), where we conducted tests of convergence, examined various feedback schemes, and

compared the results to IGM thermal phases, O VI absorbers, and star-formation histories using

box sizes of 25h−1 Mpc and 50h−1 Mpc and grids of 2563, 3843, 5123, 7683, and 10243 cells. We note

that the Smith et al. (2011) simulations used the HM96 background, rather than HM01 as stated

in that paper3 . This code has a substantial IGM heritage, with applications to O VI absorbers

(Smith et al. 2011), the baryon census at z < 0.4 (Shull et al. 2012b), clumping factors and critical

star-formation rates during reionization (Shull et al. 2012a), and synthetic absorption-line spectra

for comparison of simulations with HST observations (Egan et al. 2014).

Our current simulations were initialized at a redshift z = 99 and run to z = 0, using

the WMAP-9 maximum likelihood concordance values (Hinshaw et al. 2013) with Ωm = 0.282,

ΩΛ = 0.718, Ωb = 0.046, H0 = 69.7 km s−1 Mpc−1, σ8 = 0.817, and ns = 0.965 to create the initial

3 Because the HM96 background is 2.5 times lower than HM01, the Lyα forest was stronger in the Smith et al.
(2011) simulations. However, as we discuss in Section 2.4, the HM96 background is close to the value we recommend
in our current study. Consequently, our 2011 simulations are in reasonable agreement with the HST observations of
the low-redshift Lyα forest.
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conditions. The dark matter density power spectrum used the Eisenstein & Hu (1999) transfer

function. Three independent realizations of the initial conditions were created in order to constrain

the effects of cosmic variance due to the finite box size. Two of the realizations were created using

Music (Hahn & Abel 2011) with second-order Lagrangian perturbation theory. The third realiza-

tion was created using the initial condition generator packaged with Enzo. The basic simulations

discussed in this paper were run on static, uniform grids with a box size of 50h−1 comoving Mpc

and 5123 and 7683 cells. We also analyzed a previous simulation with 15363 cells, produced by

Britton Smith on the XSEDE supercomputer and discussed in our study of IGM clumping factors

(Shull et al. 2012a), as well the (10243, 50h−1 Mpc) simulations of Smith et al. (2011). Because

those 10243 models were run with an older UVB from Haardt & Madau (1996), we chose not to

compare them to our 5123 and 7683 runs, which used more recent backgrounds (HM01, HM05,

HM12).

In view of the different predictions of our code for the distribution of low-redshift Lyα ab-

sorbers, it is appropriate to compare the resolution4 of our grid-code simulations to the SPH sim-

ulations run by K14. With a co-moving box size of 50h−1 Mpc, our models have spatial resolutions

(cell sizes) of 97.6h−1, 65.1h−1, and 32.6h−1 kpc for grids of 5123, 7683, and 15363, respectively. The

corresponding dark-matter mass resolutions are mdm = 6.1× 107 h−1 M� (5123), 1.8× 107 h−1 M�

(7683), and 2.2× 106 h−1 M� (15363). For comparison, the simulations analyzed by K14 used the

SPH code of Davé et al. (2010), also in a 50h−1 Mpc box with 5763 dark-matter (and baryon)

particles. The characteristic spatial resolution in their SPH method is the interparticle distance,

50h−1 Mpc/576 ≈ 86.8h−1 kpc. Under gravitational evolution, the SPH particles are concentrated

in regions with baryon overdensity ∆b = ρb/ρ̄b > 1, and the interparticle distance is reduced by

a factor of ∆
1/3
b . Although K14 do not quote a mass resolution, their simulation (50h−1 Mpc,

5763) would have mdm ≈ 5 × 107h−1 M�, scaling from values quoted in the (5123, 100h−1 Mpc)

4 The original study by Davé et al. (2010) used simulations in a 48h−1 Mpc box, and most of their studies were
run with 3843 particles. To investigate effects of numerical resolution and box size, they also employed a simulation
with 5123 particles in a 96h−1 Mpc box. Contemporaneous SPH studies (Tepper-Garćıa et al. 2012) of the IGM were
conducted by the “OverWhelmingly Large Simulations” (OWLS) project (Schaye et al. 2010) in a 100h−1 Mpc box
with 5123 dark-matter (and baryon) particles.
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SPH calculation of Tepper-Garćıa et al. (2012). Therefore, the mass resolution in our 5123 runs

is comparable to that of K14, and our 7683 and 15363 resolutions are superior. Resolution can

be important when applied to the large (100-200 kpc) Lyα absorption systems observed in the

low-redshift IGM.

Star particles were formed in the simulations using the subgrid physics prescription of Cen &

Ostriker (1992). Star formation occurs in cells where the baryon density is greater than 100 times

the critical density, the divergence of the velocity is negative, and the cooling time is less than

the dynamical time. As described by Smith et al. (2011), we adopted a star formation efficiency

of 10% in these cells. Feedback from star formation returns gas, matter, and energy from star

particles to the ISM and IGM. Although star particles are formed instantaneously, feedback occurs

gradually with an exponential decay over time. Star particles produce 90% of their feedback within

four dynamical times of their creation. Of the star particles’ total mass, 25% is returned as gas,

with 10% of that taking the form of metals and 10−5 of the rest-mass energy returned as thermal

feedback. The feedback is distributed evenly over 27 grid cells centered on the star particle. This

scheme avoids the overcooling and subsequent runaway star formation that occurs when feedback

is returned to a single cell. We analyzed this “distributed feedback” method in our previous study

(Smith et al. 2011) and found that it produces better convergence and removes the over-cooling.

These simulations were able to reproduce both the observed star-formation history and the number

density of O VI absorbers per unit redshift over the range 0 < z < 0.4. Many SPH studies of the

IGM (Davé et al. 2010; Tepper-Garćıa et al. 2012) suppress the over-cooling by suspending the

cooling or turning off the hydrodynamics for a period of time, allowing the injected energy and

metals to diffuse into the surrounding gas.

The ionization states of H and He in the IGM were calculated with the non-equilibrium chem-

istry module in Enzo (Abel et al. 1997; Anninos et al. 1997). Metal cooling of the gas was computed

using precompiled Cloudy5 (Ferland et al. 2013) tables that assume ionization equilibrium for the

metals and are coupled to the chemistry solver (Smith et al. 2008). Photoionization and radiative

5 http://nublado.org
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heating of the gas come from a spatially uniform metagalactic UVB. For each realization of the

initial conditions, we ran three simulations that were identical except for the form of the UVB.

Two simulations used analytic fits to the HM01 and HM05 backgrounds, initialized at z = 8.9

and reaching full strength by z = 8. A third background used the HM12 table implemented in

the Grackle6 chemistry and cooling library (Bryan et al. 2014; Kim et al. 2014) that begins at

z = 15.13.

In order to analyze the distribution of Lyα absorbers in the simulations, we created synthetic

quasar sight lines using the YT7 analysis package (Turk et al. 2011). For each simulation box, we

created 200 synthetic sight lines, each constructed from simulation outputs spanning the redshift

range 0.0 ≤ z ≤ 0.4. A randomly oriented ray was chosen through each output, representing the

portion of the sight line beginning at the output redshift and with sufficient pathlength to cover

the ∆z to the next output file. These rays were then combined to create a sight line spanning

the entire redshift range. We used identical random seeds for simulations sharing the same initial

conditions; differences in the absorber distributions therefore directly reflect effects of different

ultraviolet backgrounds. Each sight line is composed of many line elements, from the portions of

the sight line passing through a single grid cell. We identified Lyα absorbers as sets of contiguous

line elements with neutral hydrogen density nHI ≥ 10−12.5 cm−3. Egan et al. (2014) compared

this method of identifying absorbers to a more sophisticated method involving synthetic spectra.

In their Figure 11, they showed that the resulting absorber column density distributions are in

good agreement. We also analyzed a large (15363, 50h−1 Mpc) simulation run by Britton Smith

and discussed in Shull et al. (2012a). The light rays from this simulation were generated by Devin

Silvia, and we analyzed them in the same manner.

6 https://grackle.readthedocs.org/
7 http://yt-project.org
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3.3.4 Comparison of Simulations with HST/COS Observations

The flux decrement DA is an imperfect metric for estimating the UVB, since measurements

of the observed flux decrement depend on spectral resolution. In addition, both measurements

and simulations exhibit significant variance in DA. A more robust IGM diagnostic comes from the

distribution of H I column densities. Figure 2 illustrates the observed STIS and COS distributions,

f(NHI, z), over the range 12.5 ≤ logNHI ≤ 14.5. The STIS and COS bins are offset by ∆ logNHI =

0.1, using data from Tables 3.2 and 3.3. The COS survey is more extensive in both absorber numbers

and column density, and its statistical accuracy is superior to that of the STIS survey. Over the

overlapping range in logNHI, the agreement is good. We over-plot values of f(NHI, z) from our new

IGM simulations (50h−1 Mpc box and 7683 grid cells) using three different ionizing backgrounds

(HM01, HM05, HM12). As analyzed further in Section 2.5, the inferred baryon density requires

ionization corrections for the neutral fraction, nHI/nH . Appendix A suggests that the amplitude of

the Lyα absorber distribution, f(NHI, z), is proportional to Γ
−1/2
H T−0.363

4 for fixed baryon content

(Ωb) and temperature T = (104 K)T4, and it therefore provides a constraint on the UVB. In our

simulations, we find that f(NHI, z) ∝ Γ−0.773
H for absorbers in the range 13 < logNHI < 14.

Figures 3.2–3.7 illustrate the differential absorber distribution, d2N/d (logNHI) dz, with tests

of convergence, cosmic variance, box size, feedback, and redshift evolution. The simulated dis-

tributions are compared to observed distributions from HST surveys of Tilton et al. (2012) and

Danforth et al. (2016). Figure 3.2 presents the primary results of this paper: the H I column-

density distributions for three radiation fields (HM01, HM05, HM12) computed with 7683 grids

and a 50h−1 Mpc box. The lower HM12 background produces significantly more absorbers than

earlier UVBs, ranging from a factor of two for absorbers between 12.5 ≤ logNHI ≤ 12.7 to a factor

of seven for 14.3 ≤ logNHI ≤ 14.5. The observed distributions fall between the results for the

HM01 and HM12 backgrounds, approaching the HM12 simulations for logNHI > 14.0. This sug-

gests that there may be less tension between the HM12 background and observations than implied

by the K14 results. Figure 3.3 explores effects of cosmic variance, comparing three models with
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Figure 3.2 HST surveys of the column-density distribution of low-redshift IGM absorbers are com-
pared to new cosmological simulations with the Enzo grid code (7683 cells, 50h−1 Mpc box) with
three ionizing UV backgrounds (HM01, HM05, HM12). We plot the bivariate distribution of
absorbers, f(NHI, z) = d2N/d(logNHI)dz, in redshift and column density (NHI in cm−2) with
∆ logNHI = 0.2 bins. Data from HST/COS survey (D16: Danforth et al. 2016) are shown as red
squares, and data from HST/STIS survey (T12: Tilton et al. 2012) as green crosses. Analytic theory
(Appendix A) shows that, for fixed baryon content, Lyα line frequency scales with photoionization

rate and gas temperature as Γ
−1/2
H T−0.363

4 . The HM12 simulations use a lower ionizing flux and
produce a higher absorption-line density. For data with the best statistics (13 ≤ logNHI ≤ 14), the
observed distribution, f(NHI, z) ≈ (167)[NHI/1013 cm−2]−0.65, lies between simulations run with
higher UVB (HM01 and HM05) and the lower HM12 background, except at the highest column
densities. The best-fit distribution requires an ionizing background approximately 2-3 times higher
than HM12, but with sufficient uncertainty that a crisis in photon production is unlikely.
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Figure 3.3 Same format as Figure 3.2. To test cosmic variance, we show three (50h−1 Mpc, 5123)
simulations for each UVB, labeled HM01 i, HM05 i, and HM12 i (subscripts i = 1, 2, 3 correspond
to runs with different initial conditions) and compared to HST survey data (D16; T12).
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Figure 3.4 Same format as Figure 3.2. To test convergence, we compared three (50h−1 Mpc, 5123)
simulations, labeled as HM05 i (subscripts i = 1, 2, 3) with two larger simulations: a new 7683

simulation (HM05 768) and the 15363 simulation (HM05 1536) provided by Britton Smith and
first presented in Shull et al. (2012a). All used the same (HM05) ionizing radiation field and are
compared to HST spectroscopic survey data from STIS (T12) and from COS (D16).
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Figure 3.5 Same format as Figure 3.2. To test effects of box size, we show two simulations, one
at (100h−1 Mpc, 5123) and another at (50h−1 Mpc, 2563), both using the HM01 ionizing back-
ground. Results are compared to our HST survey data (D16; T12). The grid cell sizes are identical
(195h−1 kpc), and the results are essentially the same for logNHI < 14. The roll-off in simulated
absorbers at logNHI > 13.7 is an artifact of the poor resolution in these runs.

50h−1 Mpc boxes and 5123 grids. For each radiation field (HM01, HM05, HM12) the simulations

labeled with subscripts 1 and 2 are those with the Music initial conditions, and those labeled 3

use the Enzo-packaged initial conditions. For a fixed UVB the scatter among simulations is at the

15% level or less, indicating that variance is unlikely to play an important role. Figure 3.4 explores

convergence of our simulations, comparing models with 50h−1 Mpc boxes on grids of 5123, 7683,

and 15363. The differences between these models are relatively small, at the 10% level and within

the expected differences arising from sample variance. Figure 3.5 investigates the potential effects

of box size, which could suppress structure formation down to low redshift if the box was too small.

We ran two simulations (100h−1 Mpc, 5123 and 50h−1 Mpc, 2563), both using the same HM01

ionizing background. The grid cell sizes are identical (195h−1 kpc), and the results are essentially

the same for logNHI < 14.

Figure 3.6 explores the potential influence of our feedback methods. In our 5123 simulations,

feedback has little effect on the distribution of H I column densities. We find little difference if we
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Figure 3.6 Same format as Figure 3.2. To test effects of feedback injection methods, we show three
(50h−1 Mpc, 5123) simulations following the feedback prescriptions of Smith et al. (2011). We
explored distributed feedback (into the adjoining 27 cells), local feedback (into a single cell), and
no feedback from star formation. All simulations are run with the same HM01 radiation field and
compared to HST survey data (D16; T12).

12.5 13.0 13.5 14.0 14.5
log(NHI)

100

101

102

103

d
2

N
/d

(l
o
g
N
H
I)

d
z

HM05 z < 0.2
HM12 z < 0.2
HM05 z > 0.2

HM12 z > 0.2
D16
T12

Figure 3.7 Same format as Figure 3.2. To test for redshift evolution of the low-redshift Lyα forest, we
split the results into two redshift intervals (0 < z < 0.2 and 0.2 < z < 0.4) for 7683 simulations, run
with both HM05 and HM12 radiation fields. Evolution in the distribution of weak Lyα absorbers
in the HST survey (D16; T12) are small, differing by less than 5% between 0 < z < 0.4.
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inject mass, metals, and energy within a single cell, in adjacent cells, or eliminating feedback en-

tirely. Clumpiness of the IGM on small scales can be affected by the feedback method, even though

the large-scale structural parameters, (T, ρb) and (∆b, NHI), remain nearly the same. Figure 3.7

investigates the possible effects of redshift evolution of the Lyα forest. We split the simulated

results into two redshift intervals (0 < z < 0.2 and 0.2 < z < 0.4) in our 7683 simulations, all

run with the HM01 radiation field. Differences between the simulated distributions are quite small

and consistent with COS observations (Danforth et al. 2016), in which the weak Lyα absorbers

(logNHI < 14) exhibit little redshift evolution between z = 0 and z = 0.4.

3.3.5 Comparisons to Previous Simulations

To compare our grid-code simulations with previous SPH models, we examined two structural

measures of the IGM. The first measure is the thermal-phase diagram of (T, ρb), the temperature

vs. baryon density in the low-redshift Lyα forest. For our grid models, these diagrams were shown

as Figure 19 in Smith et al. (2011) and as Figure 1 in Shull et al. (2012b). For the SPH models, we

examined Figure 8 of Davé et al. (2010) and Figure 7 of Tepper-Garćıa et al. (2012). All of these

diagrams are consistent with a relation T = (5000 K)∆0.6
b where ∆b is the baryon overdensity. A

second measure is the correlation of baryon overdensity and column density (∆b, NHI), typically

expressed as a power-law, ∆b = ∆0N
α
14, where ∆0 is the normalization at a fiducial H I column

density NHI = (1014 cm−2)N14. These correlations vary with redshift, but typically are evaluated

at z = 0.25. Davé et al. (2010) used (3843, 48h−1 Mpc) simulations with the HM01 background to

derive a fit for absorbers with T < 104.5 K,

∆b = (35.5± 0.3)N0.741±0.003
14 f−0.741

τ 10−0.365z . (3.6)

Here, fτ ≈ 2/3 is a renormalization factor of optical depths introduced to multiply the simulated

optical depths to match the mean flux decrement DA. Thus, at z = 0.25 and with fτ ≈ 2/3,

they found ∆b = (38.9)N0.741
14 . From (5123, 100h−1 Mpc) simulations with the HM01 background,

Tepper-Garćıa et al. (2012) found ∆b = (48.3)N0.786±0.010
14 , with no renormalization factor fτ . They
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noted a theoretical expectation that ∆b ∝ N0.738
HI for absorbing gas in hydrostatic and photoion-

ization equilibrium (Schaye 2001). In our (7683, 50h−1 Mpc) simulations, also using the HM01

radiation field, we find ∆b = (36.9)N0.65
14 over the range 0.2 < z < 0.3 for column densities

12.5 < logNHI < 14.5. The overdensity is calculated as a weighted average over the line elements

that make up the absorber, using the column density as the weight field. We find similar nor-

malizations, ∆0 = (36.9, 38.9, 48.3) for the three simulations (Shull et al. 2015; Davé et al. 2010;

Tepper-Garćıa et al. 2012) evaluated at z = 0.25 with the HM01 background.

Evidently, the structural measures of the low-z Lyα forest give similar results. The thermal-

phase diagrams are essentially identical, while the differences in the (∆b, NHI) correlation likely

arise from different methods of identifying and characterizing H I absorbers in column density and

over-density. These comparisons are complicated by the fact that Davé et al. (2010) corrected

their simulated optical depths by a factor (fτ ), and Tepper-Garćıa et al. (2012) corrected for the

temperature-density correlation of gas in hydrodynamic and photoionization equilibrium. The sim-

ulations also used different cosmological parameters. Tepper-Garćıa et al. (2012) adopted density

fractions (Ωm = 0.238 and Ωb = 0.0418) from WMAP-3, which are lower by 15.6% and 9.1% than

our WMAP-9 values (Ωm = 0.282 and Ωb = 0.046). Davé et al. (2010) adopted WMAP-7 param-

eters (Ωm = 0.28 and Ωb = 0.046) similar to our values. Kollmeier et al. (2014) used Ωm = 0.25

(10% lower than our value) and Ωb = 0.044 (4.3% lower). The simulations also have different res-

olutions: our standard simulations use (7683, 50h−1 Mpc) while Tepper-Garcia use (5123, 100h−1

Mpc). Given the scatter in these correlations, their redshift dependence, and the correction factors,

we believe the modest differences do not warrant concern.

3.4 Summary: A Higher UV Background?

Using our recent HST spectroscopic surveys of intergalactic Lyα absorbers, we have character-

ized their distribution in H I column density and redshift. By comparing the observed distribution

to new Enzo simulations of the low-redshift IGM, we find an ionizing background intermediate

between the HM01 and HM12 values. As shown in Appendix A, the inferred baryon density and
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absorption-line frequency depend inversely on the UVB and temperature, scaling as Γ
−1/2
H T−0.363.

To fit the the HST data, we require approximately a factor of 2–3 increase in the photoionization

rate above HM12, somewhat less than the factor of five suggested by K14. However, no single

UVB agrees with the full distribution. Figure 3.2 suggests that a higher UVB is needed to explain

the line frequency of weak absorbers (12.7 < logN < 13.9), while the lower HM12 background

is consistent with the distribution of stronger absorbers (logNHI > 14). Given the uncertainties

in source emissivities, cosmological radiative transfer, and galaxy LyC escape fractions, our H I

results do not constitute a crisis in our understanding of the sources of the UVB.

We have explored a number of potential explanations for the differences between the H I

distributions produced by various simulations and their sub-grid feedback schemes, gaseous sub-

structure, and injection of mass and metals. In photoionized Lyα absorbers, the neutral hydrogen

density depends on n2
H . Consequently, the UVB and photoionization rate needed to explain the

amplitude of f(NHI, z) may be sensitive to the clumping factor, CH ≡ 〈n2
H〉/〈nH〉2. However, a

detailed code comparison is beyond the scope of what we can do at this time. In the comparisons

discussed earlier, we demonstrated that the integrated column densities, NHI, are less sensitive to

the procedures for identifying absorbers or the feedback schemes. After investigating convergence,

cosmic variance, and feedback, we conclude that the differences must arise elsewhere.

The primary influence on the distribution of H I absorbers in the Lyα forest is the ionizing

radiation field. A larger UVB was also found in calculations that included contributions from both

quasars and galaxies (Shull et al. 1999; Faucher-Giguère et al. 2009). The primary uncertainties

in the UVB are the contribution from massive stars in galaxies (Topping & Shull 2015) and the

LyC escape fraction (HM12; Benson et al. 2013), a highly directional quantity that is difficult to

constrain statistically from direct observations. The parameterization adopted by HM12, fesc =

(1.8 × 10−4)(1 + z)3.4, was tuned to match observations at z > 2.5, but it is likely much too low

at z < 2 where observational constraints are rare. Reliable values require direct measurements of

LyC fluxes from a statistically significant sample (Ngal � 20) of starburst galaxies to constrain

the low escape fractions expected from a highly directional LyC escape geometry. For example, if
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theoretical models predict 〈fesc〉 ≈ 0.05, with 5% of the LyC escaping from each side of a gaseous

disk through perpendicular conical chimneys (Dove & Shull 1994), direct detections would be

possible, on average, in only 5% of the observations. Constraints on fesc will require large samples

to deal with inclination bias. Such a situation is seen in direct-detection observations at z ≈ 3

(Shapley et al. 2006; Nestor et al. 2013; Mostardi et al. 2013) and at z ≈ 0.2 (Heckman et al. 2011)

which find either large (10-40%) fractions of transmitted LyC flux or none at all. The difficulties

with low-z constraints on fesc were discussed by Shull et al. (2014) in their low-z census of IGM

metal abundances and ionization ratios (C+3/C+2 and Si+3/Si+2).

We therefore suggest that starburst galaxies are important contributors to the ionizing UVB

at z < 2. Their contribution to the ionizing background would explain the observed distribution of

Lyα absorbers and could resolve the discrepancy in IGM photoheating inferred from the opacity of

the Lyα forest at z < 2 (Puchwein et al. 2015). It has also been suggested that TeV emission from

blazars could add significant heat to the IGM through pair-production of high-energy electrons

and positrons (Puchwein et al. 2012). We have not investigated their effects on our data, either on

DA(z) or the distribution in H I column density. We summarize the main results of our study as

follows:

(1) Compared to Enzo N-body hydrodynamical simulations of the low-z IGM with different

values of the ionizing UV background, the observed distribution of Lyα forest absorbers

(z < 0.5) lies intermediate between the HM01 and HM12 background calculations. A

fit to the observations requires a factor-of-two increase in the UVB above HM12 with a

recommended hydrogen ionization rate ΓH(z) = (4.6× 10−14 s−1)(1 + z)4.4.

(2) The one-sided ionizing photon flux Φ0 ≈ 5700 cm−2 s−1 at z = 0 agrees with the observed

IGM metal ionization ratios, C III/C IV and Si III/Si IV (Shull et al. 2014), and suggests a

25–30% contribution of Lyα absorbers to the cosmic baryon inventory.

(3) The increased ionizing background probably requires an increase in the escape fraction of

ionizing (LyC) radiation from starburst galaxies above the low values (fesc < 10−3) adopted
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by HM12. Ionizing photons from galaxies with 〈fesc〉 ≈ 0.05 gives results consistent with

previous UVB modeling (Shull et al. 1999) that found similar contributions from AGN

and starburst galaxies, with specific intensities (erg cm−2 s−1 Hz−1 sr−1) at 13.6 eV of

IAGN = 1.3+0.8
−0.5 × 10−23 and IGal = 1.1+1.5

−0.7 × 10−23.

(4) Because LyC propagation through the ISM is expected to be highly directional, detections

of escaping photons depend on galaxy orientation and will require large surveys to obtain

valid statistical inferences.

Future observational and theoretical work could significantly improve our characterization of

the ionizing UVB at z < 1. We need better accuracy of the column-density distribution of Lyα

absorbers at logNHI ≤ 13.0 and logNHI ≥ 14.5. Larger surveys of IGM absorbers will allow us to

measure the redshift evolution of the distribution, d2N/d(logNHI)dz, to test the expected increase

in photoionization rate, ΓH(z) ∝ (1 + z)4.4. The most critical future experiment will be direct

measurements of LyC escape fractions from a large sample of starburst galaxies at z < 0.4.

Acknowledgements

This work was supported by NASA grant NNX08AC14G for COS data analysis and STScI

archival grant AR-11773.01-A. We appreciate the efforts of Britton Smith and Devin Silvia in pro-

viding the light rays from unpublished Enzo 15363 models computed on the XSEDE supercomputer

and used to construct column density distributions. We thank Ben Oppenheimer, Ewald Puchwein,

Martin Haehnelt, Mark Giroux, and John Stocke for helpful discussions. This work utilized the

Janus supercomputer, operated by the University of Colorado and supported by the National Sci-

ence Foundation (award number CNS-0821794), the University of Colorado Boulder, the University

of Colorado Denver, and the National Center for Atmospheric Research. Computations described

in this work were performed using the publicly-available Enzo code (http://enzo-project.org), which

is the product of a collaborative effort of many independent scientists from numerous institutions

around the world.



Chapter 4

Local Density Effects on the Ionization of Intergalactic Hydrogen by the

Metagalactic Ultraviolet Background

4.1 Abstract

Cosmological simulations typically assume a redshift-evolving but spatially uniform meta-

galactic ultraviolet background (UVB) to calculate photoionization and photoheating rates. Spatial

non-uniformities in the true UVB arise from the discrete nature of the ionizing sources and from

differential absorption of ionizing photons in the circumgalactic medium (CGM) and intergalactic

medium (IGM) due to local density variations. We investigate the importance of this second ef-

fect using a simple post-processed ray-tracing routine applied to a simulation of the low-redshift

(z = 0.009) IGM. Significant local attenuation of the UVB is rare, with a 1% or greater effect

seen in only 0.15% of the line elements in our simulated light rays. UVB attenuation is strongly

correlated with both H I number density and with the column density of H I absorption systems.

Significant (≥ 5%) increases in H I column density are seen for systems with NHI ≥ 1015 cm−2.

These systems are associated with the CGM of nearby galaxies, with higher column densities and

UVB attenuations found around more massive halos.

4.2 Introduction

At z = 0, only ∼ 7% of baryons in the universe are found inside galaxies, with an additional

∼ 4% found in galaxy clusters (Bregman 2007; Shull et al. 2012b). The remaining baryons reside

in various thermal phases of the circumgalactic medium (CGM) and intergalactic medium (IGM),
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but ∼ 30% exist in reservoirs, such as hotter gas in galactic halos and the IGM, that have yet to

be identified observationally (Shull et al. 2012b). A full accounting of the locations of the cosmic

baryons, as well as the flows between the various phases, is needed to form an accurate picture of an

evolving universe. Accretion of gas from the IGM through the CGM and into galaxies provides fuel

for ongoing star formation, and the disruption of these inflows may lead to the “quenching” that

turns actively star-forming galaxies into “red and dead” ellipticals (Larson et al. 1980). In turn,

stellar winds, supernovae, and active galactic nuclei (AGN) produce outflows of metal-enriched gas

that, depending on the energy of the outflow, returns material to either the CGM or the IGM (e.g.,

Oppenheimer & Davé 2006; Wiersma et al. 2010).

Observationally, the CGM and IGM are primarily seen through UV absorption lines in the

spectra of background AGN. Although neutral hydrogen has been a minority species since cosmic

reionization at z ∼ 7, the overall abundance of hydrogen and the strength of the Lyman alpha

(Lyα) and other Lyman series transitions means that H I is by far the most commonly observed ion

in AGN absorption spectra. Large IGM surveys have determined the column density distribution

of H I absorbers in the Lyα forest (Lehner et al. 2007; Danforth & Shull 2008; Tilton et al. 2012;

Danforth et al. 2016). The Lyα forest primarily traces warm (T < 105 K) gas in filaments of the

cosmic web, and accounts for ∼ 20% of the cosmic baryons (Danforth et al. 2016). Hotter (105 –

106 K) gas in the warm-hot IGM traced by broad Lyα accounts for an additional ∼ 14% of the

baryon budget (Lehner et al. 2007; Danforth et al. 2010). Lyα is ubiquitous in the CGM, with

near unity covering fraction out to impact parameters of 200 – 300 kpc (Prochaska et al. 2011;

Tumlinson et al. 2013; Stocke et al. 2013) tracing ∼ 5% of the cosmic baryons.

Accurate H I ion fractions are required to translate H I column densities into overall hy-

drogen column densities and absorber gas masses. If multiple metal ions are also present in the

spectra, detailed numerical ionization modeling can be used to determine the ionization balance

(e.g., Stocke et al. 2013; Werk et al. 2014). However, in the absence of metal absorption, simpler

assumptions about the ionization state of the gas must be made. This typically takes the form

of photoionization equilibrium from a redshift-evolving but spatially uniform mean metagalactic
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ultraviolet background (UVB). Cosmological simulations also rely on an assumed UVB to provide

photoionization and photoheating rates for hydrogen and helium chemistry. Numerous UVB models

have been developed based on observations of the distribution of ionizing sources and semi-analytic

modeling of IGM radiative transfer; the models include Shull et al. (1999), Haardt & Madau (1996,

2001, 2012), Madau & Haardt (2015), and Faucher-Giguère et al. (2009). For z . 0.5, a consensus

has recently emerged in favor of a background with roughly twice the intensity of the Haardt &

Madau (2012) background (Shull et al. 2015; Khaire & Srianand 2015; Viel et al. 2016, but see

Kollmeier et al. 2014 for an alternate perspective), in line with recent observations of the AGN UV

luminosity function (Croom et al. 2009; Palanque-Delabrouille et al. 2013).

Spatial variations in the UVB intensity arise from two distinct sources. The first of these

is the discrete nature of the ionizing sources. The majority of ionizing photons at low redshift

come from AGN (e.g., Haardt & Madau 2012). Bright AGN are extremely rare, with a comoving

space density of ∼ 4 × 10−6 Mpc−3 mag−1 for the faintest AGN in the 0.68 < z < 1.06 sample

from Palanque-Delabrouille et al. (2013). Additional ionizing photons come from O and B stars in

young stellar populations. However, very little of this Lyman continuum (LyC) radiation escapes

from the host galaxy into the IGM, with observations from Bridge et al. (2010) and Siana et al.

(2010) indicating a mean z ∼ 1 escape fraction of fesc ≤ 0.03 (measured relative to the escape

fraction at 1500 Å), although escape fractions for individual galaxies can be higher (e.g., Leitherer

et al. 2016). High-resolution zoom simulations indicate that what little LyC radiation reaches the

IGM does so in a highly time-varying and anisotropic fashion (Cen & Kimm 2015; Ma et al. 2015).

The required combination of large box size (to accommodate rare AGN) and high resolution (for

accurate AGN accretion, star formation, and LyC escape) makes direct inclusion of discrete ionizing

sources impractical in modern cosmological simulations.

The second source of spatial non-uniformity in the UVB is local density variations. Although

the typical mean free path of ionizing photons is large due to the highly ionized nature of the

IGM, partial Lyman-limit systems (pLLS, defined here as 1016 cm−2 ≤ NHI ≤ 1017.2 cm−2) and

Lyman-limit systems (LLS) with NHI > 1017.2 cm−2 create significant Lyα optical depths over
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relatively short distances. LLSs are rare, with an occurrence rate of 0.37 ± 0.10 per unit redshift

over the interval 0.242 ≤ z ≤ 1.078 (Ribaudo et al. 2011), but their presence indicates the potential

importance of local attenuation of the UVB. Both pLLSs and LLSs are associated with galaxies.

Regardless of the presence of ionizing sources, the high H I column densities found in galaxies and

the surrounding CGM may significantly influence the local radiation environment.

These local density effects may be important for understanding the observed column density

distribution of Lyα absorbers. Although the overall normalization of the distribution is consistent

with the most recent UVB models, difficulties remain in explaining the slope. The observed column

density distribution is shallower than predicted for a uniform UVB, with more absorbers than

expected for NHI & 1013.5 cm−2 (Figure 3.2). This slope may be partially explained by an “inverse

proximity effect,” where higher column density absorption systems are found in denser regions

which are partially shielded from ionizing UV radiation. In this paper, we quantify the magnitude

of these local density effects on the H I number density of the z = 0.009 CGM and IGM. We post-

process a large (7683) cosmological simulation from Shull et al. (2015) using a simple ray-tracing

procedure to measure the attenuation of the UVB by gas within 5 Mpc of a given location. We use

the attenuated UVB photoionization rates to determine new H I number densities for individual

simulation grid cells, as well as column densities for simulated absorption systems. In Section 4.3,

we summarize our simulation methods and describe the ray tracing and absorber identification

routines. Section 4.4 describes the principal results for increases in H I number density (nHI)

and absorber NHI due to local UVB attenuation, as well as correlations between nHI , NHI , and

attenuation. Section 4.5 explores the relationship between H I absorbers and nearby dark matter

halos. It also describes potential changes to our ray tracing method to produce more accurate

column densities for LLSs. We summarize our conclusions in Section 4.6. Throughout the paper,

distances are given in comoving units unless otherwise specified.
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4.3 Simulation Methods

The simulation analyzed here was first described in Shull et al. (2015) as run HM01 768.

Full details of the numerical methods and subgrid physics modules used, along with convergence

testing, can be found in Shull et al. (2015) and Smith et al. (2011); the most relevant aspects

are summarized below. The simulation used for this analysis was produced using the Eulerian

N-body + hydrodynamics code Enzo1 (Bryan et al. 2014). The simulation domain encompasses a

representative cosmological volume of side length 50h−1 Mpc, subdivided into a uniform 7683 grid.

This provides a spatial resolution of 65.1h−1 kpc and a dark matter particle mass of 1.8×107h−1M�.

Shull et al. (2015) demonstrated that this resolution is sufficient to achieve a numerically converged

distribution of H I column densities. The simulation was initialized at z = 99 with the WMAP-9

maximum likelihood concordance cosmological parameters (Hinshaw et al. 2013) of Ωm = 0.282,

ΩΛ = 0.718, Ωb = 0.046, H0 = 69.7 km s−1 Mpc−1, σ8 = 0.817, and ns = 0.965 and run to z = 0.

Star particles are created in the simulation using the method described in Cen & Ostriker

(1992). Stars form in grid cells with a baryon density of at least 100 times the critical density,

a negative divergence of the velocity, and a gas cooling time of less than the dynamical time.

The star formation efficiency within these cells is 10%. Stellar winds and supernovae return gas,

metals, and energy to the surrounding cells. Although star particles are formed instantaneously

within the simulation, stellar feedback occurs gradually to reflect the age distribution of a real

stellar population. The rate of feedback peaks after one dynamical time and decays exponentially

afterward. Over its lifetime, a star particle returns 25% of its total mass to the simulation, 10%

of which is in the form of metals, as well as 10−5 of its rest-mass energy as thermal feedback.

Feedback is distributed evenly over cube of 27 grid cells centered on the cell containing the star

particle. This “distributed feedback” method is required to avoid the runaway cycle of excess

cooling and subsequent star formation that can occur if all stellar feedback is deposited in a single

cell (Smith et al. 2011).

1 http://enzo-project.org
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The thermal state of the gas is governed by a non-equilibrium chemistry solver for H and

He (Abel et al. 1997; Anninos et al. 1997). Metal cooling rates come from precompiled Cloudy2

(Ferland et al. 2013) tables that assume ionization equilibrium and solar abundance ratios (Smith

et al. 2008). Photoionization and radiative heating come from the spatially-uniform Haardt &

Madau (2001) metagalactic UVB, which we will refer to as HM01. The UVB turns on at z = 8.9

and reaches full strength at z = 8.

4.3.1 Light Ray Creation

To conduct our analysis in a way consistent with observations, we created 2000 mock AGN

sight lines from the z = 0.009 simulation output. Each sight line is made from a single ray

traversing the simulation volume with a randomly chosen starting point and orientation. Rays were

created using the YT analysis package3 (Turk et al. 2011). Each ray has a length of 50h−1 Mpc,

corresponding to a change in redshift of ∆z = 0.0165; this provides a total path length of ∆z = 33,

comparable to the ∆z = 21.7 path length covered by Danforth et al. (2016).

Each light ray is composed of a series of line elements (lixels). An individual lixel is the

portion of the ray passing through a single grid cell of the simulation (Figure 4.1). Along with its

location and path length, each lixel contains information on the gas properties of the cell, including

density, temperature, metallicity, and the number densities of various atomic species. Each lixel

also contains information on the virial masses, virial radii, and distances to nearby dark matter

halos identified with the Rockstar halo finder (Behroozi et al. 2013b).

4.3.2 Local UVB Attenuation

The simulation uses the spatially uniform HM01 radiation background. At z = 0.009, this

background produces a hydrogen ionization rate of ΓHI = 1.1 × 10−13 s−1. Our analysis requires

modifying the strength of the UVB to account for the effects of local density structures. This is

accomplished with a simple ray-tracing scheme, illustrated schematically in Figure 4.1. For each

2 http://nublado.org
3 http://yt-project.org
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lixel of a light ray, a set of rays are cast from the center of the corresponding grid cell of the

simulation out to a fixed distance. The rays are approximately evenly spaced in solid angle using

an algorithm from Saff & Kuijlaars (1997). For each ray, the H I column density is calculated,

excluding the contribution from the grid cell at the ray’s origin. The column density is then

converted to an optical depth using the median hydrogen photoionization cross section for the

HM01 background weighted by ionization rate. This cross section is σH = 4.3× 10−18 cm2, or 68%

of the cross section at the hydrogen ionization threshold. Finally, the optical depths are converted

to transmission fractions and averaged to determine the new UVB intensity for the lixel.

For our analysis, we use 2000 rays per lixel with a length of 5 Mpc each. The number of

rays was chosen so that an L* halo at 5 Mpc would be traced by at least one ray. The strongest

effects on the UVB should come from structures located at significantly smaller distances. A galaxy

located two virial radii from the lixel will cover a solid angle of ∼ π/4 sr and will be traced by

∼ 125 rays, which is sufficient to sample the galaxy’s density profile. The precise number of rays

used and their lengths do not significantly impact our results.

In grid cells with a sufficiently high H I number density, self-absorption of UVB photons

within the cell becomes a significant source of attenuation. In these cells we calculate an additional

self-absorption correction to the UVB intensity, which is shown in Figure 4.2. For each cell, 20

evenly spaced points are chosen along the corresponding lixel. From each point, 200 uniformly

spaced rays are then cast to the grid cell boundaries. As with the external attenuation calculation,

H I column densities are calculated for each ray and then converted to optical depths and UVB

transmission fractions. The transmission fractions are averaged across the rays from all 20 points

to determine the cell’s self-absorption correction. Self-absorption corrections are calculated for all

lixels with nHI ≥ 5 × 10−9 cm−3, which corresponds to an optical depth of 6 × 10−3 across the

65.1h−1 kpc width of the cell.
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Figure 4.1 Two-dimensional schematic illustration of the ray-tracing procedure. The dashed blue
line is the trajectory of the light ray, which passes through the central cell. A set of evenly spaced
rays are cast from the center of this cell out to a fixed distance. The H I column density is calculated
for each ray, excluding the portion of the ray within the central cell. The column densities are then
converted to UVB transmission fractions and averaged to produce a single UVB intensity for the
cell.

Figure 4.2 Two-dimensional schematic illustration of the self-absorption correction. The blue line
is the trajectory of the light ray, with the solid segment indicating the portion of the ray within
the cell where the correction is applied. A set of evenly spaced points, shown in blue, are chosen
along the light ray segment. A set of rays, evenly spaced in angle, are cast from each point to
the grid cell boundaries. H I optical depths are calculated for each ray, and the corresponding
UVB transmission fractions are averaged across all rays and points to determine the mean UVB
transmission within the cell.
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4.3.3 Absorber Identification

Observations of H I in the IGM primarily take the form of absorption lines in AGN spectra.

The absorption lines are then typically fit to create a catalog of column densities and line widths

(e.g., Danforth et al. 2016). To create an analogous set of simulated column densities, we first need

to calculate revised H I number densities for our light rays using the new UVB photoionization

rates. The original H I number densities in the simulation were calculated using a non-equilibrium

H and He chemistry network (Abel et al. 1997; Anninos et al. 1997). Our updated H I number

density values are equilibrium values determined from a balance between collisional ionization,

photoionization by the UVB, and radiative recombination, using the reaction rates from Enzo’s

chemistry module. With an unmodified UVB intensity, the equilibrium H I number densities are in

close agreement with their non-equilibrium counterparts. The median fractional difference across

all lixels is 5.9× 10−4, with only 0.02% of the lixels having a difference of 1% or greater.

For each lixel, we calculate three values of the H I number density, corresponding to different

photoionization rates. The first value uses the unmodified HM01 UVB intensity. The second H I

number density uses a photoionization rate that is reduced by the external UVB attenuation to

the lixel. The third value includes both external attenuation and self-absorption. This density is

calculated in a two-step process. The H I number density with only external attenuation is used

to determine the magnitude of the self-absorption correction, as described in the previous section.

Then, a final photoionization rate is calculated using both attenuation values and is used to find

the final equilibrium H I number density. For most lixels, the second and third H I number density

values are identical.

Synthetic H I absorbers are identified in the light rays using the newly calculated H I number

densities. An absorber is defined as a set of contiguous lixels with an H I number density above a

specified threshold. We adopt a threshold of nHI = 10−13 cm−3 for this paper. The numbers and

column densities of absorbers are not sensitive to the specific choice of threshold. For our adopted

threshold, the NHI ≥ 1014 cm−2 absorbers considered in our analysis contain a median of 21 lixels.
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Table 4.1. Number of lixels with UVB attenuations above the specified thresholds

Model Attenuation Threshold
1% 2.5% 5% 10% 20%

External Attenuation 3425 745 249 81 16
Self Absorption 86 52 28 18 11
Total Attenuation 3429 759 266 93 28

Each absorber has a column density calculated from its component lixels, as well as column-density

weighted mean gas properties such as temperature and H I number density. Egan et al. (2014)

showed that column densities calculated with a similar “contour method” are in good agreement

with values determined from synthetic spectra. Absorbers also store information on the distances

and properties of nearby dark matter halos.

4.4 Results

Mean UVB attenuations were calculated for all 2.3 × 106 lixels across our 2000 light rays.

The light rays are randomly located, so the majority of these lixels are in the volume-filling voids

of the simulation. The median H I number density in the simulation is 8.9× 10−15 cm−3, which for

a path length of 5 Mpc corresponds to a column density of 1.4× 1011 cm−2 or an optical depth of

5.8× 10−7. This means that most of the lixels suffer no meaningful attenuation of the UVB. Only

3425 lixels (0.15%) have a UVB attenuation of at least 1%. Including the self-absorption correction

increases this to 3429 lixels. Only 93 lixels have a total attenuation of at least 10%. Table 4.1

summarizes the number of lixels above various attenuation thresholds.

The clustering of matter in overdense regions makes the H I number density of a lixel a good

predictor of its UVB attenuation. Figure 4.3 shows the distribution of UVB attenuations (without

self-absorption) as a function of nHI . At the median simulation nHI of 8.9 × 10−15 cm−3, the

probability of a 5% or greater attenuation is ∼ 10−6. Reaching a 10% probability for 5% attenuation

requires nHI & 10−9 cm−3. H I number densities this high are only found in overdense regions,
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Figure 4.3 Histogram of external UVB attenuation as a function of lixel H I number density. The
red squares, blue diamonds, and black circles show the fraction of lixels with attenuations of at least
5%, 10%, and 20%, respectively. Number densities nHI & 10−9 cm−3 are needed for a 10% chance
of local UVB attenuation of ≥ 5%. The bottom panel is a histogram of the lixel nHI distribution.
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typically in the vicinity of a galaxy. Of the lixels with nHI > 10−9 cm−3, 79% are found within the

virial radius of the nearest dark matter halo. Greater UVB attenuations require correspondingly

higher gas densities. A 10% chance of 10% attenuation requires nHI & 10−8 cm−3, with 93% of

these lixels found within a halo’s virial radius. The corresponding values for 20% attenuation are

nHI & 10−7 cm−3 with all lixels within rvir of the nearest halo.

A reduced flux of ionizing photons is not sufficient to guarantee a change in the hydrogen

ionization balance of a lixel. H II is produced through both photoionization and collisional ioniza-

tion. For a reduced photoionization rate to produce a significant increase in the neutral hydrogen

fraction, photoionization must be the dominant ionization process. The balance between the ion-

ization rates depends on both density and temperature. Figure 4.4 shows the ratio of the two

ionization rates as a function of electron density and temperature. At the low densities found in

the IGM, photoionization is always the dominant process for hydrogen. However, in the overdense

regions where UVB attenuation becomes important, collisional ionization becomes significant for

T & 105 K. The majority of this dense gas is at cooler temperatures, but 12% of the lixels with

nHI > 10−9 cm−3 are collisionally ionized.

Observationally, H I in the IGM is seen primarily through absorption lines, from which

column densities (NHI) and gas properties are inferred. There is a particularly strong correlation

between NHI and the density of the absorber’s gas, shown in Figure 4.5 for our simulated absorbers.

The correlation does have a significant spread, with absorbers exhibiting a range of ∼ 2 dex in

nHI at fixed column density. Low column density absorbers are by far the most common, with

absorber counts peaking at logNHI ≈ 12.2 and log nHI ≈ −11.9. As discussed earlier, a density

of nHI & 10−9 cm−3 is required for 10% probability of ≥ 5% UVB attenuation. This corresponds

to a column density of NHI & 1015 cm−2. The likelihood of significant UVB attenuation increases

further at high column densities. In addition, the ionization balance shifts more firmly in favor of

photoionization at the highest column densities. For 1015 cm−2 < NHI < 1016 cm−2, eight out of

47 absorbers are dominated by collisional ionization, while for NHI ≥ 1016 cm−2, the same is true

for only one out of 34 absorbers.
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to the data in Figure 4.3. The majority of absorbers with NHI < 1015 cm−2 have densities too low
to see significant UVB attenuation.
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Table 4.2. Increases in NHI due to external attenuation of the UVB.

NHI Nabs NHI Ratio
(cm−2) > 1.05 > 1.1 > 1.2

1014 – 1015 205 3 0 0
1015 – 1016 47 7 2 0

1016 – 1017.2 29 22 11 4
> 1017.2 5 5 5 4

Note. — Columns give counts of absorbers
above the specified thresholds in the ratio of
attenuated to unattenuated column density.

Our absorber creation method allows us to directly compare the column densities of absorbers

with and without attenuation of the UVB. A baseline set of H I absorbers are identified using the

unattenuated equilibrium nHI values. Column densities are then calculated for the same sets of

lixels using the H I number density fields with UVB attenuation included to produce sets of matched

absorbers. Tables 4.2 and 4.3 summarize the changes in column density due to external attenuation

and external attenuation plus self-absorption, respectively. The derived column density ratios are

in good agreement with our qualitative inferences from Figure 4.5. Significant UVB attenuation

is rare for column densities below 1015 cm−2, and self-absorption effects are entirely absent. The

importance of attenuation grows at the highest Lyα forest column densities, but a 5% or greater

increase in NHI is still seen in fewer than 25% of absorbers. Partial Lyman-limit systems are

significantly impacted by external attenuation, with 22 out of 29 absorbers exhibiting an increase

in column density of 5% or more. At the highest end of the column density distribution, our light

rays contain five Lyman-limit systems with NHI > 1017.2 cm−2. The LLSs are all found in high

density environments, with external UVB attenuation resulting in H I column density increases of

at least 10%. By definition, a LLS also experiences significant self-absorption. This self-absorption

can have extreme effects on the resulting column densities; the highest column density system in

our data undergoes a more than 20-fold increase in NHI from 1.0× 1018 cm−2 to 2.2× 1019 cm−2.
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Table 4.3. Increases in NHI due to external attenuation and self-absorption of the UVB.

NHI Nabs NHI Ratio
(cm−2) > 1.05 > 1.1 > 1.2

1014 – 1015 205 3 0 0
1015 – 1016 47 10 2 0

1016 – 1017.2 29 26 18 11
> 1017.2 5 5 5 5

Note. — Columns give counts of absorbers
above the specified thresholds in the ratio of
attenuated to unattenuated column density.

For these systems, the calculated final column densities are likely underestimates, as our simple

self-absorption correction is no longer sufficient. We will discuss this in more detail in Section 4.5.2.

4.5 Discussion

The lack of even 5% increases in column density for H I absorbers with NHI ≤ 1015 cm−2

means that an “inverse proximity effect” is not important for the column density distribution of

Lyα forest absorbers. Figure 4.6 compares the simulated column density distributions both without

UVB attenuation (solid black) and with both external attenuation and self-absorption (dashed blue)

to the observed distribution from Danforth et al. (2016). Bringing the slopes of the simulated and

observed distributions into agreement for NHI & 1013.5 cm−2 would require many simulated Lyα

forest column densities to increase by a factor of ∼ 2 – 3 as opposed to the < 5% effect from local

attenuation.

Although the explanation for the slope of the Lyα forest column density distribution must lie

elsewhere, local attenuation of the UVB is important at higher column densities. The consistently

high degree of external UVB attenuation seen in the pLLSs and LLSs is not surprising. It simply

indicates that we do not view them from a privileged perspective; their observed high H I column

densities are matched by equally large columns out of the line of sight. The lack of attenuation
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Figure 4.6 Simulated H I absorber column density distributions without (solid black) and with
(dashed blue) local attenuation of the UVB compared to the observed distribution from Dan-
forth et al. (2016). Although the simulated and observed distributions are consistent for NHI .
1013.5 cm−2, the absorber counts in the simulated distribution drop off too steeply at higher col-
umn densities. The lack of significant increases in column density due to local attenuation for
NHI . 1016 cm−2 means that an “inverse proximity effect” cannot account for the difference in the
distributions.
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in Lyα forest absorbers with NHI < 1015 cm−2 means that the majority of these absorbers do

not come from outer regions of the same structures that produce pLLSs and LLSs. If they did,

then they would have significant H I optical depths in at least some directions out of the line of

sight. Instead, most of these absorbers come from structures with lower peak overdensities. Using

the information on nearby dark matter halos included in the light rays, we can compare the host

environments of the absorbers in these two column density ranges.

4.5.1 Nearest Halo Properties

The majority of Lyα forest absorbers are thought to arise in the IGM, likely along filaments in

the cosmic web. In contrast, the densities of pLLSs and LLSs require that they be circumgalactic

in origin. This implies that there must be some column density at which H I absorption lines

transition from primarily tracing the IGM to primarily tracing CGM gas. Figure 4.7 shows the

relationship between column density and distance to the nearest dark matter halo for our simulated

H I absorbers. Distances are measured relative to the halo’s virial radius, as this directly correlates

with the solid angle covered by the halo as viewed from the absorber. There is a clear transition

between IGM and CGM absorbers at NHI ∼ 1014 cm−2. Above this column density, almost all of

the absorbers are found within 2rvir of the nearest galaxy. The CGM H I absorbers include column

density ranges both with and without significant UVB attenuation, so the transition from IGM to

CGM absorbers is not the primary source of this difference.

Each absorber also stores information on the virial mass of the nearest halo. Figure 4.8

shows the distribution of halo virial masses for three different H I column density ranges. Only

absorbers within 2rvir of the nearest halo are included, as absorbers at larger distances are likely

associated with the IGM instead. Although each distribution has significant scatter, there is a

clear progression toward more massive halos for higher column density absorbers. The absorbers

with 1014 cm−2 < NHI ≤ 1015 cm−2 have nearest halos with a median mass of 1011 M� and a

median impact parameter of 1.0rvir (∼ 130 kpc), while the pLLS and LLS absorbers have host halos

with a median mass of 1011.7 M� and median impact parameter of 0.4rvir (∼ 90 kpc). This helps
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Figure 4.7 Histogram of absorber counts in bins of logNHI and distance to the nearest dark matter
halo. Distances are scaled to the halo’s virial radius. At a column density of ∼ 1014 cm−2, the H I

absorbers transition from tracing the IGM to tracing the CGM.

to explain the strong correlation of UVB attenuation with column density. Although all of these

absorbers are associated with the CGM of galaxies, higher column density absorbers are found near

more massive halos and at smaller impact parameters, which in turn leads to higher H I optical

depths.

The trends seen here are broadly consistent with circumgalactic H I column densities in the

COS-Halos survey (Tumlinson et al. 2011, 2013; Werk et al. 2012). COS-Halos used AGN sight

lines to probe the CGM of 44 galaxies with 1011.2 M� ≤ Mvir ≤ 1013.5 M� (with ∼ 80% having

Mvir ≤ 1012.5 M�) and impact parameters out to ∼ 150 kpc. Of their 40 H I detections, 9 had

NHI ≤ 1015 cm−2, 18 had 1015 cm−2 < NHI ≤ 1016 cm−2, and 13 had NHI > 1016 cm−2. Many of

the derived column densities are lower limits due to line saturation, so the true fraction of pLLSs

and LLSs is likely higher. The absorber counts are consistent with Figure 4.8, which shows that

for Mvir ≥ 1011.5 M�, absorbers in these three column density ranges are found in roughly equal

proportions. The relatively scarcity of NHI ≤ 1015 cm−2 absorbers in the COS-halos data is due to

their ∼ 150 kpc impact parameter cutoff, as many of our low column density absorbers are found

at larger separations.
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Figure 4.8 Histograms of nearest halo virial mass for absorbers with 1014 cm−2 < NHI ≤ 1015 cm−2

(solid black), 1015 cm−2 < NHI ≤ 1016 cm−2 (dot-dashed blue), and NHI > 1016 cm−2 (dashed
red). Only absorbers within 2rvir of the nearest halo are included. The high column density
absorbers are near significantly more massive halos.

4.5.2 Lyman-Limit Systems

The external UVB attenuations in our analysis are calculated using the unattenuated nHI

values from the simulation. However, in principle, the increased nHI values due to an attenuated

UVB in turn imply higher H I optical depths to neighboring regions. For the majority of regions

with low optical depths this second-order correction is insignificant. A percent-level change in the

density of given grid cell has only a minor impact on the optical depth of a 5 Mpc ray, and only a

small subset of the rays from a nearby lixel will pass through the cell. For lixels in these low-density

regions, our simple attenuation calculation produces accurate photoionization rates.

The accuracy of this approach begins to break down as optical depths approach unity. At this

point, the H I number densities with and without the attenuation correction can imply significantly

different optical depths. This is particularly true of LLSs where, by definition, the H I optical

depth at the hydrogen ionization threshold is at least one over a relatively small number of lixels.

This is the reason why our self-absorption correction uses the post-attenuation nHI value for a
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cell. However, for accurate column densities in pLLSs and LLSs, a fully iterative approach should

be used. Regions necessitating an iterative approach can be identified either by absorber column

densities, or by the same density cutoffs used for the self-absorption correction. In these regions,

alternating rounds of external attenuations and self-absorptions should be calculated for all cells

(instead of just cells intersected by a light ray), with the equilibrium densities calculated from each

step used as inputs for the next one. The iteration will continue until a desired accuracy is reached

in the lixels contained in the region. The rarity of LLSs means that the iterative approach will only

need to be applied in a small number of regions.

At the highest overdensities, even this iterative approach may prove insufficient. The densest

lixel in our light rays has nHI = 3.2×10−6 cm−3, which implies a column density of 9.2×1017 cm−2

across the length of the cell, or an optical depth of 4. At this point, attenuation of the UVB should

produce varying H I densities across the cell, and our assumption of a uniform nHI in the self-

absorption correction is no longer correct. Ideally, in a study of LLSs these high-density regions

would be simulated at higher spatial resolution, but this is not always feasible from a computational

standpoint. A computationally cheaper compromise is to increase the resolution of these regions for

the post-processing step only. Each high density cell can be refined into higher resolution subcells,

which are initialized with the parent cell’s gas properties. The initially uniform nHI of the subcells

will rapidly evolve due to variations in external UVB attenuation. With sufficient refinement, the

optical depth in any given subcell will be small, and only the external attenuation step will be

needed. Refinement in post-processing can thus serve as a more accurate replacement for the self-

absorption correction. Implementing and testing this approach is beyond the scope of the current

work, but would be quite useful in a study focused on the pLLS and LLS populations.

4.6 Summary

We implement a simple post-processing ray-tracing routine to determine the effects of local

density variations on the strength of the metagalactic ionizing UV background and its effects on

hydrogen ionization balance in the IGM and CGM. Using mock AGN lines of sight, we identify H I
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absorbers analogous to the structures found in observations of the Lyα forest. Our main results

are the following:

(1) Significant UVB attenuation is rare, with a 1% or greater effect seen in only 0.15% of the

lixels in our light rays.

(2) Both nHI of individual lixels and NHI of absorption systems correlate strongly with UVB

attenuation.

(3) Local attenuation is unimportant in the Lyα forest, with almost no effects seen for NHI ≤

1015 cm−2. An “inverse proximity effect” cannot explain the difference in slopes between

the simulated and observed Lyα forest column density distributions.

(4) Significant attenuation is found for N ≥ 1016 cm−2. With self-absorption included, pLLSs

commonly show a 10% or greater increase in column density, and all LLSs have at least a

20% increase in NHI .

(5) Almost all H I absorption systems with NHI > 1014 cm−2 are associated with the CGM,

with at least one dark matter halo of Mvir ≥ 1010.5 M� located within 2rvir. Higher column

density absorbers are found near more massive halos and at smaller impact parameters,

which leads to increased UVB attenuation.
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Chapter 5

Measuring the Spatial Extent of Circumgalactic Oxygen Absorbers in

Cosmological Simulations

The contents of this chapter have been submitted to Monthly Notices of the Royal Astronom-

ical Society as Moloney & Shull.

5.1 Abstract

Highly ionized oxygen is one of the most important tracers of flows of metal-enriched gas

between galaxies and the surrounding circumgalactic (CGM) and intergalactic medium (IGM).

O VI is well studied in the CGM, but only out to distances of one to two virial radii. We use a

large, uniform-resolution cosmological simulation to study the distribution of circumgalactic oxygen

ions around dark matter halos with 1011 M� ≤ Mvir ≤ 1014 M� at distances out to 5rvir. We use

models of collisional ionization equilibrium (CIE) and collisional + photoionization equilibrium

(C+P) to study the spatial distribution of O VI, O VII, and O VIII ion fractions, as well as

to construct simulated absorption covering factors modeled after the COS Halos survey of CGM

absorption lines. The CIE model produces an extended O VI distribution reaching distances of

4rvir, with helium-like O VII as the dominant ionization state in circumgalactic gas. The C+P

model restricts O VI to reside within the virial radius, with the majority of oxygen in the form of

hydrogenic O VIII. Analyzing the physical conditions underlying each ionization model, we find that

outside of the virial radius the dominant ionization process depends on the presence of high density

structures or interfaces below the resolution of our simulation. Identifying the true ionization state
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at these distances will require either simulations with higher spatial resolution or a COS Halos-like

study of O VI extending to large impact parameters. Additionally, we present a method for using

simulated covering factors as a prior to more accurately identify absorber-galaxy pairs in crowded

environments.

5.2 Introduction

Understanding the flows of gas into and out of galaxies is a crucial part of studying galaxy

growth and evolution. Inflowing gas from the intergalactic medium (IGM) can replenish the in-

terstellar medium (ISM) and provide fuel to sustain ongoing star formation. Disrupting this gas

accretion can quench star formation and lead to the transition from a star-forming disc galaxy to

a “red and dead” elliptical (Larson et al. 1980). Feedback from stellar winds, supernovae, and

active galactic nuclei (AGNs) ejects metal-enriched gas into the circumgalactic medium (CGM).

These outflows are seen in the local universe as the galactic winds of starburst galaxies such as

M82 (e.g., Watson et al. 1984). During the peak of star formation at z ∼ 2, strong galactic winds

were widespread. The ultimate fate of the ejected gas depends on the energetics of the wind (e.g.,

Oppenheimer & Davé 2006; Wiersma et al. 2010). Material traveling at speeds below the escape

velocity will eventually be re-accreted through a “galactic fountain” (Shapiro & Field 1976), while

faster-moving gas can escape the galaxy’s gravitational attraction and travel on to enrich the IGM

(Dekel & Silk 1986). At high redshift, the higher star formation rates and lower masses of typical

galaxies lead to significant IGM metal enrichment.

The large fractional abundance of oxygen makes its high ions some of the most useful ob-

servational tracers of galactic outflows and circumgalactic gas in general. O VI in particular has a

strong UV doublet at λλ 1032, 1038 Å which makes it the most commonly observed metal species

in warm-hot extragalactic gas. The COS Halos survey (Tumlinson et al. 2011; Werk et al. 2013)

found that strong O VI absorption is nearly universal within the virial radius of star-forming L*

galaxies. At temperatures of 106 K and higher, O VI has been replaced by O VII and O VIII. Much

of the volume of the CGM may contain gas in this hot phase (Stocke et al. 2013). Although the
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X-ray absorption from O VII and O VIII is significantly more difficult to detect, such absorption

has been observed in the CGM of the Milky Way (Nicastro et al. 2002; Gupta et al. 2012). Cosmo-

logical zoom simulations of the CGM (e.g., Oppenheimer et al. 2016; Gutcke et al. 2017) provide

additional context for the observations by connecting absorption lines to the underlying physical

conditions and masses of the gas phases that they trace.

Metal-enriched gas also plays an important role in understanding the IGM. At z = 0, a

significant fraction of the baryons in the universe reside in reservoirs that have not yet been identified

observationally (Shull et al. 2012b; Bregman 2007). Many of these “missing baryons” likely exist

in the Warm-Hot (WHIM) and hot phases of the IGM, which contain O VI, O VII, and O VIII.

Observational surveys of O VI absorption in the IGM (Tripp et al. 2008; Tilton et al. 2012; Savage

et al. 2014; Danforth et al. 2016) find ∼ 10% of the cosmic baryons in the O VI-traced WHIM.

Simulations indicate that an additional ∼ 15% of the baryons may be found in O VII and O VIII-

traced gas (Shull et al. 2012b). Some detections of O VII and O VIII absorption in the IGM have

been made in AGN sight lines (e.g., Fang et al. 2010; Nicastro et al. 2013). However, the small

sample size and low significance of the detections makes any statistical analysis of the hot IGM

phases problematic.

All of the oxygen seen in the IGM was originally created within galaxies, but an accurate

model of the flow of material from the CGM to the IGM is needed to place the IGM observations

in their proper context. However, our understanding of the distribution of oxygen in extended

circumgalactic gas is currently lacking. CGM observations of O VI such as COS Halos are restricted

to within the virial radius. Similarly, the refined volume of cosmological zoom simulations typically

extends to distances of only 2–3rvir. Most of the large IGM absorption line surveys have not

examined the distribution of their absorbers with respect to galaxies. Those that have (e.g., Stocke

et al. 2006, 2013) find modest covering factors for O VI out to distances of . 1 Mpc, but the sample

sizes are too small to fully constrain the O VI distribution.

In this paper, we use a large, uniform-resolution cosmological simulation to study the ex-

tended circumgalactic distribution of high oxygen ions. We use two ionization models to calculate
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the oxygen ion fractions: a collisional ionization equilibrium (CIE) model and a collisional +

photoionization (C+P) model. These two models allow us to explore the spatial distribution of

circumgalactic O VI, O VII, and O VIII and the physical conditions governing it. In Section 5.3,

we describe the methods used to run and analyze our simulation. Section 5.4 presents the spatial

distribution of circumgalactic O VI ion fractions and absorbers as a function of halo virial mass

(Mvir). Section 5.5 describes the spatial distribution of O VII and O VIII. In Section 5.6, we dis-

cuss the physical conditions responsible for setting the oxygen ion balance. We also describe the

difficulty of deciding which galaxy is responsible for a given absorption line in dense environments,

and propose a new method for determining this using simulated covering factors as a prior. Section

5.7 summarizes our conclusions. Throughout the paper, physical distances are given in comoving

units unless otherwise specified.

5.3 Simulation Methods

The simulation analyzed in this paper was run by Britton Smith and first described in Shull

et al. (2012a). The simulation was produced using the Eulerian N-body + hydrodynamics code

Enzo1 (Bryan et al. 2014). It covers a representative 50h−1 Mpc cosmological volume with a

uniform 15363 grid. This provides a dark matter particle mass of 2.2× 106h−1 M� and a grid cell

size of 32.6h−1 kpc. The simulation domain was initialized at z = 99 using the initial conditions

generator included with Enzo and run to z = 0. The cosmological parameters for the simulation are

the WMAP-7 concordance values (Komatsu et al. 2011) with Ωm = 0.273, ΩΛ = 0.727, Ωb = 0.0455,

H0 = 70.2 km s−1 Mpc−1, σ8 = 0.807, and ns = 0.961. The subgrid astrophysics models used in

the simulation, along with convergence testing and comparisons to observations, are fully described

in Smith et al. (2011). We summarize the details most relevant to the current research in the

following section.

Star particles are formed in the simulation following the prescription of Cen & Ostriker

(1992). Grid cells can form stars if they have a density of at least 100 times the critical density,

1 http://enzo-project.org
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negative divergence of the velocity field, and a cooling time of less than the dynamical time.

The star formation efficiency within these cells is set to 10%. Stellar feedback returns material

to the ISM and CGM in the form of gas, metals, and energy. A star particle returns 25% of

its total mass to the simulation, of which 10% takes the form of metals, and 10−5 of the star

particle’s rest mass energy is converted to thermal feedback. Although star particles are formed

instantaneously, feedback is gradual, with a rate that peaks after one dynamical time and then

decays exponentially. Spatially, stellar feedback is distributed evenly over a 27 grid cell cube

centered on the star particle. This “distributed feedback” model is necessary to mitigate the rapid

cooling and subsequent overproduction of stars that occurs if all feedback is deposited into a single

grid cell (Smith et al. 2011). The simulation does not contain a model for AGN growth and

feedback. The most important effect of this is that high mass galaxies that would typically have

their star formation quenched by AGN activity instead continue to produce stars through z = 0.

The thermal state of gas in the simulation is governed by a non-equilibrium chemistry solver

for H and He (Abel et al. 1997; Anninos et al. 1997). Metal cooling rates are derived from precom-

piled Cloudy2 (Ferland et al. 2013) tables under the assumption of ionization equilibrium and

solar metal abundances (Smith et al. 2008). Photoionization and radiative heating rates assume a

spatially uniform metagalactic UVB. The simulation uses the 2005 update to the Haardt & Madau

(2001) UVB, which is included in Cloudy. The UVB is initialized at z = 8.9 and reaches full

strength at z = 8.

5.3.1 Halo Finding

Dark matter halos were identified in 23 redshift outputs with 0 ≤ z ≤ 0.4 using the Rockstar

halo finder (Behroozi et al. 2013b). Rockstar finds halos and identifies substructure by linking

particles based on their distance in six-dimensional phase space. The halo catalogs produced for

each output include the position, peculiar velocity, virial mass, and virial radius of each halo. The

smallest halos in the catalogs have Mvir ≈ 109.5 M�. However, our analysis only includes halos

2 http://nublado.org
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with Mvir ≥ 1011 M�, which contain enough dark matter particles for robust star formation. The

Rockstar halo catalogs only include dark matter masses; stellar masses are calculated by summing

the masses of star particles within the halo’s virial radius. Star particles found within two or more

halos are assigned to the halo with the nearest center, scaled by the halo’s virial radius. This leads

to accurate stellar masses for central halos, but creates some uncertainty in the stellar masses of

satellites.

The virial masses and radii of halos play a central role in our analysis, and there is significant

variation in the definition of these terms in the literature. Rockstar calculates virial properties

using the redshift-evolving virial overdensity from Bryan & Norman (1998). The virial overdensity

(∆vir) is defined relative to the critical density and calculated as

∆vir(z) = 18π2 + 82 [Ωm(z)− 1]− 39 [Ωm(z)− 1]2 . (5.1)

For each halo, Rockstar identifies a sphere, centered on the halo position, with mean density equal

to ∆vir. The radius and enclosed mass of this sphere are taken as rvir and Mvir, respectively.

The resulting virial masses and radii exhibit a tight correlation that depends only on redshift. A

least-squares fit to this relationship in the halo catalogs gives

rvir = (121 kpc)(Mvir/1011 M�)0.335(1 + z)0.327 (5.2)

with an rms scatter in rvir of 3 kpc.

5.3.2 Light Ray Creation

We conducted our analysis on a set of 430 mock AGN sight lines constructed from the same

23 simulation outputs used for the halo catalogs. A randomly oriented ray is chosen through each

output, beginning at the output redshift and with sufficient pathlength to cover the ∆z to the next

output file. The rays are then combined into a single sight line covering the full redshift range

0 ≤ z ≤ 0.4. Each sight line consists of thousands of individual line elements (lixels), which are the

portion of the sight line passing through a single grid cell of the simulation. The light ray stores



74

the gas properties of each lixel, including density, temperature, bulk velocity, and metallicity. In

addition, all halos within 5rvir of a lixel are identified, and their unique identifiers, virial masses,

virial radii, and distances to the lixel are recorded. If no halo is within 5rvir, then the properties

of the nearest halo (scaled to the halo’s virial radius) are stored instead.

Ionization fractions for O VI, O VII, and O VIII are calculated from the gas properties of each

lixel using two different models. The first model assumes pure CIE. This model depends only on

gas temperature and uses ionization tables from Sutherland & Dopita (1993). The second model

uses equilibrium values including both collisional and photoionization processes. The C+P model

calculates ionization fractions by interpolating the lixel gas properties on three dimensional grids

of redshift, density, and temperature. We use grids from Oppenheimer et al. (2012), which were

constructed from Cloudy models using the Haardt & Madau (2001) UVB. Ionization fractions are

converted to number densities using the gas metallicity and assume solar abundance ratios.

Observational studies of AGN sight lines identify O VI through absorption lines. We identify

synthetic absorbers in each sight line for comparison to observations. An absorber consists of a set

of contiguous lixels where the ion of interest’s number density is above a fixed floor (10−13 cm−3

for O VI). The absorber’s column density is determined by integrating the number density of the

ion along the length of the absorber. Column densities derived using this method are insensitive to

the specific choice of density floor. Across our three ions and two ionization models, adjusting the

density floor by 1 dex in either direction changes the number of identified absorbers by a maximum

of 7.4% and a median of 1.2%. Column densities in this manner are also in good agreement with

results from more sophisticated methods using synthetic spectra (Egan et al. 2014).

5.4 O VI Spatial Distribution

O VI is one of the most widely studied IGM metals due to the high abundance of oxygen

and its strong UV doublet. Although the primary focus of this paper is on circumgalactic gas,

comparisons to IGM observations provide a good test of metal production and ionization modeling

in the simulation. Danforth et al. (2016) provide the most comprehensive study of the low-redshift
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IGM to date, with 280 O VI absorption systems across 82 AGN sight lines. Figure 5.1 compares

their cumulative O VI column density distribution to the simulated results from our two ionization

models. The CIE distribution qualitatively matches the shape of the observations, but its nor-

malization is too high by a factor of 2–3 at all column densities. The C+P model produces more

accurate numbers of low column density absorbers, but it converges with the CIE distribution

at high columns, overpredicting the observations for NOV I & 1014.2 cm−2, which is the relevant

column density range for CGM O VI absorption.

The primary cause of the high O VI abundance is an overproduction of stars, and hence

metals, in the simulation. Figure 5.2 shows the stellar mass fractions of our simulated halos at

z = 0 as a function of Mvir. The red line shows the median value for all halos with non-zero stellar

mass, with the shaded region encompassing the middle 50% of the distribution. The blue line shows

an observationally constrained distribution from the abundance matching model of Behroozi et al.

(2013a) for comparison. The lack of a turnover in the simulation at high virial mass is due to the lack

of AGN feedback mentioned in Section 5.3. The deviations at lower halo mass (Mvir ∼ 1012 M�)

where AGN activity is less pronounced may be partially due to some remaining overcooling and

subsequent enhanced star formation from the distributed stellar feedback. Increased star formation

leads to increased metal production, which in turn creates the elevated O VI column densities seen

in Figure 5.1. Increased metallicity also produces enhanced metal line cooling. However, other than

that, the effects on the fractional abundances of the oxygen ions studied in this paper are relatively

small. In the context of this paper, the most useful interpretation of the elevated metallicity is that,

while the spatial distribution of oxygen absorbers is accurate, their column densities are elevated

by ∼ 0.3 dex relative to observations.

5.4.1 Ionization Fraction

We begin studying the spatial distribution of O VI around halos by directly examining the

O VI ionization fraction. The small difference in the ionization energies needed to create O VI

and to ionize it to O VII (114 vs 138 eV) means that O VI is never a majority species. In CIE,
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Figure 5.3 Spatial distributions of circumgalactic O VI enriched gas as a function of halo mass
and radial distance (in virial radii). The colour bar indicates the fraction of lixels with an O VI

ionization fraction of at least 1%. The left panel shows results for the CIE model, while the right
panel shows the C+P abundances. Contours on the figure show lines of constant radial distance in
physical units based on the relationship from Equation 5.2 with z = 0.2.
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the peak ionization fraction of O VI is only 20%. However, the high overall abundance of oxygen

and the strength of the O VI UV doublet means that even percent-level ionization fractions can

produce observable column densities. Figure 5.3 shows the spatial distribution of O VI enriched

gas, where we define a lixel as enriched if it has a fractional O VI abundance (relative to the total

oxygen abundance) of at least 1%. In the CIE model (left panel), O VI is found in a broad region

extending out to several virial radii around halos with 11.8 . log(Mvir/M�) . 12.8.

The C+P ionization model produces a markedly different distribution. O VI enriched gas is

only found around halos with log(Mvir/M�) . 12.2. The spatial extent of the gas is also restricted

to distances of 1.5rvir and below for the more massive halos. Only for halos below 1011.5 M� does

the O VI enriched gas extend to distances of 2 virial radii and beyond. O VI is also more prevalent

in the extended CGM of low mass halos than it is in any location in the CIE model.

The differences between the two models are due to the low gas densities found in the extended

circumgalactic gas. At these low densities (nH < 10−4 cm−3), gas that would contain O VI under

CIE can be photoionized to O VII or higher ionization states given sufficient EUV and soft X-ray

radiation fields (Oppenheimer & Davé 2009; Ford et al. 2013). At the same time, cooler gas around

low mass halos (due to their lower virial temperatures) can be photoionized from low oxygen ions

up to O VI. The gas conditions responsible for the differences between the two ionization models

and the implications for the ionization state of circumgalactic oxygen will be discussed in more

detail in Section 5.6.

5.4.2 Covering Factor

Ionization fraction is only one of the factors affecting the observability of O VI absorption.

Gas density and metallicity combine with ionization fraction to determine the O VI number density.

In addition, an AGN sight line passing near a galaxy will intersect gas with a range of radial

distances determined by the sight line’s impact parameter (distance of closest approach). To make

comparisons to observations, we need to use discrete absorbers rather than individual lixels. COS

Halos (Tumlinson et al. 2011, 2013; Werk et al. 2012, 2013) is the most comprehensive study
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of circumgalactic O VI to date, so we match the creation of our synthetic observations to their

techniques for ease of comparison.

Each dark matter halo within 5rvir of a given light ray is assigned a systematic redshift based

on the redshift of the nearest lixel. The peculiar velocity of the halo is then projected along the

line of sight and used to create an observed redshift (zobs) for the halo. Each lixel of the light

ray is also assigned a zobs based on the lixel’s systematic redshift and the bulk velocity of the gas.

The zobs of absorbers, created as described in Section 5.3.2, is the O VI column density weighted

mean zobs of the component lixels. An absorber is considered associated with a given halo if the

velocity offset (∆v) implied by their respective zobs is less than 300 km s−1, the velocity window

used by COS Halos. The exact size of the velocity window has only a minor effect on the number

of halo-absorber pairs. Using ∆v < 200 km s−1 decreases the number of pairs by 20% for both

ionization models. Broadening the velocity window to ∆v < 400 km s−1 increases the number of

pairs by 17% and 14% for the CIE and C+P models, respectively. In observations, absorption from

multiple physical structures can be blended and difficult to distinguish. To account for this, we use

the sum of the column densities of all absorbers within the velocity window as the column density

of the absorption system associated with a given halo.

Figure 5.4 shows the spatial distribution of circumgalactic O VI absorption systems expressed

as area covering factors. We define covering factor as the fraction of light ray-halo pairs with an

associated O VI absorption system of NOV I > 1014 cm−2 located within the velocity window. This

column density cut is at the upper end of the range of limiting column densities for the star-forming

COS Halos galaxies (1013.5 cm−2 to 1014.0 cm−2) to account for the the overproduction of metals

in the simulation.

Within one virial radius, both ionization models produce qualitatively similar area covering

factors. Absorbers are common over a wide range of halo masses extending up to Mvir ≈ 1013 M�.

The peak O VI covering factors are found at somewhat lower virial masses in the C+P ionization

model. The majority of the COS Halos observations fall within this one virial radius range. The

star-forming galaxies in COS Halos (which are more representative of the halos in our simulation
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Figure 5.4 Covering factors of O VI as a function of halo mass and impact parameter (in virial
radii). The covering factor within a given bin is defined as the fraction of light ray-halo pairs with
an associated O VI absorption system with NOV I > 1014 cm−2. The left panel shows covering
factors for the CIE model, while the right panel contains the C+P distribution. Contours are the
same as in Figure 5.3.

than passive galaxies) have typical masses in the range 11.5 . log(Mvir/M�) . 12.1 and an overall

O VI covering factor of 90%. At the low mass end, this is in moderate tension with the CIE model,

which produces covering factors of 40–60%. For halo masses of ∼ 1012 M� both ionization models

produce area covering factors of ∼ 80%. The significantly lower (∼ 30%) O VI covering factors

around passive COS Halos galaxies may be heavily influenced by AGN feedback (Suresh et al.

2015), which is absent in our simulation.

Beyond one virial radius, the two ionization models produce completely different results. In

the CIE model, the spatially extended O VI enriched gas from Figure 5.3 leads to covering factors

≥ 40% out to distances of 4rvir for halos with 12.0 ≤ log(Mvir/M�) ≤ 13.0. In contrast, the C+P

model leads to almost no O VI absorbers beyond the virial radius with column densities above

1014 cm−2. Which ionization model is more accurate has important implications for the potential

existence of extended O VI enriched halos around Milky Way-mass galaxies.

It is worth noting that the O VI covering factors at large impact parameters (> 4rvir) are

not representative of the abundance of O VI absorbers in the general IGM. Galaxies typically exist

in overdense environments, so even gas not directly influenced by the galaxy will have higher than
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average O VI number density. In the CIE model, the mean covering factor for impact parameters

between 4 and 5rvir is 23%, while the equivalent covering factor for a randomly chosen IGM location

is only 4.3%. For the C+P model the equivalent covering factors are 4.1% and 0.8% for large impact

parameters and random IGM locations, respectively.

5.5 O VII and O VIII Distributions

Although O VI is the oxygen species most commonly observed in the CGM and IGM, it is

not the most abundant oxygen ion. Much of the volume of the IGM is thought to be filled with hot,

low density gas where the oxygen is in the form of O VII, O VIII, or fully ionized O IX. Shull et al.

(2012b) estimate that 15% of the baryons at z = 0, roughly half of the “missing baryons,” may be

in gas traced primarily by O VII and O VIII. The spectral lines of these ions are primarily weak

X-ray transitions, which makes detecting this gas costly in terms of observing time at the relatively

low spectral resolution of Chandra and XMM-Newton. Understanding the spatial distribution and

column densities of potential O VII and O VIII absorbers is an important precursor to any planned

observations.

Figure 5.5 shows the spatial distribution of O VII (left) and O VIII (right) for the CIE model.

The distribution of O VII is similar to the O VI distribution in Figure 5.3 but for a higher halo mass

range of 12.3 . log(Mvir/M�) . 13.5 and with a significantly greater peak abundance. The O VIII

enriched gas is restricted to a narrow range of halo masses above 1013 M� and radial distances

of less than 2rvir. Figure 5.6 shows the equivalent spatial distributions for the C+P model. In

this model, O VIII is the dominant oxygen species in the majority of the circumgalactic gas. The

abundance of O VIII in some regions is so high, that in the right panel of Figure 5.6 we raised

the cutoff for a lixel to be considered O VIII enriched from an ionization fraction of 0.2 to 0.4 to

maintain sufficient dynamic range. In both ionization models, the CGM around group-mass halos

(top left corner of the figures) is missing both O VII and O VIII and is instead filled with fully

ionized oxygen. The diagonal swath in the right panel of Figure 5.6 where the O VIII abundance

dips is similarly dominated by O IX, while the O VIII-containing gas in the upper-right corner is
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Figure 5.5 Spatial distributions of circumgalactic O VII (left) and O VIII (right) enriched gas for
the CIE model as a function of halo virial mass and radial distance. The color bar indicates the
fraction of lixels that are enriched in the given ion. A lixel is considered enriched in its respective
ion if the ion’s ionization fraction is at least 0.2. Contours on the figure show lines of constant
radial distance in physical units based on the relationship from Equation 5.2 with z = 0.2.
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Figure 5.6 Same as Figure 5.5 but for the C+P model. The ionization fraction required for a lixel
to be considered O VIII enriched has been increased to 0.4 due to the overall high O VIII fraction.
O VIII is by far the dominant oxygen species in circumgalactic gas in the C+P model. The narrow
diagonal band in the right panel where the O VIII abundance dips primarily contains fully ionized
O IX.
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photoionized gas in the cool phase of the IGM (T < 104 K).

We determine covering factors for O VII and O VIII absorbers using the methodology de-

scribed in Section 5.4.2. Due to the higher ionization fractions and weaker spectral lines of the ions,

we require a minimum column density of 1015 cm−2 for a halo to considered to have an associated

O VII or O VIII absorption system. Figure 5.7 shows the spatial distribution of covering factors

for the CIE model. Sight lines with O VII absorption are ubiquitous in this model, with covering

factors above 40% for almost any choice of Mvir and impact parameter. This abundance extends

into the IGM, with a covering factor for randomly chosen IGM locations of 6.1%. The peak O VII

covering factors occur for halo masses of 12.2 . log(Mvir/M�) . 13.2 and impact parameters out

to 3 virial radii. The distribution of O VIII absorbers in the CIE model is much smaller, with high

column densities only common around halos with Mvir & 1012.5 M� and within 1.5 rvir.

The situation reverses in the C+P model, shown in Figure 5.8. O VIII is still the only oxygen

species with significant column densities around halos with Mvir > 1013.5 M�, but now it also has

higher covering factor than O VII for halos down to Mvir ≈ 1012 M�. The spatial extent of O VII

in this model is limited to impact parameters of 1.5 rvir or less. Significant O VIII covering factors

extend out to distances of ∼ 3rvir for virial masses in the range 12.3 . log(Mvir/M�) . 13.0.

Both oxygen ions have modest IGM abundance, with covering factors for randomly chosen IGM

locations of 1.6% and 3.3% for O VII and O VIII, respectively.

5.6 Discussion

The two ionization models considered in this paper, pure collisional ionization equilibrium and

collisional + photoionization equilibrium, produce markedly different pictures of the ionization state

of circumgalactic oxygen. In the CIE model, O VI is abundant in a large swath of circumgalactic

gas extending beyond 3 virial radii and centered on Milky Way-mass halos. O VII is the dominant

circumgalactic oxygen species, with covering factors above 40% for almost all halo masses and

impact parameters. O VIII is common only in a narrow region within 2rvir of group-mass halos.

In the C+P model, the typical ionization state of circumgalactic oxygen is much higher. The
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Figure 5.7 Covering factors of O VII (left) and O VIII (right) for the CIE model as a function of
halo mass and impact parameter (in virial radii). The column density required for a halo to have
an associated absorption system is 1015 cm−2. Almost all circumgalactic gas exhibits high covering
factors of O VII in this model. Contours on the figure show lines of constant radial distance in
physical units based on the relationship from Equation 5.2 with z = 0.2.
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Figure 5.8 Same as Figure 5.7 but for the C+P model. The relative importance of O VII (left)
and O VIII (right) has swapped between the two models. With photoionization taken into account,
O VIII is now the dominant X-ray tracer of circumgalactic gas beyond the virial radius. The exact
balance between O VII and O VIII depends on the intensity of the EUV and soft X-ray radiation
fields.
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O VI absorbers are only abundant in the range of halo masses and impact parameters probed by

COS Halos. The spatial distribution of O VII is also restricted to within 2rvir for most halo masses,

extending to large distances only for halos with Mvir < 1011.5 M�. Instead, O VIII is the dominant

circumgalactic oxygen species. High column density O VIII absorbers are ubiquitous within the

virial radii of galaxies for Mvir > 1012 M� and extend to impact parameters of ∼ 3rvir for halos

with Mvir ≈ 1012.7 M�.

Reconciling these competing models is a necessary step for planning future observations of

circumgalactic oxygen ions. A study aimed at finding the extended O VI halos predicted by the CIE

model would be fruitless if the C+P picture is correct. Similarly, attempts to detect CGM O VII

and O VIII through X-ray absorption would be best focused on different halo masses and impact

parameters in the two models. In the following subsections we begin this process by examining the

physical processes behind each ionization model and discussing ways to determine which conditions

prevail in different circumgalactic regions.

5.6.1 Collisional Ionization Equilibrium

CIE is the simpler of the two models, as it depends on only a single parameter - the gas

temperature. O VI is abundant in a narrow temperature range near 105.5 K. The large gap between

the ionization energies needed to produce and destroy O VII gives it near unity abundance over a

wide range of temperatures between 105.6 and 106.1 K. O VIII becomes the dominant oxygen species

at T ≥ 106.3 K and maintains percent level ionization fraction until 107 K, at which point almost

all of the oxygen is fully ionized.

Figure 5.9 shows the radial temperature distribution for halos in three mass ranges centered

on 1011.5 (left), 1012.5 (center), and 1013.5 M� (right). The temperature distribution for each mass

range is peaked around a central value that increases with increasing Mvir. For the 1013.5 M�

halos, the temperature distribution becomes dominated by cool T ≈ 103 K gas beyond 3rvir. This

temperature is characteristic of cold IGM gas and indicates the declining influence of the central

halo at these distances. The virial theorem can be used to predict a temperature for a simple
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Figure 5.9 Histograms of gas temperature as a function of radial distance for dark matter halos
with masses of 1011.5 (left), 1012.5 (center), and 1013.5 M� (right). Circumgalactic gas temperature
increases with increasing Mvir. The growing abundance of cold gas at large distances from 1013.5 M�
halos indicates the onset of a typical IGM temperature profile.

isothermal halo, which at z = 0 scales as

Tvir = (105.7 K)(Mvir/1012 M�)2/3. (5.3)

This predicts virial temperatures, from low to high Mvir, of 105.4, 106.0, and 106.7 K for the three

halo mass ranges in Figure 5.9. In all three cases, the peak of the CGM temperature distribution is

∼ 0.2 dex below the predicted Tvir. This slight decrease in temperature is likely due to the effects

of metal cooling. Therefore, in our CIE model, the halo mass determines the typical temperature

of circumgalactic gas, which in turn determines the oxygen ionization balance. The T ≈ 105.5 K

temperatures required for O VI are found in halos with 12.0 . log(Mvir/M�) . 12.5, matching the

results from Section 5.4. O VII and O VIII are found primarily in higher mass halos with higher

virial temperatures.

These results agree with one of the main conclusions from Oppenheimer et al. (2016). They

used cosmological zoom simulations of galaxies with a range of masses to study the distribution of

O VI within ∼ 2rvir. For L* galaxies and group-mass halos, they find that within the virial radius,

the CGM gas temperature is well matched to the virial temperature. The halo temperature is the

primary factor influencing the O VI abundance within the virial radius in their non-equilibrium

C+P model.
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Figure 5.10 O VI (left), O VII (middle), and O VIII (right) ionization fractions as a function of
hydrogen number density and gas temperature. The abundances are taken from the C+P model
at z = 0. At high nH where collisional processes dominate, the ionization state is only a function
of T. At densities near the virial overdensity, photoionization becomes important for all three ions.

5.6.2 Collisional + Photoionization Equilibrium

The C+P model adds density (and redshift) as an additional parameter affecting the oxygen

ionization balance. Collisional ionization is a two-body process with a rate dependent on both the

ion and electron densities, while photoionization depends only on the ion density and the ionizing

photon fluxes above the thresholds: 114 (O V), 138 (O VI), 739 (O VII), and 871 eV (O VIII).

Figure 5.10 shows the C+P ionization balance for O VI (left), O VII (middle), and O VIII (right)

at z = 0. Photoionization becomes important for O VI at densities of nH . 10−4.5 cm−3, or

photoionization parameters of logU & −1.5. This corresponds to 165 times the mean hydrogen

density in the simulation, which is comparable to the virial overdensity. Within the virial radius,

the O VI abundance should primarily be determined by collisional ionization, while at large radial

distances photoionization becomes important. O VII and O VIII have similar thresholds for the

onset of photoionization.

The C+P ionization balance in Figure 5.10 explains the shape of the ion abundance distri-

butions in Figures 5.3 and 5.6. As density decreases, the peak abundance of a given ion shifts to

lower temperatures. In the simulation, lower density corresponds to larger radial distances, while

lower temperature corresponds to smaller Mvir. This explains the curved abundance distributions,

as the abundance peaks shift to greater distances from lower mass halos. The relationship between
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halo Mvir and ionization state from the CIE model is still present, with higher oxygen ions found

around more massive halos at fixed radial distance.

The balance between collisional and photoionization also depends on redshift. Density evolves

as (1 + z)3, and the strength of the UVB increases as (1 + z)γ with a γ that depends on the specific

UVB. The Haardt & Madau (2001) background used in the C+P model has γ = 3.1, so the

transition from collisional to photoionization is largely independent of redshift. However, more

recent characterizations of the UVB (e.g., Shull et al. 2015; Khaire & Srianand 2015) find γ ≈ 4.5.

In this case, photoionization may become important even within the virial radius at higher redshift.

5.6.3 CIE vs C+P

The C+P model includes the full effects of collisional processes. Therefore, in principle it

should be superior to the model with only collisional ionization. However, the balance between

collisional and photoionization in the C+P model is determined by the average densities present

on the spatial scales that are resolved in the simulation. For our 15363 simulation, this corresponds

to the grid cell size of 32.6h−1 kpc. If substructures exist on smaller spatial scales in the CGM and

IGM with sufficient density to be collisionally dominated, then the CIE model is more appropriate

in these regions.

Within rvir, there is strong evidence for the existence of these substructures. Within the

Milky Way’s halo, dense structure is seen in the form of high-velocity clouds (HVCs). Typical

HVC complexes have sizes of ∼ 15 kpc, with further cloud structure on smaller scales (Putman

et al. 2012, and references therein). Dense molecular clouds are seen entrained in outflows from

starburst galaxies such as M82 (e.g., Salas et al. 2014), at least some of which may reach the CGM.

Stocke et al. (2013) used photoionization modeling of CGM absorbers to infer cloud sizes of 0.08 -

31 kpc. Zoom simulations such as those in Oppenheimer et al. (2016) also create dense substructure

at distances of . 0.5rvir. O VI may also be found in interfaces between the ambient CGM and

dense clouds, which would imply even smaller spatial scales.

Direct evidence of dense substructure is lacking at distances outside of rvir, but the existence
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of at least some structure can be inferred. As shown in Figure 5.1, the C+P model underpredicts

the abundance of O VI absorbers with NOV I ≤ 1014 cm−2 despite the overproduction of metals.

These lower column density absorbers are found in the IGM, implying the existence of at least

some substructure at larger radial distances. However, the abundance of these features is poorly

constrained.

One possible means of determining the distribution of density structures in the extended CGM

and IGM is through higher resolution simulations. Simulations using moving-mesh techniques are

particularly promising, as the spatial resolution automatically increases in dense regions. Structures

on the scale of an HVC complex have gas masses on the order of 3× 105 M� (Putman et al. 2012)

and would require a grid cell gas mass of ∼ 104 M� to resolve. Resolutions this high are readily

attainable in galaxy-scale simulations, but are computationally challenging to extend to distances

of 5rvir around L* and above galaxies. If O VI instead exists in sub-kpc dense clouds or CGM-cloud

interfaces, then the computational cost of resolving these structures over a sufficiently large volume

would likely prove prohibitive.

An alternate approach is a COS Halos-like survey focused on impact parameters beyond the

virial radius, where abundant O VI is predicted by the CIE model but not the C+P one. Detection of

significant O VI covering factors would then indirectly indicate the existence of dense substructure.

The difficulty here lies in identifying galaxies near each sight line. The area that needs to be

surveyed grows as the square of the impact parameter. In addition, the number of galaxies near

a given absorber grows with impact parameter as well. This makes it hard to uniquely determine

galaxy-absorber pairs, a problem that will be discussed in the next section.

5.6.4 Host Halo Confusion

Uniquely matching circumgalactic O VI absorbers to galaxies is a difficult observational task.

Often, multiple galaxies are close to a given absorber, complicating the identification of the source

of the absorbing gas. This problem only grows worse when looking at large impact parameters as

the definition of a “nearby” galaxy becomes looser. For our CIE model, 30% of the O VI absorbers
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with NOV I > 1014 cm−2 have at least two halos within 3rvir. Correctly matching these ambiguous

absorbers to their source halos is necessary for an accurate picture of the circumgalactic O VI

distribution. Observers typically assume that an absorber is associated with the nearest galaxy,

using the impact parameter either in physical units or scaled to the galaxy’s virial radius. We test

both methods on our simulated absorbers and compare the results. In addition, we implement

a third method that uses our simulated covering factors as a prior. For each halo near a given

absorber, we use the halo’s virial mass and impact parameter to determine the associated covering

factor. This covering factor, normalized by the sum over all nearby halos, is taken as the probability

of the absorber being associated with that specific halo.

We applied all three methods to each ambiguous absorber and tested how often the methods

agreed. The two different metrics for the nearest halo (physical and scaled distance) agreed 54%

of the time. The worst agreement was between the physical impact parameter and covering factor

weighting methods. The most probable associated halo in the covering-factor method was only the

physically closest halo for 38% of the absorbers. The scaled impact parameter method agreed with

the covering factor weighting 69% of the time. All of these agreement percentages are low enough

that the choice of method is clearly important.

Figure 5.11 compares the distribution of Mvir for the halos associated with O VI absorbers

using each disambiguation method. Two different distributions are plotted for the covering-factor

method. The first takes the mass of the halo with the highest probability of being associated with

the absorber (blue dashed), while the second weights the virial mass of each associated halo by its

respective probability (cyan). Determining halo-absorber associations by physical impact parameter

unrealistically favors low mass halos. Both other methods favor Milky Way-mass halos, with the

most probable halos from the covering factor method producing a much narrower distribution.

The probability-weighted distribution for the covering factor method likely overestimates the

importance of low mass halos. The left panel of Figure 5.4 shows covering factors of ∼ 20% even

for impact parameters beyond 4rvir around low mass halos. These O VI absorbers are unlikely

to be directly associated with the halo; instead they arise from dense regions of the nearby IGM.
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Figure 5.11 Histogram of Mvir for the halos associated with CIE O VI “ambiguous absorbers” using
each method of matching absorbers to halos. The black dotted and red dash-dotted histograms
were made by matching absorbers to the closest halo measuring by physical impact parameter and
impact parameter scaled to the halo’s virial radius, respectively. The blue dashed histogram uses
the halo with the highest probability of being associated with a given absorber from our covering
factor method. The cyan histogram instead uses the virial masses of all nearby halos, weighted by
their respective probabilities.
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The covering factor method could be adapted to account for this by taking the mean covering

factor at large impact parameters (4-5rvir) as the probability of an absorber being associated with

the IGM rather than a specific halo. This value could then be subtracted off from the covering

factors before calculating the probabilities for each halo. The effect of this would be to increase the

likelihood of absorbers being associated with Milky Way-mass halos, while also adding a probability

of the absorber being unassociated with any halos, something missing from the other methods. The

resolution of the simulation in this paper is too low, and the difference between the two ionization

models too large, for our covering factors to be directly used to constrain observations. However,

this method could easily be used with a higher resolution simulation to interpret future observational

studies.

5.7 Conclusions

We used a large, uniform resolution cosmological simulation to study the distribution of highly

ionized oxygen in circumgalactic gas. Using both collisional ionization equilibrium and collisional

+ photoionization models, we measured the ionization fractions of O VI, O VII, and O VIII around

dark matter halos with masses from 1011 to 1014 M� and radial distances out to 5rvir. We then

converted these abundances to simulated absorber covering factors using a method modeled on the

COS Halos observations. We analyzed how the differences in our CIE and C+P ionization models

arose from the physical assumptions underlying them. Our main results are the following:

(1) In CIE, large O VI column densities are present out to impact parameters of 4rvir around

Milky Way-mass galaxies. However, helium-like O VII is the dominant ion in circumgalactic

gas.

(2) With our C+P model, O VI absorption is limited to within the virial radius. The dominant

circumgalactic oxygen species is O VIII, with some gas fully ionized to O IX.

(3) Within the virial radius, collisional processes dominate and the oxygen ionization state is

determined by the halo’s virial temperature (with some metal cooling). Higher mass halos
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contain higher ionization states.

(4) Beyond the virial radius, the prevailing ionization model depends on the existence of dense

substructure or CGM-cloud interfaces below the 32.6h−1 kpc resolution of the simulation.

Either higher resolution simulations or observations of O VI absorption at impact parame-

ters of 2 - 4rvir will be needed to determine the true ionization state of the gas.

(5) Simulated O VI covering factors can be used as a prior to more accurately match O VI

absorbers to associated galaxies in crowded environments.
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Chapter 6

Toward a Greater Understanding of Intergalactic Ionization

In the time since the initial publication of the work in Chapter 3, a consensus has begun to

develop for the intensity of the low-redshift UVB. Gaikwad et al. (2017) used a gadget-2 simula-

tion, post-processed to include the effects of the UVB, to determine the hydrogen photoionization

rate ΓH for z < 0.4 by comparing the probability density function and power spectrum of Lyα

forest fluxes from their simulation to the spectra from Danforth et al. (2016). The values of ΓH

that they obtained are in good agreement with the results from Chapter 3 (see their Figure 16 for a

direct comparison). In addition, recently updated AGN UV luminosity functions from Croom et al.

(2009) and Palanque-Delabrouille et al. (2013) have increased the estimated ionizing photon flux

from AGN by a factor of two compared to the Haardt & Madau (2012) UVB. New UVB models

incorporating these updated AGN luminosity functions (Khaire & Srianand 2015; Madau & Haardt

2015) match our derived ΓH values without requiring large LyC escape fractions or more exotic

ionizing sources such as TeV blazars.

However, uncertainties in the nature of the low-redshift UVB remain, including the explana-

tion for the steep slope of the simulated column-density distribution discussed in Chapter 4. More

generally, the current paradigm for creating UVB models is problematic. Existing UVB models are

derived from a small number of (often private or closed-source) one-dimensional radiative transfer

codes, and are only occasionally updated to incorporate new observations. The accuracy of these

codes is unclear, and the dependence of the resulting models on their redshift-evolving input pa-

rameters, including the quasar luminosity function and slope, the LyC escape fraction, and the
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distribution of neutral hydrogen in the IGM and CGM, is often poorly understood. The recent use

of cosmological simulations to constrain properties of the UVB, started by Kollmeier et al. (2014)

and continued in this work, opens the possibility of a new, more empirical approach to developing

UVB models. Instead of using existing prescriptions for the UVB, simulations would be run for

an entire grid of potential UVB models. The models would be generated from an open-source

code and would cover the full range of potential values for the various input parameters. Com-

paring the outputs of the simulation grid to observations of the Lyα forest would lead to both a

statistically-robust model of the UVB and constraints on the population of ionizing sources.

Such a project is already possible with current computational resources. As demonstrated

in Figure 3.4, a relatively low-resolution 5123 simulation grid is sufficient to achieve numerical

convergence of the Lyα column density distribution for a 50h−1 Mpc box size. Such a simulation

requires ∼ 104 CPU hours on a modern supercomputer. This means that a grid of hundreds of

simulations can be run on a reasonable (< 107 CPU hour) allocation. The greatest difficulty comes

from understanding the effects of other aspects of the simulation on the results. The source of the

differences between the Kollmeier et al. (2014) simulations and ours is still unclear, and the steep

slope of the column density distribution in our simulations may arise from issues unrelated to the

UVB. Therefore, the first step of this project would be a code comparison similar to that of Iliev

et al. (2006, 2009) for radiative transfer codes but aimed at understanding the differences in how

simulations model the UVB and the Lyα forest. The results of this code comparison would be used

to determine the best code and analysis technique for simulating the full grid of UVB models.

Some possibilities for future work to improve our understanding of the distribution of cir-

cumgalactic oxygen ions have already been discussed in Section 5.6. On the simulation side of

the equation, the need for higher resolution in the CGM is clear. This can be achieved through

moderate levels of adaptive mesh refinement (AMR) in regions at or above the virial overdensity.

A simulation similar to the one from Chapter 5 but with three levels of AMR would provide a

maximum spatial resolution of 4.1h−1 kpc. Although this resolution would still not be sufficient to

resolve small dense clouds or CGM-cloud interfaces, it should significantly improve the accuracy
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of the collisional + photoionizaton equilibrium model and remove the need to consider a purely

collisional ionization equilibrium alternative as an additional limiting case.

Observationally, a COS-Halos-like survey aimed at galaxy impact parameters out to 300 –

500 kpc would be extremely beneficial. The results of both observational studies (Tumlinson et al.

2011; Stocke et al. 2014; Keeney et al. 2017) and cosmological simulations (Oppenheimer et al.

2016 and this work) indicate that there are likely large column densities (> 1014 cm−2) of O VI

extending out to distances of several virial radii around Milky Way-mass galaxies. Determining

the distribution and maximum spatial extent of this oxygen-enriched gas would greatly improve

our understanding of how effectively galactic outflows influence the IGM. With HST nearing the

end of its life and no new large UV telescopes on the horizon, time may be running out for such a

survey. However, our collisional + photoionization equilibrium model also predicts large amounts

of circumgalactic O VIII with even greater spatial extent. Although detecting most of this gas

is likely not possible with Chandra or XMM-Newton, it should be well within the capabilities of

future X-ray missions such as ATHENA.
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Appendix A

Dependence of Lyα Absorbers on Ionization Rate

The intergalactic Lyα absorbers are thought to arise as fluctuations in dark-matter confined

clumps or filaments. Modeling their distribution and frequency throughout intergalactic space

depends on the cosmological evolution of this gas, coupled to calculations of the “neutral fraction”,

fHI ≡ nHI/nH , produced by the balance of photoionization and radiative recombination. These

physical processes can be modeled by N-body hydrodynamic simulations, but one can also derive

their general behavior through simple analytic arguments (Shull et al. 2012b). Here, we describe

the key assumptions and parameters to illustrate how the baryon density and hydrogen ionization

rate ΓH can be inferred from observations of the H I column density distribution and the frequency,

dN/dz, of absorbers per unit redshift.

We assume a distribution of IGM absorbers with constant co-moving space density, φ(z) =

φ0(1 + z)3, and constant cross section πp2. We adopt a cosmological relation between proper dis-

tance and redshift, d`/dz = c(dt/dz) = [c/(1 + z)H(z)], where the Hubble parameter at redshift z

in a flat ΛCDM cosmology is H(z) = H0[Ωm(1 + z)3 + ΩΛ]1/2. In this model, the frequency of ab-

sorbers is dN/dz = [c/(1 + z)H(z)]πp2 φ(z). The internal density distributions of the absorbers are

approximated as singular isothermal spheres, and the IGM baryon density and H I fractions follow

from photoionization models that translate the observed H I to total hydrogen. To compare with

observations, we integrate through the cloud along a chord at impact parameter p = (100 kpc)p100

of the AGN sight line through the absorber. We adopt a 100-kpc characteristic scale length of

Lyα absorbers, normalized at fiducial H I column density NHI = (1014 cm−2)N14. Because most
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Lyα-forest absorbers are low density and optically thin in their Lyman lines, we use a case-A hy-

drogen recombination rate coefficient, α
(A)
H = (4.09× 10−13 cm3 s−1)T−0.726

4 , scaled to temperature

T = (104 K)T4. For nearly fully ionized H and He, with helium abundance y = nHe/nH ≈ 1/12

by number, we adopt electron density ne = (1 + 2y)nH and mean baryon mass per hydrogen

µb = (1 + 4y)mH .

The co-moving baryon mass density of Lyα absorbers of column density NHI, probed at

impact parameter p, is the product of absorber space density,

φ(z) =
(dN/dz)H(z)(1 + z)

(πp2) c
, (A.1)

and absorber mass

Mb(p) = 4πµb p
5/2

[
2 ΓH(z)NHI(p)

π(1 + 2y)α
(A)
H

]1/2

. (A.2)

The co-moving mass density, ρb = φ0Mb ∝ [pNHI ΓHI]
1/2(dN/dz), is then integrated over the

distribution in H I column density. We normalize ρb to the closure parameter, Ω
(HI)
b = ρb/ρcr at

redshift z = 0, relative to critical density ρcr = (3H2
0/8πG). Because our HST surveys extend to

z ≈ 0.5, we must include the cosmological evolution in H(z), φ(z), and ΓH(z). Before introducing

these corrections, we outline the method at low redshift, for which the Euclidean calculation gives

Ω
(HI)
b =

[
32(2π)1/2

3

](
dN
dz

)(
Gµb
cH0

)[
pNHI ΓH

α
(A)
H (1 + 2y)

]1/2

= (7.1× 10−3)

[
dN/dz

100

] [
p100 N14

(
ΓH

ΓHM12

)]1/2

h−1
70 T 0.363

4 . (A.3)

Here, we normalize the Lyα frequency to a characteristic value dN/dz = 100 and scale ΓH to

the HM12 ionization rate, ΓHM12 = (2.28 × 10−14 s−1)(1 + z)4.4, which we fitted over the range

0 < z < 0.7. The weak temperature dependence comes from the recombination rate coefficient.

The coefficient (7.1 × 10−3) corresponds to ∼ 15% of the cosmological baryon fraction, Ωb =

0.0463± 0.00093 (Hinshaw et al. 2013; Planck Collaboration et al. 2014). For fixed baryon density

Ω
(HI)
b in the Lyα forest, the observed frequency of Lyα absorbers, dN/dz ∝ Γ

−1/2
H , scaling as the

inverse square root of the ionizing background.



106

Our HST surveys of Lyα absorbers provide accurate values of Ω
(HI)
b , based on an integration

over the column-density distribution. After inserting the redshift corrections to φ(z), H(z), and

ΓH(z), we derive a general expression for Ω
(HI)
b ,

Ω
(HI)
b = (7.1× 10−5)

[
ΓH

ΓHM12

]1/2 [H(z)

H0

]1/2

h−1
70 p

1/2
100 T

0.363
4 (1 + z)0.2

×
∫ Nmax

Nmin

d2N
d log(NHI)dz

N
1/2
14 d(log NHI) . (A.4)

Owing to the n2
H dependence of neutral fraction in photoionization equilibrium, the factor ΓH(z)

enters Equations (8) and (10) as the square root, with a (1 + z)2.2 dependence that nearly balances

the (1 + z)2 from the cosmological ratio [φ(z)/(1 + z)] in Equation (7). Two recent HST surveys

(Tilton et al. 2012; Danforth et al. 2016) probed Lyα absorbers out to z ≈ 0.47 and found that

between 24% and 30% of the baryons reside in the low-z Lyα forest. Equation (10) is consistent with

those estimates, particularly with our recommended factor-of-two increase in ionizing background,

ΓH(z) = (4.6× 10−14 s−1)(1 + z)4.4 over the range 0 < z < 0.7.


