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The underlying physics and dynamics of the atmosphere drive electric currents and establish

electric fields in a phenomenon known as the global electric circuit (GEC). The GEC has been

observed and modeled with limiting assumptions and parameterizations in previous research. This

thesis describes the incorporation of a physics-based GEC modeling scheme into a sophisticated

climate model to describe the evolution of GEC currents, ground-ionosphere potential, electric

fields, and conductivity within the atmosphere. Supporting measurements of atmospheric electric

fields over time were used to describe the impact of local meteorological changes and assess the

GEC contribution to near-surface electric fields.

The source currents within the GEC are generated by a global distribution of electrified

clouds. The produced currents lead to a potential difference between the ground and ionosphere.

This potential difference produces return currents that are dependent on the global conductivity

distribution. Realistic physics and dynamics produced within the climate model are used to gen-

erate the conductivity of the atmosphere. The conductivity calculation includes a 3-D spatial and

temporal determination of ion production from radon, galactic cosmic rays, and solar proton events

and ion losses from recombination, clouds, and aerosols. To validate the model, several data sets

from Antarctica and an array of measurements from Kennedy Space Center were utilized. The use

of these data sets required new statistical methods to be developed to better understand how local

meteorological processes affect electric fields including the wind direction, clouds, and the local

sunrise.

Coupling the conductivity and sources together within the model produces new insights into

the GEC efficiency of electrical storms. Storms near the equator tend to be strong but inefficient,

while storms at mid-latitude are weaker and more efficient. This leads to the global source current
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distribution shifting more poleward. The model is also used to simulate changes in the GEC

caused by volcanic eruptions and the solar cycle. Although the GEC is global in nature, diurnal,

seasonal, and annual variations in electric field measurements from the model are highly location

dependent.
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Executive Summary

This thesis focuses on the interpretation and understanding of electric fields within the at-

mosphere. Most people think of lightning and strong thunderstorms when talking about electric

fields in the atmosphere, however, there are electric fields present at all times and everywhere in the

atmosphere. Electric fields that are far away from thunderstorms are so-called fair-weather electric

fields. Electrified clouds and thunderstorms act as generators within the atmosphere. The global

integration of the generators creates a potential difference between the ionosphere and Earth. The

potential difference between the ionosphere and ground drives the currents and electric fields in the

fair-weather return path of the global electric circuit (GEC).

The first truly global model of the GEC was developed in the late 1970s by Hays and Roble

[1979]. This model was based on spherical harmonics and required several assumptions to satisfy the

equations, yet, it has been the gold-standard for over 30 years. With advances in modern computing

power and the development of global climate models, the time is right for the development of a

new GEC model.

This thesis describes the development of a new GEC model, which is available an open-

source for the community. The model is incorporated into a preexisting community climate model

that drives the atmospheric dynamics, which will be continually updated with new physics-based

models of the atmosphere. This allows the GEC model to better represent the electric fields in the

atmosphere without needing to develop new code. After development of the new GEC model, it is

then utilized in the investigation of several open questions.
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Publicly available electric field data sets were obtained from several locations to validate the

model results. Kennedy Space Center (KSC) has an array of electric field mills that show a distinct

spatial pattern in electric fields near the surface. The field mills closest to the ocean were measuring

a 50 V/m enhancement in the electric field relative to the mills located inland when the wind was

blowing from the ocean. This indicated that the air mass over the ocean is inherently unique from

the air mass over land. A new statistical analysis method for understanding such long term data

from an array of field mills is developed in this thesis. Using this analysis method provides a way

to quantify the effects from the local sunrise and overhead clouds. With the knowledge gained from

the impact of local meteorology on the measurements of electric fields, the global signature could

be deduced from the local effects.

The global electric field signatures determined from the electric field mill measurements were

used to validate the model output and investigate some of the new findings. Measurements from

Vostok and Concordia, two sites in Antarctica, have shown that the overhead magnetospheric

current system imposes different potentials at the two sites, which shows up in the electric field

measurements [Burns et al., 2012]. Incorporating the magnetospheric potential into the GEC model

showed that Vostok and Concordia do have different responses to the overhead magnetospheric

potential and that it causes the diurnal variation of electric fields to be phase shifted relative to

one another.

In previous models of the GEC, storms have been parameterized to produce a global current

directly, unlike the new model, which utilizes the resistivity between the charge centers of the

storm to identify how efficient a storm is at generating a global current. This was found to be a

significant factor that has been overlooked and led to the realization that the strongest storms near

the equator are less efficient at producing a global current compared to higher latitude storms. The

new method of using the resistivity between the charge centers still produces most of the current

near the equator, but storms closer to the poles contribute more current per storm in comparison

to storms in the tropics. This shows that the model predicts mid-latitude storms to be weaker on

average, but more efficient in generating a global current.
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The new GEC model was run for multiple years over solar minimum and maximum conditions

and during active volcanic periods to identify what affect these conductivity changes may have on

the atmospheric electric fields. During these periods of solar extremes, there was a 20 Ω change

in total atmospheric resistance that occurs out of phase with the solar cycle. The total current in

the circuit was much more variable during these times and showed little dependence on the solar

cycle. The current and resistance changes together lead to a nearly 10% change in the near-surface

electric fields throughout the solar cycle. When the new GEC model was run during the time of the

volcanic eruption of Pinatubo in 1991 to determine the influence of a major volcano on the GEC,

the volcanic eruption changed the timing of the seasonal variations in the electric fields but had

little impact on the overall magnitude of the electric fields. It was found that increasing the aerosol

load by a factor of 50 to simulate an extremely large eruption would double the total resistance

of the atmosphere. However, this is neglecting any microphysical feedbacks from the aerosols that

were shown to have a major impact on the interpretation of GEC results.

The development of the WACCM-GEC has opened up new avenues of research for the global

electric circuit community. The use of the model provides new scientific insights into several

problems discussed above. It is the hope of the author that these new insights and findings will

lead to more investigations into these phenomena by future researchers, aided by continued use of

the new GEC model.



Chapter 1

Introduction

This thesis will describe the development of several numerical models, supported by obser-

vations, to determine the electric fields and currents within the atmosphere. There are multiple

sources and losses of ions within the atmosphere that determine how conductive the atmosphere is

at a given location. Modeling all of the production and loss terms has relied upon parameteriza-

tions and climatologies in many previous studies, while this thesis focuses on the use of atmospheric

physics and chemistry models to generate, advect, and consume ions within a realistic atmosphere.

Weather and climate models currently incorporate physical, dynamical, and chemical processes,

but do not consider the electrical processes within the atmosphere.

During this research project, novel numerical models that compute atmospheric electric fields

in a physics-based framework have been developed. These models are integrated into numerical

weather and climate models to generate a realistic representation of the electric field in the at-

mosphere. In order to test and verify these model simulations, an emphasis in this thesis will be

to study electric field measurements by employing surface electric field mills at different locations

around the globe. These field mill measurements are sensitive to both the global and local envi-

ronment and require an understanding of the instrument and the environment within which it is

operating.
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1.1 Background

The global electric circuit (GEC) represents the electrical pathway by which charge is ex-

changed between the conductive surface of the Earth and the highly conductive ionosphere, which

are held at different potentials by the currents produced from electrified clouds. Inherently atmo-

spheric, this circuit is dependent on many of the physical and chemical processes that can affect

charge and its transport in the atmosphere, both spatially and temporally. Indications of this global

circuit were first measured by the Carnegie expedition documenting temporal variations of surface

fair-weather vertical electric fields [Harrison, 2013]. These measurements were correlated with diur-

nal variations of global thunder days in universal time, suggesting that a global circuit exists with

thunderstorms and electrified clouds acting as generators. These generators drive currents capable

of influencing the electric field behavior around the globe [Whipple, 1938]. Figure 1.1 shows the

thunder day measurements in comparison to the measured electric field on the Carnegie ship.

Figure 1.1: The top figure shows the ratio of the potential gradient to the daily mean, and the
bottom figure shows the diurnal variation of thunderstorm area. Figure adapted from Whipple
[1938].
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The source currents produced by electrified clouds produce a potential difference (PD) be-

tween the ground and ionosphere of around 250 kV. The potential difference leads to an average

fair weather return current density of a few pA/m2. Many reviews have been written on the GEC

discussing the generation and approximate values of these parameters, such as Rycroft et al. [2008];

Liu et al. [2010a]; Williams and Mareev [2014].

The first global numerical model to address the complexities of the GEC was developed by

Hays and Roble [1979]. They made several assumptions on the conductivity and source distributions

to represent the solution for the electric potential with analytic spherical harmonic functions in

several distinct domains, but nonetheless were able to determine how currents were distributed

throughout the atmosphere. In a separate paper, Roble and Hays [1979a] included large-scale

horizontal potentials maintained by the ionospheric dynamo and magnetospheric convection and

broadly discussed their influence on the GEC.

Since this first model, several other efforts have been undertaken, generally focusing on

advancing conductivity formulations or source formulations independently. Several of these models

have advanced conductivity perturbations to the system [Tinsley and Zhou, 2006; Odzimek et al.,

2010]. The resulting conductivity distributions can then be used to solve for the electrical properties

of the circuit by solving for vertical resistances and equivalent circuit elements. The conductivity

distributions are parameterized with many assumptions such as the background aerosol content.

These assumptions on the parameterizations and lack of integration with dynamical forcing provides

an excellent opportunity for improvement.

Within GEC models the conductivity modeling has received the most attention, with source

currents generally being parameterized with some relationship to lightning and storm frequencies

[Hays and Roble, 1979; Kalb et al., 2016]. This parameterization of storm frequency and total

lightning count to produce a current assumes that the contribution current is independent of con-

ductivity within the domain.
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1.2 Theory

There have been many papers describing correlations between solar and atmospheric dynam-

ics and atmospheric electric fields with several outstanding questions addressed in recent review

articles [Williams and Mareev, 2014; Markson, 2007]. Specifically, there are correlations to solar

phenomena imposing variations on atmospheric microphysics [Tinsley, 1996, 2010]. These correla-

tions generally have a fundamental physical description underlying them that is often theorized or

proposed and often involves many linked processes that must be investigated as a coupled system

rather than individually. Quantifying the affects of the underlying physical mechanisms is often

extremely difficult because of the integrated nature of atmospheric electric fields. The electric

fields can be generated by both global and local phenomena and decoupling these features is often

difficult in practice.

The models discussed in section 1.1 were models that calculated the electrical parameters

of the circuit from a parameterized atmosphere [Hays and Roble, 1979; Tinsley and Zhou, 2006].

There was no coupling of the dynamics to the electrical processes, rather there were background

prescriptions of the underlying variables. Within the last 20 years there have been significant

advancements in computing power and global model development. There are now free community

developed models to drive the dynamics and microphysics of the atmosphere.

Utilizing these new community models provides a method to consistently treat the underlying

physics behind the global electric circuit. The correlations that are theorized in the literature can be

investigated with the use of these models due to their inherent coupling of many different processes

in the atmosphere.

Figure 1.2 is an illustration of the physical mechanisms that drive the electrical processes

within the atmosphere including the production and loss of ions, the generation of source current,

and also the incorporation of other current systems at the boundaries. All of these processes are

coupled together in the model to allow for a full incorporation of physical mechanisms behind the

GEC.
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Figure 1.2: A representation of the major physical mechanisms that drive the electrical processes
within the atmosphere including conductivity, sources and magnetospheric currents.

Developing more realistic representations of the current sources and conductivity within a

physics-based framework provides a better understanding of how electric fields are created and

evolve in the atmosphere. Several fundamental questions are addressed within this thesis that help

develop an understanding of the coupling between physical processes and electrical processes in the

atmosphere.

1.3 Research Questions

Initial investigation into the previous numerical models discussed in section 1.1 showed several

areas of research that could be improved upon through the development of new numerical models

and techniques for analysis of observational data. The overarching hypothesis addressed within

this thesis is that: Utilizing physical and dynamical processes within general circulation
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models will lead to better representations of electric fields and currents within the

atmosphere. To address the hypothesis, the following specific science questions are addressed.

(1) What impact do local meteorological processes have on the measurement of the

fair-weather atmospheric electric field?

Observational measurements of the electric field have been utilized for lightning detection

and measurement, and the long-term averaging of these data sets to view the global electric

circuit. The long measurement duration to view the GEC is needed to average out the short-

term variations produced by various local meteorological influences. Data from Antarctica

and from an array of over 30 field mills from Kennedy Space Center were obtained to

investigate the local meteorological influences on the measured electric fields. This was

accomplished in chapter 2 by creating new methodologies for looking at arrays of electric

field mills in conjunction with local meteorological measurements.

(2) How does the global conductivity and source distribution influence the local

atmospheric electric field measurements?

Measurements of the atmospheric electric field have shown that there is a distinct universal

time signature that is observed globally. Several global models have been developed to in-

vestigate these relationships, but have had to make major assumptions on the conductivity

or source distribution to obtain a solution [Hays and Roble, 1979; Tinsley and Zhou, 2006;

Odzimek et al., 2010]. A new physics-based model, called WACCM-GEC, is incorporated

into the Whole Atmosphere Community Climate Model (WACCM) in chapter 4. This new

model calculates the global conductivity and source distribution to determine a realistic

representation of the atmospheric electric field.
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(3) How does the magnetospheric current system influence atmospheric electric

fields in the global electric circuit?

Previous studies have shown that measurements in the Antarctic region are influenced by

the potentials imposed at high latitudes by the solar-wind dynamo [Burns, 2005; Reddell

et al., 2004; Corney et al., 2003]. The work within this thesis focuses on understanding these

observations and related empirical relationships by exercising the WACCM-GEC model and

imposing the potentials from the solar-wind dynamo generated in a global climate model

onto the specific observational locations in Antarctica (Vostok and Conrodia stations). The

agreement between the measurements in Antarctica and WACCM-GEC are discussed in

section 5.2.

(4) What impact do strong conductivity perturbations have on the global electric

circuit?

Atmospheric electric fields have been analyzed for over a century and long-term trends

have been identified within these data sets. These have been theorized to be due to solar

cycle variations modifying the galactic cosmic ray ionization rate and volcanic eruptions

modifying the atmospheric aerosol concentration. The model developed within this thesis

was run during solar minimum and maximum conditions to find that there is little solar

cycle dependence on electric fields in the atmosphere as discussed in section 5.4. The

influence of volcanic eruptions on the GEC was investigated by running the model over

the Pinatubo eruption in 1991. Section 5.5 showed that even this significant eruption had

little influence on the magnitude of the electric fields produced within the model. Use of

a climate model showed that aerosols have a significant impact on the microphysics and

dynamics underlying the global electric circuit, which causes greater influences on electric

fields within the atmosphere than simply looking at loss of ions from attachment to aerosols.

The thesis begins with an analysis of measurements of atmospheric electric fields that are

made across the globe in chapter 2. This chapter will be utilized to validate model development
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and results in future chapters. The physical description of ion production and loss processes that

go into any model of the GEC are described in chapter 3. Chapter 4 describes the electric circuit

development within the models, including current and electric field generation. Lastly, the models

are exercised in chapter 5 to determine how different atmospheric and solar perturbations modify

the GEC.



Chapter 2

Meteorological Influences on Observational Data

The first ideas for a global current system and the global electric circuit (GEC) phenomenon

were developed after global measurements of electric fields were all found to be correlated with each

other. Electric field measurements have been critical to the understanding of the GEC and are

used to validate and test model predictions. Measurements of the electric field in the atmosphere

have occurred for over 100 years. These measurements are typically focused on either lightning

applications where timescales are under 1 s and the changes in electric field, dE
dt , without an absolute

magnitude are acceptable. On the opposite end of the spectrum are timescales over 1 h where slowly

varying global signatures can be observed. Between these two domains there is a mix of local and

global processes that influence the measured electric field.

This chapter will investigate the influence of local and global processes on the measured

electric field with the utilization of several publicly available data sets. An in-depth statistical

analysis was conducted in Lucas et al. [2017] to determine the local meteorological influences on

measured electric fields that will be expanded upon within this chapter. Measured surface electric

fields in the absence of local influences should represent variations of the global electric circuit.

First, a brief description of the instrumentation used to measure the local electric field is discussed

in section 2.1. Many of these instruments are deployed to warn of severe weather or collect fair-

weather data but do not save the data or make it publicly available. A description of the available

data will be discussed in section 2.2. A local model is developed in section 2.3 to describe the
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differences between local and global scale phenomena. Finally, with the use of the local model, the

influence of local processes on the electric field are investigated and quantified in section 2.4.

2.1 Instrumentation

The typical method that is used to measure the atmospheric electric field is with an electric

field mill. Electric field mills are powered devices that spin a rotor that alternately expose and

shield sense plates. Figure 2.1 shows a picture of the components of an electric field mill. The

rotor (1) is grounded and provides a zero reference field when it is over the sense plates (2). A

motor (5) drives the rotation of the rotor that causes different areas of the external electric field

to be exposed to the sense plates. The change in area over time is therefore proportional to the

rotation rate of the rotor, dA
dt ∝ ω. This effectively turns a DC signal from the external electric

field into an AC signal. The sense plates (2) accumulate an amount of charge that is proportional

to the external electric field and the area, Q ∝ EA. This small amount of charge is then sent into

a charge amplifier circuit (6) to amplify the signal. This produces an AC signal of unknown phase.

To determine the phase of the signal there is generally a rotary encoder (4) that is attached to

the motor shaft to signify what position the rotor is in. Coupling the rotary encoder and amplifier

output together (7) produces an AC signal of known positive or negative strength. Finally, this

signal is fed through additional low-pass filters and electronics (8) to produce a final DC output

(9) that can be read by an analog to digital converter and recorded. More detailed descriptions of

the electronics can be found in MacGorman and Rust [1998]. Many of the field mills that people

use are designed to warn and detect when lightning is present, and may not be built with the best

electronics or machining because it is unnecessary. Measuring the fair-weather field takes a little

more care and attention to detail in order to measure the small changes in the field. Therefore,

there are not as many atmospheric electric field measurements that are available for research use.

The publicly available data sets for research purposes are discussed further in section 2.2.
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Figure 2.1: Typical field mill components and their integration. The components are: (1) Rotor,
(2) sense plates, (3) ground plate, (4) rotary encoder, (5) motor, (6) charge amplifier, (7)
multiplier, (8) filters, (9) output.

2.2 Electric Field Data

The publicly available data sets used within this thesis are obtained from Vostok and Con-

cordia in the Antarctic discussed in section 2.2.1, and over 30 electric field mills located around

Kennedy Space Center (KSC) discussed in section 2.2.2. Table 2.1 shows a summary of the data

sources and availability.

Table 2.1: Summary of publicly available electric field data.

Site
Frequency

[Hz]
Years Available Link

Vostok 0.1 1998-2004 doi:10.4225/15/588811d206493
Vostok 0.1 2006-2011 doi:10.4225/15/58880fc1a1fbd

Concordia 0.1 2009-2011 doi:10.4225/15/5875ad6740e93
KSC 50 1998-present kscwxarchive.ksc.nasa.gov

http://dx.doi.org/doi:10.4225/15/588811d206493
http://dx.doi.org/doi:10.4225/15/58880fc1a1fbd
http://dx.doi.org/doi:10.4225/15/5875ad6740e93
http://kscwxarchive.ksc.nasa.gov/
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2.2.1 Antarctica

The Australian Antarctic Division has run several field campaigns in Antarctica investigating

the atmospheric electric environment where they have archived the data. The available data online

are from Vostok for the years 1998-2004 doi:10.4225/15/588811d206493 and additionally for the

years 2006-2011 doi:10.4225/15/58880fc1a1fbd. Data from Concordia station are available for the

years 2009-2011 doi:10.4225/15/5875ad6740e93. The electric field was sampled every 10 seconds,

with calibration files included with the data sets to obtain an absolute field.

2.2.2 Kennedy Space Center

Kennedy Space Center (KSC) utilizes an array of electric field mills for rocket launch safety

that is a part of their suite of measurements used to decide if a lightning threat exits. The electric

field mills at KSC are located in a unique environment where some are placed close to a coastline,

while others are located further inland. This unique spatial distribution of the field mills combined

with the 18-year data set allows one to investigate both the spatial and temporal variability of

the near-surface atmospheric electric fields. Figure 2.2 shows a satellite image of Kennedy Space

Center (KSC) with the field mills and meteorological instrumentation highlighted. The field mills

are located between the Indian river on the west and the Atlantic ocean on the east with the Banana

river passing through the middle of the site. The average minimum distance between two field mills

is about 2 km, and the full spatial distribution of the array of field mills in longitude and latitude

can be seen in figure 2.2, which is approximately 40 km on a side.

Kennedy Space Center has archived 50 Hz data of near-surface vertical electric field mea-

surements from late 1997-present. The field mills were custom-made for KSC and are periodically

calibrated with a known reference voltage input to the system. The data is flagged when values are

being calibrated or erroneous for any reason, such as nearby mowing going on. All of the flagged

data are discarded. For all subsequent analyses, the 50 Hz data has been converted to 1-minute

means for each field mill. Meteorological data have been obtained from instrumentation on the

http://dx.doi.org/doi:10.4225/15/588811d206493
http://dx.doi.org/doi:10.4225/15/58880fc1a1fbd
http://dx.doi.org/doi:10.4225/15/5875ad6740e93
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Figure 2.2: Instrumentation located around KSC in Florida. Electric field mills are the larger
circles. Blue circles represent locations of coastal field mills, and the red circles represent locations
of inland field mills. The smaller cyan circles are the locations of the meteorological towers.

local weather towers at a 5-minute frequency over the same time span. The meteorological data

contains wind speed, wind direction, temperature, dew point, humidity, and pressure. Cloud cover

and other reported meteorological conditions are obtained from automated Meteorological Terminal

Aviation Routine (METAR) reports from the space shuttle landing strip (KTTS).

The electric field data are available at a 50 Hz frequency for the years 1998-present from

kscwxarchive.ksc.nasa.gov. The data is in a binary format that requires some decoding to deal

http://kscwxarchive.ksc.nasa.gov/
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with. Therefore, a binary decoder was written to download and save the field mill data in a more

accessible format. The code is located on github: https://github.com/greglucas/KSC. This tool

parses the binary format and outputs csv files that contain the electric field readings from each

field mill as 1-minute means. The data obtained from the array of field mills will be utilized in the

following sections to elucidate local meteorological influences on the electric field.

2.3 Local Model

Recent modeling efforts for the GEC have been undertaken within community climate models

to determine how the near-surface electric field varies with time at different locations across the

globe [Baumgaertner et al., 2013; Mareev and Volodin, 2014; Lucas et al., 2015]. These models

provide a means of analyzing long-term and large spatial distributions of atmospheric electric fields

due to the global distribution of conductivity and currents in the GEC. However, the models are

not able to resolve local influences on near-surface electric fields. This becomes an issue when

interpreting the global model output in comparison to near-surface electric field data that contains

local meteorological influences not captured within climate models. This requires the local and

global electric field signatures within the observational data sets to be separated from one another.

Statistical analysis of the observational data sets can identify these differences, but a numerical

model can provide quantitative constraints on local and global factors influencing the electric field.

The local near-surface electric field measurements can be modified from a nominal atmo-

sphere in several distinct ways. One possibility is to modify the local electrical environment by

changing either the conductivity or space charge distribution. Another way is through the ver-

tical column resistance of the atmosphere. Conductivity changes can occur through changes in

the concentration of charge carriers and/or their mobility. This scenario generally occurs due to

an increased/decreased ionization rate, or a change in the loss of ions due to attachment of ions

to heavier and less mobile aerosols, dust, or other large particles [Hoppel, 1985]. A space charge

occurs when one polarity of charge is preferentially present in the local environment over the op-

posite polarity of charge which produces a divergence in the electric field, ∇ ·E = ρ/ε0, where ρ is

https://github.com/greglucas/KSC
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the space charge density. This divergence can occur through the preferential separation of positive

and negative ions onto small and large droplets or aerosols. These different size particles are then

gravitationally sorted and advected, causing deviations in the local charge concentrations [Hoppel,

1985; Hoppel and Gathman, 1971].

Previous articles have described the generation of electric fields from space charge in the

atmosphere [Marshall et al., 1999] or from conductivity changes in the atmosphere [Nicoll, 2012;

Yaniv et al., 2016; Nicoll and Harrison, 2016]. However, these approaches have not incorporated the

coupling of space charge and conductivity effects together in the same model. The incorporation

of the coupling of both phenomena in a single mathematical derivation provides insight into the

interpretation of the observations. Although conductivity or space charge effects are not directly

determinable from the observations, the mathematical model provides limits to the possible value

for atmospheric conductivity changes and local space charge changes that match the observations.

This will be demonstrated when describing the impact of wind direction and cloud coverage on the

near-surface electric field observations in section 2.4.

2.3.1 Potentials in the atmosphere

Within the global electric circuit, the current continuity equation is solved to obtain the

currents and electric fields throughout the atmosphere. This is based on Ohmic relationships where

the conductivity and electric field lead to conduction currents flowing through the system. Here,

ionization from radon and galactic cosmic rays form ionization pairs that are subject to various

processes that affect mobility and concentration. The integrated ion mobility in the electric field

gives rise to the conductivity. However, local production of ions by processes such as wave breaking

do not form in pairs and, in general, are positively charged [Blanchard, 1966; Hoppel et al., 1986].

This can lead to an imbalance in ion concentration, i.e. space charge, if not counter balanced by

charges of opposite sign. This describes the electrode effect 1 in the planetary boundary layer whose

1 the accumulation of an excess of ions of positive sign in the neighborhood of a negative electrode, and vice versa,
when ions are continuously produced in the space above the electrode and move under the influence of the electrode’s
field [Chalmers, 1957]
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charge distribution in altitude and by region is quite variable [Markson, 2007]. To incorporate all

of the local effects, the current continuity equation has an additional local current source, Jlocal,

that also needs to be accounted for in addition to the globally driven GEC currents, JGEC . The

continuity equation becomes

∇ · (JGEC + Jlocal) = 0. (2.1)

Expanding this equation out in terms of potentials, φ, and conductivity, σ gives

∇ · σ∇ (φGEC + φlocal) = 0. (2.2)

In fair-weather, the current flows primarily in the vertical direction and therefore, in this

derivation, currents and electric fields are confined to the vertical coordinate, z, which is directed

positive upwards away from the surface. Expanding equation (2.2) into two separate equations

produces

φ′′GEC +
σ′

σ
φ′GEC = k(z) (2.3)

φ′′local +
σ′

σ
φ′local = −k(z) (2.4)

where ′ indicates differentiation with respect to z and k(z) is a function used to separate the two

equations. With a substitution of u = φ′, the differential equation takes the following form

u′ + f(z)u = k(z), (2.5)

which can be solved with an integration constant of e
∫
f(z)dz. Recognizing that the integral of σ′/σ

is lnσ, the integration constant becomes σ. This yields the following solution for u

u =
1

σ

∫
σk(z)dz. (2.6)

Integrating u then gives the solution for the potential in the region, with two integration constants.

The function k(z) is unknown, but the local potential is generated by a space charge density,

ρ(z), and therefore, the potential due to space charge can be obtained by solving Gauss’ law

−φ′′local = ρ(z). (2.7)
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The potential due to this additional space charge must go to zero at the boundaries of the

space charge region to satisfy the GEC potential being constant across the boundaries. These

two boundary conditions allow one to solve for the constants of integration and obtain a solution

for the potential due to the local space charge throughout the region. With the local potential

and conductivity known, equation (2.3) can be used to solve for k(z) and then finally solve for the

potential due to the GEC throughout the domain with equation (2.6). This description of equations

can be utilized with any number of layers throughout the domain and provides a general method

to calculate the potential throughout the atmosphere. The following section will utilize the derived

equations to produce a representative solution for a given region.

2.3.2 Representative solution

To obtain a representative solution throughout the atmosphere the equations derived in

section 2.3.1 are applied to a simple atmospheric distribution of space charge and conductivity.

For this simple distribution, the space charge density is assumed constant with height between the

surfaces z0 and z1. Solving for the local potential due to this space charge throughout the region

gives

φlocal =
ρ

2
(z1 − z) (z − z0) , (2.8)

with the potential going to zero at z1 and z0. Assuming an exponential conductivity profile of the

form

σ = σ0e
z/l, (2.9)

where l is the scale height, the conductivity and potential due to space charge can be used to solve

for k(z),

ρ+
ρ

2l
(−2z + z0 + z1) = −k(z). (2.10)
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Using equation (2.6), the GEC potential in the domain can be solved for.

φ′GEC = e−z/l
∫
−ρez/l

(
−z
l

+ 1 +
z0 + z1

2l

)
dz (2.11)

= e−z/l
(
−ρez/l

(
2l − z +

z0 + z1

2

))
+ C1e

−z/l (2.12)

= −ρ
(

2l − z +
z0 + z1

2

)
+ C1e

−z/l (2.13)

Integrating again to obtain the GEC potential

φGEC = ρz

(
z − z0 − z1

2
− 2l

)
− C1le

−z/l + C2. (2.14)

The total potential within the region is then

φ = φGEC + φlocal = ρ
(
−2lz − z0z1

2

)
− C1le

−z/l + C2. (2.15)

To determine the integration constants in each region, the appropriate boundary conditions

need to be given. Here, the potential is defined to be zero on the surface of the earth, and the

potential to reach the GEC ionospheric potential, ΦGEC , as z goes to infinity. Finally, at each

interface, the current and potential need to be continuous. All of these boundary conditions are

defined mathematically below with a single interface, z1, between regions I and II,

φI = 0 when z = 0 (2.16)

φII = ΦGEC when z =∞ (2.17)

φI = φII (2.18)

σI
dφI
dz

= σII
dφII
dz

when z = z1. (2.19)

There are two boundary conditions and two equations for each interface, which gives a linear

set of equations to solve for all of the constants in the domain. This formulation enables the

potential, and therefore the current and electric field, to be determined anywhere in the atmosphere

given a conductivity profile, a space charge distribution, and the GEC potential of the ionosphere.
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A full solution for the potential within the atmosphere due to any space charge and conduc-

tivity distribution has been derived, with a representative regional example given for an exponential

conductivity distribution and constant space charge. This formulation of space charge and con-

ductivity can be utilized within climate models, such as the GEC model described by Lucas et al.

[2015], to obtain a more realistic representation of local electric fields. A parametrization of the

space charge density within the boundary layer in addition to the conductivity formulations that

have already been developed and incorporated into the models would need to be developed. In

the following section these equations will be utilized with typical values for conductivity and space

charge seen in the literature to help interpret the observations.

2.3.3 Example of space charge and conductivity perturbations

To illustrate the differences between space charge and conductivity changes, a two region

model based on the equations of section 2.3.2 will be utilized. Region I is the closest region to

the surface and is modified with either a constant space charge, ρ, or conductivity reduction, α,

where σI = ασ. Region II is clear atmosphere with an exponential conductivity profile given by

equation (2.9) with σ0 = 5×10−14 S/m and l = 6 km [Dejnakarintra and Park, 1974]. Conductivity

near the surface in Florida has been found to be 1/3 to 1/10 the typical values used here [Blakeslee

and Krider, 1992; Kraakevik, 1961], but due to incomplete knowledge of the vertical profile, the

standard conductivity profile within the literature will continue to be utilized. Figure 2.3 shows

the electric fields and potentials in the domain when a space charge and conductivity perturbation

are introduced. The green lines represent a completely clear atmosphere, the red lines contain a

constant space charge introduced within region I, and the blue lines contain a conductivity reduction

within region I. The GEC potential is held fixed at 300 kV . The electric field is discontinuous on

the boundaries of region I, represented by the blue lines due to the “jump” in conductivity between

the regions. This maintains current continuity through the interface and also inherently produces

a space charge due to the gradient in conductivity, which is separate from an externally introduced

space charge. When a source-generated space charge is introduced in region I (red lines) there is
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no discontinuity in the electric field, but the slope of the electric field is modified producing a more

negative electric field near the surface. Marshall et al. [1999] observed a similar slope in the vertical

electric field when raising and lowering an electric field mill on a balloon near sunrise within the

boundary layer, suggesting that space charge is present.

Figure 2.3: Modeled electric fields and potentials due to modifications of space charge and
conductivity. The green line is the fair-weather atmosphere, the red lines are due to a modification
of the local space charge, ρ, while the blue lines are due to a reduction in conductivity, σI = ασ.

Separating the potential into local and global contributions enables the analysis of both

conductivity and space charge perturbations to local electric field measurements. As expected,

figure 2.3 demonstrates that the local electric field is modified by a change in conductivity and/or

a change in space charge. A space charge of 50 e cm−3 produces a similar surface electric field
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to a conductivity reduction of α = 1/3 through the first 100 m of atmosphere. If a different

conductivity profile is utilized, the amount of space charge to produce a similar effect would be

different as well. A single surface electric field measurement is therefore unable to distinguish

which of these factors is causing the field change. However, it does provide some constraint on

how much of a change would need to occur to produce the amount of change observed in the near-

surface electric field. Furthermore, certain meteorological conditions, such as cloud cover, may help

distinguish between a perturbation due to conductivity or space charge, which is discussed within

section 2.4.4. A colocated conductivity probe or multiple electric field measurements with altitude

would also provide the information needed to distinguish between the two phenomena. This is

seen by the discontinuity in electric field when conductivity is changed compared to a change in

the slope of electric field seen when space charge is incorporated. This model will be exercised in

section 2.4 to describe the local phenomena seen in the electric field data sets at KSC.

2.4 Local Observations

The data from KSC constitute the longest continuous record of sub-hour electric field mill

data freely available, derived from an array of field mills to give a horizontal structure to the near-

surface vertical electric field, Ez. These unique features of the data set will be exploited in the

following sections. First, section 2.4.1 discusses the data in more detail and some of the processing

steps undertaken for the subsequent statistical analyses. The statistical analysis is used to make

autonomous groupings of field mills and to describe statistically the spatial and temporal influences

on the near-surface electric field. Section 2.4.2 utilizes the array of field mills and the statistical

analysis to describe the spatial variations seen in the data. The 18-year duration of field mill data

is utilized in section 2.4.3 to discuss the variations seen within the data across multiple temporal

scales. Finally, section 2.4.4 discusses the influence of clouds on the electric field and section 2.4.5

discusses the sunrise enhancement that is seen in the electric field data at KSC.
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2.4.1 Clustering Data

Each field mill in the network has its own unique signature that is influenced by the local

environment. To investigate the spatial distribution that leads to horizontal variability in the near-

surface vertical electric field, a K-means clustering algorithm is implemented to self-generate groups

of field mills. The K-means clustering generates groups autonomously by minimizing the distance

between the observations, x, and the group’s mean, µi. The equation to be solved is shown below

for k groups, which is set equal to two.

arg min
S

k∑
i=1

∑
x∈Si

‖x− µi‖
2 (2.20)

The potential gradient (PG) is commonly used in the GEC community to work with positive

values and is simply defined as the negative of the electric field, PG = ∇φ = −E. The median

diurnal variation of the potential gradient every minute from each field mill is shown in figure 2.4.

The two different groups determined solely from the K-means algorithm are colored red and blue.

Figure 2.2 identifies the mills in each of these two groups using the same color scheme and shows

that these groupings have a clear spatial dependence, with blue mills lying near the coast while red

mills are inland. This was done without any manual selection of the groups, relying solely on the

K-means clustering algorithm, which is strong statistical evidence that there are local differences in

the field mills based on their spatial location. The blue coastal mills are all situated approximately

100 m from the ocean. This indicates that local bodies of water may have an impact on the local

environments of individual field mills. The average diurnal variation in the near-surface electric

field derived from the Carnegie cruises [Harrison, 2013] is plotted as dashed black lines, which are

multiplied by the median values for the two statistical groups. The KSC field mill diurnal variations

follow a similar trend to the Carnegie curve variation, with a notable exception around 12 UT that

will be discussed further in section 2.4.5.

The electric field and meteorological observations obtained from KSC span 18 years and

contain many different local events over the course of this time. A common way to determine
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Figure 2.4: Median diurnal variations of the potential gradient every minute for all field mills at
KSC, with blue indicating coastal mills and red indicating inland mills, which are grouped by a
K-means clustering algorithm. The dark lines are the mean of all field mills within each group.
The dashed, black lines are the annual Carnegie curve variations [Harrison, 2013] multiplied by
the median for the coastal and inland field mill groups. KSC is in the Eastern time zone which
corresponds to UTC-5 standard time.

fair-weather electric fields is to limit data to specific meteorological conditions or electric fields

between a given threshold [Burns et al., 2012]. To avoid self-imposed biases of the data set to

certain meteorological conditions and arbitrary thresholds of electric field, the following statistical

analyses employ the median as the statistic of interest rather than the mean. This is a more robust

statistic against outliers compared to the mean and allows the entire data set to be investigated

without limiting it to certain time periods or thresholds of electric field values. This means that

there will be thunderstorms and electrified shower clouds at the extreme ends of the data. However,
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due to the large amount of data, the median is not significantly affected by these extreme values.

The variance in the data is then described by the median absolute deviation (MAD). The MAD is

the median of the absolute deviation of each observation, Xi, from the median of the entire sample,

medianj(Xj),

MAD = mediani (|Xi −medianj(Xj)|) . (2.21)

The median and median absolute deviation for both the coastal and inland field mills are

shown below. These values are computed from over five million, one-minute means of electric field

data.

Median (V/m) MADa (V/m)

Coastal 205.8 46.8

Inland 149.3 36.0

aMedian absolute deviation.

2.4.2 Spatial variations from wind direction

The location of KSC along the Florida coast produces complex meteorological and space

charge patterns that occur as discussed in section 2.2.2. Each field mill in the regional array of

electric field mills experiences the global changes of the vertical electrical field within the GEC. In

addition to the global signature, the vertical electric field also has modifications superimposed on it

by the local meteorological environment. This is evident in figure 2.4, where the solid blue and red

curves follow the same general trend as the dashed, black Carnegie curves, which is due to the GEC,

but they also show deviations from those curves, which are attributed to local effects. Section 2.4.1

statistically derived two distinct groups of field mills that were identified generally as coastal and

inland. Within the rest of the manuscript, the median of the mills within each group will be used

every time to produce a representative mill labeled coastal or inland. These two representative mills

are sensitive to the mean local environment of all the mills within the respective groups, which gives

an average behavior for each group. Figure 2.5 shows the influence that wind direction has on the

field mills by analyzing the difference of coastal minus inland potential gradients. When there is
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an on-shore wind (325 to 150 degrees), there is a strong deviation of more than 50 V/m between

the coastal and inland field mills. When the wind is off-shore, there is a much smaller deviation

between the field mills.

Figure 2.5: The deviation between coastal and inland field mills over time (UT) and wind
direction. There is a deviation of more than 50 V/m when the wind is coming from the east or
northeast, irrespective of the time of day.

This 50 V/m deviation between coastal and inland mills is suspected to be due to an addition

of space charge from the electrode effect [Markson, 1975] over the ocean or surf near the coast

[Blanchard, 1966; Gathman and Hoppel, 1970] being brought over the coastal field mills. The

additional space charge enhances the electric field of the coastal mills, but is not advected further

inland over the inland field mills. This local space charge can be viewed as adding an additional
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local current source, Jlocal, in addition to the current flowing within the GEC, JGEC , as discussed

in section 2.3. The local current can be produced by convective mechanisms, eddy diffusion, and/or

turbulence that moves this space charge mechanically to produce electric currents [Markson et al.,

1981]. Utilizing the model development in section 2.3.3, figure 2.3 showed that measurements of the

electric field at a single point are unable to determine whether this deviation is due to space charge

or a change in conductivity by ion attachment to aerosols making them less mobile. Thus, another

possible cause for the wind direction dependency on the coastal and inland near-surface electric

fields is through local conductivity changes. Willett [1985] describes how radioactivity from the soil

increases local conductivity, which means that the air masses over ocean and land have different

conductivity. Consequently, the advection of the ocean air mass over the coastal mills could reduce

the local conductivity and increase the electric field. However, previous measurements of the charge

distribution near coasts have shown that ocean surf produces a significant space charge [Blanchard,

1966], suggesting that this could be the cause of the difference in measured near-surface vertical

electric fields between the inland and coastal field mills.

The electric field mills at KSC determine the local vertical electric field, but more informa-

tion is needed to determine whether conductivity or space charge is causing these deviations, as

section 2.3 showed. One possible method, elucidated by the model simulations shown in figure 2.3,

is to observe the change in vertical electric field with height. As shown in figure 2.3, a space charge

distribution will produce a vertical gradient in the electric field when space charge is present, while

conductivity changes will produce no vertical gradient. Marshall et al. [1999] obtained this type

of information from raising and lowering a balloon and observed a vertical gradient in the elec-

tric field with height, suggesting space charge was present during those flights. A more extensive

campaign of vertically distributed field mills in combination with the horizontal array, under the

various conditions elucidated by our statistical study, would help resolve this ambiguity in whether

space charge or conductivity is the cause of changing near-surface electric fields.

In summary, a strong spatial deviation of electric field measurements from field mills around

KSC that is dependent on the wind direction was identified. This indicates that two different
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local air masses, one inland and one near the ocean, have strong influences on the measurement

of atmospheric electric fields. In future studies, a vertical distribution of field mills could help

elucidate the influence of space charge and conductivity content on the local electric fields.

2.4.3 Temporal variations in the electric fields

The 18-year data set provides the ability to statistically determine signals that span the range

from diurnal to multi-year. To identify when different periodic variations are present throughout

the data set a wavelet analysis is performed following the derivations of Torrence and Compo [1998].

The bias correction discussed in Liu et al. [2007] is utilized to normalize the power over all periods

within the data set. The entire data set is filtered for outliers by keeping data within five median

absolute deviations of the median, using the median statistics discussed in section 2.4.1. This

removes the outliers, presumably due to local thunderstorms and electrified clouds, from the data

set, providing a way to determine the periodic variations due to fair-weather signals. The data set

was resampled to a 30-minute frequency and normalized to a zero mean and one standard deviation

for the wavelet analysis. Figure 2.6 shows the normalized wavelet analysis for the representative

coastal and inland field mills. This analysis shows the relative power of the different periodic signals

and how that power varies over the course of the data set.

There is a distinct one-day period seen throughout the data, which is attributable to the

global electric circuit diurnal variation. The diurnal signal is not a solid color across the data

set, which means that the signal has strong variations in power over intervals of time that exceed

days, i.e. weeks and months. This is the reason that multi-day averages were needed to obtain a

representative diurnal curve that is colloquially known as the Carnegie curve. There are several

other longer time periods that show up at random times indicating no regular variation is present

at these temporal scales. There also appears to be a fading of the diurnal signal, particularly for the

representative inland mill, from 2008 onwards. This could be due to a decrease in the amplitude of

the signal, or that there is less correlation each day during this time period. On shorter timescales

the representative inland mill shows a small 12-hour periodicity. This periodicity is likely caused
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Figure 2.6: Wavelet analysis of coastal electric fields on the left and inland electric fields on the
right, with the cone of influence in the white, cross-hatched region, indicating areas where the
analysis is not valid. The data was normalized to have zero mean and a variance of one prior to
the wavelet analysis. The analysis shows a strong diurnal signal in both data sets with a weak
annual signal also present.

by the sunrise effect that is more prominent in the inland field mills than the coastal ones, which

will be discussed in more detail in section 2.4.5.

An interesting observation is that there is only a small amount of power seen in the annual

period. Figure 2.7 shows the median electric field for each month over the time of day for the coastal

sites. The coastal site is chosen to reduce the contamination from the large amplitude sunrise effect

that impacts the inland mills, although there could still be contamination from smaller amplitude

land/sea breeze perturbations that occur at regular frequencies. This shows that there is about a 10

V/m change over the course of a year, in contrast to the greater than 50 V/m change attributable

to the diurnal variation. It is not currently known whether there is a trend in the annual signal

of the GEC [Williams and Mareev, 2014]. This data from KSC indicates that the signal is likely

weak, and that the local meteorological effects provide more variation than is seen within the annual

cycle. Therefore the annual cycle seen at KSC could be a manifestation of the local meteorology

changing on an annual cycle, i.e. seasonal changes in the local atmosphere. For example, figure 2.7

indicates that the largest variability over the year is occurring around 18-22 UT in the summer
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to fall months. This represents local afternoon for the field sites and the peak in the American

chimney of the Carnegie curve. Thus, it is entirely likely that the filtered data set is still sensitive

to local thunderstorm activity resulting in the apparent annual cycle signal in the wavelet analysis.

This finding is in contrast to other articles demonstrating a distinct seasonal and annual variation

in atmospheric electric fields [Burns et al., 2008; Blakeslee et al., 2014] due to seasonal variations

in convection over the northern and southern hemisphere. Although the observations in polar

regions are not influenced by local thunderstorm activity, annual variations in other meteorological

properties may persist that manifest as an annual cycle in the electric field data.

Figure 2.7: The variability in potential gradient over time of day and month of the year. A small
10 V/m variation over the year is seen in the right panel.
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There are several possibilities for this small annual variation that is seen in the data. Sec-

tion 2.4.2 described local influences of sea spray that modify the near-surface electric field by more

than 50 V/m. If this local modification has an annual variation that is opposite to the global

atmospheric electric field, the signals could destructively interfere with one another reducing the

strength of the annual variation in the data. Another possibility is the large occurrence of storms

around KSC, which leads to poor fair-weather sampling in the summer months due to the frequency

of large electric fields. Therefore, a site with a lower occurrence of electrified clouds and thunder-

storms would be a more ideal observation location for assessing an annual variation in atmospheric

electric fields. Another possibility for the lack of an annual signal is that there is no annual GEC

variation, and that all measurement locations are experiencing an annual local variation with the

changing of the seasons causing local fluctuations in the near-surface atmospheric electric field.

This discrepancy of the annual and seasonal variation of the atmospheric electric field warrants

further investigation of the electric fields from multiple sites over the same long-term periods to

determine the differences between the various data sets.

The 18-year KSC data set is large enough to cover around one-and-a-half solar cycles, but

greater than 9-year trends are not deducible. Figure 2.8 shows a slight decrease in the signal

since 2003. This could be due to the GEC currents decreasing over time or a degradation in the

instruments or measurement site over time, as indicated in Markson [2007]. The deduction of long-

term trends would benefit from a global site comparison over many years, which would eliminate

any instrument degradation or local contamination concerns.

The wavelet analysis showed that there is a significant diurnal variation seen at KSC and

a relatively small annual signal, but no other periods had consistent power throughout the data

set. A long-term, decreasing trend in the potential gradient was shown in figure 2.8. The lack

of a strong annual and seasonal signal, and a weakly decreasing trend in the potential gradient

measurements, warrant further investigation in relation to previous authors’ findings [Burns, 2005;

Burns et al., 2012; Blakeslee et al., 2014].
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Figure 2.8: The variability in potential gradient over the time of day and year within the data
set. The potential gradient has been slowly decreasing since 2003.

2.4.4 Clouds in the GEC

Clouds within the GEC act as resistors and increase the total resistance of the atmosphere.

This is due to a reduction of conductivity within clouds caused by the attachment of ions to

water droplets that reduce their mobility [Harrison, 2003]. Nicoll and Harrison [2010] launched

balloons through layered clouds of large horizontal extent and their measurements show a reduction

of conductivity within the cloud of around 1/3. Their balloon measurements also indicated the

presence of space charge at the boundaries of the cloud. This space charge developed due to the

rapid spatial changes in conductivity between clear and cloudy air rather than by a source, such
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as ocean surf, as discussed in section 2.4.2. Their measurements were conducted within the clouds

themselves, but no ground measurements of the electric field were related to these findings. This is

another example whereby combining the horizontal array of field mills with vertical measurements

of electric properties could further advance the findings. To determine the influence of clouds on the

near-surface atmospheric electric fields, the long-term data set at KSC and the model simulation

from section 4.1 are used to investigate the statistical trends of near-surface electric fields when

clouds are overhead.

Local METAR observations from an automated weather reporting system indicating the

fraction of cloud cover were obtained at hourly intervals from the shuttle landing strip (airport

code KTTS). The different cloud categories correspond to different fractions of the sky covered by

clouds given in eighths: clear (0/8), partially cloudy (2/8), scattered clouds (4/8), mostly cloudy

(6/8), and overcast (8/8). Taking clear skies to be the baseline electric field, the deviation of other

sky conditions with respect to clear skies is determined. Figure 2.9 shows that as the cloud cover

increases, the surface electric field reduces in magnitude. However, in the case of fog being present,

the magnitude of the electric field increases, which agrees well with previous measurements [Bennett

and Harrison, 2009]. In the situation of fog, the electric field measurements can be viewed as being

made inside of a local cloud.

To simulate the influence that clouds have on the measured electric field, the model developed

in section 2.3 will be used. In this model, a full overcast cloud is placed between 750 meters and 1250

meters, and, separately, a fog layer from zero to 100 meters. Within these clouds, the conductivity is

reduced by 1/3 which agrees well with the observations from Nicoll and Harrison [2010]. Figure 2.10

shows a profile of the electric field throughout the column in a standard atmosphere (green), with

an overcast cloud (red line) and fog (blue line). The strong enhancement seen in fog, and the

weak reduction of the potential gradient due to overhead clouds, agrees with the observations seen

in figure 2.9 based on alterations to atmospheric conductivity. The modeling and observational

agreement put a realistic limit on the conductivity reduction seen within clouds at no more than

1/10, and draws into question findings of conductivity reductions of more than 1/20 to 1/60 that
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Figure 2.9: Potential gradient deviations due to local cloud cover. Increasing cloud cover
overhead causes a reduction in the potential gradient, while a local fog enhances the potential
gradient.

were found in the global modeling work of Zhou and Tinsley [2010]. Recent measurements by Nicoll

and Harrison [2016] have attributed the large conductivity reduction values used within Zhou and

Tinsley [2010] to the shallow transition depth at the edges of clouds that was assumed within that

work. In the simplified case where J = σE, a reduction in conductivity of 1/10 would lead to a

ten-times larger electric field, which is not seen in the KSC data.

Utilizing the model from section 2.3, a reduction in conductivity within clouds is able to

explain the reduction in the observed near-surface electric field due to overhead clouds by increasing

the column resistance and therefore decreasing the current density within the column. The local

conductivity at the surface measurement location is the same, even with an overhead cloud, and

therefore, the electric field is decreased by the same amount as the current density is reduced by
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Figure 2.10: The electric field and potential through an overcast cloud (red line) and a low lying
fog layer (blue line). The surface electric field is less negative when an overhead cloud is present,
while in a fog layer, the electric field is more negative due to the decreased conductivity locally.

the increased column resistance. When fog is present, the local conductivity is modified and one

can view the observation as being within the cloud. A layer of fog results in an increased column

resistance due to the fog, which reduces the current density in the column. However, the reduced

conductivity locally is significantly larger than the reduction of the current density, resulting in a

more negative surface electric field.

The influence of clouds on the GEC has primarily focused on the increased total resistance

of the atmosphere [Baumgaertner et al., 2014]. However, this analysis shows that overhead clouds

modify the local near-surface atmospheric electric fields by up to 30 V/m at KSC, and that a low

lying fog can significantly enhance the local electric fields. Therefore, when interpreting near-surface
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electric field measurements, one must be cognizant of not only the local atmospheric environment

at the surface, but also to what is occurring within the atmospheric column overhead that may

modify the column resistance, independent of what other global changes may be occurring in the

GEC.

2.4.5 Sunrise enhancement

The near-surface electric field measurements have a distinct diurnal variation that was shown

in section 2.4.3. This diurnal variation was attributed to global electric circuit variations. However,

figure 2.4 showed a distinct increase in the potential gradient around 12 UT, which is not identi-

fiable in any of the global electric circuit signatures [Williams and Mareev, 2014; Harrison, 2013].

This extra peak at 12 UT corresponds with sunrise at KSC indicating that there could be local

factors influencing the global measurement similar to those described by Yaniv et al. [2016]. The

enhancement of the atmospheric electric field around sunrise has been investigated by other authors

from land based locations around the globe and is known as the sunrise enhancement. The sunrise

enhancement is an enhancement of the near-surface atmospheric electric field at local sunrise. This

local time influence indicates that different measurement stations throughout the world have these

enhancements imposed upon different locations of the universal time diurnal GEC variations. The

sunrise enhancement is thought to be produced by a production of local space charge, although

the physical mechanism is not fully understood as described within Marshall et al. [1999]. In this

study, they raised and lowered a balloon with an electric field meter a few minutes before sunrise

to several hours afterwards in the area of the KSC mills. They showed that certain field mill sites

around KSC have different strengths of sunrise enhancements and that the sunrise enhancement is

not present every single day. The variations seen around sunrise in the near-surface vertical electric

field profile appear similar to the space charge profiles developed in section 2.3.3, indicating that

some space charge generation mechanism producing a local electric current could be responsible

for the sunrise effect.
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Investigating a single day or short observational campaigns makes it difficult to discern the

difference between the natural GEC variation and the sunrise driven variation. The KSC data set

covers 18 years, which is long enough to eliminate variations within the GEC that are found over a

single day. The sun rises locally at different times throughout the year at KSC, which means that

over a year the time of this local influence will also vary. To investigate the sunrise enhancement,

the electric field values were organized into an epoch time defined as the end of civil twilight at

KSC. This is the time that the sun’s rays will first appear at the site and begin to heat the surface.

Figure 2.11 shows the sunrise enhancement of the inland field mills as well as the relative humidity

and wind speed at KSC.

Figure 2.11: Epoch analysis of inland field mills (red), relative humidity (blue), and wind speed
(green) at KSC relative to the end of civil twilight. The initial rise in potential gradient appears
to start slightly before or right at the end of civil twilight, while the peak in the sunrise
enhancement occurs about an hour later.
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The maximum in the sunrise enhancement occurs about one hour after the end of civil twi-

light, but the initial increase in the potential gradient occurs either just before or right when the sun

rises. The wind speed and relative humidity are both well correlated with the sunrise enhancement.

One possible explanation is that with relative humidities greater than 85%, hygroscopic growth of

aerosols occurs, which leads to an increase in the potential gradient due to a decrease in the local

conductivity [Silva et al., 2015]. Another theory is that low wind speeds cause an accumulation of

space charge near the surface at night that is advected vertically when the sun rises and causes an

enhancement in the potential gradient [Marshall et al., 1999]. Figure 2.12 shows the relationship of

the potential gradient to the relative humidity and wind speed at KSC. There is a very noticeable

sunrise enhancement when the relative humidity is greater than 85%, as well as when the wind

speed is less than 2.5 m/s. These two variables are closely related in that when low wind speeds

are present there is a high relative humidity, making the separation of these effects difficult.

Figure 2.12: Inland field mill measurements showing a significant increase in the potential
gradient after sunrise. The left image shows that the sunrise enhancement occurs with relative
humidity above 85% and the right image shows that wind speeds below 2.5 m/s are required for
the enhancement.

The sunrise enhancement occurs frequently at KSC and produces a strong local time influence

on the electric fields. This local influence can cause large deviations from the diurnal GEC variation

that must be accounted for when attempting to determine the GEC signal. The relative humidity
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and wind speed correlate well with the sunrise enhancement, and several explanations found in

the literature warrant further investigation. An attempt to simulate the sunrise enhancement in a

laboratory setting where these variables can be controlled would be useful to understand this effect

in more detail.

2.5 Summary

The investigation of electric fields in the atmosphere has been rooted in measurements for over

100 years. Within this chapter, data sets from Kennedy Space Center in Florida, and Vostok and

Concordia stations in Antarctica were utilized for their fair-weather measurements. Investigating

the long-term statistical trends showed that local meteorological properties affect the electric field

measurements. The location of field mills close to the ocean showed that the air mass over the ocean

blowing over the field mills near the shore leads to differences of more than 50 V/m, compared to

field mills further inland, in the measured surface electric fields. An in-depth statistical analysis was

carried out to show that local cloud cover and the local sunrise time influence the local electric field

measurements as well. Investigation of these local phenomena within the electric field data showed

that care must be used when investigating global electric field signatures from a surface electric

field measurement. Chapter 3 will discuss the electrical processes that go into the generation of

the global electric fields.



Chapter 3

Electrical Processes

To address the four questions posed within this thesis an understanding and description of

relevant atmospheric electrical processes is required. Air is generally thought of as an insulator due

to its large resistance. Even though air is a great insulator it is not a perfect insulator and there are

ions within the atmosphere that are able to move charge from one location to another. Although a

minor species in the dynamical system of the atmosphere these ions maintain the electrical nature

of the atmosphere. To understand this electrical system in more detail a model that incorporates

both the dynamical and electrical system together is imperative because the dynamical forces are

stronger than the electrical forces in the atmosphere. The dynamical forces are able to move the

ions around, which intrinsically generates local currents through the motion of these ions, and also

affects the resistances throughout the atmosphere by changing the number concentrations of the

ions. The electrical system can also influence the dynamical system with an extra force term from

the electric fields, but these forces are not as powerful and, therefore, the effects are harder to

identify. Coupling the dynamics and electrical nature of the atmosphere within a self-consistent

model provides a means to observe these different forcing mechanisms in a deterministic way.

The essential process to be evaluated within any electric model is to satisfy the current

continuity equation. This accounts for the flow and production/loss of currents within the system.

The two driving parameters in solving the current continuity equation,

∇ · σ∇φ = S, (3.1)
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for the potential φ are the conductivity, σ, and the source distribution, S. The conductivity of air

generally increases exponentially with altitude, following the decreasing density of the atmosphere.

There are also perturbations to this exponential profile caused by ion creation and loss processes,

which includes clouds and aerosols. These perturbations to conductivity are discussed within

Baumgaertner et al. [2013], Zhou and Tinsley [2010], Tinsley and Zhou [2006] and expanded in

more detail within section 3.1.

The source distribution within previous global models has relied upon thunder and convective

area distributions [Hays and Roble, 1979; Markson, 2007; Mareev and Volodin, 2014] or electrified

cloud parameters that relate to the strength of currents produced [Kalb et al., 2016]. For a sim-

plified representation of storms, an electrified cloud will generally have a positive charge center

located above a negative charge center. These two charge centers are then represented within the

mathematical models as dipole current sources as mentioned by Tzur and Roble [1985]. This dipole

current source represents the separation of charge that occurs within a storm cloud. The previous

work discussed above will be advanced in section 3.2 to provide a method of integrating realistic

local thunderstorms into global models that are not able to resolve individual storms.

To solve for currents and electric fields in the GEC, the full spatial and temporal distribution

of the conductivity and source currents within the modeling framework need to be assessed. Several

GEC models have been developed in the past to describe different aspects of the circuit that were

discussed in chapter 1. Recent model developments have provided better characterization of the

electrical connections within the atmosphere by utilizing finer grid resolutions and novel numerical

techniques [Odzimek et al., 2010; Zhou and Tinsley, 2010; Kalinin et al., 2014; Bayona et al., 2015].

The work within this thesis builds upon these methods and integrates them into one comprehensive

modeling framework. The incorporation of conductivity extends the methodology of Baumgaertner

et al. [2013, 2014] by utilizing data and observations where available and two-moment microphysics

for the loss of ions. The sources utilized within the modeling extend the methodology of Kalb et al.

[2016] by incorporating a dependence upon resistance. All of these variables are incorporated into

the same computational framework to use a consistent time step and spatial grid.
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3.1 Conductivity

Conductivity represents how easy it is to sustain a conduction current within the atmosphere

and has the units of Siemens per meter. A medium can be made more conductive through the

introduction of more ions, or by increasing the mobility of the ions that are present in the mate-

rial. The calculation of conductivity, σ, includes calculating the ion pair concentration n, and the

mobility of the ions µ+/−, such that,

σ = ne(µ+ + µ−), (3.2)

where e is the elementary charge.

To create the ion pairs, highly energetic particles ionize the air. Highly energetic particles

include galactic cosmic rays (GCRs), radioactive decays from radon that has been emitted from

the ground, and solar proton events. Higher up in the atmosphere the solar photon flux dominates

the production of ions and electrons in what is called the ionosphere. Within the global electric

circuit this highly conductive region is generally assumed to be a constant potential [Israël, 1970]

and used as an upper boundary within models.

Each ionization event can create thousands of ions locally but these ions are close enough

together that they will recombine with one another. The ion-ion recombination rate is considered

as a loss process within models which reduces conductivity.

The conductivity can also be modified by adjusting the mobility of the particles as well, this

includes accounting for ion attachment to clouds and aerosols. When a small ion attaches to a

larger aerosol or cloud droplet the mass is greatly increased and therefore the ion becomes much

less mobile. To characterize these small-scale (not resolvable within the climate model grid size)

perturbations within the circuit, a finite element method (FEM) was used in Baumgaertner et al.

[2014]. This allowed for a parameterization of small-scale cloud effects, that are not resolvable on

global climate model scales, to account for their influence on the downward return currents.
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Incorporating these physical mechanisms to determine the conductivity in the domain allows

one to calculate the full 3D spatial and temporal distribution of conductivity utilizing the Com-

munity Earth System Model framework with the Whole Atmosphere Community Climate Model,

CESM1(WACCM). Calculating conductivity in a physics-based framework allows for the coupling

of many different physical and chemical mechanisms, and the investigation of new parameterizations

and couplings within the same model.

3.1.1 Ion Production

Ions are produced through highly energetic particles interacting with the neutral particles in

the atmosphere to ionize them. The creation of these ion pairs is primarily due to galactic cosmic

rays (section 3.1.1.1) and radioactive decay (section 3.1.1.2) within the atmosphere and occasionally

highly energetic solar particles from a CME (section 3.1.1.3) that can cause ionization in the middle

atmosphere. The production of ions are described in the sections below.

3.1.1.1 Galactic Cosmic Rays

Galactic cosmic rays (GCRs) are high energy particles coming from outside the solar system

produced by supernovae [Ackermann et al., 2013]. GCRs are the main source of ionization in the

middle atmosphere and have a maximum production rate near 10-15 km [Bazilevskaya et al., 2008].

The charged particles interact with the magnetic fields of the sun and earth. This interaction is able

to change the direction of the particles. Therefore there is a variation in GCRs with solar cycle due

to the interplanetary magnetic field increasing in strength during solar maximum [Usoskin et al.,

2005]. The interplanetary field describes the solar cycle dependence on cosmic ray ionization, but

there is also a latitudinal dependence of cosmic ray ionization. This latitudinal influence is due

to the non-uniform magnetic field of Earth that preferentially allows different energies of particles

into the atmosphere to produce ionization. Earth’s magnetic field is therefore able to deflect the

GCRs depending on the magnetic rigidity of the particles. The magnetic rigidity, R, of a particle
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is defined as

R = BrL = p/q, (3.3)

where B is the magnetic field and rL is the Larmor radius of the particle. This is also equivalent

to the momentum, p, over the charge, q, of the particle, indicating that the rigidity is the ability

of a particle to penetrate a given magnetic field Herbst et al. [2013]. With Earth’s dipole magnetic

field, particles can more easily penetrate near the poles and therefore we can define a cutoff rigidity,

RC , where particles under this energy are unable to penetrate Earth’s magnetic field. The cutoff

rigidity is dependent on the L-shell of Earth’s magnetic field, L, as

RC =
κ

Lα
, (3.4)

where κ ≈ 14.823 GV and α = 2.0311 [Herbst et al., 2013]. The cutoff rigidity on Earth shows that

there will be more ionization near the poles from GCRs than near the equator, because the high

energy particles are able to penetrate farther into the atmosphere where the same L-shell altitudes

are lower than at the equator.

One way to represent these effects in the model, is through a parameterization of ion produc-

tion. One developed by Tinsley and Zhou [2006] is utilized and implemented in the same manner

as Baumgaertner et al. [2013]. The parameterization is a function of altitude, geomagnetic latitude

and solar cycle. Table 3.1 shows the values used during solar minimum, with the full complement

of values found in Tinsley and Zhou [2006]. The altitudes and ion production rates between the

equator and the knee are adjusted based on a scaling of sin4 θ/ sin4 θknee, where θ is the geomagnetic

latitude and θknee is the geomagnetic latitude of the knee.

The parameterization works well as an approximation to the solar conditions and allows

for the experimentation during different solar minimum and maximum idealized scenarios. But

recently, the Coupled Model Inter-comparison Project released a solar forcing data set [Matthes

et al., 2016]. This project calculates the historic record of GCR flux from neutron monitor counts

at several different latitude locations. These neutron monitor counts are then incorporated into

an ionization model that is used to produce a daily file containing the GCR production rates as a
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Table 3.1: GCR ion production rate parameterization values during solar minimum [Tinsley and
Zhou, 2006].

Level
Equator
Altitude

Knee
Altitude

Knee
Latitude

Equator
Ion

Production
[cm−3s−1]

Knee Ion
Production
[cm−3s−1]

zs 0.0 0.0 50 1.4 2.2
za 6.5 9.8 52 13.5 145
zb 9.0 16.0 58 34 325
zc 11.0 21.0 60 64 435
zm 16.0 32.0 63 98 500

Assymptote ∞ ∞ 63 45 550

Table 3.2: GCR ion production rate equations for any altitude [Tinsley and Zhou, 2006].

Height Ion Production Rate (q) Scale Height (s)

z < za qa exp((z − za)/ss) ss = (za − zs)/ ln(qa/qs)
za ≤ z < zb qb exp((z − zb)/sa) sa = (zb − za)/ ln(qb/qa)
zb ≤ z < zc qc exp((z − zc)/sb) sb = (zc − zb)/ ln(qc/qb)

zc ≤ z < zm qm exp(−((z − zm)/sc)
2) sc = (zm − zc)/

√
ln(qm/qc)

zm ≤ z qd + (qm − qd) exp(−((z − zm)/sc)
2)

function of altitude and geomagnetic latitude. A typical ionization profile during a solar minimum

(1998) and maximum (1991) period is shown in figure 3.1.

The GCR flux is dependent on the solar cycle due to the sun’s changing magnetic field

strength. The GCR flux is anti-correlated with the sunspot number, which is an indication of how

active the sun is. Figure 3.2 shows the anti-correlation over the previous century. The impact of

the changing flux with solar cycle is most prominent at high geomagnetic latitudes. Viewing the

ionization rate over time from three different geomagnetic latitudes shows the distinct variability

in this flux at high latitudes while lower latitudes show less variability in figure 3.3.
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Figure 3.1: Galactic cosmic ray ionization rates for two geomagnetic latitudes and solar minimum
and maximum conditions. The ionization rate increases with altitude to a maximum around 100
hPa when it begins to decrease due to the decreasing air density.
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Figure 3.2: Galactic cosmic ray ionization rate and the sunspot number for the previous century.
The sunspot number is an indication of how active the sun. The GCR ionization rates are
anti-correlated with the sun’s activity due to the changing strength of the interplanetary magnetic
field.
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Figure 3.3: Galactic cosmic ray ionization rates for different geomagnetic latitudes over time. The
ionization rate increases with geomagnetic latitude, and the variability with the solar cycle also
increases at higher latitudes.
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3.1.1.2 Radon

The isotope Rn222 has a half-life of 3.8 days and can stay suspended in the air to be trans-

ported over large distances. Radon seeps through the ground in aerosol form, and then decays to

produce ion pairs in the atmosphere. A model of the source emission of radon and the decay within

the atmosphere is described here. A global map of radon emissions for each month of the year

was produced by Schery and Wasiolek [1998]. Figure 3.4 shows the distribution of the radon flux

globally in the month of June from this emission profile.

Figure 3.4: The global distribution of radon flux from the ground during the month of June
[Schery and Wasiolek, 1998].

Knowing the radon flux from the ground gives the source term for the models, qsurface. This

flux from the ground is able to accumulate, advect and decay within the atmosphere. To model
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all of these processes a differential equation representing the radioactive decay and production is

solved for the total quantity of material at the end of the time period, N(t).

dN(t)

dt
= −λN(t) + q; N(0) = N0, (3.5)

where the decay constant λ = ln 2/t1/2, and the source term, q, is the flux of material entering the

volume. Solving for N(t) gives

N(t) = N0e
−λt +

q

λ

(
1− e−λt

)
. (3.6)

This allows for the production and decay of radon within every grid cell. The atmospheric

models then take the quantity of radon within each grid cell and are able to advect the radon

throughout the atmosphere. With the models tracking the radon, one can determine the specific

activity of radon, Nλ, at any location and therefore determine the number of disintegrations per

second and then the ion production rate related by 3.5× 105 ion pairs per disintegration [Crozier,

1969]. These formulations give the total radon ionization within the model.

To reduce the reliance on external data sets, a more general parameterization of the radon

emission from the surface has been developed that is a function of latitude and soil type. The

flux of radon from ice-free land surfaces is around 1 atom/cm2/s up to 30◦ N latitude when it

linearly decreases to 0.2 atoms/cm2/s at 70◦ N latitude [Conen and Robertson, 2002]. The land

and snow cover is utilized in the models so that radon emission is accounted for appropriately

depending on the surface type. This parameterization takes into account the seasonal dependence

of radon emissions within the model itself. The average mass mixing ratio of radon for the months

of January and June with this parameterization are shown in figure 3.5.

There has been a recent emphasis on investigating the radon emissions from the soil and

determining what those are through measurements. An interesting note here is the radon concen-

tration in the atmosphere is dependent on the transport within the climate models and not solely

dependent on the emissions. The radon in the atmosphere can accumulate in certain locations

depending on the preferential wind patterns. The incorporation of radon into atmospheric models
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Figure 3.5: Radon concentrations in the lowest model level. The northern hemisphere has larger
radon emissions in the summer due to decreasing snow and ice on the surface.

could help explain some differences in the observed variability in concentrations of radon within

the atmosphere. With the incorporation of radon into WACCM, other radon emission profiles can

be tested to compare with observations and better understand the atmospheric transport of radon

in addition to the emanation from the soil.

3.1.1.3 Solar Energetic Particles

Solar flares and coronal mass ejections (CMEs) from the sun release huge amounts of highly

energetic particles. If the solar flare or CME are in the right position, the particles can interact

with Earth’s atmosphere at which point it is called a solar proton event (SPE). When the SPE

interacts with the atmosphere it greatly enhances ionization and leads to chemical changes through

the production of HOx and NOy [Funke et al., 2011; Jackman and McPeters, 2004]. The ionization

altitude is strongly dependent on the type, speed and number of precipitating particles, which is

available within CESM at a daily resolution [Jackman et al., 2008]. For higher resolution runs the

AIMOS (Atmosphere Ionization Module OSnabrueck) data, which has a two hour time resolution
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[Wissing and Kallenrode, 2009], has been incorporated into the conductivity framework. SEPs

produce very significant perturbations to conductivity in the middle and upper atmosphere, but

do not generally have enough energy to make it into the lower atmosphere [Baumgaertner et al.,

2013]. The particles in the upper atmosphere modify important chemical reactions, but have little

consequence on the GEC because most resistance is within the first 10 km.

3.1.2 Ion Losses

The atmosphere is a highly dynamic region where interactions between different constituents

plays a major role in the composition of the atmosphere. Not all ions that are produced stay

as their initial free ion-pairs. Ions are able to recombine immediately after being created (sec-

tion 3.1.2.1). They can also attach to larger aerosol particles (section 3.1.2.2) and cloud water

droplets (section 3.1.2.3). These loss processes are described in more detail below.

3.1.2.1 Ion-Ion Recombination

Ions in the atmosphere can quickly recombine after being produced, and this recombination

is therefore a loss of ions in the atmosphere. This loss mechanism is dependent on the density

and temperature of the atmosphere. To account for this, Tinsley and Zhou [2006] produced a

parameterization based on altitude and temperature that fits data from Bates [1982]. The ion-

ion recombination rate, α, used in this modeling, in units of cm3/s, is dependent on altitude in

equation (3.7), equation (3.8), and equation (3.9).

0 ≤ z < 10 km; α = 6× 10−8
√

300/T + 1.702× 10−6(300/T )−1.984[M ]−0.451 (3.7)

10 ≤ z < 20 km; α = 6× 10−8
√

300/T + 1.035× 10−6(300/T )4.374[M ]0.769 (3.8)

20 km < z; α = 6× 10−8
√

300/T + 6.471× 10−6(300/t)−0.191[M ]0.901 (3.9)

[M ] is the concentration of air molecules in units of 2.69× 1019 cm3 and T is the absolute

temperature in K.
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3.1.2.2 Ion-Aerosol Attachment

Ions attaching to aerosols that are larger in size effectively slows them down reducing their

mobility, which then reduces the conductivity. Natural and anthropogenic emissions have a large

variability in size and time of the emissions. Therefore, a realistic treatment of ion attachment to

aerosols requires an accurate representation of the size distribution and number density of aerosols

in the atmosphere. The Community Aerosol and Radiation Model for Atmospheres (CARMA,

version 3.0) [Turco et al., 1979; Toon et al., 1979, 1988] is able to simulate the full aerosol life cycle

including nucleation, condensational growth, coagulation, and deposition. The CARMA model is

utilized within WACCM-GEC for the representation of aerosols and utilizes 22-36 radii size bins.

Within WACCM-GEC a comprehensive size-dependent aerosol distribution is provided from off-line

calculations that utilized two CARMA models [Baumgaertner et al., 2013].

The ion-aerosol attachment rate in units of ions/s is calculated as

∑
i

∑
r

β(ri)N(i, r), (3.10)

where N(i, r) is the number concentration of the aerosol of type i, and r is the particle radius. The

coefficient β, which has units of cm3/s, is a function of particle radius, with different particles types

able to have different radii as well. The β coefficients used are from Hoppel [1985] and extended

below 10 nm following Tinsley and Zhou [2006], with the radius r given in µm.

r ≤ 0.01 µm : β = 101.243 log10(r)−3.978cm3/s (3.11)

r > 0.01 µm : β = 4.36× 10−5r − 9.2× 10−8 cm3/s (3.12)

The loss rate due to different aerosols within WACCM-GEC is produced within Baumgaertner

et al. [2013]. The use of CARMA within the code involved utilizing off-line emission scenarios within

the model. New versions of CESM have been updated to provide online emissions from volcanoes

and other major aerosol sources with realistic amounts and size distributions of these releases. The

Modal Aerosol Model (MAM) [Liu et al., 2016] implemented within CESM utilizes these emissions
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during a run producing more realistic timing of the events. New versions of WACCM-GEC utilize

the MAM 4 bin aerosol model to determine the aerosol attachment rates. The mean attachment

rate of ions to aerosols is shown in figure 3.6. This shows that there are significant areas of aerosols

over East Asia as well as dust from the Saharan desert that is produced within the model.
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Figure 3.6: Ion attachment rates to aerosols averaged over the entire year. The attachment rate
decreases with altitude due to the decreasing density of the atmosphere. There are also noticeable
hot spots in east Asia due to biomass burning and pollution.
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3.1.2.3 Ion-Cloud Attachment

Ions in the atmosphere can also attach to cloud particles through diffusion and conduction

[Pruppacher and Klett, 1997]. The attachment of the ions to cloud drops can be described through

the ion diffusivity, D, droplet concentration, Ni, and the droplet radius, ri through the following

equation

4πD
∑
i

Niri, (3.13)

where the ion diffusivity is

D =
µkT

e
. (3.14)

Within CESM a two-moment microphysics scheme is implemented [Morrison and Gettelman,

2008]. The two-moment microphysics determines the number density and size distribution within

each grid cell where the size distribution, φ, is represented by a gamma function

φ(D) = N0D
µ exp−λD (3.15)

where D is the diameter, N0 is an intercept parameter, λ is a slope parameter and µ = 1/η2 − 1

is the spectra shape parameter with η being the relative dispersion radius determined by the

measurements and parameterization given in Martin et al. [1994]. The equation for η used in

CESM is

η = 0.0005714N ′′c + 0.2714 (3.16)

with N ′′c the local cloud droplet concentration in 1/cm3. Within CESM the local cloud droplet

concentration, N ′′, and local mass mixing ratio, q′′ are calculated and the spectral parameters for

the distribution gamma distribution in equation (3.15) are

λ =

(
πρN ′′Γ (µ+ 4)

6q′′Γ (µ+ 1)

)(1/3)

(3.17)

N0 =
N ′′λµ+1

Γ (µ+ 1)
(3.18)
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where Γ is the gamma function. Taking moments of equation (3.15) and rearranging gives the

effective radius, reff , of the droplets within the grid cell

reff =
Γ (µ+ 4)

2λΓ (µ+ 3)
. (3.19)

Utilizing these distributions within the cloud attachment equations produces a spatially and

temporally varying ion attachment to clouds. Figure 3.7 shows the ion attachment rate to clouds

averaged over an entire year. The southern ocean has many persistent clouds that are evident in

the attachment rates. The incorporation of aerosols and clouds acts to increase the total resistance

of the atmosphere.
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Figure 3.7: Ion attachment rates to clouds averaged over the entire year. The attachment rate
decreases with altitude due to the decreasing density of the atmosphere. There are noticeable
concentrations of clouds in the mid latitudes of both the southern and northern hemispheres.
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3.1.3 Ion Concentration

The conductivity of the atmosphere is dependent on the total ion concentration from equa-

tion (3.2). The total ion concentration, n is calculated from the total ion production, q, discussed

in section 3.1.1 and loss mechanisms discussed in section 3.1.2. The losses due to recombination

from section 3.1.2.1, and the losses due to aerosols and clouds in section 3.1.2.2 and section 3.1.2.3

are utilized in the following equation

dn

dt
= q − αn2 −

(∑
i

∑
r

β(ri)S(i, r)− 4πD
∑
r

NrAr

)
n. (3.20)

Where q is the sum of all ion production rates given in units of ions/cm3/s, alpha is the recombina-

tion rate discussed in section 3.1.2.1,
∑

i

∑
r β(ri)S(i, r) is the ion attachment to aerosols in units

of 1/s discussed in section 3.1.2.2, and 4πD
∑

rNrAr is the attachment of ions to water droplets

in units of 1/s discussed in section 3.1.2.3.

Assuming steady state for the system, dn
dt = 0, equation (3.20) becomes a quadratic equation

that can be solved for the total ion concentration, n,

n =

√
4αq +

(∑
i,r β(ri)S(i, r) + 4πD

∑
rNrAr

)2
−
∑

i,r β(ri)S(i, r)− 4πD
∑

rNrAr

2α
. (3.21)

With the total concentration of ions known, the remaining unknown in the conductivity equa-

tion is the mobility of the ions. Mobility is calculated using a ”reduced mobility” experimentally

determined in clean air, µ0 following Tinsley and Zhou [2006]

µ = µ0
P0

P

T

T0
. (3.22)

P0 and T0 are for STP at 1013 hPa and 273 K respectively. The value µ0 used in this work is

3.3 cm2 V−1 s−1 which is the sum of the positive and negative ion mobilities. With mobility and ion

concentration calculated, equation (3.2) can be used to determine the conductivity. The conduc-

tivity in the atmosphere with all of the factors discussed in the previous sections generally follows

an exponential distribution with a notable exception near the surface due to radioactivity mak-

ing the atmosphere more conductive. Figure 3.8 shows the typical exponential distribution from
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Figure 3.8: Average conductivity throughout the atmosphere from an exponential distribution
(blue) and from the WACCM-GEC model (red).

equation (2.9) in red alongside the average model produced conductivity in red. The curves both

generally follow the exponential nature of atmospheric density and an increasing conductivity with

height. However, there is more variation with the model due to the significant production and loss

mechanisms described earlier.

3.1.4 Cloud Current Convergence/Divergence

One of the problems with climate models is their large grid sizes. Therefore, resolving clouds

can be difficult or impossible. This means that only a general cloud fraction is known at each loca-

tion within the model, rather than describing what size and thickness the clouds have. Previously,

fair-weather clouds were accounted for with the use of the parallel resistor law [Tinsley and Zhou,

2006; Baumgaertner et al., 2013] and simply reducing the column resistance by the relative cloud

fraction assuming parallel resistors. This assumes that the potential at the tops of the clouds are

all the same, and that current is unable to flow around the clouds. Figure 3.9 demonstrates the

different approaches to modeling current flow through and around clouds [Baumgaertner et al.,

2014].
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Figure 3.9: Schematics of cloud modifications of conductivity and column resistance. Arrows
denote current direction and the current density magnitude in a qualitative sense. (a) Single
cloud, with current mainly flowing around the cloud as assumed in the small cloud approximation.
(b) Single cloud, only allowing for vertical currents as assumed in the large cloud approximation.
(c) Current divergence/convergence around the cloud, and “effective column resistance” as
a function of latitude and longitude, employed for the Poisson approach. (d) Model grid column
with cloud fraction and Poisson approach column resistance R̃col [Baumgaertner et al., 2014].

To determine how clouds can modify the current flow a Finite Element model was developed.

This model, described within section 3.1.4.1 and Baumgaertner et al. [2014], demonstrated that up

to 20% error in the total global resistance can be introduced without considering the converging

and diverging currents around clouds. Many different size and shapes of clouds were modeled to

obtain a parameterization to input into global models based on the cloud cover fraction. Figure 3.10

and figure 3.11 illustrate the current convergence and divergence around a cirrus and stratus cloud

respectively demonstrating the influence of altitude on the currents.
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Figure 3.10: (a) current streamlines and total current density around a cirrus cloud (indicated
by the green box) with a diameter of 10 km, located between 8 and 9.5 km altitude. (b) Model
air-to-earth current density (blue), restricted to vertical currents only (red), and mean effective
cloud current density (green). (c) Effective column resistance R̂col (blue), column resistance for
considering vertical currents only Rcol (red), and mean effective cloud column resistance R̂cloud

col

(green). (d) Potential difference distribution [Baumgaertner et al., 2014].
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Figure 3.11: As Figure 3.10 but for a stratus cloud between 0.5 and 2.5 km altitude
[Baumgaertner et al., 2014].
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3.1.4.1 Finite Element Cloud Model

A finite element model formulation is created to represent small scale clouds that are not able

to be represented within climate models. The finite element formulation requires a variational form

of the partial differential equation. Incorporating boundary conditions to the variational form, the

problem can be written as:

−∇ · [σ∇Φ] = S in Ω,

Φ = ΦE on ΓE ,

σ∇Φ · n = 0 on ΓL and ΓR,

(3.23)

where ΓE is the earth boundary, and a Dirichlet boundary condition is implemented with ΦE , the

fixed potential of the earth. ΓL and ΓR represent the left and right boundaries of the domain

where the current is expected to be vertical far away from any clouds. For the top boundary of the

ionosphere, ΓI , a Neumann boundary condition can be chosen:

∇Φ · n = 0 on ΓI . (3.24)

Alternatively, it is possible to use a Dirichlet boundary condition:

Φ = ΦI on ΓI . (3.25)

For the GEC cloud simulations presented in the next section we specify a fixed potential and define

the sources S to be zero.

The solution is obtained over the domain Ω where σ varies exponentially in height, and within

ΩC (the cloud) σc = ησ, where η is a constant.

The variational form of Poisson’s equation solves for Φ ∈ V , where V is a suitable function

space, such that

a(Φ, v) = L(v) ∀ v ∈ V, (3.26)

and

a(Φ, v) =

∫
Ω\ΩC

σ∇Φ · ∇vdx+

∫
ΩC

σc∇Φ · ∇vdx

L(v) =

∫
Ω
Svdx

(3.27)
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where integrals over the ΓL and ΓR boundaries would appear in L(v) if they were non-zero.

This formulation was implemented in the Fenics Python program [Logg et al., 2012] to obtain

the potential and current distribution throughout the domain.

With the current densities known throughout the domain, one can integrate over the lower

boundary to determine the total current

Itot =

∫
ΓE

−σ∇Φds. (3.28)

Using the total current flowing out of the domain with a known potential applied provides

a solution for the total resistance within the domain using Ohm’s law, V = IR. This model was

run for many different widths and heights of clouds to provide a parameterization that can be

utilized within the global models to account for the convergence and divergence of currents around

clouds that are not able to be represented within large grid sizes. Figure 3.11 and figure 3.10 show

the solution for two different widths and heights of clouds representing a stratus and cirrus cloud

respectively.

3.2 Current Sources

Thunderstorms and electrified shower clouds are the sources of current to the GEC that

maintain a potential difference between the ground and ionosphere [Wilson, 1921]. Through various

electrification processes such as precipitation-based charging, clouds can become electrified. In

particular, the non-inductive charging mechanism that involves ice-ice collisions in the presence of

supercooled liquid water is thought to contribute significantly to cloud electrification [Takahashi

and Miyawaki, 2002; Saunders, 2008]. Storm kinematics as well as gravitational size sorting invoke

charge separation that leads to the development of larger scale charge regions inside these clouds.

This charge separation can be represented as a dipole current source that drives the current within

the atmosphere.

Implementing current sources within a global model requires the investigation of how an

individual storm will interact with neighboring grid cells and the vertical conductivity variations



68

within a column. Section 3.2.1 discuss the leakage current between neighboring grid cells and

section 3.2.2 analyzes the amount of current contributing to the GEC from dipole current sources.

3.2.1 Storm Horizontal Extent

Each electrified cloud generally only covers several kilometers in the horizontal, while grids

within climate models can be more than 100 km. This means it is difficult to resolve individual

storms within climate models, unless they are extremely large convective systems. The FEM model

developed in section 3.1.4.1 and Baumgaertner et al. [2014] is utilized to model the currents from

a cloud and how they interact with neighboring grid cells.

A simple dipolar charge separation was introduced into the finite element model run at a

resolution of 0.5 km to produce two volume current densities, +1 A /m3 at 10 km and -1 A /m3 at

5 km. Assuming an exponential conductivity profile of the form

σ = ασ0 exp z/z0, (3.29)

where σ0 is 5.E-14 S/m, z0 is a scale height of 6 km [Roble and Hays, 1979b], z is the height above

ground, and α is a conductivity scaling parameter. With a 100 km horizontal domain, and a 5

km charge separation distance, a current of 0.272 A exiting the domain is produced. Emulating

a model grid boundary where there is a decrease in conductivity (α = 1/50) introduced away

from the source cloud, the total current reaching the top domain does not change significantly,

but the distribution and location of those currents within the grid does. This tests the situation

in climate models where two vastly different conductivities occur in adjacent grid cells and a net

vertical current from each grid cell is assumed to be unaffected by the adjacent cell. This situation

could occur when aerosols are produced in a single column, but not strongly advected into adjacent

columns.

Two representative current distributions are shown in figure 3.12, using the standard ex-

ponential profile current distribution for x > 0. For x < 0 it shows a conductivity reduction of

1/50 away from the source region. These two cases were run separately using the FEM model and
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plotted side by side for comparison. To further illustrate the point, the top and bottom boundary

current densities are plotted in figure 3.13. The bottom current densities are nearly identical due

to the sharp fall off from the source, but the top current densities show that there is more current

entering the ionosphere in the lower resistance region than the higher resistance region, while the

total integrated current remains the same. If one is not concerned with the high fidelity distribu-

tion of source currents, then one only has to determine the total current input to the circuit for

determining the top potential.

Figure 3.12: Current produced from two separated charge centers. Two separate simulations were
run, one x > 0 where the conductivity follows an exponential profile, and another, x < 0 where
the conductivity was reduced by a factor of 50, 25 km away from the center. The distribution of
the currents are different between the two simulations due to the increased resistance to current
flow away from the source.

The small-scale FEM model has shown that the total vertical current within a grid cell is

unaffected by the conductivity variations in the neighboring grid cells. However, the total current
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Figure 3.13: Amplitude of the current leaving the boundaries of the domain. When a conductivity
change is introduced away from the sources (α = 1/50), the location of the current exiting the
domain changes, but not the integrated amount of current. Across the top boundary (dashed
lines) the red curve shows a higher current density when x < 25 km and then a sharp decline due
to the increased resistance in the region outside of this. The dashed-blue curve shows a
continuous path as there is no conductivity perturbation introduced.

input to the GEC is highly dependent on the distribution of conductivity within the local vertical

column.
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3.2.2 GEC Current Contribution

To determine the amount of current contributing to the GEC previous studies have utilized

an electric circuit analog. This electric circuit can be driven by either a current source or voltage

source [Slyunyaev et al., 2015] with resistors above and below the storms. To determine the electric

fields in an arbitrary conductivity medium, a one dimensional analytic model is developed within

this section. The model determines the potential, φ, throughout the domain by maintaining current

continuity throughout the domain

∇ · σ∇φ = 0. (3.30)

To determine the amount of current leaving the column 0 V potentials are applied at the

bottom, z0, and top, z3, boundaries. There are also two other interfaces within the domain due to

the dipole current source. The dipole current is represented by −Idipole at z1 and +Idipole at z2.

This produces a 3 region model that can have any arbitrary conductivity distribution within each

region, σ(z). At each interface the current and potential are continuous, which at z1 becomes

φ1 = φ2 (3.31)

σ1∇φ1 = σ2∇φ2 − Idipole. (3.32)

Solving equation (3.30) for the potential gives solutions of the form

φ = C1

∫
dz

σ(z)
+ C2. (3.33)

Realizing that
∫

dz
σ(z) is just the resistance as a function of z, r(z), the equation can be

rewritten as

φ = C1r(z) + C2. (3.34)
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Using this form for the potentials in all regions and applying a continuous potential condition across

the boundaries between regions, the first interface becomes

C1r1(z1) + C2 = C3r2(z1) + C4. (3.35)

There is no depth in region 2 yet, so r2(z1) is 0, and r1(z1) is just the total resistance within

region 1, denoted by a capital R, which simplifies to

C1R1 + C2 = C4. (3.36)

The current continuity across the interface, evaluated at z1, becomes

σ1C1
dr1

dz
= σ2C3

dr2

dz
− Idipole. (3.37)

The resistance in each region was defined as the integral of 1/σ, therefore the derivative

of resistance becomes 1/σ, which simply cancels with the conductivity in front of the coefficients

leaving

C1 = C3 − Idipole. (3.38)

After applying these equations at each interface and both boundaries the potential only

depends on the strength of the current dipole, Idipole, and the total resistances within each domain,

R. Solving for the potential in each region yields

φ1 = IdipoleRratior1(z) (3.39)

φ2 = IdipoleRratio

(
R1 −

(
R1 +R3

R2

)
r2(z)

)
(3.40)

φ3 = IdipoleRratio (r3(z)−R3) , (3.41)

where Rratio is the ratio of resistances between the centers of the dipole to the entire column.

Rratio =
R2

R1 +R2 +R3
(3.42)
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A representative illustration of a simple dipole current source with strength Idipole = 1000

A and the centers located at 5 km and 10 km is shown in figure 3.14. There are two different

conductivity distributions shown, an exponential conductivity following equation (2.9) (blue) and

a constant conductivity within each region (blue) that gives the same total resistance within each

region as the exponential conductivity. Due to the different conductivities within each region the

electric fields will be different, however the total current leaving the domain is the same.

Figure 3.14: The potential distribution from different conductivity distributions within each
region. The blue curve has an exponential conductivity profile defined by equation (3.29) while
the red curve has a constant conductivity within each region to produce the same total resistance
as the exponential distribution. The potentials follow different paths indicating that the electric
fields within the domain would be different in each situation, but the total current contributing to
the GEC remains the same and is dependent on the ratio of resistances between the domains.

Calculating the total current leaving the domain and contributing to the GEC, IGEC , depends

entirely on the ratio of resistances within the column

IGEC = IdipoleRratio. (3.43)
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The ratio can be thought of as an efficiency factor for the current to contribute globally.

Increasing the resistance between the dipoles will put more current into the GEC, while increasing

the column resistance will reduce the amount of current contributing to the GEC.

Previous work on calculating the current contribution to the GEC focused on parameterizing

these source currents based on related cloud parameters [Kalb et al., 2016]. These parameters are

related to electrification processes that in turn relate to the magnitude of the currents produced by

electrified clouds, Idipole. In that analysis it is implicitly assumed that the dipole resistance is the

same for all storms and therefore IGEC ∝ Idipole. This implicit assumption is able to be relaxed

within global models where the conductivity is known throughout the domain and new parameter-

izations for the generation of the dipole current strength can be investigated. The implications of

using the resistance ratio in a global model will be discussed in section 3.2.3.

3.2.3 Global Distribution

Kalb et al. [2016] derived storm currents of electrified oceanic and continental clouds iden-

tified by Liu et al. [2010a], based on Tropical Rainfall Mission Measurement (TRMM) satellite

precipitation radar measurements, and assigned respective mean currents from Mach et al. [2010,

2011] to these storms. This produced a global current map between +/− 35◦ latitude (the obser-

vational domain of the TRMM satellite) shown in figure 3.15. This map was then compared to

the total current map produced with model-based cloud parameters and correlations between the

model parameters and global conduction currents were developed [Kalb et al., 2016]. Several model

parameters that relate to charging mechanisms within storms were investigated, which include con-

vective updraft mass flux, ice water path, and convective precipitation rate. All of the investigated

model parameters showed skill at predicting conduction currents within the model.

The convective precipitation rate, that Kalb et al. [2016] identified with strong correlations

to the current strength, is used to generate the dipole current strength within the model. The

convective precipitation rate averaged over a year is shown in Figure 3.16. There are higher rates
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Figure 3.15: The mean estimated current densities from the TRMM satellite after applying mean
currents from storm overflights [Kalb et al., 2016].

of convective precipitation in the low latitudes indicating higher dipole current strengths will be

generated near the equator.

The convective precipitation rate is utilized to generate a dipole current strength. Equa-

tion (3.44) shows how the factor, Ccurrent, to go from convective precipitation rate, PRECC, to

current, Idipole is used. With Ccurrent equal to 2.5× 108 A/(m/s) and the storm efficiencies derived

in equation (3.42), the model produces an average total global current within the GEC of 1200 A,

which agrees well with previous models and estimates [Hays and Roble, 1979; Williams and Mareev,

2014].

Idipole [A] = PRECC [m/s]× Ccurrent
[
A

m/s

]
(3.44)

The surface distribution of convective precipitation alone is not enough to determine the

GEC current, IGEC , unless the resistance ratio is assumed uniform throughout the atmosphere.

The discussion in section 3.2.2 describes how a vertical profile of resistivity needs to be obtained

from the models to determine the resistance ratio. The convective updraft mass flux [Zhang, 1995]

and temperature of the grid cell are utilized to determine the depth of the mixed-phase region of
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Figure 3.16: The mean convective precipitation rate over a year. There is more convective
precipitation near the equator than at higher latitudes.

the storm. These parameters are all related to the charging mechanisms identified earlier where

there is a convective updraft in mixed-phase regions of clouds generating a charge separation. In

this work, charge generation occurs if there is convective mass flux present and the temperature is

between 0 ◦C and -50 ◦C, which is a temperature range identified as important in charge generation

[Kalb et al., 2016]. This formulation based on convective updraft mass flux and temperature gives

the depth of the mixed-phase region of the storm and allows for the calculation of the GEC current
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discussed in section 3.2.2. The dipole resistance, R2, is calculated within the model based on the

following summation and conditionals

R2 =
∑ dz

σ
if : Convective Mass Flux [kg/s] > 0 and − 50 < T [◦C] < 0. (3.45)

After calculating the dipole resistances for all storms, equation (3.42) is used to calculate the

ratio of dipole current strength to the GEC current contribution. Figure 3.17 shows a one year

average of Rratio when storms occur. This is the efficiency factor for contributing to the GEC and

it is evident that the storms in mid latitudes are more efficient than storms near the equator for

contributing current to the GEC. At mid latitudes, approximately 40% of the current generated

within the dipole contributes to the GEC, while closer to the equator approximately 20% of the

current generated within the dipole contributes to the GEC. This shows that storms at higher

latitudes are twice as efficient at generating a global current compared to lower latitude storms.

The variation in storm efficiencies is caused by the difference in the heights of the charge

regions. The conductivity of the atmosphere increases at an exponential rate, as shown in figure 3.8.

Therefore, if the charge regions are lower in the atmosphere there will be more resistance between

the dipoles, causing more current to flow in the global circuit. Figure 3.18 shows the distribution

of base heights of the charge centers (identified by temperature and convective updraft mass flux).

There is a clear decrease in the bottom charge height with increasing latitude. The depth and

top charge center are also shown as a function of latitude in figure 3.19. The depth of the storm,

difference between charge centers, does not change significantly with latitude, maintaining about

a 2 km separation throughout the globe. The location of a storm’s charge centers relative to the

conductivity profile of the atmosphere dictates the efficiency of the storms. The variation in the

base heights of the storms leads to more efficient storms at mid latitudes.

The previous figures have all shown the properties of storms when they occur, but the fre-

quency of how often these storms occur has been ignored. Figure 3.20 shows the daily occurrence

frequency of charge generating storms averaged over a year. Charge generating storms are more
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Figure 3.17: The mean resistance ratio over a year. The most efficient storms are located in the
mid latitudes, where the storms are about twice as efficient as in the tropics.

frequent at the mid latitudes, which is contrary to the occurrence frequency of storms in general.

This is due to many of the frequent low latitude storms not being cold enough to generate charge.

The frequency of storms shown in figure 3.20 is dependent on both the temperature and convection

within the storm, not just the convection alone.

The total current within the circuit depends on both the dipole current strength and the

resistance ratio as shown in equation (3.43). Figure 3.17 showed that mid latitude storms are more

efficient, while figure 3.16 showed that the low latitude storms produce the strongest currents. The

combination of these factors determines the total contribution current. This total GEC contribution



79

Figure 3.18: The base height of storms is much higher in the tropics due to the colder
temperatures being higher in the atmosphere.

current, IGEC , is shown in figure 3.21, which inherently includes the storm frequency throughout

the year. There are still hot spots over the continents, but the distribution has been shifted away

from the equator.

The latitudinal dependence of all the factors that go into the global production of current to

the GEC are normalized to their respective means and shown in figure 3.22. The dipole current

(blue) is strongly peaked near the equator, while the resistance ratio (orange) and storm frequency

(green) have stronger contributions towards the poles. The combination of these three factors
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Figure 3.19: The variation with latitude of the heights of different storm parameters. The depth
of storms is similar across all latitudes, while the base height and top height of the storms are
significantly higher in the tropics than at higher latitudes. More resistance is located between the
dipoles of a storm, making it more efficient, when the storms are at lower altitudes due to the
decrease in resistance with altitude.

contributes to the total GEC current (red), where the peak is still near the equator, but the

distribution has been shifted towards the poles compared to the individual dipole current strengths.

The typical analysis of models is to determine how well they reproduce the Carnegie curve,

shown in figure 1.1 and discussed in more detail within Harrison [2013]. This curve is the diurnal

variation of the electric field in fair-weather. This surface electric field measurement is assumed to

correlate to the GEC contribution current which leads to a diurnal variation in the GEC current as

well. The GEC contribution currents within models generally underestimate the diurnal variation

that is seen in surface electric field observations. Lucas et al. [2015] utilized a current parameteri-
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Figure 3.20: The occurrence frequency of storms with charging taking place. Storms with charge
generation are more frequent at higher latitudes due to the colder temperatures within the storms.

zation based on the updraft mass flux and pressure levels within the model and obtained variations

of around 10%. Kalb et al. [2016] tested a lot of different model parameters and were only able

to generate around a 5-6% diurnal variation. With the use of the resistance ratio and convective

precipitation the current model produces a 6% diurnal variation averaged over the entire year which

is shown as a typical Carnegie curve in figure 3.23.

The formulation of current implemented in this work produced a significant new finding on

the utilization of the resistance ratio. Many equivalent circuit models have the incorporation of a

reduction in conductivity through the storm region incorporated in them, see for example Slyunyaev
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Figure 3.21: The mean current contribution to the GEC over a year. The current contribution is
a coupling of figure 3.17 and figure 3.16.

et al. [2015] and the references within. These implementations are factors that are universally

applied to all storms throughout the atmosphere. In this work, the conductivity within the storms

is generated with the use of a global climate model. This produced a strong latitudinal difference in

resistances between the dipole centers that has not been identified before. Figure 3.22 showed how

this ratio stretched the GEC current contribution to mid latitudes, although still peaking near the

equator. The incorporation of these new resistance ratios shows that storms around the equator are

not necessarily the only ones that are contributing to the GEC. This deserves further investigation

and measurement, with most overflights being done near low latitudes [Mach et al., 2009].
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Figure 3.22: The normalized latitudinal distribution of all factors that go into generating the
GEC current.
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Figure 3.23: The diurnal variation of the model produced GEC current shown in percent
deviation from the mean.
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3.3 Summary

This chapter described the generation of electrical parameters within the atmosphere from

a physics-based perspective. The production of ions from galactic cosmic rays, radon, and solar

proton events were discussed in section 3.1.1, while physical mechanisms for the loss of ions, in-

cluding recombination, aerosols, and clouds, were described in section 3.1.2. Incorporating all of

the production and loss mechanisms together generates a highly variable, in both space and time,

conductivity distribution throughout the atmosphere.

To drive the electric circuit, source currents were investigated in section 3.2. The global

source currents are generated with relationships to known charging mechanisms and the conduc-

tivity within the domain. Coupling the source current strengths with the conductivity within

the domain showed that storms towards higher latitudes are more efficient at generating global

currents than storms near the equator. The generation of conductivity and sources within the

atmosphere is the basis for the global electric circuit. Chapter 4 will describe the generation of the

global electric circuit and discuss how return currents and electric fields are created throughout the

atmosphere.



Chapter 4

Global Electric Circuit Model (WACCM-GEC)

Many different electrical processes in the atmosphere were described in chapter 3. This

included the ionization of the atmosphere and the generation of source currents. This chapter

utilizes these electrical processes and describes how to implement them within global circulation

models. Specifically, this work is implemented within the community earth system model (CESM)

with the whole atmosphere community climate model (WACCM) extension to higher altitudes.

The GEC model within WACCM will be referred to as WACCM-GEC from here on.

WACCM-GEC calculates the currents and electric fields within the atmosphere to under-

stand how all of the regional processes influence measurements of atmospheric electric fields on a

global scale. The fundamental mathematics behind the calculation of the global current system

are described within this chapter. The equations build off of the underlying physical parameters

described in section 3.1 and section 3.2, which are illustrated in figure 4.1.
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Figure 4.1: A representation of the major physical processes included within WACCM-GEC
including conductivity, sources and magnetospheric currents.

4.1 Model Description

To study the GEC, measurements are done in fair-weather regions where there are no sources

near the measurement location. This means that the measurements ideally measure the return

current of the circuit. Measuring the return currents of the circuit is enabled by linearly decoupling

the circuit into two distinct equations. One for sources in the circuit that charge the ionosphere

and another equation for the discharging of the atmosphere globally. This can be accomplished

by solving for the source currents and fair weather currents separately and adding the solutions

together due to the linearity of the partial differential equation. The two separate systems being

solved are

FairWeather : ∇ · σ∇φfw = 0 (4.1)

SourceRegion : ∇ · σ∇φs = S, (4.2)
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with φfw and φs representing the fair weather and source potentials respectively, and the total

potential within the system, φ, satisfying φ = φfw + φs.

In this problem we apply Dirichlet (fixed potential) boundary conditions on the upper and

lower boundaries. Earth’s surface is defined as being a zero potential surface with zero net current

flow through the surface. The upper boundary is determined by the source and conductivity distri-

bution in the domain and also defined to have no net current flow through the boundary. A different

approach to the upper boundary condition is addressed in Kalinin et al. [2014], where they dis-

cuss the contribution to potential for individual storms, including modification of the conductivity

within the cloud.

The top potential brings closure to the system, so that there are no leakage currents from

the GEC, which follows from ensuring current continuity as seen in equation (3.1). Other studies

determine the contribution to the upper boundary potential directly from each storm [Mareev and

Volodin, 2014]. The use of this method implies that the atmosphere follows a known exponential

conductivity profile everywhere across the globe. This indicates that an increase in resistance far

away from the storm would not influence the potential of the ionosphere. In this work, we relax

the assumption that the conductivity of the atmosphere follows an exponential and calculate the

current that storms contribute to the system, and determine the potential based on the total current

and resistance of the system.

4.2 Calculation of Potentials

The potential of the ionosphere is solved in a two-step approach. First, the source region is

solved with 0 V potentials on the top and bottom of the domain. Integrating over the top and

bottom boundaries determines how much current is exiting the domain. This calculates the amount

of current that is required to close the system and conserve currents within the model, which is

the downward current that is input into the fair weather region. The second step is to calculate

the total resistance of the atmosphere. Once the total resistance and total current are known, one

can apply Ohm’s law to determine the potential needed at the top boundary of the fair weather
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region. Another means to calculate the current is to separate the source term, S, into individual

source columns applying the linearity argument again, such that,

S = S1 + S2 + S3 . . .

and

φs = φ1 + φ2 + φ3 . . .

which allows WACCM-GEC to calculate the total current in a grid cell, Icol, due to the sources

within that grid cell. Figure 4.2 is a representation of storms in a grid cell contributing a current

within that column. Each electrified cloud in general only covers several kilometers in the horizontal,

while grids for WACCM are more than 100 km. This means it is difficult to resolve individual

storms in climate models, unless they are large convective systems. Therefore a parameterization

for determining the source strength within each column is described in section 3.2. Calculations in

section 3.2.1 showed that neighboring grid cells don’t significantly modify the local current within

the column, and can therefore be solved independently. Now the total current flowing in the domain

can be calculated by summing up all of the column contributions

IGEC =
∑
col

Icol. (4.3)

After solving for the total source contribution current the fair-weather domain, equation (4.1),

can be solved to determine the potential of the ionosphere. With the high conductivities at the

boundary of the fair-weather GEC, the boundaries can be thought of as constant potential surfaces,

where any excess charge is redistributed quickly compared to the time scales of interest [Israël, 1970].

As a standard definition throughout the results, we define the potential at the surface of the Earth

to serve as our reference, and set it to a value of zero. The upper atmosphere is then typically

between a positive potential range of 250-350 kV relative to Earth’s surface.

This now allows the potential difference between the ionosphere and ground due to GEC

sources, PDGEC , to be determined through the following relation between the total resistance of
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Figure 4.2: A representation of electrified clouds within a global climate model with a charge
separation producing a current that leaves the column, Icol. When all of these currents are
summed they produce the total GEC current, IGEC .

the atmosphere, Rtot, and the total GEC source current, IGEC ,

PDGEC = IGECRtot =
∑
col

Icol ∗

(∑
col

Acol
Rcol

)−1

(4.4)

where we have used the fact that column resistances, Rcol, will add in parallel

Rtot =

(∑
col

Acol
Rcol

)−1

with Acol being the area of the column. Figure 4.3 shows an illustration of the conductivity calcula-

tion and how the total resistance is calculated from the physical processes within the conductivity

module.
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Figure 4.3: A representation of the physical processes that are in the conductivity module and
how the total resistance is calculated from conductivity.

With the total resistance and total current contribution known, one can solve for the upper

boundary potential due to GEC sources with equation (4.4). Figure 4.4 is an illustration of the

current sources and conductivity calculations being applied to obtain the total potential of the

GEC, PDGEC .

With the PD of the upper boundary known, the vertically-uniform column current densities

and height-dependent electric field in the fair weather region can be calculated by utilizing the

ionospheric potential of that column PDcol as follows (where PDcol = PDGEC for a horizontally

uniform potential in the ionosphere).

Jcol =
PDcol

Rcol
(4.5)

Ecol,z =
Jcol
σcol,z

(4.6)

with Jcol the column current density for a specific column, and Ecol,z is the electric field at an

altitude z within the column.
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Figure 4.4: A representation of the conductivity and source currents within the GEC model. The
column source currents and column resistances produce a global current and resistance that are
used to calculate the total potential of the ionosphere, PDGEC .

4.3 Non-uniform Boundary Conditions

The discussion in section 4.2 assumed a constant potential surface throughout the upper

boundary. However, there are separate current systems flowing within the ionosphere, due to

the ionosphere neutral wind dynamo, and between the ionosphere and magnetosphere, due to the

solar wind-magnetosphere dynamo, that create and maintain horizontal potential differences in the

ionosphere. These current systems are assumed to be in a separate domain and do not contribute as

a source current to the GEC but rather modify the distribution of potentials of the upper boundary

in WACCM-GEC.

The horizontal potential created in the ionosphere by these two additional external current

systems is incorporated into WACCM in a manner described by Liu et al. [2010b]. At high lati-

tudes, the horizontal potential created in the ionosphere by the solar wind-magnetosphere dynamo

is calculated with the Weimer model [Weimer, 1995]. This model is implemented within WACCM

to provide a magnetospheric potential over the entire globe. This allows for temporal and spatial

variations from solar influences to be incorporated into WACCM-GEC by perturbing the upper
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boundary potential over every column. Weaker but horizontally structured potential in the iono-

sphere can also be created by the neutral wind dynamo. This is accounted for at middle to low

latitudes by incorporating an empirical model based on observations described by Richmond et al.

[1980]. The variable PDmag
col will be used to represent the potential solely due to the magnetosphere

current system and neutral wind dynamo that contributes to the total upper boundary potential.

Figure 4.5 shows the output of a typical global ionosphere potential pattern during a quiet

solar day that combines both of these external current systems. The stronger and more dynamic

potential differences lie at high latitudes where the solar wind-magnetosphere dynamo is most

effective. To maintain current continuity within the GEC system, the upper boundary potential is

modified globally to ensure that the GEC currents are the only current source in the atmosphere.

This can be viewed as allowing for a floating potential PDfloat.

PDfloat =

∫
4π

PDmag
col

Rcol
dS ∗Rtot (4.7)

The potential at every grid column is then calculated as follows

PDcol = PDGEC + (PDmag
col − PDfloat), (4.8)

where the floating potential is incorporated because we are maintaining current continuity between

the ground and ionosphere.

Finally, this new potential difference of the column is used to calculate the current density

and electric field according to equation (4.5) and equation (4.6). Within WACCM-GEC the floating

potential from the magnetospheric perturbation modifies the global potential by less than one tenth

of one percent. This small change is due to the fact that the magnetospheric potentials have both

positive and negative components and that the column resistance, Rcol, over these areas does not

vary significantly. However, the local potential changes introduced to individual columns will be

shown to have significant local effects. Figure 4.6 is an illustration of the magnetospheric current

system and the modifications that can occur to individual columns. Once the potential from each

column is known, the current density and electric fields are calculated for each model grid point.
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Figure 4.5: The magnetosphere potential around the globe due to external current systems at 18
UT on a quiet solar day. The largest potentials are seen at high latitudes in the arctic and
antarctic regions caused by the solar wind-magnetosphere dynamo.
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Figure 4.6: A representation of the magnetospheric current system modifying the potential above
a model column. Within the model the potentials of all columns are modified by a global floating
potential, PDfloat to enforce current continuity. The current density and electric field are then
computed after the potential of the column is known.
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4.4 Summary

The generation of currents and electric fields in the atmosphere within a consistent model

framework, called WACCM-GEC, were developed in this chapter. The underlying conductivity and

source generation that were described in chapter 3 were utilized to obtain the total resistance and

source current within the atmosphere. These processes led to the generation of electric fields and

return currents to maintain current continuity throughout the atmosphere. WACCM-GEC will be

exercised in chapter 5 to determine how currents and electric fields change in response to different

scenarios.



Chapter 5

WACCM-GEC Model Results

In chapter 4 the equations underlying WACCM-GEC were developed and the generation of

currents and electric fields within the model were calculated. Within this chapter the model will be

exercised to demonstrate the capabilities of WACCM-GEC. This is done by running the model over

representative periods, during which observational data in the Antarctic was collected. This run

allows the conductivity and sources to be generated in a free-running simulation within a consistent

model framework. The magnetospheric contribution seen at high latitudes will be analyzed in detail

in section 5.1, followed by a comparison of WACCM-GEC electric fields to observational electric

fields in Antarctica in section 5.2. Then an analysis of different conductivity disturbances will be

investigated. The influence of the solar cycle on the GEC will be described in section 5.4 and

volcanic eruptions in section 5.5.

5.1 Influence of Magnetospheric Currents on GEC Properties

The new model formulation discussed in chapter 4 opens up many opportunities to explore

various influences on the GEC. As a demonstration, this section elucidates the connection between

the GEC current system and external current systems flowing in the ionosphere. The upper bound-

ary conditions implemented within WACCM-GEC enable the combined influences of the GEC and

magnetosphere currents on electric potential distributions to be investigated. The imposed potential

due to solar wind-magnetosphere interactions is best described in Earth’s geomagnetic coordinates,

while the GEC source contribution to the ionosphere potential is driven by solar heating and best
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described in Earth’s geographic coordinates. The geomagnetic coordinate system used in WACCM

to describe the magnetospheric potential is the magnetic apex coordinates that are described in

Richmond [1995] and then converted to geographic coordinates. These two potential patterns are

summed at each time step to produce the total potential pattern for the GEC. With these two

potential patterns rotating differently within the earth-fixed frame, there are times and locations

on the globe where these potentials are in-phase and out-of-phase with each other, which can lead

to an interesting dynamic response in the polar regions. Both the magnetospheric perturbation and

GEC sources have dominant 24 hour modes. Because the net potential in the model is determined

based on equation (4.8), these two contributions can be decomposed into an amplitude and phase

to elucidate their relative contribution to the net potential. For illustration purposes, a sinusoidal

function with a 24-hour period plus a constant offset is fit to the two potentials and summed, which

is represented by the following formula.

PDcol(t) = Ccol +Amagcol cos
(
ωt+ φmagcol

)
+AGEC cos (ωt+ φGEC) (5.1)

The variables Amagcol and φmagcol represent the magnetospheric amplitude and phase respectively,

while AGEC and φGEC are the amplitude and phase contribution from the GEC, Ccol is the constant

offset for the column and ω the 24 hour angular frequency of interest. Amagcol is stronger in the polar

regions due to the magnetospheric current systems at high latitudes, whereas AGEC , without a

column subscript, is the same globally and independent of location.

For equatorial locations Amagcol is negligible, and therefore the AGEC leads to the variations

detected at ground level, which allows for comparisons to the diurnal variation of the electric field

when viewed in UT. Consequently the neutral wind dynamo in the ionosphere at middle and low

latitudes has little influence on the local GEC potential. When conducting measurements at high

latitudes, one must also take into account the perturbation due to the solar wind-magnetosphere

dynamo Burns [2005]. To illustrate the relative contributions throughout the globe, the percent
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change of the total potential from only the GEC potential can be computed with the following

equation.

%Change = 100
Amagcol

AGEC
cos
(
φmagcol − φGEC

)
(5.2)

Calculating the amplitude and phase at every model point provides a way to determine the

relative influence of the magnetospheric potential globally. Figure 5.1 shows that there are regions

where the amplitude of the magnetospheric perturbation is up to 50% that of the GEC, and that

there are regions where these amplitudes will constructively and destructively interfere. The red

shading indicates constructive interference with the diurnal variation of the electric field, while the

blue shading indicates areas that destructively interfere. The 50% perturbation is during quiet

geomagnetic activity. This effect could be much larger and compete with the GEC variations for

certain locations in more geomagnetically active situations.
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Figure 5.1: The percent change due to magnetospheric potential variations relative to the changes
imposed by the diurnal variation of the GEC sources. The blue dot represents the Concordia
station and the green dot represents the Vostok station.

5.2 Antarctica Observations and Magnetospheric Influences

Section 5.1 provided an illustrative means to demonstrate the global influence of the magne-

tosphere current system on GEC properties. Of course, the model is also able to provide a more

quantitative assessment for any given location on the globe. To analyze the effect of magnetospheric

perturbations and compare with high-latitude observations, data from two Antarctic Stations are

utilized, Vostok (106.8E, 78.5S) (green dot) and Concordia (123.3E, 75.1S) (blue dot). Vostok and

Concordia, while not ideal locations for detecting large magnetospheric influences, are the only

long-term data sets available in the polar regions. Observations of this kind in the polar regions



101

are sparse and the data sets from these Antarctic sites have been investigated and published by G.

B. Burns in several papers, e.g. Burns et al. [2012] and Burns [2005].

These stations are at similar latitudes, but different longitudes, which will generate different

phase relationships between the GEC and external ionospheric contributions to the potential, and

consequently the vertical electric field. This can be seen in figure 5.2, which shows the relative

electric field variation from WACCM-GEC over Vostok and Concordia for one day.

Figure 5.2: Model produced diurnal variation of electric field over a single day at two Antarctic
stations, Vostok (green) and Concordia (blue), as well as Vostok without any magnetospheric
potential component (dashed-black).

Analyzing the model output, one can tell that the potential pattern over Vostok (green

curve) rises and falls sooner than the model output for Concordia (blue curve). Thus, Concordia
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measurements would more closely resemble the typical diurnal variation near equatorial sites as it

experiences little influence from UT variations in the cross cap potential because it is near the geo-

magnetic pole. Utilizing WACCM-GEC to analyze these results, one can separate out the influences

in the data from magnetospheric contributions and GEC current contributions. The black dashed

line in figure 5.2 shows the effective GEC source contribution to the local measurements at Vostok,

which we have calculated by removing the magnetospheric component. With this decoupling of the

magnetospheric system and GEC system, the influence of the magnetosphere contribution tends

to shift the phase of the diurnal variation of the electric field to earlier times. Other high-latitude

locations will experience different influences depending on their location relative to the geomagnetic

pole and the magnetospheric potential pattern, a fact recognized but not fully described in previous

publications.

Thus far, only stations stations where data sets are also concurrently available have been

analyzed. To determine the largest influence the magnetosphere can have during a solar quiet

day, figure 5.1 was used to find an area that is in-phase (197.5E, 80.5N) and also one that is

out-of-phase (77.5E, 80.5S) with the GEC current sources. Figure 5.3 demonstrates the different

readings one could get at different areas around the globe, simply based on measuring ground level

electric fields. The baseline electric field variation in figure 5.3 is the daily mean diurnal variation

determined from WACCM-GEC at a low-latitude location (0E, 0N). However, at the high latitude

locations, the electric field perturbation with UT can be significantly magnified or suppressed due

to the influence of the magnetospheric potential [Burns, 2005; Reddell et al., 2004; Corney et al.,

2003]. The mapping of this horizontal potential to the surface has been discussed by Park [1976]

where it was demonstrated that horizontal potential structure greater than about 200 km will

experience little attenuation in reaching the surface. Thus, the magnetosphere potential serves as

a source of variability in the surface electric fields independent of thunderstorm activity.

To display the relative influence in more absolute terms, figure 5.4 shows the separate upper

boundary potential values due to the GEC and magnetospheric sources for the two regions identified

in figure 5.3. This figure demonstrates the phase relationship of the magnetosphere to the GEC for
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Figure 5.3: Model produced diurnal variation in electric field from two days showing the influence
that in-phase (197.5E, 80.5N) (red) and out-of-phase (77.5E, 80.5S) (blue) magnetospheric
potentials have on the electric fields detected at the different locations.

these specific locations. The red and blue curves constructively and destructively contribute to the

GEC potential, respectively. The GEC potential varies throughout the two days due to day-to-day

variability in the model’s convective activity. The magnetospheric potential is also varying over

the two-day period as it is a function of the geomagnetic indices throughout the two days. The

geomagnetic activity conditions imposed in this simulation are considered to be quiet with a total

horizontal cross-cap potential difference of about 60 kV. Under more active geomagnetic conditions,

the cross-cap potential could exceed 200 kV and rival the GEC potential in certain locations at high
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latitudes. Combined with dynamic conductivity behavior in the polar regions, unique conditions

could setup that result in very strong or very weak regional currents.

Figure 5.4: The overhead magnetospheric potential at an in-phase (197.5E, 80.5N) (red) and
out-of-phase (77.5E, 80.5S) (blue) location plotted on the left axis, with the GEC current source
potential (dashed-black) plotted on the right axis.

5.3 WACCM-GEC Evaluation

To determine the consistency and accuracy of WACCM-GEC, observational electric field data

sets for Vostok and Concordia were obtained during common observing periods. The observational

data sets used are described in more detail within section 2.2.1. WACCM-GEC was then run for this

same observing period to evaluate the results under similar conditions. Within WACCM-GEC, the

electric fields are represented by grid sizes that are much larger than the observations. Also, local
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disturbances that influence the electric field measurements such as wind speed, clouds, temperature

and humidity are not able to be resolved in the model due to the large grid sizes. However, general

trends and correlations can be investigated to evaluate the model.

Data sets for each location were collected over the three month span of January-March for

three overlapping years of 2009-2011 to obtain enough fair weather days for analysis. In the data

sets obtained from Vostok and Concordia, the electric field was sampled at 10 second intervals.

Occasionally the data would have large fluctuations due to local disturbances, and these fluctuations

were filtered out to only leave fair-weather times for the analysis, as described in Burns [2005]. The

data at each site was averaged over 30 minute time intervals, and a 24-hour mean was determined

and centered on the time calculated. The value divided by the 24-hour mean then gave the electric

field deviations for that period. WACCM-GEC was run for 30 days beginning January 1, 2010

to produce the output electric fields and currents which were then divided by the model daily

mean to obtain the deviations. The mean perturbation for each 30-minute time interval was then

determined and is presented in figure 5.5.

Comparing the differences between the model output and data in figure 5.5, one can see that

the phase relationship of Vostok to Concordia is similar between the model and the data. This

indicates that the magnetospheric potential imposed within the model agrees well with the data at

those locations. One noticeable difference between the model and the data is the relative amplitude

of the peaks. The model predicts a maximum of about 10-13% while the data suggests this value

is closer to 20-23%. This deviation from the data suggests that the source term within the model

requires further refinements, as that is the major diurnal driver for variation of the ground level

electric fields. Developing a better model for source term strength from electrified clouds that

includes a more detailed analysis of the ice and water pathways and other parameters within the

clouds would improve the WACCM-GEC simulation and be of great value to the community. The

lack of detailed meteorological and electrical measurements of clouds makes global source quantities

difficult to obtain. However, the results presented are very encouraging and the broad range of
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Figure 5.5: The mean diurnal variation of electric field at Vostok (green) and Concordia (blue)
during January, February, March of 2009-2011. Solid lines represent the data [Burns et al., 2012]
while the dashed lines represent the model output.

capability of WACCM-GEC opens a new way to study the GEC by allowing new atmospheric and

electric parameterizations to be incorporated within the same consistent modeling framework.
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5.4 Solar Cycle Influences on the GEC

Throughout the literature there are theories on how the sun influences climate. These are

generally through direct mechanisms like solar heating influencing atmospheric dynamics. However,

there are other theories on indirect mechanisms affecting climate. These indirect mechanisms

involve atmospheric electric fields influencing cloud properties and attachment rates [Tinsley and

Yu, 2004; Tinsley, 1996].

Measurements of the ionospheric potential have been undertaken for many decades and pro-

vide a long-term dataset of how the solar cycle influences the GEC. Previous work in the early 70s

showed that the potential varies in-phase with the solar cycle [Markson, 1978; Markson and Muir,

1980]. These works relied upon measurements in the 1960s when above ground nuclear testing

was going on. Recent compilations of the ionospheric potential along with the stratospheric bur-

den of nuclear testing shows the complications that could have arisen during these measurements

[Markson, 2007].

These previous theories have all been investigated with parameterizations and estimations

of the electric fields within the atmosphere. With the development of the model in chapter 4,

the electric fields in the atmosphere are generated in a physically consistent way. This provides a

method to test how the solar cycle influences the electric fields within the atmosphere.

The energy from the solar spectrum ionizes the upper atmosphere and creates the ionosphere.

These photons do not contribute significantly to ionization lower in the atmosphere, which is

primarily caused by galactic cosmic rays (GCRs), discussed in detail within section 3.1.1.1. GCRs

are thought to originate from supernovae within the galaxy. The GCRs are modulated by the sun’s

interplanetary magnetic field strength and therefore vary in opposition to the solar cycle. Figure 3.2

showed the variation of ionization rates is anti-correlated with the solar cycle.

This anti-correlation of ionization rates to the solar cycle is seen in figure 5.6. The red

curve corresponds to solar maximum conditions (GCR minimum) and the blue curve corresponds
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to solar minimum conditions (GCR maximum). The atmosphere is more conductive in the lower

atmosphere during solar minimum.

Figure 5.6: Average conductivity throughout the atmosphere for solar minimum (GCR
maximum) in blue and solar maximum (GCR minimum) in red. The lower atmosphere is more
conductive during solar minimum conditions.

Although the conductivity profiles in figure 5.6 do not appear that much different, the inte-

grated effect of the small deviations over the globe leads to a reduced total resistance during solar

minimum. The total resistance of the atmosphere for solar minimum and maximum is shown in

figure 5.7. The seasonal trend is similar but there is an offset of 20 Ω between solar minimum and

maximum. With the total resistance being around 200 Ω that leads to roughly a 10% variation in

total resistance over the course of a solar cycle.

The current variation over the course of a year is shown in figure 5.8. There is much larger

daily variations in the total current than the total resistance and therefore a 15-day rolling mean

was applied for figure 5.8. There is more current production in 1997 (solar minimum) than 1991
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Figure 5.7: Total resistance over the course of a year for solar maximum (GCR minimum)
conditions in red/orange and solar minimum conditions (GCR maximum) in blue. The seasonal
cycle of total resistance is similar, but the total resistance is about 20 Ω lower during solar
minimum. The resistance is plotted with a 15-day rolling mean.

(solar maximum), which is the opposite variation of the total resistance. The source production is

so variable during this time that it is hard to draw a direct conclusion on the impact of the GCRs

on source strength.

Comparing the variations over multiple years is complicated by the inter-annual variability of

all the model variables. To reduce this complexity, the model variables can be isolated to determine

the impact from a single variable. To investigate the impact of different GCR ionization rates on the

GEC, the model run from 1997 (solar minimum) is utilized as the base state. Without modifying

any of the microphysical variables, the GCR ionization rate is changed with the 1991 (solar max)

ionization rates. The new ionization rate, q, for modeling solar maximum conditions during the

solar minimum run of 1997 is

q = q1997 − q1997GCR + q1991GCR, (5.3)
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Figure 5.8: 15-day running mean of the total current within the GEC over the course of a year for
the 1991/1992 solar maximum (GCR minimum) conditions in red/orange and the 1997 solar
minimum conditions (GCR maximum) in blue. There is more total current production during
1997 compared to 1991/1992.

where q1997 is the total ionization rate from 1997, q1997GCR is the ionization rate from GCRs in

1997 and q1991GCR is the ionization rate from GCRs in 1991. After changing the GCR flux, all of

the conductivity, source current, and potentials are recomputed.

The impact of a direct change in ionization rate can now be investigated. Through Ohm’s

law, the 10% variation in total resistance seen in figure 5.7 will lead to a variation in potential

of the ionosphere of 10% if applied directly. However, the use of a coupled global model and the

derivations within section 3.2.2 show that the column resistance within the source columns also

modifies the amount of current that is produced within the GEC. The variations of both the current

and resistance need to be investigated together to determine the influence on the circuit.

Figure 5.9 shows the percent change in the GEC current, potential, and resistance from going

to solar max conditions from solar min. The resistance is changed by around 9% that was seen
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in figure 5.7 as well. However, now that the GCR change is isolated, the source currents have

decreased by 1%. This leads to the potential being increased by 8% during solar max conditions

relative to solar min conditions.

Figure 5.9: 15-day running mean of the percent change in GEC parameters over the course of a
year going from 1997 solar minimum conditions to 1991 solar maximum conditions. The only
parameters changed within the model is the ionization rate from GCRs. This causes a change of
8% in the GEC potential.

The predictions of variations of the GEC with solar-cycle at first glance appear to be intuitive

by looking at the total resistance variations caused by the GCR flux variations in figure 5.7 which

showed a lower total resistance during solar minimum. Looking at the variations of all GEC

parameters in figure 5.9 showed that the resistance and potential increase during solar maximum

while the GEC current decreases during solar maximum.

The current variations shown in figure 5.8 are highly variable inter-annually. The inter-annual

variation leads to difficult interpretations relative to the total resistance which is more stable and

has a distinct variation with the solar cycle. To remove the inter-annual variability confusion, the
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ionization rate due to GCRs were changed from solar min to solar max conditions with the same

background meteorology. Isolating the GCR flux identified an 8% change in potential from solar

minimum to solar maximum. The variation in potential is correlated with the solar cycle which

disagrees with the work of Slyunyaev et al. [2015] who found that there is only a minimal 5%

variation in the potential anti-correlated with the solar cycle. This work also showed that there is

a lot of inter-annual variability in the current sources that dominates the changes caused by the

solar cycle. This is likely the reason for the confusion within the literature on the interpretation of

solar cycle dependencies within the GEC.

5.5 Volcanic Eruptions Influences on the GEC

When volcanoes erupt there are plumes of ash that can be injected all the way into the

stratosphere. There is a wide size distribution of aerosols within the ash plume and the smaller

aerosols can be relatively long-lived, lasting months in the stratosphere and getting spread across

the globe. These ultra-fine, long-lived aerosol particles are expected to increase the atmospheric

resistance due to attachment to ions [Tinsley et al., 1994]. Timmreck [2012] discuss how the ultra-

fine aerosol concentrations are overestimated in models due to underestimation of coagulation.

WACCM has recently been updated to provide realistic aerosol distributions from historic volcanic

eruptions [Mills et al., 2016; Neely III et al., 2016]. To determine the impact of volcanic eruptions

on the GEC, an investigation into the Pinatubo eruption of June 1991 is performed.

The Pinatubo eruption was a significant modern explosive volcanic eruption that ejected ash

into the stratosphere. The volcano is located at low latitudes in the Philippines. Because of the

explosive nature of the volcano, some of the aerosols released in the eruption made it into the

stratosphere and were distributed globally. WACCM-GEC was initialized and run for the year

of the Pinatubo eruption, 1991. After the model had established a baseline state, two separate

scenarios were initialized on June 1st, 1991. The first scenario contained the explosive eruption

from Pinatubo. The second scenario did not contain the Pinatubo eruption. The eruption on June

15th caused a significant change in the aerosol attachment rate shown in figure 5.10. This figure
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illustrates the difference between the run with Pinatubo erupting and the run without Pinatubo.

There is an increase in the globally averaged aerosol attachment rate of around 1 mHz at a 15 km

altitude. The aerosol attachment rate above 10 km stays elevated compared to the no volcanoes

run even months after the eruption.

Figure 5.10: Difference in attachment rate between Pinatubo and no volcanoes. The Pinatubo
eruption causes an increase in the ion-aerosol attachment rate that extends up to 20 km.

The initial eruption causes local increases in the attachment rates which takes months to

spread to higher latitudes. Figure 5.11 shows the spread of these aerosols to higher latitudes as

an average of the attachment rate over longitude and altitude. This is evidence of the circulation

patterns that redistribute the aerosols to higher latitudes.
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Figure 5.11: Difference in attachment rate between Pinatubo and no volcanoes. The Pinatubo
eruption causes an increase in the ion-aerosol attachment rate locally. The aerosols are then
transported in the model to higher latitudes over time as shown by the purple dashed lines.

The previous figures showed changes in the aerosol attachment rates caused by the Pinatubo

eruption. The attachment rates discussed in section 3.1.2.2 act to remove ions from the atmosphere

making it more resistive. In addition to making the atmosphere more resistive, the source current to

the GEC is modified by this changing resistance. If the resistance between the dipoles is increased

the storms will become more efficient and contribute more current globally. Figure 5.12 shows the

differences in the total resistance between the Pinatubo eruption case (blue) and the no volcanoes

case (orange). There is a relatively small impact on the total resistance of the atmosphere even

though there are changes in the aerosol attachment rates. This is explained by the attachment

rates being changed in the stratosphere where the contribution to the total column resistance is
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small. The most noticeable difference caused by Pinatubo is the earlier increase in total resistance

of the atmosphere.

The total resistance shows little change even with one of the most significant eruptions of the

modern era. Total resistance is the most obvious way to impact the GEC from aerosols but it is

not the only method. Another aspect of the GEC is the source contribution to the total potential

that was discussed in section 3.2. With the implementation of the resistance ratio discussed in

section 3.2.2, the source contribution current can be modified if the resistance is changed in the

atmospheric column where storms are occurring. The resistance modification can be between the

dipoles or above/below the storm. The total source contribution current from the two scenarios is

shown in figure 5.13. The influence of aerosols on the source contribution current also appears to

shift the current earlier in time similar to the total resistance in figure 5.12.

The timing of the peak total resistance obtained from the different model simulations is an

interesting result from using the climate model. If the aerosols only influenced the attachment rates

in the electric circuit then there would only be a change in the magnitude of the curves, rather

than the phase shift. The climate model includes aerosol feedbacks on the cloud microphysics. This

feedback mechanism modifies the timing of clouds and other parameters within the model. This is

one of the major advantages of utilizing a climate model.

With the complicated nature of the climate model it is difficult to determine what the impact

from aerosols are on the parameters of the GEC. The isolation of the electric circuit components

are accomplished by using the no volcanoes run as a base state. This run is then modified by the

aerosol attachment rates from the Pinatubo run, but all of the microphysics and dynamics within

the simulations remain the same. The ion aerosol attachment rate is modified to create a new

ion-aerosol attachment coefficient that was discussed in section 3.1.2.2.

βaerosols = (βPinatubo − βno volc)M + βno volc (5.4)

In this equation, the base state, βno volc, is used to get the background aerosol concentration and

then the aerosol attachment rate from Pinatubo, βPinatubo, is added in to get the new attachment



116

Figure 5.12: Difference in total resistance between Pinatubo (blue) and no volcanoes (orange).
The resistance increases sooner when Pinatubo occurs, but does not increase the overall
magnitude of total resistance over the course of the year.
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Figure 5.13: Difference in the GEC contribution current between Pinatubo (blue) and no
volcanoes (orange). The Pinatubo eruption causes the source currents to shift earlier than in the
no volcanoes case, but has little impact an the overall strength of the current sources.
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rate, βaerosols. In the equation M is a multiplier to increase the aerosol attachment rate to simulate

larger volcanic eruptions, it is equal to 1 in the normal Pinatubo run. The use of this aerosol

modification simulates the influence of aerosols without any microphysics coupling in the model.

The influence of several aerosol concentrations on the total resistance of the GEC from the volcanic

aerosols is shown in figure 5.14. The Pinatubo size eruptions do not significantly change the total

resistance which was also shown in figure 5.12. In this figure, the multiplier M from equation (5.4)

is set to 10 and 50 to simulate larger volcanic eruptions as well. With the 50x greater aerosol

concentration the total resistance of the atmosphere is increased by 80%.

The aerosol attachment rate is changed throughout the domain with addition of the volcanic

aerosols. This in turn modifies the conductivity and resistance of the atmosphere. Depending on

where these aerosols are in altitude relative to the storms dictates whether the storm is going to

contribute more or less current to the global circuit. This is accounted for in the model with the use

of a ratio of resistances between the storms dipole centers and the resistance of the total column,

called the resistance ratio, Rratio, in section 3.2.2. Figure 5.15 shows that the GEC current decreases

by 30% in the 50x volcano simulation. Modification of the conductivity and resistances directly

was done without considering any feedback mechanisms from the aerosols on the microphysics and

dynamics of the atmosphere.

The Community Earth System Model (CESM) is a sophisticated climate model that incorpo-

rates aerosol interactions with the microphysics. More detail on the complex interactions between

aerosols and clouds and a description of the feedback mechanisms that are included can be found in

Gettelman et al. [2013] and Gettelman et al. [2014]. Incorporating the microphysics feedback from

aerosols (red curve) has a major impact on the current production. There are significant variations

in the total current production, showing periods of both increased and decreased current relative

to the no volcanoes case. This shows that WACCM-GEC is tightly coupled to the variables within

the climate model, and that the impact of the aerosols on the microphysics and dynamics modifies

the properties within the GEC more than just accounting for the aerosol impact on the electrical

properties of the circuit.
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Figure 5.14: Changes in total atmospheric resistance from different volcanic aerosol amounts. The
volcanic aerosols are from Pinatubo with no aerosol microphysics feedback going on. These
aerosols are increased by a factor of 10 and 50 to determine the impact of larger volcanoes on the
GEC. Turning the aerosol microphysics feedback on (red curve) changes the timing of the
resistance, but the magnitude from a Pinatubo sized eruption is minimal.
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Figure 5.15: Changes in total GEC current from different volcanic aerosol amounts. The volcanic
aerosols are from Pinatubo with no aerosol microphysics feedback going on. These aerosols are
increased by a factor of 10 and 50 to determine the impact of larger volcanoes on the GEC.
Turning the aerosol microphysics feedback on (red curve) changes the timing and magnitude of
the source currents.
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The current and resistance within the circuit are both modified by the volcanic aerosols

within the circuit. Investigating the impact of these two parameters on the total potential of the

ionosphere determines how much return current will flow through the circuit. Incorporating the

change in current and resistance together with Ohm’s law gives the change in potential shown in

figure 5.16. The GEC potential is increased by up to 40% with a volcano 50 times bigger than

Pinatubo, but not significantly changed for a Pinatubo size eruption unless microphysical feedbacks

are accounted for. Incorporating the feedbacks from microphysics leads to a varying potential after

the eruption of up to 10%.

These runs are the first to realistically model the influence of a volcano on the GEC. The

impact of Pinatubo on the GEC is relatively minor when investigating the change in total resistance

and potential of the GEC. There are even more significant volcanic eruptions in historical times

that could produce a much more significant impact on the GEC, as shown with the 10 and 50 time

Pinatubo runs. Incorporating the large volcanic aerosols into the model neglected the microphysical

feedbacks of such large aerosol loads in the atmosphere. Future work could be done to investigate

the impact of these large volcanic eruptions on cloud formation and dynamical mechanisms using

the same methodology as the normal sized Pinatubo eruption with microphysics feedbacks. This

indirectly leads to changes in the properties of the GEC rather than the direct impact of changing

ion-aerosol attachment rates that was done in this study. Incorporating the microphysics feedbacks

requires new simulations to be run, which are computationally expensive, whereas the simplified

equivalent circuit impacts require no additional computation time.
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Figure 5.16: Changes in the GEC potential from different volcanic aerosol amounts. The volcanic
aerosols are from Pinatubo with no aerosol microphysics feedback going on. These aerosols are
increased by a factor of 10 and 50 to determine the impact of larger volcanoes on the GEC.
Turning the aerosol microphysics feedback on (red curve) changes the timing and magnitude of
the change in GEC potential.
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5.6 Seasonal Variations

In addition to the diurnal and solar cycle variations there have been investigations into

seasonal variations [Burns et al., 2012; Burns, 2005; Blakeslee et al., 2012; Lucas et al., 2017] with

different trends seen at different locations. The global model provides a method to analyze whether

the seasonal variations are due to seasonal changes in local meteorology that manifest themselves

in the local electric field, or some seasonal trend in the GEC variables.

To investigate the seasonal variations, a free running simulation of WACCM-GEC was run

for 1991-1992 and 1997. This run produced the currents, electric fields and resistances globally at

every model time step and grid point. As discussed in section 5.4, the resistance is the most stable

measurement over the course of time with relatively little variation on the day-day timescales. The

mean variation in column resistance over latitude and time is shown in figure 5.17. There is a very

distinct dependence on the latitude as to what seasonal cycle is seen. The northern high latitudes

have more resistance in the northern hemisphere summer and less resistance in the winter, while

the southern latitudes are the opposite with lower resistances during northern hemisphere summer

and higher resistances during northern hemisphere winter.

The column resistance dependence on latitude indicates that there will also be seasonal

variations in the current density in fair-weather regions. The current density, Jz, within each

column is a function of the total potential over that column, PD, divided by the column resistance,

Rcol as defined in equation (4.5). The current density within each column will be a combination of

the seasonal variations in potential and column resistance. Figure 5.18 shows an inverse relationship

to the column resistance in figure 5.17 and less defined structure compared to column resistance

due to the incorporation of the potential which is more variable in time.

The current density has been measured and removes local influences from the measurements,

but more data is available from electric field mills. Therefore the seasonal variations in electric

field need to be investigated. The electric field is related to the current density divided by the local

conductivity through equation (4.6). Due to the coupling of all the different seasonal trends in the
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Figure 5.17: Column resistance deviations from the mean over 1991 and 1992. There is a distinct
seasonal trend that is opposite in the northern hemisphere and southern hemisphere. The
northern hemisphere has more resistance in the summer and lower resistances during the winter.
The green, orange, and blue dashed lines correspond to the curves in the top plot.

variables there is more spatial variability associated with the surface electric fields. Most of the

variations seen in figure 5.19 is reduced compared to the variations seen in the current density and

column resistance, except at high northern latitudes. This reduction in seasonal variation can be

explained through the destructive interference of the signals from the current density and the local

conductivity which is involved in the calculation of the column resistance.

The years 1991-1992 had influences on the GEC due to the eruption of Pinatubo in 1991

as discussed in section 5.5. Due to the volcanic aerosols having unknown microphysical influences
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Figure 5.18: Current density deviations from the mean over 1991 and 1992. There is a distinct
seasonal trend that is opposite in the northern hemisphere and southern hemisphere. The current
density signal has an inverse signal to the column resistance and also has a seasonal variation
from the potential are also incorporated. The green, orange, and blue dashed lines correspond to
the curves in the top plot.

on the properties of the model runs, a run was performed for 1997 as well to determine what the

seasonal variations would be when aerosols are less prevalent.

The column resistance shown in figure 5.20 has the same general trend as figure 5.17 with

more resistance in northern hemisphere summer and less resistance in northern hemisphere winter.

The current density in figure 5.21 is more structured than figure 5.18 having an opposite

trend to the column resistance.
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Figure 5.19: Surface electric field deviations from the mean over 1991 and 1992. There is more
variability in the surface electric field measurements than the current density or column resistance
due to the coupling of many different processes. The green, orange, and blue dashed lines
correspond to the curves in the top plot.

The surface electric field in figure 5.22 has a similar seasonal trend for all latitudes. This

trend shows that there are two peaks in the electric field intensity, one peak around January and

another in July with reduction in the electric field strength around the equinoxes. This is caused by

the significant increase in GEC current during the summer months of 1997. The increased current

causes an increased potential and created a well defined seasonal variation in the potential that is

mapped into the surface electric field.
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Figure 5.20: Column resistance deviations from the mean over 1997. There is a distinct seasonal
trend that is opposite in the northern hemisphere and southern hemisphere. The northern
hemisphere has more resistance in the northern hemisphere summer and lower resistances during
the northern hemisphere winter. The green, orange, and blue dashed lines correspond to the
curves in the top plot.
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Figure 5.21: Current density deviations from the mean over 1997. There is a distinct seasonal
trend that is opposite in the northern hemisphere and southern hemisphere. The current density
signal has an inverse signal to the column resistance and also has a seasonal variation from the
potential. The green, orange, and blue dashed lines correspond to the curves in the top plot.
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Figure 5.22: Surface electric field deviations from the mean over 1997. There is a strong peak
around July at all latitudes, and also another smaller peak in January, with minimums near the
equinoxes. The green, orange, and blue dashed lines correspond to the curves in the top plot.
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5.7 Summary

Previous chapters described the underlying physics that is incorporated into the newly de-

veloped model, WACCM-GEC. This chapter exercised WACCM-GEC to investigate different sce-

narios within a consistent modeling framework. The incorporation of the magnetospheric current

system as a boundary condition that modifies the potential over individual columns was shown to

cause a phase-shift in the surface electric fields at high latitude Antarctic stations that agreed with

measurements.

The potential within the global electric circuit was shown to vary in-phase with the solar cycle,

caused primarily by the increased total resistance within the GEC during solar maximum. Use of a

consistent atmospheric model provides a new way to investigate volcanic eruptions. The eruption

of Pinatubo was shown to have little influence on the GEC, while a major volcanic eruption 50-

times the size of Pinatubo would cause a doubling of total atmospheric resistance. However, these

calculations were based on a simple equivalent circuit assumption for determination of variations

in the GEC. The use of a sophisticated climate model that incorporates aerosol feedbacks on the

dynamics and microphysics in the atmosphere was shown to have a significant impact on GEC

properties indirectly by changing the timing of source currents in the atmosphere. This indicates

that a physics-based climate model of the atmosphere must be used in future studies to determine

what impact different perturbations have on the GEC.



Chapter 6

Conclusions

This thesis investigated the physical understanding of processes in the atmosphere that es-

tablish the global electric circuit (GEC). The extensive work within this thesis enhances the com-

munity’s understanding of both measurements and modeling of atmospheric electric fields. From

an observational standpoint, new methods were developed to investigate and utilize an array of

electric fields mills. From the modeling standpoint, a comprehensive global electric circuit model

was implemented in a community based global climate model that future researchers will be able

to utilize and build upon. With the use of these new tools, several unique science findings were

discovered and published during the course of the thesis. The thesis addressed the hypothesis by

showing that utilizing an atmospheric physics and dynamics model to represent elec-

tric fields and currents within the atmosphere enhances the understanding of electric

field measurements. To address the hypothesis, four specific questions were answered within the

thesis.

(1) What impact do local meteorological processes have on the measurement of the

fair-weather atmospheric electric field?

(2) How does the global conductivity and source distribution influence the local

atmospheric electric field measurements?

(3) How does the magnetospheric current system influence atmospheric electric

fields in the global electric circuit?
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(4) What impact do strong conductivity perturbations have on the global electric

circuit?

6.1 Major Findings

To address the first question, chapter 2 utilized measurements of the electric field from

Kennedy Space Center (KSC) and Antarctica to investigate local electric field measurements. KSC

was particularly useful due to the array of field mills within a relatively small region in Florida

that has been operating for over 20 years. The data from the array of field mills showed that

local meteorology can impact the interpretation of the measurements of electric fields in the lower

atmosphere.

When the wind is blowing from the ocean the measured surface electric field is enhanced at

field mills close to the coast, while field mills further inland are largely unaffected. Combining the

long-term electric field data with METARs observations of cloud cover provided a statistical way of

determining the conductivity drop within clouds to be less than a factor of 10. Finally, trends in the

data were analyzed with a wavelet analysis to identify a strong diurnal trend, but only a relatively

weak annual trend. While investigating the trends within the data, a unique local sunrise feature

was identified to strongly correlate with low wind speed and high relative humidity. The work with

measurements of atmospheric electric fields showed a strong dependence on local meteorological

conditions that were imprinted on the global electric field signatures. With long enough data sets,

the local signatures get averaged out and the signature caused by globally generated electric field

and currents becomes apparent.

The major advancement of this thesis is the creation of a new physics-based model for the

global electric circuit (WACCM-GEC), which addresses the hypothesis and second major question.

This model was incorporated into the model framework of the Community Earth System Model.

The model computes the 3-D global distribution of electric fields and currents at each model time

step of 30 minutes, at a typical grid resolution of 2.5◦ in longitude by 1.9◦ in latitude, with 70

vertical levels distributed in modified pressure coordinates.
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To calculate the electric fields and currents, WACCM-GEC calculates the evolution of global

conductivity at all grid points. Chapter 3 describes in detail the contributions to conductivity

and source currents. The conductivity calculations include the generation and loss of ions in the

atmosphere. The generation of ions includes galactic cosmic rays, radon, and solar proton events.

The loss of ions includes the immediate recombination of ions and attachment to aerosols and cloud

droplets. These processes are all represented in the code in a physically consistent manner. The

generation of global source currents is described in section 3.2. In the work on incorporating source

currents into the model, a significant deviation in the present understanding of source current

generation was created. This involved the investigation of the latitudinal distribution of resistance

ratios. The long-held assumption of most global current generation occurring near the equator was

challenged by their efficiency to make current available to the ionosphere. The model simulations

identified stronger storms near the equator were less efficient at producing global currents than

storms at higher latitudes. This coupling mechanism spreads the distribution of GEC currents

more poleward while remaining peaked at the equator.

With the electrical processes incorporated into the model, the fundamental equations behind

the generation of currents and electric fields throughout the atmosphere were developed in chapter 4.

The generation of the currents and electric fields across the globe are used to gain an understanding

of climatologies and long-term trends. The exact measurement of the fair-weather electric field from

surface measurements is very difficult due to local meteorological influences that were described in

chapter 2.

The creation of the model enabled the third and fourth questions to be investigated. Detailed

descriptions of the findings include magnetospheric coupling into the GEC, volcanic eruptions and

solar cycle influences on the GEC, and the seasonal variation of the GEC.

WACCM-GEC reproduced the expected behavior in potential and electric field with UT,

as described by the diurnal variation of electric field around the globe. Some discrepancies exist

between the relative amplitude of the model’s electric field to observations but this is expected

to improve as the source current modeling improves over time. At high latitudes, the influence
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of the external current systems was demonstrated and significant regional perturbations can be

introduced to the GEC potential distribution depending on the magnitude of the geomagnetic

activity and the relative phase of the externally and internally generated potentials with UT. The

high-latitude influence of magnetospheric potentials was evaluated against two separate Antarctic

sites (Vostok and Concordia) where electric field mills have been deployed and extensively utilized

and scrutinized. WACCM-GEC was able to generate a diurnal curve of the relative electric field

variation at these locations that was in good qualitative agreement with the data. To determine

the validity of the magnetospheric potential pattern, electric field data from Vostok were shown

to have a phase shift relative to Concordia, and the model was able to reproduce this phase shift.

More data sets at high-latitude locations are needed to discern the influence of the magnetospheric

potential on the GEC potential.

Volcanic eruptions were investigated with the modeling of the Pinatubo eruption in June

1991. Section 5.5 showed how the explosive eruption emits aerosols into the stratosphere that

last for months and are transported with the circulation patterns inherently present in the global

climate model. The incorporation of aerosols in the stratosphere was shown to have an insignificant

affect on the magnitude of the total resistance but did appear to make the total resistance peak

earlier than without the volcano present. The lack of effect on the total resistance is due to the

aerosols being concentrated in the stratosphere where there is less than a 10% contribution to the

total atmospheric resistance.

The contribution current to the GEC was investigated after volcanic eruptions and found to

be peak earlier after the volcanic eruption as well. This led to a slightly higher GEC potential after

the eruption that peaked earlier in time than without the eruption. With larger volcanic aerosol

loading in the atmosphere the magnitude of changes would be larger and more evident relative to

the background variations. There are complications on the interpretation of the aerosol loading

causing these influences as the aerosols also impact the microphysical properties of the atmosphere

and cloud development processes that also indirectly influence the GEC.
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The GEC has been proposed as a mechanism for measuring solar influences on climate. The

GEC has been theorized to vary both in-phase and out-of-phase with the solar cycle by previous

authors. The ambiguity is due to the unique coupling of total resistance variations and source

current production, which are anti-correlated with each other. WACCM-GEC was run over years

of solar maximum and minimum which showed a 20 Ω variation in the total resistance. Over the

same runs the current had significant seasonal variability that was stronger than any variations

from the solar cycle. The ambiguity caused by the source currents differing during the two years

were eliminated by investigating a single year and only modifying the GCR ionization rate between

solar minimum and maximum. This showed that the GEC varies in-phase with the solar cycle,

with variations of the ionospheric potential of around 10% between solar minimum and maximum

conditions.

Finally, the seasonal variations of the GEC were investigated in section 5.6. There were again

many discussions found on different variations of the measured GEC properties with season. The

model was able to investigate the seasonal variations and provide explanations for the discrepancies

between the different observations. The model showed that there is a significant seasonal variation

in the column resistance. Furthermore, this seasonal variation is dependent on the measurement’s

latitude. Southern and northern latitudes were found to vary out of phase with one another. This

meant that observers measuring GEC properties in high northern latitudes would see a different

seasonal cycle than observers in the southern hemisphere due to the seasonal variation in overhead

column resistance.

6.2 Future Advancements

These results represent fundamental advances in the understanding of the physical repre-

sentation of electric fields in the atmosphere. The model was developed with the community in

mind and the hope that future researchers will utilize it for their investigations into other electric

phenomena in the atmosphere. Another major utility of this work is the ability to evaluate the

performance of new atmospheric physics schemes by contrasting the model outcomes of GEC prop-
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erties with expected GEC behavior. This was elucidated when investigating the convective mass

flux parametrization for source currents and observing the diurnal variation in the GEC electric

field was peaking too early. This is attributed to a known limitation in CESM(WACCM) and

its convection scheme, where convection starts too early. To determine whether a new convec-

tion scheme is an improvement, one could compare the GEC electric-field UT response of the two

different schemes.

There are presently no feedback mechanisms implemented in WACCM-GEC to determine how

the electric fields in the atmosphere could impact climate variables. Many feedback mechanisms

between the electrical properties of the atmosphere and cloud microphysics have been proposed,

and this model could be used to investigate some of these relationships self-consistently.

The source currents appear to be the limiting factor for obtaining realistic representations of

the currents and electric fields. Further investigation into the microphysical details of convection

and charge separation would lead to better representations within the models. Currently, most

observations focus on measurements of lightning and highly electrified clouds. The incorporation

of an efficiency factor for calculating the contribution current to the GEC was found to shift the

distribution of GEC currents towards higher latitudes. This warrants further investigation of the

differences between the strengths of storms and the amount of current that gets distributed globally.
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Jóhannesson, G., Johnson, A. S., Kamae, T., Kataoka, J., Katsuta, J., Knödlseder, J., Kuss, M.,
Lande, J., Larsson, S., Latronico, L., Lemoine-Goumard, M., Longo, F., Loparco, F., Lovellette,
M. N., Lubrano, P., Madejski, G. M., Massaro, F., Mayer, M., Mazziotta, M. N., McEnery,
J. E., Mehault, J., Michelson, P. F., Mignani, R. P., Mitthumsiri, W., Mizuno, T., Moiseev,
A. A., Monzani, M. E., Morselli, A., Moskalenko, I. V., Murgia, S., Nakamori, T., Nemmen, R.,
Nuss, E., Ohno, M., Ohsugi, T., Omodei, N., Orienti, M., Orlando, E., Ormes, J. F., Paneque,
D., Perkins, J. S., Pesce-Rollins, M., Piron, F., Pivato, G., Rainò, S., Rando, R., Razzano, M.,
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