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Abstract 

Colloidal semiconductor nanocrystals have many remarkable properties—such as exceptionally 

tunable excited states and surface chemistry—that have led to an enthusiastic interest in using 

them for optoelectronic applications such as solar-energy conversion. Such technologies require 

control over the generation, separation, and extraction of photoexcited electrons and holes. 

However, the interpretation of experimentally measured excited-state decay curves is 

challenging because they typically exhibit complicated shapes that are elusive to simple kinetic 

models. To understand the principles that govern electron and hole relaxation dynamics in these 

complex systems, models rooted in fundamental physical phenomena are needed. This 

dissertation describes efforts to understand the dynamics of recombination, charge carrier 

trapping, trapped holes, and charge transfer in photoexcited Cd-chalcogenide nanocrystals using 

a combination of ultrafast spectroscopy and kinetic modeling. The first part of this dissertation 

focuses on studying the spatial dynamics of trapped holes. In CdS and CdSe nanocrystals, 

photoexcited holes rapidly and efficiently trap to localized states on the surface. We demonstrate 

evidence that trapped holes are mobile in CdS nanorods, CdSe nanorods, and CdSe/CdS and 

ZnSe/CdS dot-in-rod heterostructures, and that they likely undergo a diffusive random walk 

between trap sites on the nanocrystal surface. The second part of the dissertation focuses on 

modeling charge-transfer kinetics in heterogeneous ensembles of donor–acceptor complexes. In 

complexes of CdS nanorods and [FeFe] hydrogenase, electron transfer is the key step for 

photochemical H2 production. By accounting for the distributions in the numbers of electron 

traps and enzymes adsorbed, we determine the rate constants and quantum efficiencies for 

electron transfer. The relatively simple analytical models developed here establish a detailed 

conceptual and quantitative picture of the rich carrier dynamics in these systems, providing 

important insights for the design of semiconductor nanocrystals for light-driven applications. 
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“In its encounter with Nature, science invariably elicits a sense of reverence and 
awe. The very act of understanding is a celebration of joining, merging, even if on 
a very modest scale, with the magnificence of the Cosmos… When we recognize 
our place in an immensity of light years and in the passage of ages, when we 
grasp the intricacy, beauty and subtlety of life, then that soaring feeling, that sense 
of elation and humility combined, is surely spiritual…The notion that science and 
spirituality are somehow mutually exclusive does a disservice to both.” 
 

– Carl Sagan 
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Chapter 1  

Introduction 

 

1.1 Motivation 

Harvesting sunlight for the production of useful electrical and chemical energy is a promising 

application of nanomaterials. An exciting application of nanomaterials is the harvesting of solar 

energy to produce useful electrical and chemical energy. The research presented in this 

dissertation is largely motivated by the application of semiconductor nanocrystals to solar energy 

conversion. While fundamental in nature, the discoveries presented here may eventually provide 

the framework for future research into commercial device integration. 

The field of nanoscience has seen an extraordinary rise in enthusiasm since its birth in the 

1980s.1-3 It is a highly interdisciplinary field of research, drawing on knowledge and expertise 

from many disciplines including physics, chemistry, engineering, and biology. Today, 

nanomaterials are employed for a wide range of technological applications including solar 

energy conversion,4-8 nanobiology,9-12 nanomedicine,9 lighting and displays,13 and sensing.9,14 

Nanoscience has even made its way into popular culture, featuring in everything from art to 

science fiction stories.15,16  

 The world currently relies primarily on fossil fuels to meet global energy demands. 

However, fossil fuels are an inherently limited resource and the burning of fossil fuels produces 

harmful air pollution as well as greenhouse gases that have been linked to anthropogenic climate 

change.17-19 Solar energy harvesting is uniquely suited to address global energy needs by 

producing renewable energy with minimal environmental impact as the amount of solar energy 
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hitting the Earth’s surface in two hours is more than the global energy use in one year.20 The 

conversion of solar energy into electrical or chemical energy can be accomplished with 

photovoltaics or artificial synthesis, where photovoltaics directly convert solar energy into 

electricity and artificial photosynthesis mimics Nature’s ability to generates fuels that can be 

stored for later use.21 Both of these applications rely on the efficient absorption of light and 

subsequent transport or transfer of photoexcited charges. Semiconductor nanocrystals in 

particular have been intensely studied for these applications because they are strong light 

absorbers, have highly tunable properties, and exhibit efficient charge transfer.4-6,8,22-34  Research 

on these applications of semiconductor nanocrystals continues to grow, and this dissertation 

represents my contributions towards achieving more effective solar energy conversion using 

these systems. 

From a fundamental standpoint, we have much to learn about the behavior of 

photoexcited charge carriers in nanomaterials. Nanocrystals have unique properties as their 

nanoscale dimensions introduce quantum mechanical effects that can be synthetically controlled, 

and they interact strongly with their environment compared to bulk materials.2 Ensembles of 

nanocrystals are complex, heterogeneous systems where every nanocrystal is unique in terms of 

size, crystallinity, the number and type of defects, the degree of coverage of surface ligands, 

etc.26,35,36 This heterogeneity gives rise to distributions in optical and chemical properties that 

have important implications for the application of semiconductor nanocrystals. The dynamics of 

excited states are convoluted in such systems, as electrons and holes can undergo a variety of 

relaxation pathways with different efficiencies in each particle.36,37 A large portion of this 

dissertation is dedicated to resolving the intricate details of nanocrystal excited-state dynamics 

using both theory and experiment and finding intuitive models to describe them 
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The work presented in this dissertation offers new discoveries about the behavior of 

electrons and holes in nanocrystals after the absorption of light, extending our basic 

understanding of nanocrystal photophysics by providing detailed physical pictures and 

theoretical models rooted in the analysis of experimental data. These fundamental advances to 

the field may help benefit optoelectronic applications of nanocrystals such as solar energy 

conversion. 

 

1.2 Background 

1.2.1 Colloidal semiconductor nanocrystals 

Semiconductor nanocrystals (NCs) are a class of materials that bridge the gap between individual 

molecules and bulk crystalline semiconductors. NCs are typically 1–10 nm in size, being 

composed of 1,000–10,000 atoms (Figure 1.1). When a semiconductor absorbs a photon having 

an energy greater than or equal to that of the material’s band gap, an electron is excited from the 

valence band to the conduction band, leaving behind a positively charged hole in the valence 

band (Figure 1.1). Electron–hole pairs known as excitons are formed from the Coulombic 

interaction between opposite charges.38 In a bulk semiconductor, photoexcited charge carriers 

have delocalized wavefunctions. However, in a semiconductor NCs of small enough size, the 

exciton is confined by the small spatial dimensions of the material. This quantum confinement 

leads to a size-tunable band gap and the emergence of discrete, particle-in-a-box-like states in the 

valence and conduction bands (Figure 1.1).1-3,39 Nanocrystals can be synthesized to have many 

different morphologies, such as spherical “quantum dots,” cylindrical “nanorods,” and planar 

“nanoplatelets.” Each gives rise to different optical properties as the confinement effects are 

applied in 1 to 3 dimensions.33-35,40 
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Figure 1.1. Transmission electron microscopy images and absorption spectrum of CdS nanorods. 
(a) High-resolution transmission electron microscopy (TEM) image of a 5 nm × 52 nm CdS 
nanorod with resolved wurtzite lattice structure due to regular columns of atoms. (b) TEM image 
of a sample of CdS nanorods that are 4 nm × 37 nm on average. (c) UV-visible absorption 
spectrum of the CdS nanorod sample from (b). The absorption spectrum exhibits discrete peaks 
due to quantum confinement in the radial direction of the cylindrical nanorod. Inset: Schematic 
depiction of absorption of a photon promoting an electron (filled circle) into the conduction band 
manifold (white region), leaving a hole (open circle) in the valence band manifold (grey region). 
Each band is composed of discrete states, and absorption to/from different states give rise to the 
distinct features in the absorption spectrum. 
  

The surface of a colloidal semiconductor NC is a rich landscape of chemical and 

structural disorder where atoms can be undercoordinated.26 As the size of a NC decreases, the 

ratio of its surface area to volume increases, so that a significant percentage of the NC’s atoms 

lie at the surface—this number is about 40% in the systems studied here, for example. Because 

of these large surface-to-volume ratios, the NC’s optical properties of the NCs are extremely 

sensitive to their surface chemistry and the surrounding environment.41 Thus, control of the NC 

surface structure and chemistry grants the ability to tune the electronic, optical and chemical 

properties of colloidal semiconductor NCs, making them exceptionally versatile systems. 
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At the surface the inorganic crystal lattice is disrupted and interfaces with the molecular 

ligands and the solvent. Semiconductor NCs can be solubilized as colloidal suspensions through 

the use of surface-capping ligands, which promote the solubility of the NCs in a given solvent. 

Organic ligands, which bind to surface atoms through their binding functional groups while the 

rest of the molecule interacts with the solvent, can both passivate some surface defects of the NC 

and enable solubility in a wide range of nonpolar, polar and aqueous solvents.8,26  

This dissertation will focus on colloidal semiconductor NCs made of Cd-chalcogenides 

(i.e., CdS and CdSe). This class of materials has been intensely studied for the past four decades 

because they have several characteristics that make them promising for use in optoelectronic 

applications such as solar energy harvesting.3-8 Nanoscale materials are attractive as light 

absorbers for such applications because the photoexcited carriers have immediate access to the 

surface where they can by extracted or utilized. Extensive research has led to precise synthetic 

control over Cd-chalcogenide NC shape, size and surface chemistry.26,32-34 CdS, CdSe and CdTe 

NCs absorb visible light, and do so strongly with molar absorptivities in the range of 105–107 M–

1 cm–1,25 which is up to 100 times more than the molecular dyes used for the most efficient dye-

sensitized solar cells.42 The bulk redox potentials of the conduction-band edges of these materials 

all provide sufficient driving force to carry out various reduction reactions, such as H+ reduction 

to H2, 8,43-47 and size tunability provides fine control over this driving force.4,31 CdS, in particular, 

has the appropriate band alignment to potentially carry out water splitting. Finally, the surfaces 

of Cd-chalcogenide NCs can be modified to promote the interaction with a large host of 

acceptors and catalysts and to control the strength of electronic coupling to the environment.5,8,26-

30  
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1.2.2 Non-exponential relaxation of photoexcited nanocrystals 

Optoelectronic applications of semiconductor NCs require control over the generation, 

separation, and extraction of photoexcited electrons and holes.6,8,22-24 To this end it is essential to 

understand the fundamental excited-state dynamics in these systems. Following excitation of a 

NC by light, a variety of relaxation pathways are available to both the electron and hole, as 

depicted in Figure 1.2. If the NC is exited with an energy above the band gap, the electron and 

hole will temporality occupy “hot” excited states that rapidly undergo intraband relaxation—or 

“cooling”—to the band edges on a sub-picosecond timescale.26,48-50 Band-edge electrons and 

holes can undergo radiative and non-radiative decay over a vast range of timescales, including 

recombination and trapping to surface defects.23,35-37,51-60 In the absence of charge transfer, 

photoexcited NCs ultimately decay by recombination between the electron and hole, whether 

from the band edges or trap states.23,36,37,41,56,61  

 

 
Figure 1.2. Schematic depiction of excited-state relaxation pathways in semiconductor 
nanocrystals. Photoexcitation of the NC with a photon having an energy above the band gap 
produces hot carriers that cool to the band edge. Electrons and holes can trap to defect sites 
within the lattice or at the surface, but can do so independently and on different timescales. 
Recombination can occur between two band-edge carriers, between a band-edge carrier and a 
trapped carrier, or between two trapped carriers. Figure is based on Knowles et al.37 
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In an ensemble of colloidal semiconductor NCs, structural and environmental 

heterogeneities lead to distributions in the rates of the various decay pathways. Therefore, NC 

excited-state decay curves are typically complex non-exponential functions that are sensitive to 

many factors such as sample preparation, composition, concentration, surface stoichiometry, 

ligands, temperature and light intensity.36,37,62-66 The complicated shapes of experimentally 

measured excited-state decay curves often cannot be described by simple kinetic models.36,37 

While average carrier lifetimes in NC ensemble samples are straightforward to calculate,24 these 

lifetimes do not provide the intrinsic rate constants for the underlying excited-state decay 

processes. They do not take into account the origins of the non-exponential behavior, such as 

sample heterogeneity. One of the goals of the research described in this dissertation is to 

understand the principles that govern electron and hole relaxation dynamics using models based 

on fundamental physical phenomena. 

1.2.3 Nature and behavior of trap states in Cd-chalcogenide nanocrystals 

Achieving a detailed picture of the nature and behavior of surface-trapped charge carriers in 

nanocrystals remains a major challenge in nanoscience. Our understanding of surface states—

which typically have weak transition dipole moments—is much less developed than that of core 

exciton states, as surface states are more difficult to study experimentally. However, charge-

carrier traps are pervasive in nanostructures: a better understanding of them would benefit a wide 

range of NC-based optoelectronic applications.  

Surface traps are typically associated with undercoordinated surface atoms or redox-

active ligands.26,52,62,67-75 Surface traps in CdS and CdSe NCs have been intensely studied, and 

will be the subject of several chapters of this dissertation. Electron traps are typically associated 
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with undercoordinated Cd species on the NC surface, but can be passivated effectively with 

organic surface-capping ligands that saturate the Cd atoms, typically resulting in very small 

electron-trap densities in ensemble colloidal samples.26,35,75-77 Hole traps on the other hand, which 

are associated with undercoordinated chalcogen species (S or Se),52,68,69,74,76 are more pervasive 

and often cause fast and efficient nonradiative relaxation in spite of adequate ligand coverage. 

Hole trapping occurs on a picosecond timescale in both CdS and CdSe NCs,23,37,52-60 leading to a 

localized holes at surface chalcogen species that are thermodynamically trapped.74,76,78,79  

While a considerable understanding of the nature of trapped carriers has been achieved, 

their dynamic behavior has remained more elusive because of the optically forbidden nature of 

surface states. Still, important insights have been gained about trapped-carrier dynamics through 

indirect measurements, elucidating hole-detrapping kinetics, surface-state emission, and the 

transfer of trapped holes to molecular acceptors.80-83 The conventional picture is that trapped 

holes, being energetically trapped and spatially localized, are stationary. However, my work 

presented here demonstrates that trapped holes may actually be mobile at room temperature, 

undergoing a diffusive random walk amongst surface trap states. 

Charge-carrier traps have a fundamental impact on the electronic structure and excited-

state dynamics on NCs, affecting various processes including photoluminescence (PL),68,76,80,81 

charge transfer,65,82-85 Auger recombination,86,87 blinking,88 charge transport,89 and optical 

gain.90,91 The ability to mitigate trapping in NCs by surface passivation is relatively well 

understood—for example, through the growth of inorganic shells around the nanocrystal core.92-94 

However, the resulting reduction in electronic coupling between NCs and their environment can 

be detrimental to optoelectronic applications that rely on the transfer of photoexcited charge 



9 

carriers to acceptors.5,70,95-98 Thus, it is critical to understand the nature of surface traps and the 

dynamic behavior of trapped carriers. 

1.2.4 Nanocrystals for photochemistry 

Coupling colloidal semiconductor NCs to redox catalysts is an emerging strategy to 

photochemically drive fuel-generating reactions such as H2 production.24,30,31,44,99-105 While 

photoexcited NCs may have the appropriate band alignment to drive such reactions, they are 

typically inefficient at accomplishing multi-electron chemistry alone and instead require redox 

cocatalysts to make efficient fuel-producing systems.106 These NC–cocatalyst systems integrate 

the tunable electronic structure, strong light absorption, and surface chemistry of NCs with a 

variety of tailored cocatalysts. Photochemical reactions of NC–cocatalyst complexes proceed 

through a sequence of steps: light absorption in the nanocrystals, transfer of photoexcited 

electrons to the cocatalysts where they participate in catalysis, and hole scavenging by sacrificial 

electron donors (Figure 1.3).24,30,101  

 

 
Figure 1.3. Schematic representation of photochemical reactions mediated by a semiconductor 
NC–cocatalyst complex. Photons with energy ℎ! excite the NC, placing an electron in the 
conduction band and a hole in the valence band with energies !!"  and !!" , respectively. 
Photoexcited electrons can reduce electron acceptors (A) at an energy of !(A/A!), transferring 
with rate constant !!" , and holes oxidize electron donors (D) at an energy of !(D!/D), 
transferring with rate constant !!". These processes compete excited-state decay of the NC, 
which in a single-exponential decay model has a total rate constant of !!" . The electron 
acceptors and donors can be either reactants or intermediates in a multi-electron reaction. Figure 
is based on Wilker et al.8 
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The kinetics of electron transfer (ET) from the nanocrystal to the catalyst play a crucial 

role in the overall photochemical reactivity. The quantum efficiency of ET (QE!") determines 

the upper limit on the quantum yield of fuel generation. QE!", in turn, depends on how the rate 

constant of ET compares to the rate constants of competing excited-state decay processes in the 

nanocrystal, such as recombination and carrier trapping. In a simple case of single exponential 

relaxation kinetics in a homogeneous system, QE!" can be formulated as 

 QE!" =
!!"

!!" + !!"
, (1.1) 

where !!" is the rate constant of ET and !!" is the total rate constant of decay on the NC.  

When driving multi-electron reactions in many NC–cocatalyst complexes, the 

photochemical yield is limited by recombination or back-ET after the electron(s) have been 

transferred but before the product is formed.107-113 This motivates the integration of 

semiconductor NCs with redox enzymes, which offer superior reaction selectivity and 

intermediate stability compared to molecular and inorganic catalysts. CdS–enzyme complexes 

have been used to photochemically drive several multi-electron reduction reactions with 

relatively high efficiency, including H2 production, CO2 reduction, and N2 fixation.8,24,44-46,65 In 

some such systems the quantum yield of fuel production is thought to be dominated by QE!",61 

and thus is controlled by the competition between ET and NC relaxation. Therefore, it is critical 

to be able to measure the rate constants of these competing pathways, understand what factors 

determine QE!", and then control the rate constants of the competing pathways in order to 

improve the quantum yield of fuel production in such systems. In this dissertation we address 

each of these points in complexes of CdS nanorods with [FeFe] hydrogenase I from Clostridium 

acetobutylicum, which photochemically reduces 2H+ to H2.44  
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1.2.5 Transient absorption (TA) spectroscopy 

In order to experimentally probe excited-state dynamics and electron transfer in Cd-chalcogenide 

nanocrystals we primarily used TA spectroscopy throughout the work presented in this 

dissertation. TA spectroscopy is a powerful technique for measuring time-resolved dynamics of 

photophysical and photochemical processes.26,114,115 This is a pump–probe technique in which a 

pump pulse of monochromatic light is used to photoexcite a fraction of particles in the sample 

(Figure 1.4). This pulse is followed some time later by a broadband, “white light” probe pulse 

that measures changes in the absorption spectrum in response to excitation by the pump pulse. 

The difference absorption spectrum, ∆!, is calculated by comparing the probe absorption with 

and without excitation of the sample by the pump, subtracting out contributions of the ground-

state signal and therefore selectively monitors the photoexcited particles in the sample. Varying 

the time delay between the pump and probe pulses allows one to monitor the time evolution of 

the photoexcited states resolved in the probe spectrum, yielding both the spectral and temporal 

evolution of the sample: ∆!(!, !) (here ! is the pump–probe time delay and ! is the wavelength) 

Since photoexcited states in most colloidal semiconductor NC systems can evolve over a range 

of picoseconds to microseconds, we use a combination of complementary experimental setups—

one that uses spatially-delayed pump and probe pulses that are ~100 fs in duration and another 

that uses an electronically-controlled probe pulse that is ~100 ps in duration—that, when used in 

conjunction, allow us to monitor spectral signals throughout the visible region over a time 

window of 100 fs–0.4 ms.116 
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(a) 

 

 

(b) 

 

 

Figure 1.4. Transient absorption spectroscopy. (a) Pump–probe geometry used in TA 
spectroscopy. The monochromatic pump pulse excites the sample and the remaining beam is 
dumped. After a time delay ! a white light probe pulse passes through the sample and is then 
focused onto a detector. (b) Representative TA spectroscopy data of CdS nanorods. The main 
panel shows ∆!(!, !), where red and blue correspond to negative and positive ∆! amplitudes, 
respectively. The TA spectrum at a given time (top panel) or TA time trace at a given 
wavelength (right-hand panel) can be extracted by taking slices (dashed lines in main panel) of 
the TA spectroscopy data. 
 

In general, a TA spectrum is comprised of various processes that lead to positive or 

negative ∆! signals:115  

(1) ground-state bleach, wherein the excitation leads to a decreased ground-state population, 

decreases the amount of probe light absorbed and thus contributes a negative signal at the 

bleached transition;  

(2) stimulated emission, wherein photons degenerate with the excited transition stimulate 

excited-state decay by photon emission, leads to an increase of light intensity of the 
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detector due to the presence of excited particles and thus contributes a negative signal at 

the bleached transition;  

(3) excited-state absorption, which is where the probe light is absorbed by an excited particle, 

causing a transition to a higher-laying excited state, contributes a positive signal;  

(4) product absorption, where a photochemical process occurs leading to the formation of a 

new species and therefor new spectral features that are not seen in the ground state 

absorption spectrum. 

In Cd-chalcogenide NCs, the amplitudes of the TA bleach signals are dominated by the 

occupation of electrons in excited states within in the conduction band manifold, and are 

effectively independent of excited hole populations.114,117 An example of this can be seen in 

Figure 1.4, which shows a bleach peak centered at the band-edge transition (468 nm) due to the 

presence of a photoexcited electron at the band edge, even though the hole has trapped to the 

surface. Though other features, such the positive feature seen in Figure 1.4, will be important for 

some analyses, the work in this dissertation we will focus on the evolution of the band-edge 

bleach. Most importantly for this dissertation, the amplitude of the band-edge bleach is directly 

proportional to the population of electrons at the conduction-band edge, and by monitoring the 

time evolution of this peak (Figure 1.4) we are directly measuring the number of electrons at the 

conduction-band edge over time.114,118 In this way we can learn a great deal about the relaxation 

dynamics of Cd-chalcogenide NCs. 

 

1.3 Summary and goals 

In this dissertation we seek to find robust physical descriptions of the complex photophysical and 

photochemical behavior of Cd-chalcogenide nanocrystals. Combining advanced experimental 
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techniques, theoretical modeling, and extensive data analysis can lead to deeper insights than 

when any one approach is used alone. Here, we use ultrafast spectroscopy to monitor the 

dynamics of photoexcited electrons and holes, theoretical modeling rooted in physical 

phenomena to gain qualitative and quantitative information about the underlying dynamics, and 

rigorous data analysis to extract subtle features within the data. Ultimately, this dissertation 

extends our fundamental understanding of the behavior of trapped holes at the surfaces of Cd-

chalcogenide NCs as well as electron-transfer kinetics in NC–electron acceptor complexes. 

This dissertation is structured as follows. The research efforts in this dissertation are 

broken in two parts. Part I (Chapters 3–6) focuses on the dynamics of trapped holes while Part II 

(Chapters 7–9) concentrates on the kinetics of electron transfer in nanocrystal–acceptor 

complexes. After a description of the experimental methods used throughout this dissertation in 

Chapter 2, Chapter 3 details the discovery of trapped-hole diffusion on the surfaces of CdS 

nanocrystals. Using a combination of transient absorption spectroscopy and theoretical modeling, 

we present evidence that trapped holes in CdS nanorods are mobile and execute a random walk 

at room temperature. Chapter 4 extends the study of trapped-hole diffusion to CdSe/CdS and 

ZnSe/CdS dot-in-rod heterostructures, showing that the behavior of electrons is similar in several 

CdS nanorod-based nanostructures, and that hole trapping and nanoparticle morphology 

ultimately drive electron dynamics in such systems. Chapter 5 shows that trapped-hole diffusion 

also occurs in CdSe nanorods, suggesting that it is a general phenomenon in Cd-chalcogenide 

nanocrystals. Chapter 6 describes temperature dependence studies of trapped-hole diffusion in 

CdS and CdSe nanorods that rule out alternative mechanisms for experimental observations, 

rounding off the trapped-hole diffusion work by leaving diffusion as the most consistent model 

for the data. Chapter 7 turns to the kinetic modeling of electron transfer and competing relaxation 
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pathways in complexes of CdS nanorods and [FeFe] hydrogenase. Chapter 8 explores at the role 

of ligand length on the electron transfer and H2 production in the CdS nanorod–hydrogenase 

system. Chapter 9 concerns the exact calculation of electron-transfer quantum efficiency from 

measurements on heterogeneous ensembles of nanocrystal–acceptor complexes that exhibit non-

exponential relaxation, featuring CdS nanorod–hydrogenase as a case study. Finally, Chapter 10 

provides an overview of the work presented in this dissertation and offers and outlook for future 

work. 
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Chapter 2  

Methods 

 

2.1 Nanocrystal synthesis 

2.1.1 Synthesis and purification of non-uniform CdS nanorods (NRs) 

We synthesized CdS NRs according to previously reported methods.119,120 Synthesis was done 

under inert argon at ~620 Torr (atmospheric pressure in Boulder, CO). In a typical synthesis, 1.6 

mmol cadmium oxide (CdO; Sigma Aldrich, ≥99.99% trace metals basis), 3.2 mmol n-

octadecylphosphonic acid (ODPA; PCI Synthesis), and 8.6 mmol trioctylphosphine oxide 

(TOPO; Sigma Aldrich, ReagentPlus®, 99%) were stirred under vacuum at 120 °C and then 

heated under Ar to 320 °C for 1 hr. The mixture was then brought down to 120 °C, stirred under 

vacuum for 1 hr, and reheated under Ar to 320 °C. Then, 5.4 mmol tri-n-octylphosphine (TOP; 

Strem Chemicals, min. 97%), and 3.2 mmol trioctylphosphine sulfide (TOP:S) were injected. 

TOP:S was prepared by mixing TOP and elemental S (Aldrich, 99.998%) in a 1:1 molar ratio in 

an Ar glovebox and stirred for 48 hr at room temperature. After TOP:S injection, nanocrystals 

were grown at 315 °C for 45 min. The reaction mixture was then cooled to 80 °C, and the NRs 

were precipitated using a toluene:acetone (1:2 volume ratio) mixture. The CdS NRs were 

purified under Ar through sequential re-dispersion/precipitation steps using 

toluene/octylamine/acetone, chloroform/nonanoic acid/isopropanol, and hexane/isopropanol 

mixtures. Sequential precipitation steps using increasing amounts of isopropanol were used to 

separate the mixture into fractions of different mean lengths with narrow size distributions before 
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re-dispersing and storing in toluene.116 This synthetic procedure results in batches of CdS NRs in 

which a significant fraction (~50%) of nanostructures are non-uniform in diameter. 

2.1.2 Seeded synthesis of CdS nanorods (NRs) 

The CdS NRs synthesis was adapted from a published procedure for a seeded-growth method 

and carried out in an argon atmosphere.46,121 CdS seeds were synthesized from an initial mixture 

of 0.100 g cadmium oxide (CdO, 99.99% Aldrich), 0.603 g octadecylphosphonic acid (ODPA, 

99%, PCI Synthesis), and 3.299 g trioctylphosphine oxide (TOPO, 99%, Aldrich). At 320ºC, a 

sulfur stock solution (0.179 g hexamethyldisilathiane ((TMS)2S, synthesis grade, Aldrich) in 3 g 

of tributylphosphine (TBP, 97%, Aldrich)) was quickly injected.  Nanocrystal growth proceeded 

for 7.5 minutes at 250ºC. The reaction was stopped by removing the heating mantle and injecting 

4 mL of anhydrous toluene. The CdS seeds were washed by precipitation with methanol and the 

final product was dissolved in trioctylphosphine (TOP, 97%, Strem). The CdS seeds had their 

lowest-energy exciton peak at 408 nm. The rods were synthesized from a starting solution of 

0.086 g CdO, 3 g TOPO, 0.290 g ODPA, and 0.080 g hexylphosphonic acid (HPA, 99%, PCI 

Synthesis). The solution was heated to 350ºC then 1.5 mL of TOP was injected into the solution. 

When the temperature of the Cd-containing solution stabilized at 350°C, the seed-containing 

sulfur injection solution (0.124 g of sulfur (S, 99.998%, Aldrich) in 1.5 mL of TOP mixed with 8 

× 10-8 mol CdS QD seeds) was quickly injected. Nanocrystal growth proceeded for 8 minutes, 

after which the solution was cooled and the particles were purified using size-selective 

precipitation 

2.1.3 Synthesis and purification of CdS quantum dots (QDs) 

We synthesized and purified CdS QDs following the method of Peterson et al.122 Cadmium 

oleate was produced by heating 0.128 g of CdO, 6.85 mL of 1-octadecene (ODE; Sigma Aldrich, 
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90%), and 3.2 mL of oleic acid (OA; Sigma Aldrich, 90%) to 250 °C under Ar in a 3-neck 

round-bottom flask. Once the solution turned clear, the heat source was removed and the solution 

is allowed to cool to 60 °C. 4 mL of cadmium oleate solution was transferred into a separate 

round-bottom flask containing 3 mL of degassed ODE, and this solution is heated to 260 °C. 

Once reaction temperature was reached, 1 mL of 0.10 M elemental S dissolved in ODE was 

injected and the solution allowed to cool to 220 °C. After 3 min, 0.5 mL of S precursor was 

injected using a cannula under positive pressure. Six subsequent 0.5 mL additions of Cd or S 

precursors were performed at 1 min intervals. After the final cadmium oleate injection, the 

solution was cooled in a room temperature oil bath. The crude reaction mixture was moved into 

an Ar-filled glovebox.  

CdS QDs were purified from the reaction mixture using a liquid-liquid extraction with a 

3:1 ratio of methanol to reaction mixture, with several drops of isopropanol added to encourage 

mixing. The QDs were then purified further using precipitation/dispersion steps using 

acetone/toluene and methanol/toluene. The size distribution was further narrowed using a 

sequential precipitation in isopropanol.116 The sizes of the CdS QDs used in Chapter 3 were 

determined from a published tuning curve to be 5 nm in diameter.25 

2.1.4 Synthesis of ZnSe/CdS and CdSe/CdS dot-in-rod heterostructures 

The materials used in the synthesis of ZnSe/CdS and CdSe/CdS dot-in-rod heterostructures were 

tri-n-octylphosphine (TOP, Strem Chemicals, min. 97%), sulfur (99.9%, Aldrich), selenium 

(99.9%, Aldrich), trioctylphosphine oxide (TOPO, 99%, Aldrich), n-octadecylphosphonic acid 

(ODPA, 99%, Polycarbon), cadmium oxide (CdO, Sigma Aldrich, ≥99.99% trace metals basis), 

octadecylamine (ODA, 99%, Aldrich), diethylzinc (Et2Zn, 52% wt% in toluene, Aldrich), 

anhydrous toluene (99.8% Sigma Aldrich), anhydrous acetone (≥99.9%, Sigma Aldrich), 
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octylamine (99%, Aldrich), anhydrous chloroform (≥99.9%, Sigma Aldrich), nonanoic acid 

(96%, Sigma Aldrich), anhydrous isopropanol (99.5%, Sigma Aldrich), anhydrous hexanes 

(mixture of isomers, ≥99%, Sigma Aldrich), anhydrous methanol (99.8%, Sigma Aldrich), 3-

mercaptopropionic acid (3-MPA, ≥99%, Sigma Aldrich), and tetramethylammonium hydroxide 

pentahydrate salt (TMAH, 97%, Sigma Aldrich). Materials were used as purchased.  

Synthesis of ZnSe Seeds. Synthesis of monodisperse wurtzite ZnSe nanocrystals was 

adapted from previous work.123 All reactions were conducted under argon using standard 

Schlenk techniques at atmospheric pressure (∼620 Torr in Boulder, CO). Trioctylphosphine 

sulfide (TOP:S) and trioctylphosphine selenide (TOP:Se) were prepared by stirring TOP and 

either elemental sulfur or selenium, respectively, at room temperature in Ar atmosphere for 48 

h.26 mmol of ODA was heated under vacuum at 130 °C for 1.5 h. The ODA was heated to 

300 °C under Ar.  Maintaining this temperature, 2.4 mL of 0.32 M TOP:Se solution was added to 

the ODA, followed by a rapid injection of 1 mL of a ~10% by weight solution of Et2Zn (0.8 

mmol) in toluene. The nanocrystals were then grown at 265 °C for 1 h. The reaction mixture was 

cooled to 80 °C in an oil bath, then 20 mL of ethanol and 4 mL of toluene, both at 75 °C, were 

added to precipitate the nanocrystals. Purification was done by repeated precipitation and re-

dissolution using ethanol and toluene until the solution was clear at room temperature. The 

ethanol, toluene, and nanocrystal mixture were kept at 75 °C during purification to prevent 

solidification of the ODA. The final product was stored in toluene. 

Synthesis of ZnSe/CdS dot-in-rods (DIRs). Growth of CdS rods on ZnSe seeds was 

adapted from previous work.124,125 An injection solution containing ZnSe seeds was made by 

drying 211 µL of purified ZnSe seeds solution to remove the toluene, then dissolving the dried 

nanocrystals in 0.5 g TOP. The volume of ZnSe seed solution (211 µL) dissolved in TOP was 
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chosen so that the product of the absorbance at 360 nm and solution volume was in the range of 

30-40 mL. The ZnSe seeds in TOP were then mixed with 0.65 g of 2.06 M TOP:S to make the 

final injection solution. Next, 1.61 mmol CdO, 9.18 mmol TOPO, and 3.23 mmol ODPA were 

heated to 150 °C while stirring and then kept under vacuum at that temperature for 1 h. Under Ar, 

the mixture was heated to 280 °C and held there for 10 min. The temperature was reduced to 

160 °C and the mixture was held under vacuum for 2 h.  The mixture was then heated to 300 °C 

under Ar, 1.81 mL of TOP was injected, and the temperature was allowed to recover. The 

injection solution, containing ZnSe seeds and TOP:S, was then rapidly injected into the reaction 

flask. The temperature of the reaction mixture dropped to 290 °C, and was slowly raised to 

315 °C over the course of 50 min. The reaction mixture was held at 315 °C for 20 min, then 

cooled to 60 °C in an oil bath. 7 mL of toluene were added to prevent solidification, and the 

nanocrystals were purified by repeated precipitation and re-dissolution with mixtures of 

toluene/octylamine/acetone and chloroform/nonanoic acid/isopropanol (~3:1:3 volume ratio). 

The nanocrystals were suspended in hexane as the remaining impurities precipitated overnight, 

then re-dispersed in toluene. 

Synthesis of CdSe seeds. We followed a previously reported synthesis of CdSe 

seeds.121,125 8.2 mmol TOPO, 0.84 mmol ODPA, and 0.46 mmol CdO were mixed and heated to 

150 °C under Ar, then held under vacuum for 1 h at that temperature. The reaction mixture was 

heated to 300°C under Ar and held there for 20 min. The temperature was then reduced to 

150 °C and the mixture was held under vacuum for 1.5 h. Under Ar, the temperature was 

increased to 300 °C and 1.5 g of TOP was injected in the flask. The temperature was increased to 

365 °C and 0.418 g of TOP:Se was rapidly injected. The reaction was quenched after 3 min by 

removing the heating mantle and cooling to 60 °C in an oil bath. Purification was performed by 
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precipitation and re-dissolution using methanol and toluene. The final product was re-dispersed 

in TOP. 

Synthesis of CdSe/CdS DIRs. The growth of CdS rods on CdSe seeds has been previously 

described and we followed those published procedures.121,125 1.61 mmol CdO, 9.18 mmol TOPO, 

and 3.23 mmol ODPA were heated to 150 °C while stirring and then held under vacuum for 1 h 

at that temperature. Under Ar, the mixture was heated to 280 °C and held there for 10 min. The 

temperature was reduced to 150 °C and the mixture was held under vacuum for 2 h.  Under Ar, 

the mixture was heated to 300 °C, 1.81 mL of TOP was injected and the temperature was 

allowed to recover. A TOP:S/CdSe injection solution was made by mixing 7.24 × 10–4 mmol of 

CdSe seeds (285 µL of stock CdSe seeds in TOP) in 0.5 g of TOP and mixing this with 0.65 g of 

2.06 M TOP:S. The reaction mixture was brought to 255 °C and the TOP:S/CdSe solution was 

rapidly injected. The temperature of the reaction mixture dropped to 340 °C after injection, and 

was held here for a 45 min during nanocrystal growth. The heating mantle was removed to 

quench the reaction and the mixture was cooled to 60 °C in an oil bath and 7 mL of toluene were 

added to prevent solidification. Purification was done by repeated precipitation and re-

dissolution with mixtures of toluene/octylamine/acetone and chloroform/nonanoic 

acid/isopropanol (~3:1:3 volume ratio). The nanocrystals were suspended in hexane as the 

remaining impurities precipitated overnight. The final product was re-dispersed in toluene. 

2.1.5 Synthesis and purification of CdSe nanorods (NRs) 

This synthesis was adapted from a previously reported procedure.126 Into a 25 mL flask equipped 

with a condenser and temperature probe, 3.1783 g trioctylphosphine oxide (TOPO, 99%, 

Aldrich), 140.1 mg hexylphosphonic acid (HPA, 99%, PCI), 681.4 mg tetradecylphosphonic acid 

(TDPA, 99%, PCI), and 207 mg cadmium oxide (CdO, 99.99%, Aldrich) were added. This 
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mixture was heated to 120°C with stirring under Ar and then degassed for 1 hour under vacuum. 

Under Ar the solution was heated to 320°C for 15 minutes and then cooled to room temperature 

by removing the heating mantle. The solution turned from clear and colorless to cloudy and 

white at room temperature. Once cooled, the flask was opened to air and allowed to age 

overnight in a vent hood. After at least 24 hours of aging, the flask was resealed, placed under Ar, 

and heated to 120°C. The mixture liquefied and remained cloudy and white. The flask was 

switched to vacuum and degassed for 1 hour. Under Ar, the flask was heated to 320°C and the Se 

precursor [250 mg of 25% w/w Se:TBP (Se shot, 99.99%, Aldrich; tri-n-butylphosphine, 97%, 

Aldrich) dissolved in 1.444 g tri-n-octylphosphine (TOP, 97%, Strem) and 301 mg toluene] was 

injected. The temperature controller was set to 300°C and the nanocrystals were allowed to grow 

for 8 minutes. After growth, the flask was cooled to 80°C using an oil bath, and the solution was 

placed in an air-free vial containing 5 mL methanol to induce precipitation. The vial was 

centrifuged for 15 min at 3500 rpm to separate the nanocrystals from unreacted precursors and 

residual solvent. The vial was then pumped into the glovebox for purification. 

Centrifugation produced a clear, colorless supernatant with a compact brown precipitate 

at the bottom of the vial. The supernatant was poured off and the precipitate was washed by 

successive acid and base washes whereby the additions of either Chloroform/Nonanoic 

Acid/Ethanol or Toluene/Octylamine/Methanol were followed by centrifugation for 5 minutes at 

4400 rpm. The final product was redissolved in 4 mL Hexane and stored in the glovebox for at 

least 24 hours, after which the solution was centrifuged for 1 hour at 3500 rpm to remove any 

remaining impurities. The nanocrystals were precipitated by the addition of a 2:1 mixture of 

Isopropanol:Methanol followed by centrifugation for 15 minutes at 4400 rpm. The final product 

was dissolved in toluene.  
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2.1.6 Ligand exchange 

Many experiments in this dissertation were performed on nanocrystals for which the native 

surface-capping ligands were replaced with 3-mercaptopropanoic acid (3-MPA) and suspended 

in an aqueous buffer solution. In those cases, ligand exchange to 3-MPA ligands was carried out 

following a previously reported procedure.44,107 The ligand exchange procedure is the same for 

all nanocrystals used here since all have CdS surfaces with their native, organic surface-capping 

ligands. A 70 mM solution of 3-MPA (Sigma Aldrich, ≥99%) in methanol was prepared and its 

pH was raised to 11 with tetramethylammonium hydroxide pentahydrate (Sigma, ≥97%). The as-

synthesized, organic-capped nanocrystals in toluene were precipitated using methanol, and then 

vigorously mixed with just enough 3-MPA solution so that the mixture was no longer cloudy. 

Toluene was added to precipitate the 3-MPA-capped nanocrystals and the resulting particles 

were collected and re-dissolved in an aqueous buffer solution (50 mM Tris-HCl, pH 7). For 

CdSe NRs the native nanocrystal surface ligands were exchanged for 3-MPA ligands according 

to previously published work on CdS NRs44 and were dispersed in 12.5 mM Tris Buffer at pH 7. 

2.1.7 H2ase Purification, Characterization, and Coupling to CdS NRs 

The [FeFe] hydrogenase from Clostridium acetobutylicum (CaI) was expressed and purified 

from Escherichia coli as previously described with some modifications.127 For expression, cells 

were grown in a 10 L fermenter (Sartorius Stedim Biotech) at 37°C with 250 rpm stirring and 0.9 

L/min air bubbling.   For induction, 1.5 mM Isopropyl β-D-1-thiogalactopyranoside (IPTG) was 

added, along with 4 mM ammonium iron (III) citrate, 2 mM cysteine, 0.5% glucose, and 10 mM 

sodium fumurate. The stirring was adjusted to 75 rpm, temperature to 30°C, and air bubbling 

was switched to N2 bubbling (0.3 L/min).  The anaerobic induction proceeded overnight and the 

next morning the cells were collected using an in-line centrifuge (Eppendorf, 3000 rpm) under 
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N2 atmosphere. The centrifuge cell was transferred to a glovebox (Coy Laboratories, 3% H2 

atmosphere), the cells were washed with buffer A (50 mM Tris pH 8, 5 mM NaCl, 5% glycerol, 

5 mM NaDT), and frozen at -80°C. For purification, all steps were carried out under strict 

anaerobic conditions with initial cell lysis in a Coy chamber (3% H2 atmosphere) and subsequent 

chromatography steps in an Mbraun glove-box (N2 atmosphere). For cell lysis, 30 µL Benzonase 

(Sigma-Aldrich), lysozyme (Sigma-Aldrich), 2 EDTA-free protease inhibitor tablets dissolved in 

1 mL buffer A (Roche), and 2 mM DTT were added to the cell suspension. A microfluidizer (M-

110S, Microfluidics) under Ar pressure was used to break the cells.  After centrifugation (15,000 

rpm, 45 min, 4°C) the cell-free-lysate was first purified over DEAE resin (GE Healthcare) and 

eluted by a 4 column volume gradient to buffer B (50 mM Tris pH 8, 1M NaCl, 5% glycerol, 5 

mM NaDT). Fractions were collected and analyzed for protein content by SDS-PAGE and 

hydrogenase activity assay (10 mM NaDT, 5 mM methyl viologen) with H2 evolution measured 

by GC chromatography (Agilent Technologies). The active fractions were combined and 

concentrated to ~30 mL using a 30 kDa MWCO membrane and Amicon concentrator cell under 

Argon gas pressure.  The concentrated fraction was purified over 25 mL Strep-Tactin Superflow 

High Capacity resin (IBA) and eluted into 50 mM Tris pH 8, 200 mM NaCl, 5% glycerol, 5 mM 

NaDT for the final purification step. Protein concentration was determined by Bradford assay 

(±10%) using Hemoglobin as the standard,128 and the H2 evolution activity (1,700 µmol 

H2/min/mg) was measured as described above. FTIR spectroscopy was also used to verify 

incorporation of the active site H-cluster. Mixtures of CdS NRs and H2ase were prepared in 

buffer C (12.5 mM Tris-HCl, 5mM NaCl, 5% glycerol, pH 7) under an anaerobic Ar 

environment.  
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2.2 Spectroscopy 

2.2.1 UV-visible absorption spectroscopy 

UV-visible absorption spectra were recorded using an Agilent 8453 spectrophotometer utilizing 

tungsten and deuterium lamps at room temperature sealed under Ar in 2 mm quartz cuvettes. 

2.2.2 Steady state photoluminescence spectroscopy 

The photoluminescence spectra were obtained using a SLM AMINCO 8000C 

Spectrofluorometer (SLM Instruments, Inc.) with an Ushio UXL-450S-0 xenon short arc lamp 

and Hamamatsu R928P PMT operating at −850 V, DC. The sample was sealed under Ar in a 1 

cm x 1 cm quartz cuvette with a concentration of 18 nM. The sample was excited at 370 nm and 

emission was recorded at 90° relative to the excitation with a 390 nm longpass filter to reduce 

scattered light. The emission spectrum was corrected for wavelength dependence of the 

instrument response. 

2.2.3 Transient absorption (TA) spectroscopy 

Femtosecond TA spectroscopy measurements in the 100 fs to 3 ns time window were performed 

using a regeneratively amplified Ti:sapphire laser (Solstice, Spectra-Physics, 800 nm, 100 fs, 1 

kHz, 3.5 mJ/pulse), an optical parametric amplifier (TOPAS-C, Light Conversion), and a 

HELIOS spectrometer (Ultrafast Systems, LLC). A fraction of the 800 nm Solstice output was 

used to pump the TOPAS-C in order to produce the 400 nm pump beam used for sample 

excitation. The pump pulse was directed through a series of neutral density filters, a depolarizer 

and a synchronized 500 Hz chopper, then focused into the sample with a beam waist of ~240 µm 

with a pulse energy of ~10 nJ/pulse. Another fraction of the 800 nm Solstice output was used to 

generate a white-light continuum (450–800 nm) with a sapphire plate to be used as the probe 

pulse. The pump-probe time delay was controlled with a motorized delay stage. The probe beam 
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was split into probe and reference channels, with the probe beam being focused onto the sample 

and overlapped with the pump pulse. The probe and reference beams were focused into optical 

fibers coupled to multichannel spectrometers with CMOS sensors. The transient change in 

absorbance (∆!) was found using the probe intensities with and without excitation. 

Nanosecond TA spectroscopy (0.3 ns to 10 µs) was performed using an EOS 

spectrometer (Ultrafast Systems, LLC). The 400 nm pump pulse was generated and treated as 

described above with the exception of not being chopped. The white-light probe beam (400–900 

nm, 0.3 ns, 2 kHz) was generated by a Nd:YAG laser focused into a photonic crystal fiber and 

the pump-probe delay was controlled by an electronic delay generator (CNT-90, Pendulum 

Instruments). The probe was split into probe and reference channels and detected as described 

above. 

Samples for TA spectroscopy experiments were generally prepared such that the optical 

density at the band-edge transition was ~1. The samples were sealed under Ar in 2 mm quartz 

cuvettes equipped with Kontes valves. A magnetic stirrer continuously stirred samples during 

data collection. The pump power was chosen so as to be in a regime where the nanocrystal decay 

kinetics were independent of pump power, ensuring that the signal originated primarily from 

nanocrystals excited by single photons.114 Experiments were conducted at room temperature, 

unless otherwise noted. 

2.2.4 Photoluminescence upconversion spectroscopy 

PL upconversion spectroscopy was performed using a Halcyone MC multichannel fluorescence 

upconversion spectrometer with ~150 fs temporal resolution (Ultrafast Systems). The pump 

pulse was produced using the TOPAS-C while a fraction of the Ti:sapphire laser output was used 

as a gate pulse. The pump polarization was rotated to magic angle using a half-wave plate. PL 
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was collected in the forward propagating direction, collimated using an off-axis parabolic mirror, 

passed through a long-pass filter to filter out excitation light, and then focused using a second 

off-axis parabolic mirror into a 0.5 mm Type II BBO crystal cut at 46.2 degrees where it was 

overlapped with the delayed gate pulse. The resulting upconverted photons were selected using a 

broad UV bandpass filter, directed into a spectrograph, and spread onto the pixels of a CCD 

camera. While the system is capable of spectrally resolving the decay by rotating the 

upconversion crystal during data acquisition, the crystal was held fixed to maximize the signal. 

 

2.3 Transmission electron microscopy (TEM) 

2.3.1 Low-resolution TEM 

Transmission electron micrograph (TEM) samples were prepared by drop-casting as-synthesized 

nanocrystals (CdS NRs, ZnSe/CdS DIRs and CdSe/CdS DIRs) with native ligands onto TEM 

grids. TEM images were taken using a Phillips CM100 TEM at 80 kV with a bottom-mounted 4 

megapixel AMT v600 digital camera. Samples prepared for this microscope used 300 mesh 

copper grids with carbon film from Electron Microscopy Science.  

For CdSe NRs, TEM samples were prepared by drop-casting CdSe NRs with native 

ligands onto TEM grids (300 mesh copper grids with carbon film, Electron Microscopy Science). 

TEM images were taken on a FEI Tecnai Spirit BioTwin operating at 120 kV and equipped with 

a side-mount AMT (2k × 2k) CCD.  

The dimensions of NRs were determined by measuring about 200 particles in TEM using 

ImageJ software.129  



28 

2.3.2 High-resolution TEM 

High-resolution TEM images were taken using a FEI Tecnai F20 FEG TEM operating at 200 kV 

with a bottom-mounted 4k × 4k Gatan Ultrascan 895 CCD camera while binning by 2. Samples 

prepared for this microscope used ultrathin carbon film supported by a lacey carbon film on a 

400 mesh copper from Ted Pella, Inc. 

 

2.4 Temperature dependence studies 

2.4.1 Cryostat  

Temperature dependence studies were carried out using a Janis STVP-100 continuous flow 

optical cryostat with quartz windows equipped with a home-built 1 cm cuvette holder. The 

cuvette was cooled under flowing nitrogen vapor and the temperature was controlled with a 

LakeShore 335 temperature controller connected to two thermocouple/heating element pairs, one 

at the head of the sample holder and the other in the vaporizer assembly located at the bottom of 

the cryostat. Experiments were carried out on nanocrystals that were capped with 3-

mercaptopropionic acid ligands and dispersed in a 4:1 ethanol:methanol (v/v). The sample was 

held in 1 cm cryogenic cuvette from FireflySci (type 66FL) with a screw cap. Samples were 

prepared under Ar then immediately moved to the cryostat, which was promptly purged with 

nitrogen. 
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Part I 
Trapped-Hole Diffusion in Cd-chalcogenide nanocrystals 
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Chapter 3  

Observation of Trapped-Hole Diffusion on the Surfaces of 

CdS Nanorods* 

 

3.1 Abstract 

In CdS nanocrystals, photoexcited holes rapidly trap to the particle surface. The dynamics of 

these trapped holes have profound consequences for the photophysics and photochemistry of 

these materials. Using a combination of transient absorption spectroscopy and theoretical 

modeling, we demonstrate that trapped holes in CdS nanorods are mobile and execute a random 

walk at room temperature. In CdS nanorods of non-uniform width, we observe the recombination 

of spatially separated electrons and trapped holes, which exhibits a !!!/! power-law decay at 

long times. A one-dimensional diffusion-annihilation model describes the time-dependence of 

the recombination over four decades in time with a single adjustable parameter. We propose that 

diffusive trapped hole motion is a general phenomenon in CdS nanocrystals, but one that is 

normally obscured in structures where the wavefunctions of the electron and trapped hole 

                                                
*Adapted with permission from Utterback, J. K., Grennell, A. N., Wilker, M. B., Pearce, O. M., 
Eaves, J. D., and Dukovic, G. Nat. Chem., 2016, 8, 1061–1066. (Copyright © 2016, Springer 
Nature) 
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spatially overlap. This phenomenon has important implications for the oxidation photochemistry 

of CdS nanocrystals.  

 

3.2 Introduction 

Many novel properties of semiconducting nanostructures emerge through the confinement of 

electronic wavefunctions to small regions of space.32 Cadmium-based chalcogenide nanocrystals 

are some of the most widely studied and used systems in nanoscience because synthetic control 

over particle shape and size allows one to manipulate both electronic energies and 

wavefunctions.32-34 Because of this tunability, there has been a growing interest in using colloidal 

Cd-chalcogenide nanocrystals for optoelectronic applications such as solar energy conversion.4-8 

Such technologies require control over the generation, separation, and extraction of photoexcited 

electrons and holes.6,8,22-24 The dynamics of these two carriers can differ substantially.23,36,37,56,57 

To understand the principles that govern electron and hole relaxation dynamics in these complex 

systems, models based on fundamental physical phenomena are needed. However, the 

complicated shapes of experimentally measured excited state decay curves are often elusive to 

simple kinetic models.36,37   

 In CdSe and CdS nanocrystals, photoexcited holes rapidly and efficiently trap to 

localized states on the surface.23,26,37,56,57 In nanoscale CdS in particular, hole trapping occurs on 

a picosecond timescale with >99% efficiency, so electrons primarily recombine with trapped, 

rather than delocalized, holes.23,56,57,82 Consequently, trapped holes play an integral role in 

excited state dynamics,23,36,56,80 and the ability to harvest them is critical for applications such as 

photovoltaics and solar photochemistry.82 Despite their importance, remarkably little is known 

about the nature of the trap states and the dynamics of trapped holes.23,56,80,82 The prevailing view 
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is that the trapped holes are spatially localized, suggesting that delocalized electrons recombine 

with stationary holes.26,80,82,130 There has not, however, been direct evidence in support of this 

picture of recombination. If the energetically trapped holes were instead spatially mobile, the 

governing picture of their relaxation dynamics would fundamentally change. 

 Here, using transient absorption (TA) measurements on the sub-picosecond to 

microsecond timescale, in conjunction with theoretical modeling, we provide evidence that 

trapped holes on CdS nanorod surfaces are not stationary. Instead, they execute a diffusive 

random walk at room temperature. In CdS nanorods (NRs) of non-uniform width, excitation 

wavelengths can be chosen such that photoexcited electrons dissociate from trapped holes and 

localize to larger-diameter regions of the NRs with lower quantum confinement. TA experiments 

probing the relaxation of these localized electrons show a !!!/! power-law decay over several 

decades in time, suggesting a nonexponential recombination mechanism. In contrast, in CdS 

quantum dots (QDs) and CdS NRs when the electron and trapped hole are not spatially separated, 

the electron-hole recombination is exponential. These observations motivate an analytical model 

for one-dimensional diffusion-limited electron-hole recombination in the non-uniform NRs that 

fits the electron decay over four decades in time, from one nanosecond to ten microseconds, with 

only one adjustable parameter. We propose that the diffusive motion of trapped holes is a general 

phenomenon in CdS nanocrystals that is normally obscured in structures where electron and 

trapped-hole wavefunctions remain spatially overlapped during the measurement of their 

recombination dynamics. Finally, we illustrate how this fundamentally different picture of the 

behavior of trapped holes may impact the photochemistry of CdS nanostructures. 
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3.3 Methods 

3.3.1 Synthesis, preparation and characterization of CdS NRs and QDs 

Details of nanocrystal synthesis, preparation and characterization are provided in Chapter 2. 

Previously published procedures were used to synthesize CdS NRs44,116,119,120 and CdS QDs.122 

Unless otherwise noted, all experiments were performed on nanocrystals that were functionalized 

with 3-mercaptopropanoic acid (3-MPA) to replace the native ligands and suspended in an 

aqueous buffer solution (50 mM Tris-HCl, pH 7). TEM samples were prepared by drop-casting 

as-synthesized nanocrystals onto TEM grids. The dimensions of the CdS NRs were determined 

by measuring over 200 particles in TEM (Table 3.1) and the sizes of the CdS QDs were 

determined from a published tuning curve25 to be about 5 nm in diameter. 

3.3.2 Transient absorption spectroscopy 

The complete experimental setup for TA measurements has been previously described.116 The 

concentration of CdS NRs used for TA experiments was about 0.7 µM and CdS QDs were about 

3 µM. Concentrations were determined from UV-visible absorption spectra and the molar 

absorptivities.25,116 TA measurements were done on samples sealed under Ar in 2 mm quartz 

cuvettes at room temperature (293 K). Solutions were stirred continuously with a magnetic stirrer. 

The pump pulse was passed through a depolarizer and the power was controlled with neutral 

density filters. The pump beam had a beam waist of ~240 µm, pulse duration of ~150 fs, and 

pulse energy of ~10 nJ/pulse for 405 nm excitation of the NRs, ~200 nJ/pulse for 510 nm 

excitation of the NRs, and ~10 nJ/pulse for 400 nm excitation of the QDs. The pump powers in 

all cases were chosen such that the TA decay trace shapes were independent of pump power so 

that the signal originated primarily from nanocrystals excited by a single photon.114 TA traces 

were smoothed using a Savitzky-Golay filter because this method preserves higher order 
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moments of the signal.131 Fitting was performed on raw data and the data was smoothed for 

presentation only. 

3.3.3 Sample characterization 

To determine the size distributions of the rod and bulb and the fraction of non-uniform nanorods 

in each sample, we adopted the criterion that a nanorod has a bulb when it has a large enough 

variation in width such that the electron can be localized in the larger diameter region at room 

temperature (293 K). This occurs when the confinement energy of the electron in the bulb is at 

least !!! = 25 meV less than that of the rod, and thus the electron does not have sufficient 

thermal energy to significantly occupy the rod. While we treat the smaller diameter rods as 

perfect cylinders, the bulbs can be either cylindrical or spherical in shape. The confinement 

energies can be calculated for spherical and cylindrical confinement. The confinement energies 

of each charge carrier in the lowest energy excited state of a cylindrical and spherical potentials 

are2 

 !!!"# =
!!"! ℏ!
2!!!"#! ; (3.1) 

 !!!"# =
!!ℏ!
2!!!"#! , (3.2) 

where !!" ≈ 2.40 is the first root of the radial Bessel function, ! is the effective mass of the 

charge carrier in CdS, and !!"# and !!"# are the radii of a cylindrical and spherical structure, 

respectively. The electron and hole effective masses in bulk CdS are 0.2 and 0.7 times the 

electron mass, respectively, and the bulk Bohr exciton radius is 2.8 nm.2,132 

 TEM images of each nanorod sample were used to measure the size distributions of rods 

and bulbs. In these measurements we judged whether each bulb was cylindrical or spherical, 

approximating bulbs in structures such as those in Figure 3.4a and c as perfect cylinders and 
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bulbs such as those in Figure 3.1 and Figure 3.4b as perfect spheres. Nanorods in which the 

width variations did not give energy offsets larger than !!! were considered to be uniform, only 

consisting of a rod. Size distributions and fractions of nanorods with bulbs for the three NR 

samples appear in Table 3.1. 

 
Table 3.1. Size distributions of non-uniform CdS nanorods 
NR sample Length (nm) Rod Diameter (nm) Bulb Diameter (nm) Fraction With Bulbs 
22 nm NRs 22 ± 5 4.4 ± 0.4 5.2 ± 0.5 32% 
37 nm NRs 37 ± 8 4.2 ± 0.4 5.2 ± 0.8 59% 
68 nm NRs   68 ± 14 4.3 ± 0.5 5.1 ± 0.7 65% 

 

The energy offsets depicted in Figure 3.1 were approximated using the locations of the 

center of the rod and bulb bleach peaks in the TA spectra for the transition energies and Equation 

(3.1) for the contribution from confinement. The different energy offsets for the electron and 

hole are due to their different effective masses. These are approximate offsets that do not account 

for Coulomb interactions. 

 The absorption spectrum in Figure 3.1 was fit with two Gaussian peaks for the lowest 

energy rod and bulb transitions. The photoluminescence spectrum (Figure 3.5) was fit with three 

Gaussian peaks to account for rod, bulb and trap emission. Fit functions were of the form 

! ! = !!/ 2!!!! exp − ! − !!,!
!/2!!!! . Fit parameters appear in Table 3.2. 

 
Table 3.2. Absorption and photoluminescence fit parameters 

Feature Absorption Spectruma  Photoluminescence Spectrumb 

!c !! (nm) ! (nm)  !c !! (nm) ! (nm) 
rod 13.2 ± 0.1 465 ± 1 8.6 ± 0.1  1.03 ± 0.04 473.4 ± 0.1 7.4 ± 0.1 
bulb 1.00 ± 0.05 480 ± 1 13.0 ± 0.6  1.00 ± 0.04 488.0 ± 0.9 19.9 ± 0.5 
trap – – –  20.8 ± 0.1 753.2 ± 0.5 76.4 ± 0.4 

a From Figure 3.1. 
b From Figure 3.5. 
c Amplitudes are normalized relative to bulb amplitude. 
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3.4 Results and discussion 
3.4.1 Electronic structure of non-uniform CdS nanorods 

When a photoexcited electron is delocalized over an entire CdS nanocrystal, upon hole trapping, 

recombination behavior is insensitive to the location of the trapped hole. To experimentally 

examine whether trapped holes can move on nanocrystal surfaces, we use nanostructures with 

excited states that exhibit spatial electron-hole separation and compare them to structures in 

which the photoexcited electron and hole are not separated. Synthesis of rod-shaped CdS 

nanocrystals results in a mixture of nanorods with uniform and non-uniform widths along their 

lengths.130 Non-uniform CdS NRs provide a region where a photoexcited electron can localize 

(Figure 3.1, Figure 3.2, Figure 3.3, Figure 3.4).130 Wu et al. have examined these structures in 

detail and showed that non-uniform CdS NRs exhibit two morphological features assigned to the 

spatially and spectrally distinct electronic states depicted in Figure 3.1: a long, narrow cylinder 

(rod) that is similar in size to CdS nanorods of uniform width, and a short, wider component 

(bulb).130 Although most bulbs have roughly spherical or cylindrical shapes, they only need to be 

wider than the rod to produce the spectral features and decay dynamics described here (Figure 

3.4). For simplicity, we schematically represent them as spherical (Figure 3.1b). Decreased 

quantum confinement in the bulb relative to the rod causes the bulb to have a lower transition 

energy (Figure 3.1c). As a result, it is energetically favorable for the electrons to localize in the 

bulb. To estimate the fraction of our CdS sample composed of non-uniform nanostructures, we 

consider only structures in which the bulb electron state has a lower energy than the rod state by 

at least the thermal energy at room temperature. By this criterion, 59% of nanorods in the sample 

shown in Figure 3.1 are non-uniform, as determined by TEM measurements (Figure 3.3). The 

NRs shown in Figure 3.1 have an average length of 37 ± 8 nm, rod diameter of 4.2 ± 0.4 nm, and 

bulb diameter of 5.2 ± 0.8 nm. 
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Figure 3.1. Relationship between CdS NR morphology and TA spectra. (a) Representative TEM 
image of a non-uniform CdS NR showing rod and bulb components. (b) Schematic depiction of a 
non-uniform CdS NR. 405 nm light primarily excites the rod while 510 nm photons selectively 
excite the bulb. (c) Energy level diagram as a function of position along the NR, relative to (b). 
The bulb has a larger diameter than the rod, resulting in a lower transition energy. Energy offsets 
are drawn to scale for 70 meV and 20 meV electron and hole offsets, respectively, which are 
based on the centers of the rod and bulb bleach peaks in (e). (d) Absorption spectrum of a sample 
of CdS nanorods that are, on average, 37 nm long and 4.2 nm wide with 5.2 nm bulbs (Table 3.1), 
fit to two Gaussian peaks for the lowest energy rod and bulb transitions (Table 3.2). (e) TA 
spectra of CdS NRs recorded 1 ns after excitation with 405 nm and 510 nm pulses. Spectra are 
normalized to have the same amplitude at 499 nm. Vertical lines mark 452 nm and 499 nm, the 
wavelengths that isolate the rod and bulb signals of these CdS NRs, respectively. 
 

a 

 

b 

 
Figure 3.2. UV-visible absorption spectra. UV-visible absorption spectra of (a) CdS nanorod 
samples of varying lengths normalized at the lowest-energy rod transition, and (b) CdS QDs. 
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Figure 3.3. TEM images. Representative TEM images of (a) 22 nm CdS nanorods, (b) 37 nm 
CdS nanorods, (c) 68 nm nanorods, and (d) CdS QDs. 
 

 
Figure 3.4 High-resolution TEM images. Selected TEM images of 37 nm CdS NRs showing 
bulbs. In addition to manifesting as a spherical bulb at the end of the nanorod as in Figure 3.1, 
bulbs can have various shapes including (a) a cylindrical region of uniform but larger diameter 
than the more narrow rod, (b) a spherical bulb located some distance from either end of the 
nanorod, and (c) irregular shapes of larger diameter. 
 

Wu et al. showed that the bulb structural motifs in non-uniform CdS NRs exhibit clear 

signatures in the absorption (Figure 3.1d), photoluminescence (Figure 3.5), and TA spectra 

(Figure 3.1e) that cannot be attributed to sub-band gap transitions such as an Urbach tail.130 In 
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the TA spectra of CdS nanostructures, photoexcitation leads to transient bleach signals that 

reflect the time-dependent populations of excited electrons.23,114 Figure 3.1e shows the TA 

spectra of a sample of CdS nanorods recorded 1 ns after excitation at 405 nm and 510 nm, with 

pump fluences chosen to avoid multiple excitations of individual nanocrystals. 405 nm pump 

pulses primarily excite the rod transition because it comprises the majority of the volume of the 

nanostructure.25,133 Electrons initially generated in the rod of non-uniform NRs localize to the 

bulb as they relax to a lower energy state.130 The resulting TA spectrum 1 ns after excitation 

therefore consists of two overlapping bleach features due to rod and bulb electron populations 

(Figure 3.1e, Figure 3.6). 510 nm pulses selectively excite the bulbs without sufficient energy to 

populate the rod.130 This localizes both the electron and hole in the bulb, yielding the pure bulb 

TA spectrum (Figure 3.1e, Figure 3.6). The individual contributions of the rod and bulb to the 

TA spectrum after 405 nm excitation are shown in Figure 3.1e (analysis appears in following 

section). The rod and bulb bleach features are centered at 467 nm (2.66 eV) and 482 nm (2.57 

eV), respectively. The resulting energy offsets for the electron and hole are 70 meV and 20 meV, 

respectively. The rod and bulb spectra have significant overlap in the TA spectrum excited at 405 

nm. For the analysis that follows, it is critical to isolate their individual contributions. As 

described in the following section, the pure bulb bleach appears at longer wavelengths where the 

rod amplitude is negligible (499 nm), whereas the pure rod signal can be extracted at a 

wavelength where the bulb signal contribution is zero (452 nm).  
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Figure 3.5. Photoluminescence spectrum. Photoluminescence spectrum under 370 nm excitation 
of the 37 nm long CdS nanorod sample from Figure 3.1. Inset: Expanded view showing trap 
emission that peaks near 750 nm. The data around 740 nm was removed because it contained 
second order diffraction of the excitation light. The spectrum was fit with three Gaussian peaks 
representing rod, bulb and trap emission. Fit parameters appear in Table 3.2. 

 

 
Figure 3.6. TA spectra over time. TA spectra of CdS NRs over 0.1 ps to 1 µs after excitation at 
405 nm (a,c) and 510 nm (b,d). The TA spectra after 405 nm excitation undergo an apparent 
redshift over time, which originates from the relative amplitude changes of the overlapping rod 
and bulb bleach peaks. In the first few hundred ps (a) the rod bleach decays while the bulb 
bleach has a corresponding rise. For times around 1 ns and longer (c) both bleaches decay but the 
bulb signal decays more slowly than the rod. In contrast, the spectral shape of NRs excited by 
510 nm light (b,d) does not change over time because only a single electronic state, the bulb, is 
populated for all times. 
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3.4.2 Isolation of rod and bulb dynamics 

Because the rod and bulb signals spectrally overlap in the TA data of non-uniform CdS NRs, it is 

important to rigorously separate them in order to isolate the dynamics of the electron in the rod 

and the bulb. This is especially important in this system because the two electron states spectrally 

overlap but decay with distinct dynamics. Here we explain how we separate the signals of the 

two features.  

Excitation with a 510 nm pump (Figure 3.6) excites only the bulb feature of the NRs 

because the photons do not have sufficient energy to excite the rod. Normalization of the TA 

spectra after 405 nm and 510 nm excitation shows that the spectra overlap for wavelengths of 

499 nm and longer (Figure 3.1). Thus, the TA spectrum after 405 nm excitation is dominated by 

the bulb bleach there, and the decay at any wavelength in this range can be used to represent the 

decay of the electron in the bulb. This is confirmed by the fact that the decays observed at 

wavelengths of 499 nm and longer are identical with a long-time !!!/! decay, only increasing in 

noise level at longer wavelengths. Furthermore, based on the rod spectrum found by global 

fitting (described below) we find that the amplitude of the rod bleach at 499 nm at early times is 

sufficiently negligible (<0.1%) to isolate the bulb signal. Thus 499 nm was chosen to represent 

bulb dynamics. 

To isolate the rod signal we utilize the fact that the bulb spectral shape has a “magic” 

wavelength at which its amplitude is zero, occurring when the bulb’s bleach and photoinduced 

absorption contributions cancel each other. In addition to the main bleach peaks for the rod and 

bulb, each state has a corresponding positive photoinduced absorption (PA) peak on its higher 

energy side. This can be clearly seen in the TA spectra both after 405 nm and 510 nm excitation 

(Figure 3.6). In each case this feature follows the same decay as the corresponding lower energy 
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bleach, and for the rod this feature has been assigned to the interaction between electron 

population of the lowest energy excited state with a higher energy state excited by the probe 

pulse.23,134 Thus, the rod PA signal reflects the population of the lowest energy excited state of 

the rod, just like the rod bleach itself. Similarly, the PA feature that corresponds to bulb, resolved 

by 510 nm excitation, reflects the population of electrons in the lowest energy state of the bulb 

with a decay that is identical to that of the bleach. The magic wavelength at which the bulb 

spectrum goes through zero can be directly observed in the TA spectra after 510 nm excitation. 

Examining the spectra over the 1 ns–10 µs time window (Figure 3.6) yields 452 ± 4 nm for the 

magic wavelength. Monitoring the TA decay at this wavelength isolates the dynamics of the rod. 

This analysis assumes that the bulb spectrum does not shift over time, which is consistent both 

with the observation that there is no shift over 0.1 ps–10 µs when the bulb is resonantly excited 

(Figure 3.6), as well as our global fitting results described below.  

Electron population in CdS nanorods is often analyzed via the decay of the bleach 

maximum, which in Figure 3.1 appears at 466 nm.23,65 In our data the decay of bleach maximum 

contains contributions from both the rod and bulb, which we can show by reconstructing the 

bleach maximum decay using the decay traces at 452 nm and 499 nm. As shown in Figure 3.7, 

the decay of the bleach maximum (466 nm) can be reproduced by taking a weighted sum of the 

decay traces for the rod at 452 nm and the bulb at 499 nm. This shows that the decay of the 

bleach maximum is dominated by the rod signal at early times and then the bulb signal at long 

times. 

 



43 

 
Figure 3.7. Isolation of rod and bulb dynamics. TA decay of the 37 nm long CdS NRs after 405 
nm excitation monitored at the bleach maximum at 466 nm, the rod at 452 nm, and the bulb at 
499 nm. The decay traces for the rod and bulb were normalized to match the bleach maximum 
trace at 1 ns and 200 µs, respectively. Taking the weighted sum of the rod and bulb decays at 
these normalizations generates the red trace. These normalization amplitudes are also consistent 
with the amplitudes of each spectrum at 466 nm after 1 ns found by global fitting (Figure 3.1 and 
Figure 3.8). Data is smoothed for presentation. 
 

Global fitting of the TA spectra after 405 nm excitation serves to confirm the spectral 

contributions of the rod and the bulb to the total TA spectra, and demonstrates that they do not 

shift or broaden over time. The TA spectra after 405 nm excitation can be globally fit over time 

with only two spectral contributions that originate from the rod and the bulb (Figure 3.1 and 

Figure 3.8). The bleach and PA peaks composing each spectral shape were approximated as 

Gaussian peaks. The rod spectrum required one peak for its PA feature and two peaks for its 

bleach in the wavelength window examined, while the bulb spectrum required only one peak for 

each. This simple model is meant to qualitatively capture the shape and decay of each spectrum 

in this wavelength window and does not reflect the physical origin of features composing each 

spectral line shape.23 

Global fitting was performed on TA spectra of the 37 nm long CdS NRs after 405 nm 

excitation from 1 ps – 10 µs, after spectral features due to hot carriers have decayed.23 Fit 

parameters for peak positions, peak widths and the relative amplitudes of each bleach and their 
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allowing the amplitudes of the fixed rod and bulb spectra to vary independently over time. We 

note that even when allowed to, the fitted peak positions do not systematically shift over time. 

TA spectra with their corresponding fits are shown in Figure 3.8. The individual contributions of 

the rod and bulb to the total TA spectrum presented in Figure 3.1 were constructed using the 

global fit results at 1 ns. While global fitting automatically gives the amplitudes of rod and bulb 

signals as a function of time, we choose not to use these extracted fit values to represent the true 

decays because they are subject to systematic error. We note however that the decay shapes of 

rod and bulb signals extracted from global fitting qualitatively agree with those observed at 452 

nm and 499 nm, exhibiting multiexponential (Equation (3.3)) and power-law decays (Equation 

(3.20)), respectively. 

 

 
Figure 3.8. Global fitting of TA spectra. Selected TA spectra after 405 nm excitation (circles) 
and corresponding global fits over 10 ns–1 µs (lines). The TA spectra are globally fit by two 
spectral components, originating from the rod and the bulb, that do shift or broaden over a wide 
time window (1 ps–10 µs). Globally fit spectra confirm the isolation of rod and bulb signals 
using their representative wavelengths. 

  

A general implication of this analysis is that the TA spectra can be well fit with two 
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represent the populations of each electron state over time. This also shows that the apparent 

redshift of the bleach peak after 405 nm excitation (Figure 3.6c) can be accounted for by changes 

in the relative amplitudes of the overlapping rod and bulb bleach peaks, which occur because the 

bulb decays much more slowly than the rod. Global fitting also provides approximate spectra for 

the rod and bulb, which can be used to examine their overlap and verify that 452 nm and 499 nm 

probe wavelengths isolate their contributions to the TA signal. The bulb spectrum obtained from 

global fitting to the TA spectra after 405 nm excitation is in excellent agreement with the TA 

spectra after 510 nm excitation (Figure 3.1), suggesting that the shape of the bulb spectrum does 

not change when CdS NRs are excited with 405 nm light. This confirms that the bulb spectrum 

crosses zero at 452 nm, validating the use of 452 nm as the magic wavelength to isolate rod 

dynamics. Similarly, the global fits allow us to examine the rod spectrum (Figure 3.1). 

According to the global fits, the amplitude of the rod spectrum at 499 nm contributes <0.1% to 

the signal after hot carrier cooling, supporting the identification of this wavelength to represent 

the bulb dynamics. Finally, the normalizations of the rod and bulb decay traces used to 

reconstruct the bleach maximum decay in Figure 3.7 are consistent with the amplitudes of each 

feature at 466 nm after 1 ns found from global fits. 

3.4.3 Power-law decay of spatially separated carriers 

After excitation of the rod at 405 nm, electron localization from the rod to the bulb causes a 

partial decay of the rod bleach and a simultaneous rise of the bulb bleach (Figure 3.9a), 

consistent with prior findings.130 In our samples, this partial decay makes up 54% of the total rod 

decay, in agreement with the TEM measurements of the non-uniform NR fraction in the sample. 

The timescale of electron localization130 was estimated by finding the average lifetime with 

multiexponential fits to the rod and bulb TA traces within the time window of electron 
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localization (0–300 ps), which includes the complete rise of the bulb signal (Figure 3.9a). The 

partial decay of the rod was fit with !!!!!/!!!  and the rise of the bulb was fit with ! 1−

!!!!!/!!! . The average lifetime is defined as ! = !!!!!! / !!!!! . Three exponentials (! = 1 

to 3) were used to fit this time window for each signal. We treat this as an empirical fit and do 

not ascribe meaning to individual decay components. The average lifetimes for the partial rod 

decay and the bulb rise were 34 ± 5 ps and 26 ± 7 ps, respectively. We take the weighted average 

of these two values to represent the average lifetime for electron localization from the rod to the 

bulb, giving 31 ± 4 ps. Since hole trapping occurs on a ~1 ps timescale in CdS 

nanocrystals,23,56,82 and because the hole energy difference between the rod and the bulb is not 

sufficient to localize most holes, the trapped hole can remain on the rod as the electron localizes 

to the bulb, resulting in spatial separation of the two carriers. Further evidence for this spatial 

separation is presented in a control experiment described later in the text. Well after electron 

localization is complete (>1 ns), the decays of the bleach signals reflect their individual 

recombination pathways without further population transfer.130 

As shown in Figure 3.9b, the rod and bulb electron populations decay with drastically 

different functional forms. The rod signal fits a previously reported kinetic model (Equation (3.3)) 

that describes the competition between exponential decay pathways for the electron (Figure 3.9b, 

Table 3.3).65,84,135,136 In this model the survival probability of electrons follows 

where !! serves as a normalization factor, !! is the electron-hole recombination lifetime, !!"  is 

the average number of electron traps per nanorod in the ensemble, and !!" is the electron trapping 

time constant. The complete derivation of this model is described in Chapter 7. The key 

assumption in this kinetic model is that the probability of for recombination is a constant per unit 

 ! ! = !!exp −!/!! + !!" !!!/!!" − 1 , (3.3) 
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time. This can only be true if the trapped hole and electron wavefunctions share the same region 

of space. This model is ultimately a multiexponential fit where the relative amplitudes and time 

constants have direct physical meaning. The fit of Equation (3.3) to these signals is shown in 

Figure 3.9b, c and d, and appear on a linear-log scale in Figure 3.10 below. Fit parameters for 

these fits are summarized below in Table 3.3. We note that a double exponential also gives a 

satisfactory fit in this time window. 

In stark contrast, the bulb signal decay follows a power law, !!!/!, from 100 ns to 10 µs 

(Figure 3.9b). This long-time power-law behavior is reproducible, appearing in three CdS NR 

samples with an average power-law exponent of –0.49 ± 0.01 (Table 3.4). Directly exciting the 

lowest energy rod transition at 472 nm yields rod and bulb decays similar to those in Figure 3.9b 

(Figure 3.11), indicating that the power-law behavior of the bulb does not depend on excess 

energy of hot carriers produced with 405 nm excitation. The different functional forms of the rod 

and bulb electron decays indicate that the dynamics of recombination of an electron with a 

trapped hole originate from distinct microscopic mechanisms.  
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Figure 3.9. TA bleach decay of electrons in CdS nanocrystals. (a) TA decays after 405 nm 
excitation for the sample shown in Figure 3.1, monitored at the rod transition (452 nm) and the 
bulb transition (499 nm). The decays are plotted with a split time axis that is linear for the first 
250 fs and logarithmic thereafter. The shaded regions indicate time windows dominated by 
electron-hole separation and recombination. The inset color-codes which morphological feature 
is being excited and probed. (b) TA decays from (a) in the 1 ns – 10 µs time window, normalized 
at 1 ns, plotted on a log-log scale. The rod decay fits Equation (3.3), while the bulb feature 
decays as a !!!/! power law (dashed black line) after 100 ns. (c) TA decay of CdS QDs excited 
at 400 nm. (d) TA decay of CdS NRs when the bulb is pumped at 510 nm. The data in (c) and (d) 
are fit with Equation (3.3) and have no power-law decay (dashed black line). Fit parameters 
appear in Table 3.3 and linear-log scale plots appear in Figure 3.10. 
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a b c 

   
Figure 3.10. Fits to TA decays on linear ∆! scale. Data and fits from (a) Figure 3.9b and Figure 
3.13d, (b) Figure 3.9c, and (c) Figure 3.9d, presented with a linear scale for ∆! and logarithmic 
scale for time. The fit to the bulb decay of CdS NRs pumped at 405 nm is Equation (3.20) (red 
curve) and the other three fits are to Equation (3.3) (black lines). 
 

Table 3.3. Summary of fitting parameters for fits to Equation (3.3) 
Sample 

Feature and conditions 
(Corresponding Figure) 

!! (ns) !!"  !!" (ns) ! (ns) 

CdS NRs 
rod decay after 405 nm excitation 

(from Figure 3.9b) 
57 ± 2 0.89 ± 0.03 7.4 ± 0.6 51 

CdS QDs 
bleach decay after 400 nm 

excitation 
(from Figure 3.9c) 

61 ± 2 1.03 ± 0.05 22 ± 1 48 

CdS NRs 
bulb decay after 510 nm excitation 

(from Figure 3.9d) 
140 ± 20 1.0 ± 0.1 21 ± 4 120 

 

 

Table 3.4. Diffusion characteristics of multiple CdS NR samples. 
NR sample !a !b (ns) 
22 nm NRs – 0.54 ± 0.02 13 ± 7 
37 nm NRs – 0.47 ± 0.01 55 ± 2 
68 nm NRs – 0.49 ± 0.01 16 ± 1 

a Power law exponent from fits to ! !  ~ !!. 
b Decays in Figure 3.13d fit to Equation (3.20) over 1 ns–10 µs 
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a 

 

b 

 
Figure 3.11. Relaxation dynamics after resonantly exciting the rod transition. (a) TA spectra of 
CdS NRs over 1–1000 ns after 470 nm excitation (resonant with the rod transition). (b) 
Normalized TA decays of CdS NRs after 470 nm excitation from 1 ns to 10 µs monitored for the 
rod at 452 nm and for the bulb at 510 nm. The inset shows the same data on a linear ∆! scale. 
The rod decay fits Equation (3.3) with !! = 69 ± 1 ns, !!" = 0.70 ± 0.01 and !!" = 11 ± 1 ns 
while the decay of the bulb fits Equation (3.20) with ! = 59 ± 7 ns. Thus, resonantly exciting the 
CdS NRs rod transition results in relaxation dynamics that are very similar to when exciting 
higher lying states at 405 nm. 
 

The !!!/! power-law decay of the TA signal has not been reported in prior studies of CdS 

nanocrystals, suggesting that, after excitation of the rod and electron localization to the bulb, the 

bulb electrons decay by a previously undiscovered mechanism. The decay of the TA signal from 

roughly spherical CdS QDs (Figure 3.2, Figure 3.3, Figure 3.12) does not exhibit the !!!/! 

power law (Figure 3.9c), implying that the nanorod geometry is responsible for this functional 

form. Additionally, the power law is absent when the bulbs of CdS NRs are directly excited at 

510 nm, co-localizing the electron and the trapped hole in the bulb (Figure 3.9d). In both of these 

cases, the photoexcited electron and trapped hole are localized in the same region of a 

nanostructure with overlapping wavefunctions, and the time-dependence reported in Figure 3.9c 

and d can be described by the kinetic model of Equation (3.3). Because the bulb signal in NRs 

after excitation of either the rod (405 nm) or the bulb (510 nm) corresponds to the same electron 

state in both cases, the drastic difference in decay dynamics shown in Figure 3.9 must be due to 

the trapped hole, and in particular, to where the trapped hole originates. Together with the 
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timescales of hole trapping and electron localization discussed above, the control experiments 

shown in Figure 3.9c and d support the idea that excitation of the rod produces a spatially 

separated state in which the electron is localized in the bulb and the hole is trapped on the rod 

surface.  

 

 
Figure 3.12. TA spectra of CdS QDs. TA spectra of CdS QDs after 400 nm excitation from 0 to 1 
µs. The spectral shape does not change over time because CdS QDs do not have different 
electron states underlying the lowest energy bleach. 

 

The !!!/!  power law is a universal feature of diffusion-annihilation reactions and 

signifies a dynamical mechanism that, in contrast to a kinetic process, cannot be described with 

an average time or rate.137 Because the power law appears only in the case where the carriers are 

spatially separated in non-uniform NRs, we pursue a theoretical model of recombination based 

on diffusion-annihilation. Our experimental observations favor this approach rather than 

descriptions based on distributed trap depths, spectral diffusion, or the power-law statistics of 

blinking, because those processes exhibit the same behavior for both zero-dimensional QDs and 

one-dimensional nanorods alike.138-140  
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3.4.4 Analytical Model for Diffusion-Limited Recombination 

To describe how the spatially separated carriers recombine in non-uniform CdS NRs, we 

developed an analytical model for one-dimensional diffusion-limited recombination between a 

diffusing trapped hole and a stationary electron localized in the bulb. The derivation of the model 

is outlined briefly here and the detailed derivation follows. In this model, the hole undergoes an 

unbiased random walk on the surface of the rod, with diffusion coefficient !, until it comes 

within the recombination zone centered at the stationary electron in the bulb (Figure 3.13a). The 

TA bleach signal is proportional to the survival probability of the electron in the bulb, !(!), 

which is the fraction of bulb electrons remaining in the sample at a given delay time ! after 

excitation. We consider times after hole trapping and electron localization are complete (>1 ns) 

and only allow the electron to decay through recombination with the trapped hole, which makes 

the electron and trapped hole survival probabilities equivalent. Because the diffusion equation is 

linear, the distribution of initial hole positions in the ensemble, ! !! , determines the diffusive 

hole dynamics and the functional form of the survival probability. The power-law decay implies 

that the trapped holes start out so close to the bulb electrons that only a negligible fraction of 

holes encounter the other end of the nanorod on the timescale of the experiment.137 Furthermore, 

we find that the initial distribution ! !!  must have a finite width to fit the data in the 1 ns to 10 

µs time window. Our model approximates ! !!  to be uniform for 0 < ! ≤ ℓ, where ℓ is a 

length smaller than the length of the random walk, ! (Figure 3.13b). The diffusion theory models 

both the time-dependent probability density of observing a hole at time !, !(!, !), and the 

survival probability, which are related by ! ! = !" !(!, !).  
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Figure 3.13. Recombination of a localized electron and trapped hole as a diffusion–annihilation 
process. (a) Schematic representation of trapped-hole diffusion along the rod of a CdS NR. The 
hole moves with diffusion coefficient ! along the rod in a series of steps of length ! (red arrows) 
until it encounters the electron, which is stationary in the bulb, and recombines with it. (b) 
Schematic overlay of the initial hole distribution on a NR, where ℓ ≪ !. (c) Probability density 
of the trapped-hole distribution as a function of time, ℓ!(!, !), from the diffusion model 
(Equation (3.21)). Using the mean NR length as an estimate of !, the NRs in this study satisfy 
! > 20ℓ. (d) Decay of the bulb signal after 405 nm excitation for three CdS NR samples of 
different mean nanorod lengths fit to the diffusion model of Equation (3.20). Consistent with the 
predictions of the model, the data from different samples collapse to a master curve when plotted 
against !/!. 
 

We treat the recombination as a first-passage problem in which the hole starts from some 

position !! on the rod and diffuses according to a random walk in one dimension, along the 

nanorod with length !, until it reaches the stationary electron localized in the bulb at the origin 

where it recombines. In this model, ! is the length over which the hole can execute a random 

walk. More accurately, ! is the length of the rod segment (Figure 3.13b) in which the electron 

and hole are prepared by the pump pulse. 

First we show that the hole diffusing on the nanorod surface reduces from diffusion on a 

cylinder to one-dimensional diffusion on a line. The behavior of a hole undergoing an unbiased 
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random walk can be described by the probability density, !(!, !), where ! !, ! !!!  is the 

probability for finding the hole in a differentially small volume !!! around position ! at time !. 

The probability density obeys the diffusion equation, 

 !
!" !(!, !) = !∇!!(!, !), (3.4) 

where ! is the diffusion coefficient and ∇! is the Laplacian. This treatment assumes a coarse-

graining in both space and time so that the jump lengths in the random walk are much smaller 

than the spatial variations in !(!, !). Cylindrical coordinates are the natural coordinates for 

trapped-hole motion on a nanorod, and in these coordinates, the probability density is !(!, !) =

!(!,!, !, !), where ! is the radial coordinate, ! is the azimuthal angle, and ! is the coordinate 

along the length of the rod, relative to the electron which has the edge of its recombination zone 

at ! = 0. Because the hole is constrained to the surface of the nanorod,23,26,56,76 the probability 

must be a constant function of !, and !(!, !) = !(!, !, !). We assume that the electron density in 

the bulb reflects the shape of the bulb, and therefore the recombination rate of the electron with 

the hole, once the hole is inside the recombination zone, is independent of !. This assumption 

leads to separable boundary conditions in ! and !. Specifically, the solution is periodic in ! and 

so solutions must be of the form ! !, !, ! = !!"#!! !, !!!!!! .  The time-evolution of the 

probability density is trivial in the ! direction. The marginal probability density is ! !, ! =

!"!!
!  ! !, !, ! = !! !, ! . Upon integration over ! only the constant mode at ! = 0 survives. 

Thus the problem reduces to the one-dimensional diffusion equation. This reduced 

dimensionality reflects the symmetry of the system. Motion around the waist of the nanorod does 

not bring the hole closer to the electron, and therefore does not contribute to recombination. The 

survival probability therefore cannot depend on !. Thus, although a hole localized on the rod 
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surface may undergo motion on a cylinder, diffusion around the circumference of the rod does 

not lead to recombination, so the one-dimensional motion of the hole along the length of the rod 

in the !-direction governs the survival probability (Figure 3.13a and b).  

Denoting the initial position of the hole !! and using the composition property of the 

probability density, ! !, ! = !!!!(!!)! !, ! !! , we can solve Equation (3.4) for an arbitrary 

initial hole distribution by employing Green’s function methods. The Green’s function is the 

conditional probability density ! !, ! !! , which is the probability that the hole is at position ! at 

time ! given that it started at position !!  at time ! = 0. Let the distribution of initial hole 

positions be !(!!). Nondimensionalizing by defining ! = !/! and rescaling time by ! = !"/!! 

gives 

 !
!" ! !,! !! = !!

!!! ! !,! !! . (3.5) 

To model the diffusion-annihilation process, the boundary conditions are absorbing at the origin, 

! = 0, and reflecting at the end of the rod, ! = 1. These considerations give the inner boundary 

condition, 

 ! 0,! !! = 0, (3.6) 

the outer boundary condition, 

 !
!" ! !,! !! !!!

= 0, (3.7) 

and the initial condition, 

 ! !,! = 0 !! = !(! − !!). (3.8) 

The absorbing boundary condition ensures that whenever a trapped hole finds an electron, it 

leaves the system. The survival probability is the integral over all space, ! ! = !"!
! !(!,!), 

or equivalently, 
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 ! ! =  !"!
! !!!!

! !(!!)! !,! !! . (3.9) 

We note in passing that one can solve for the survival probability directly using the 

backwards Fokker-Planck equation, but because we want to visualize !(!, !), we do not choose 

this path. Using an eigenfunction expansion to solve Equation (3.5) and integrating over the 

initial distribution gives137 

 
! !,! = !! sin ! + 1/2 !"

!

!!!
e! !!!/! !!!! , (3.10) 

where the expansion coefficients, !! = 2 !!!!(!!) sin ! + 1/2 !!!!
! , with ! = 0, 1, 2,⋯ 

are the projections of the initial hole distribution onto the Fourier sine component for mode !. 

Integrating over ! yields the survival probability (Equation (3.9)), 

 
! ! = !!

! + 1/2 !

!

!!!
e! !!!/! !!!! . (3.11) 

The spectrum of the expansion coefficients, !!, determines both ! !,!  and ! !  in their 

entirety, and shows that these two functions depend uniquely on !(!!). While the experimental 

measurement depends entirely upon !(!!), this distribution is not directly measurable, and so 

finding this distribution from the experimental data requires the solution of an inverse problem. 

There are two ways to proceed. One can either extract the spectrum !! from the experimental 

data by inverse Laplace transform methods, or take a simple, physically motivated and 

parameterized form for !(!!) and fit the parameters from the data. We choose the latter, but 

verify that the TA decays in the experiment are not sensitive to the detailed form of !(!!), so an 

approximate analysis that highlights the general features of the initial condition is sufficient. 

Indeed, the method we choose is likely to be more accurate than the inverse Laplace approach. 

As we will show in Chapter 5, allowing a finite recombination time with the hole by making the 
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inner boundary condition an imperfectly absorbing boundary introduces another parameter that 

only leads to small, quantitative changes in the predicted behavior, and so we leave the inner 

boundary condition absorbing. 

 

Reaction-diffusion in a finite system: asymptotics and pre-asymptotics 

At long times (! ≫ 1, or ! ≫ !!/!) only the slowest mode ! = 0 survives and the decay is 

exponential: ! ! ∝ !!e!!!!/!. Thus, for a any finite system, the decay at the longest times 

asymptotically approaches this exponential function.137 An exponential decay is clearly not 

consistent with the experimental data for the long-time decay of the electron in the bulb of CdS 

NRs. However, note that the time required to achieve the longest time behavior depends on the 

shape of !(!!), and that time can be very long indeed. If the initial distribution !(!!) is broad, 

!! carries a significant amplitude and the decay becomes exponential rather quickly. If !(!!) is 

constrained close to !! = 0 then the asymptotic behavior takes a long time to appear and a pre-

asymptotic !!!/! power law dominates the decay of ! ! .137  

 

Exact solution for a broad and uniform distribution of holes 

Because the hole can trap quickly,23,56,57 it is natural to assume that the probability for having a 

trapped hole anywhere along the nanorod is uniform. However, with this initial distribution the 

pre-asymptotic power-law behavior does not appear. For a broad and uniform initial distribution, 

!(!!) is unity for 0 < !! ≤ 1. Evaluating !! in Equation (3.11) for this case gives137 

 
! ! = 2 1

! + 1/2 !!!
!

!!!
e! !!!/! !!!! . (3.12) 
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While this survival probability has no closed-form solution, its time derivative, which is the first 

passage time distribution ! ! = −!"(!)/!", does. Differentiating Equation (3.12) with respect 

to time and multiplying by –1 gives 

 
! ! = 2 e! !!!/! !!!!

!

!!!
. (3.13) 

After making the substitution ! = e!!!! this series converges to the Jacobi theta function, 

 ! ! = !!(0, !). (3.14) 

From here the survival probability follows from integration of the first passage distribution,  

 ! ! = !"′! !′
!

!
= !"# ! !"′

!"
!

!!!!!
= 1
!! !" !!(0, !)!

!!!!!!

!
 (3.15) 

This integral is over the interval 0 ≤ ! ≤ 1 and is trivial to evaluate numerically. The result is 

that the survival probability for a uniform distribution rapidly becomes exponential with no 

discernable power-law behavior at any point in the decay. One can examine the pre-asymptotic 

behavior of ! !  by expanding !!(0, !) in a series for small ! and then integrating, in which 

case Equation (3.15) becomes a multiexponential rather than a power law. These results are 

consistent with the expectation that, for a distribution of holes with a width comparable to the 

length of the nanorod, the survival probability should be exponential for all times. This 

prediction is, however, inconsistent with the data, suggesting that the hole does not trap along the 

length of the rod with equal probability when the electron localizes to the bulb. 

 

Initial hole distribution near the electron: requirements for a pre-asymptotic power law 

From the arguments above, we expect that we are probing a pre-asymptotic regime, where 

trapped holes begin undergoing a random walk close to the electron but have not had enough 

time to encounter the end of the nanorod (! < !!/!). For a finite one-dimensional system in 
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which the diffusing particle starts very close to the absorbing boundary, the survival probability 

does display !!!/! behavior, just like a random walk with an open outer boundary and an 

absorbing inner boundary.137 This power-law decay holds until an appreciable number of 

particles reach the outer boundary. The longest observable timescale is still ∼ !!/!, but the pre-

asymptotic behavior is determined by the initial distribution. Thus the observation of a power 

law in our data tells us that trapped holes must start out very close to the electron localized in the 

bulb.  

 To demonstrate how the pre-asymptotic power law can emerge in a finite system, we 

examine the exact solution for the survival probability as the hole starts progressively closer to 

the electron. For a hole that starts with the initial position !! with a sharp distribution, we can 

write ! !! = !(! − !!). For this !(!!) Equation (3.11) becomes 

 
! ! = 2 sin ! + 1/2 !!!

! + 1/2 !

!

!!!
e! !!!/! !!!! . (3.16) 

As !! → 1 the initial electron-hole separation is comparable to the length of the nanorod, 

whereas a small value of !! corresponds to the case when the hole starts close to the electron. 

Plots of Equation (3.16), running the sum until convergence, for different values of !! illustrate 

that as the initial separation (!!) becomes significantly smaller than !, a pre-asymptotic !!!/! 

power-law develops (Figure 3.14). The transition to the pre-asymptotic power-law decay begins 

around ! = !!!/4! and the asymptotic exponential sets in around ! =  4!!/!!!. Within this pre-

asymptotic time window the system behaves like an infinite system because a negligible fraction 

of holes have had time to encounter the end of the nanorod opposite to the electron. This 

demonstrates how we observe a pre-asymptotic regime for the survival probability in our TA 
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experiments. We expect that the asymptotic exponential decay does occur in this system, but that 

it does not develop until some time after 10 µs. 

 

!(
!) 

 

 

 

 

 

!"/!!! 
Figure 3.14. Exact solution to diffusion model. Plots of Equation (3.16), with time scaled by 
!!!/! , for !! = !!/! = 1/1, 1/3, 1/10, 1/20 and 1/104, to show the emergence of a pre-
asymptotic power-law behavior as !!  becomes smaller than !. A !!!/!  power-law decay is 
shown for comparison. The transition from power-law to exponential decay occurs at ! ∼ !!/!. 
 

Analytical solution for the pre-asymptotic regime 

Because we do not observe the turnover to an exponential decay in the time window of our TA 

data, we can focus on the pre-asymptotic regime to obtain a closed-form analytical expression to 

describe that regime. Mathematically, we can ignore the outer boundary and solve Equation (3.5) 

on the entire line subject to the delta function initial condition, ! !! = !(! − !!), using Fourier 

transforms, restrict the solution to the semi-infinite half line [0, ∞), and enforce the absorbing 

boundary condition at the origin using the method of images,137,141 

 ! !, !|!! = 1
4!"# !

! !!!! !/!!" − !! !!!! !/!!" , (3.17) 

for ! > 0. Integrating over ! between 0 and ∞ gives the conditional survival probability for the 

delta function initial condition,137 
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 ! !, !! = erf !!
4!" , (3.18) 

where ! ! = erf !  is the error function. By expanding the error function for small arguments, 

one can show that it has the behavior ! ! ∝ 1/ ! at long times, which agrees with our 

experimental data at the longest times with the correct exponent for the power law. While the 

long-time behavior of Equation (3.18) is consistent with the data, this function does not quite 

match the bulb decay at early times. The transition to the power-law tail is too sharp to describe 

the data, suggesting that the TA decays measured in the experiment are sensitive to whether or 

not !(!!) has a finite width. This reflects the idea that the initial electron-trapped hole separation 

has some distribution in the ensemble. We model !(!!)  for the ensemble as a uniform 

distribution that goes from the origin to some distance ℓ with a constant probability (Figure 

3.13b). This form for !(!!) gives a simple analytical expression for !(!), but as Figure 3.13c 

shows, the experiment is not likely to be sensitive to the detailed form of !(!!) because the 

distribution quickly forgets its initial shape. It is only important that !(!!) has a mean close to 

the electron and that it has a finite width.  

Integrating Equation (3.18) over the uniform distribution from ! to ℓ and then taking the 

limit ! → 0! gives the form that leads up to the model that will be used, 

 ! ! = 4!!/!ℓ! !!ℓ!/!!" − 1 + erf ℓ!/4!" . (3.19) 

Without knowing the value of either the diffusion coefficient of the trapped hole ! or the width 

of the initial hole distribution ℓ we cannot use these variables as independent parameters. We can 

only obtain ! = ℓ!/4! from fits to the TA data. After substituting for ! and introducing a 

normalization factor !! to account for the early time dynamics not in the diffusion model, we get 

 ! ! = !! !/!" !!!/! − 1 + erf !/! . (3.20) 
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This simple model describes the TA decay of the bulb in CdS NRs well (Figure 3.13d).  

 The probability density for this initial condition can be found by averaging Equation 

(3.17) from 0 to ℓ, giving 

 ℓ ! !, ! = erf !ℓ
!
! − 12 erf

!
ℓ− 1

!
! − 12 erf

!
ℓ+ 1

!
! , (3.21) 

for ! > 0. This function was used to generate the plots in Figure 3.13c. As the plots for !(!, !) in 

Figure 3.13c show, the distribution function forgets its initial shape quickly, so the experiment is 

not likely to be sensitive to the detailed form of !(!!). 

The closed-form analytical expression of Equation (3.20) fully describes the early and 

pre-asymptotic decay regimes up until the exponential cutoff, which is sufficient to fully describe 

our experimental data. The exact solution for the complete decay, including the asymptotic 

exponential tail, can be found by calculating Equation (3.11) when !(!!) is the flat distribution 

with support from 0 to ℓ ≤ !: 

 
! ! = 4!

ℓ
sin! ! + 1/2 !ℓ/2!

! + 1/2 !!!
!

!!!
e! !!!/! !!!! . (3.22) 

Equation (3.22) introduces a second fit parameter compared to Equation (3.20), which is 

only relevant when the asymptotic exponential is present in the experimental time window. This 

function behaves qualitatively like Equation (3.16) in Figure 3.14. For ℓ/! close to 1, the 

survival probability is dominated by an exponential decay. As ℓ/! becomes much smaller than 1, 

the pre-asymptotic !!!/!  power-law decay develops. The solution of Equation (3.20) is 

equivalent to the case where ℓ/! ≪ 1 in Equation (3.22), and mathematically can be obtained by 

taking an integral approximation of Equation (3.22). 

Equation (3.20) is an excellent fit to the bulb decay of CdS NRs in the 1 ns – 10 µs time 

window with only a single adjustable parameter, ! (Figure 3.13d). The ability to describe the TA 
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decay with one adjustable parameter is remarkable in light of the fact that excited-state decays of 

nanocrystals normally require multi-exponential fits with several parameters to adequately 

describe the data.24,36,37 While ! is a fitting parameter, Equation (3.20) predicts that the survival 

probability is only a function of !/!. The data in Figure 3.13d are consistent with this prediction: 

the decays for non-uniform CdS NR samples with mean lengths from 22 to 68 nm all collapse to 

a master curve when each decay is plotted as a function of !/!. The extracted values of ! do not 

correlate with nanorod length (Table 3.4), reinforcing the conclusion that, in the time window 

measured, the diffusion-limited recombination dynamics are independent of the nanorod length 

and are governed instead by the initial distribution of electron-hole separations. 

The timescales associated with the diffusion model provide insights into trapped-hole 

motion on the CdS surface. While we cannot uniquely determine the value of either ℓ or ! from 

fitting Equation (3.20) to our TA data, we can estimate an upper bound for each. As in any finite-

sized system, when ! ~ !!/!, the power law will transition to an asymptotic exponential decay 

as the hole population encounters the far end of the NR (Figure 3.14).137 In this model, the 

transition from the pre-asymptotic power-law decay to the asymptotic exponential decay would 

occur at ! = 4!!/!!!. Because we do not observe this asymptotic behavior on the timescale of 

our measurement we can only find an upper bound for ! based on the longest time measured 

here, 10 µs, and the shortest non-uniform NRs used, 22 nm, as an upper bound for !. In this way 

we estimate the upper limit of ! to be ~10–7 cm2/s. This value is orders of magnitude smaller 

than the diffusion coefficient for band-like hole transport in bulk CdS.132 It is, however, in the 

range of values of diffusion coefficients reported for trapped carrier diffusion in semiconductors 

such as TiO2 (10–8–10–4 cm2/s).142,143 With the estimated value for !, the fit value of ! (55 ns) 

places an upper bound on ℓ of 2 nm using ! = ℓ!/4!, which is both an order of magnitude 
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larger than the inter-atomic spacing and an order of magnitude smaller than the length of the NR. 

The diffusion approach taken here is a continuum approximation to an underlying discrete 

random walk (Figure 3.13a), and to be consistent, the step length must be smaller than the 

smallest length scale in the model (ℓ). This suggests that the step length in the random walk of 

the trapped hole is on the order of inter-atomic distances. This is consistent with the view that 

hole trap states in CdS nanocrystals originate from surface S atoms.26,56,76,80 CdS NRs studied 

here are capped with thiol-based surface capping ligands (3-MPA), which can provide additional 

hole traps from the S atoms of the ligand.26 However, when CdS NRs are passivated with the 

native phosphonate ligands, the bulb electron decay fits the diffusion-annihilation model as well 

(Figure 3.15), demonstrating that diffusion does not require thiol-based ligands.  

 

 
Figure 3.15. Power-law decay in CdS nanorods with native ligands. TA decay of the bulb signal 
after 405 nm excitation of 37 nm long CdS NRs with native octadecylphosphonic acid (ODPA) 
ligands in toluene. The decay has a clear !!!/! power-law tail and can be fit with Equation (3.20) 
(! = 14 ± 1 ns). Fitting was done on raw data and the data was smoothed for presentation only. 
 

3.4.5 Implications of Trapped-Hole Diffusion.  

While the morphology of the non-uniform CdS NRs provides a way to observe diffusive trapped-

hole motion, the origin of surface hole traps should be independent of particle shape.35 Thus, it is 

likely that the diffusion of trapped holes is a general phenomenon in CdS nanocrystals, but is 
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only revealed when the recombination of the electron and the trapped hole is diffusion-limited. 

In most structures, trapped-hole motion is obscured because the wavefunctions of the electron 

and trapped hole remain spatially overlapped on the timescale of recombination, as is the case in 

CdS QDs (Figure 3.9c), rods (Figure 3.9b), and bulbs excited at 510 nm (Figure 3.9d). The !!!/! 

signature reported here arises from a one-dimensional diffusion-limited recombination 

mechanism, but the specific functional form will depend on the particle geometry and effective 

dimension. For example, in a two-dimensional structure, the survival probability would decay as 

1/ ln(!) at long times.137 Similar to CdS, CdSe nanocrystals have hole trap states associated with 

surface Se atoms.26,68 Therefore, it is likely that trapped holes are mobile in CdSe nanostructures 

as well.  

The diffusion of trapped holes on the surfaces of CdS nanorods has important 

implications for the photochemistry of CdS nanostructures. Reduction of adsorbed catalysts by 

photoexcited electrons in CdS nanorod-based structures and subsequent H2 production has been 

studied in a variety of systems, and the behavior of photogenerated holes in these systems 

strongly influences H2 generation.7,44,107,111,144-146 Spatial separation of electrons and holes in 

nanoheterostructures improves H2 production by slowing down recombination.107,144 

Furthermore, the rate of hole transfer out of the nanocrystal by oxidation of an electron donor 

can limit the rate of H2 production.111,145,146 Efficient hole removal also enhances photostability 

of CdS nanorods, making photodegradation less pervasive than in bulk CdS.145,146 Trapped holes 

in particular can have a strong influence on electron transfer from CdS nanorods to H2 generation 

catalysts,147 and can themselves transfer to hole acceptors on the nanorod surface.82 The next 

challenge in nanocrystal photochemistry is to use photoexcited holes to oxidize water rather than 

sacrificial electron donors.148 In water splitting, the four-electron oxidation half reaction is more 
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difficult to catalyze than the two-electron reduction reaction that generates H2,116,148,149 and 

surface-trapped holes must transfer from CdS to water oxidation catalysts.82 At the low surface 

catalyst concentrations appropriate for multi-electron redox chemistry,24 the efficiency of hole 

transfer to the catalyst would be negligible if the trapped holes were stationary. High rates and 

efficiencies of trapped-hole transfer from CdS nanorods to molecular hole acceptors and water 

oxidation catalysts have indeed been observed at low surface coverages,82,116 which is 

inconsistent with a stationary hole picture. Trapped-hole diffusion explains these earlier 

observations as it provides a mechanism in which the hole samples the nanocrystal surface to 

find an adsorbed molecule. Our results suggest that in order to control CdS nanocrystal oxidation 

photochemistry, it is not sufficient to only tune properties such as driving force, electronic 

coupling, and reorganization energy that normally dictate rates of charge transfer. Rather, the key 

to enhancing rates and efficiencies of processes such as photochemical water oxidation may lie 

in manipulating trapped-hole diffusion to enable trapped holes to encounter catalysts before they 

recombine with electrons.  

 

3.5 Conclusions  

Our work reveals that energetically trapped holes are mobile on the surfaces of CdS nanorods on 

timescales from nanoseconds to tens of microseconds. Taken together, the experimental 

measurements and theoretical model reported here provide a detailed conceptual and quantitative 

picture of carrier dynamics in CdS nanorods on timescales relevant for optoelectronic 

applications. While the carrier relaxation dynamics are complex and nonexponential, they are 

rooted in the simple physical phenomenon of trapped-hole diffusion on the nanocrystal surface. 

Trapped-hole diffusion is likely to be a general phenomenon in CdS and CdSe nanocrystals and 
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should occur in structures of any morphology. The ability of trapped holes to diffuse on 

nanocrystal surfaces at room temperature may have wide-ranging consequences for the 

photophysics and photochemistry of semiconductor nanocrystals. 
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Chapter 4  

Relationships between exciton dissociation and slow recombination 

within ZnSe/CdS and CdSe/CdS dot-in-rod heterostructures† 

 
4.1 Abstract 

Type-II and quasi type-II heterostructure nanocrystals are known to exhibit extended excited-

state lifetimes compared to their single material counterparts because of reduced wavefunction 

overlap between the electron and hole. However, due to fast and efficient hole trapping and non-

uniform morphologies, the photophysics of dot-in-rod heterostructures are more rich and 

complex than this simple picture. Using transient absorption spectroscopy, we observe that the 

behavior of electrons in the CdS “rod” or “bulb” regions of non-uniform ZnSe/CdS and 

CdSe/CdS dot-in-rods is similar regardless of the “dot” material, which supports previous work 

demonstrating that hole trapping and particle morphology drive electron dynamics. Furthermore, 

we show that the longest lived state in these dot-in-rods is not generated by the type-II or quasi 

                                                
†Adapted with permission from Grennell, A. N.; Utterback, J. K.; Pearce, O. M.; Wilker, M. B.; 
Dukovic, G. Nano Lett. 2017, 17(6), 3764-3774. (Copyright © 2017 American Chemical 
Society). This publication is based on a previously published thesis chapter: Grennell, A. N. 
Photophysics and Electron Transfer Dynamics of Type-II and Quasi Type-II Heterostructure 
Nanocrystals. University of Colorado Boulder, Chemistry & Biochemistry Graduate Theses & 
Dissertations, 2017. 
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type-II band alignment between the dot and the rod, but rather by electron–hole dissociation that 

occurs due to fast hole trapping in the CdS rod and electron localization to the bulb. We propose 

that specific variations in particle morphology and surface chemistry determine the mechanism 

and efficiency of charge separation and recombination in these nanostructures, and therefore 

impact their excited-state dynamics to a greater extent than the heterostructure energy level 

alignment alone. 

 

4.2 Introduction 

Heterostructure nanocrystals (NCs), in which two or more semiconductor domains are attached 

epitaxially, have attracted considerable attention due to their capacity for spatial control over 

electron and hole wavefunctions governed by the relative energy levels of the component 

materials.112,113,150-153 So-called type-I heterostructures are designed to funnel the photoexcited 

electron and hole into one semiconductor domain. This approach has been remarkably successful 

in enhancing photoluminescence (PL) quantum yields of NCs.41,150,151,154,155 On the other hand, 

type-II heterostructures are designed to spatially separate the photoexcited electron and hole 

across the interface of two semiconductor domains in order to impede charge 

recombination.113,152,153,156-164  Quasi type-II structures are similar in function, except that one 

carrier (usually the electron) delocalizes over the two domains, while the hole is confined to one 

domain.133,165-174 The extended excited-state lifetimes in (quasi) type-II heterostructures benefit 

applications such as photochemical fuel production.4,5,8,47,107,109,111-113,175 CdSe/CdS dot-in-rod 

(DIR) heterostructures in particular have shown nearly 100% efficiency of electron transfer in 

some cases, and enhanced charge separation that leads to light-driven fuel-production rates 

higher than those of CdS nanorods alone.47,82,107,109,118,144 The dynamics of photoexcited carriers 
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in type-II and quasi-type-II nanocrystals are central to their performance in applications and the 

physical picture of these intricate excited-state dynamics continues to evolve.36,37,64,80,133,160,161  

Wavefunction engineering via energy level structure is a compelling concept that has 

been successful in controlling heterostructure excited states in core/shell motifs.41,113,150-153,156,159 

However, recent studies demonstrated that excited-state dynamics in heterostructures that 

contain CdS nanorods (NRs) are more complex than what might be expected from energy level 

structure alone.89,133,160 CdS NR samples often contain structures that are non-uniform in width, 

containing narrow and wide regions referred to as the “rod” and “bulb,” respectively.130 The bulb 

has a lower energy transition compared to the rod because of a lower degree of quantum 

confinement, giving rise to two spatially distinct electronic states (rod and bulb) that can be 

spectrally resolved, and making non-uniform NRs type-I structures.130 ZnSe/CdS and CdSe/CdS 

DIRs also can contain CdS bulbs, or shells, which typically grow around the seed material (ZnSe 

and CdSe) during synthesis.133,160,173 Such DIR heterostructures exhibit three distinct excitons 

that reside within with the rod, bulb and interface regions (see Figure 3.1).133,160 The rod and 

bulb excitons are comprised of an electron and a hole in the CdS rod or CdS bulb region, 

respectively. The exciton at the interface between the two materials exists with the hole localized 

in the seed and the electron either located in the bulb (type II) or delocalized across both the seed 

and bulb (quasi type II). 

Another signature feature of CdS NRs is fast (~1 ps) and efficient trapping of 

photoexcited holes to the surface.23,26,37,56,57,82 Photoexcited electrons are influenced by the 

energy level landscape of the nanostructure and tend to dissociate from the trapped hole to 

localize to the less quantum confined bulb when initially generated in the rod.64 This can result in 

a long-lived charge-separated state in which the hole is trapped on the rod and the electron is 
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localized in the bulb.64 The subsequent recombination is slow with a power-law decay at long 

times. Because their surface is the same as that of CdS NRs, hole trapping on the CdS surface is 

also fast in ZnSe/CdS and CdSe/CdS DIR heterostructures and competes with hole localization 

to the seed.23,82,89,133,160,176 If the hole traps instead of localizing to the seed, excited states 

ultimately consist of a hole trapped on the CdS surface and a conduction band electron in the 

CdS rod, the bulb (in type-II structures), or across the bulb and seed (in quasi type-II structures). 

While much progress has been made in understanding the electronic transitions and carrier 

localization dynamics of ZnSe/CdS and CdSe/CdS DIRs,112 the effects of this electron–hole 

dissociation on recombination dynamics have not yet been elucidated. 

In this work, we investigate how the charge-separated state created by hole trapping on 

the CdS rod surface and electron localization to the bulb impacts the excited-state dynamics of 

ZnSe/CdS and CdSe/CdS DIRs when compared with CdS NRs of similar dimensions. Using 

transient absorption (TA) spectroscopy, we directly populate either the rod or the interface of 

ZnSe/CdS and CdSe/CdS DIRs and observe the evolution of different excited states on 

timescales from 160 fs to 400 µs. We find that, in all three materials, when the CdS rod is 

directly populated, holes trap with a <1 ps timescale and excited electrons in the rod have similar 

kinetics. Electrons that localize to the bulb and interface in non-uniform structures dissociate 

from the hole trapped on the CdS rod, leading to a charge-separated state that undergoes slow 

recombination with a power-law tail. On the other hand, when the interface state is directly 

populated in ZnSe/CdS and CdSe/CdS DIRs, holes are localized in the seed rather than trapped 

on the CdS rod and thus spatially overlap with the electron to a greater extent. Under those 

conditions, the interface and bulb electron populations decay on a similar timescale as an 

electron in the CdS rod. Notably, this decay is faster than the decay of the charge-separated 
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stated created after the rod is populated. Additionally, we isolate the electron–hole recombination 

dynamics in uniform structures, which do not have bulbs, and compare them with results for 

non-uniform structures. Together, these experiments show that charge separation induced by fast 

hole trapping on the CdS rod surface and electron localization to the bulb can yield states that are 

significantly longer lived than the interfacial states deriving from type-II and quasi type-II 

energy level alignment between the dot and the rod in the DIR nanostructure. We discuss the 

origin and impact of this additional layer of complexity that governs the excited-state dynamics 

in nanocrystal heterostructures. Because this work relies on comparisons of TA data examining 

multiple transitions in three different materials with two different pump wavelengths for each, to 

facilitate readability we first describe the results in their entirety and then discuss how they relate 

to each other to reach general conclusions about excited-state dynamics in these systems.   

This work represents a close collaboration between Dr. Amanda Grennell and myself, as 

we contributed equally as co-first-authors of the published article on which this chapter is 

based.177 Dr. Amanda Grennell carried out the nanocrystal synthesis TA spectroscopy 

experiments and data analysis. I contributed to data analysis, experimental design and physical 

interpretation. This work also appears in her dissertation.178 

 

4.3 Methods 

4.3.1 Synthesis, preparation and characterization of nanocrystals 

The synthesis and preparation of all materials is described in Chapter 2. Unless otherwise noted, 

all nanocrystals studied here were capped with 3-mercaptopropionic acid ligands and dispersed 

in 12.5 mM Tris-HCl buffer at pH. 
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4.3.2 Transient absorption spectroscopy 

The setup of the transient absorption (TA) experiment has been described previously and in 

Chapter 2.116 Samples were prepared in airtight 2 mm path length quartz cuvettes sealed under 

Ar with a Kontes valve and stirred during data collection. Nanocrystal concentrations of ~560–

650 nM were used, prepared in a 12.5 mM Tris-HCl buffer at pH 7. TA kinetics of ZnSe/CdS 

and CdSe/CdS DIRs pumped with 405 nm light were measured at various pump powers to 

identify the regime in which kinetics are independent of pump power. When pumping samples 

with 570 nm light, the pump energy was scaled to account for the lower absorption of the sample 

at this wavelength compared to 405 nm. The energies of 405 nm and 570 nm pump pulses were 

~6 nJ and ~50 nJ per pulse, respectively, with beam diameters of ~250 µm. An instrument 

response function was measured with a solvent at each pump wavelength, and was used to 

correct for chirp of the white light probe. 

4.3.3 Sample characterization 

Dilute (~0.1 µM) samples of NCs with native ligands in toluene were drop cast onto carbon 

coated 300 mesh copper TEM grids (Electron Microscopy Science) and dried. Particle 

dimensions for ZnSe seeds, CdS NRs, CdSe/CdS DIRs, and ZnSe/CdS DIRs were determined by 

measuring over 150 particles using ImageJ software.129 Sizes of CdSe seeds were determined 

from published tuning curve to be 2.8 nm in diameter.25 Size distributions of particles appear in 

Figure 4.1 and average sizes and standard deviations appear in Table 3.1. 
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Figure 4.1. Histograms of particle width measurements and TEM images. Row (a) ZnSe/CdS 
DIRs, row (b) CdSe/CdS DIRs, row (c) CdS NRs. 
 
 
 

Table 4.1. Nanocrystal component sizes measured by TEM 

Sample Seed diameter 
(nm) 

Bulb diameter 
(nm) 

Rod diameter 
(nm) 

Rod length 
(nm) 

CdS — 5.8 ± 0.9 4.2 ± 0.5 37 ± 8 
CdSe/CdS 2.8 5.1 ± 0.6 4.5 ± 0.4 30 ± 8 
ZnSe/CdS 3.2 ± 0.7 5.1 ± 0.7 4.1 ± 0.6 31 ± 6 
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Figure 4.2. Selected TEM images of CdS nanorods, ZnSe/CdS DIRs, and CdSe/CdS DIRs 
showing uniform particles, non-uniform particles with one bulb, and non-uniform particles with 
two bulbs. (a) Uniform ZnSe/CdS DIR (center particle, circled). (b) Non-uniform ZnSe/CdS DIR 
with one bulb. (c) Non-uniform ZnSe/CdS DIR with two bulbs. (d) Uniform CdSe/CdS DIR. (e) 
Non-uniform CdSe/CdS DIR with one bulb. (f) Non-uniform CdSe/CdS DIR with two bulbs. (g) 
Uniform CdS NR (center particle, circled). (h) Non-uniform CdS NR with one bulb. (i) Non-
uniform CdS NR with two bulbs. Bulbs are outlined in dashed boxes. 
 

UV-visible absorption spectra were obtained at room temperature using an Agilent 8453 

spectrophotometer with tungsten and deuterium lamps. Samples for TA spectroscopy were 

prepared at ~600 nM concentration and were sealed under Ar in 2 mm path length quartz 

cuvettes with Kontes valves. Molar absorptivity was found by comparison of UV-vis absorption 

with Cd2+ ion concentrations found by elemental analysis (ICP-OES) after acid digestion. These 

samples had concentrations in the range ~10–100 nM and were prepared in 1 cm x 1 cm quartz 

cuvettes, sealed under Ar. TEM measurements were used to determine the number of Cd2+ ions 
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per nanocrystal (NC). The molar absorptivity per NC estimated by this method was ~2 × 107 M–1 

cm–1 at 350 nm for each NC sample. 

 

 
Figure 4.3. UV-visible absorption spectra of ~600 nM TA samples of the three types of NCs 
studied. Inset shows absorption at the interface, which is approximately ten times weaker than 
the lowest-energy CdS rod absorption. 
 

In the energy level diagrams in Figure 4.4, the lower quantum confinement in the bulb is 

reflected in the lower-lying conduction band and higher-lying valence band edges. The offsets 

between the bulb and rod energy levels are shown to scale, as determined by calculating the 

confinement energies of the electron and hole using their effective masses and the transition 

energies determined by absorption spectra (Figure 4.3).64 In ZnSe/CdS and CdSe/CdS DIRs, the 

bulb is located around the seed material, and the bulb electron has been shown to share a state 

with the interface electron.133,160 The valence band offset between the seed and bulb can be 

determined by taking the difference between the bulb and interface transition energies. 
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4.4 Results and Discussion 

4.4.1 Electronic transitions and TA spectra of non-uniform DIR heterostructures 

CdS NRs, ZnSe/CdS DIRs and CdSe/CdS DIRs were synthesized according to previously 

reported methods.44,121,123,124 ZnSe and CdSe seeds had diameters of 3.2 nm and 2.8 nm, 

respectively, and all three structures had similar CdS rod dimensions: they are about 4.5 nm in 

diameter and 30 nm in length (Figure 4.1, Figure 4.2 and Table 4.1. Nanocrystal component sizes 

measured by TEM). Additionally, all particles studied here have the same surface-capping 

ligands (3-mercaptopropionic acid) and are dispersed in aqueous buffer solution at pH 7.44 See 

Chapter 2 for a detailed description of synthesis and sample preparation. Optical spectra of 

ZnSe/CdS and CdSe/CdS DIRs include two spectral features that have been assigned to CdS (rod 

and bulb) and one due to the interface between the seed and CdS (interface) (Figure 4.3, Figure 

4.4).133,160 The presence of the bulb is common for CdS NRs, CdSe/CdS DIRs, and ZnSe/CdS 

DIRs,124,130,133,160,165,173,179,180 and can be seen in transmission electron micrograph (TEM) images 

of our samples (Figure 4.2). In Figure 4.4a-c, the quantum-confined energy levels of the 

conduction band and valence band of each material are shown along with a schematic 

representation of the corresponding structure, and are labeled with the transition energies of the 

rod, bulb, and interface excitons. These diagrams depict the relationship between the excitation 

energy and the location of the corresponding exciton. A description of how the band offsets were 

determined appears in the Methods section above. The bulb exciton has a lower energy transition 

than the rod because the bulb is wider in diameter and therefore experiences less quantum 

confinement.130 Because the quantum-confined energy levels depend on size, in this work we 

compare the excited-state dynamics of structures with similar CdS rod dimensions (Table 4.1). 

The interface feature is lower in energy than either of the parent materials, as seen in the steady-
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state absorption spectra (Figure 4.3). The energy of this transition is determined by the energy-

level alignment at the interface, as depicted in Figure 4.4a-c.121,124,133,179 The interface exciton is 

thought of as a hole localized in the seed (either ZnSe or CdSe) and an electron in the 

surrounding CdS.133,160,165-172,181,182 In ZnSe/CdS, the interface/bulb electron is confined to the 

surrounding CdS due to the very high conduction band energy of the ZnSe seed, making them 

type-II heterostructures.160,181,182 In CdSe/CdS, there is a small conduction band offset and the 

electron wavefunction is thought to extend over both CdSe and CdS, making them quasi type-II 

heterostructures.133,165-172 Figure 4.2 shows that our samples also contain structures of uniform 

width and the contributions from both the uniform and non-uniform structures to the excited state 

dynamics observed in these samples will be discussed throughout the chapter. 

 
Figure 4.4. Relationship between non-uniform morphology, electronic structure and TA spectra.  
(a–c) Schematic representations of (a) CdS, (b) CdSe/CdS, and (c) ZnSe/CdS NCs depicting the 
non-uniformities in the structure as a spherical bulb along the rod. Energy level diagrams show 
the locations of rod, bulb, and interface excitons in each structure. Energy level offsets are drawn 
to scale. (d–f) Evolution of TA spectra for each type of NC studied after excitation of the rod at 
405 nm. Dotted lines show the wavelengths chosen to isolate the rod, bulb, and interface signals. 
(g–h) Evolution of TA spectra of CdSe/CdS and ZnSe/CdS DIRs after excitation of the interface 
transition at 570 nm. Pump scatter (552–585 nm) has been removed. TA spectra from 1 ns to 50 
µs appear in Figure 4.5. 
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Figure 4.5.  TA spectra from 1 ns to 50 µs. TA spectra from 1 ns to 50 µs of ZnSe/CdS DIRs, 
CdSe/CdS DIRs, and CdS NRs when pumped at 405 nm (a–c) and of ZnSe/CdS and CdSe/CdS 
DIRs when pumped at 570 nm (d–e). After 570 nm excitation, the TA spectra of ZnSe/CdS DIRs 
(d) contain a bulb bleach centered at 489 nm which do not have a shoulder on the blue side, 
indicating that no rod signal is present. Alternatively, in the TA spectra of CdSe/CdS DIRs when 
the interface is pumped at 570 nm (e), the bulb bleach centered at ~475 nm contains a clear 
shoulder on the blue side, indicating that rod signal is present. Pump scatter from 552-585 nm 
has been removed in (d) and (e). 
 

To examine the formation and decay dynamics of the rod, bulb, and interface signals in 

ZnSe/CdS and CdSe/CdS DIRs we use TA spectroscopy on timescales from 160 fs to 400 µs. 

Further details on the TA experiment appear in Chapter 2. In all of the TA experiments described 

below, low pump fluences were chosen to avoid multiple excitations per nanocrystal. A 

conduction band electron located in a particular region of the nanostructure will give rise to 

bleach peaks corresponding to that region (Figure 4.4d–f). The magnitude of the TA bleach 

signal of each feature in these structures, Δ!, reflects the time-dependent populations of excited 
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electrons in each state, regardless of whether the hole is trapped or even located in a different 

region of the nanostructure.23,114,133,160 By measuring these signals as a function of pump–probe 

delay time, we can compare the dynamics of the rod, bulb, and interface electrons.23,114,133,160 In 

DIRs, rod and bulb bleach peaks are observed at nearly identical energies as in CdS NRs, and the 

interface bleach (530–600 nm) appears at a lower energy, as expected from the energy level 

alignment Figure 4.4d–h, Figure 4.5).  

As has been shown previously, excitation of non-uniform CdS NRs, ZnSe/CdS DIRs, and 

CdSe/CdS DIRs with 405 nm pulses primarily excites the rod part of the structure due to its 

much larger volume than the seed and bulb regions.130,133,160,165 Following 405 nm excitation, hot 

carriers cool to the band edge in under 1 ps, as evidenced by the fast decay of the photoinduced 

absorption peak at ~480 nm.23,114 After cooling in CdS NRs and in both types of DIRs, electrons 

in the non-uniform structures undergo localization to the bulb,82 and the TA spectrum contains 

overlapping bleach features corresponding to both the rod and the bulb (Figure 4.4d–f). To 

compare the dynamics of the rod and bulb electrons, it is important for their signals to be isolated 

by choosing wavelengths at which the pure bulb and rod spectra equal zero, respectively.64 The 

wavelengths that correspond to the different signals are shown as dotted vertical lines in Figure 

4.4d–f. While extracting the signals in this manner is critical to isolating the decay shapes of the 

rod or bulb components, there is a compromise in the signal-to-noise ratio as the pure rod and 

bulb kinetics occur at wavelengths where the signal is ~1/5–1/3 of the maximum bleach 

amplitude. 570 nm light directly excites the interface transition of ZnSe/CdS and CdSe/CdS 

DIRs, with an electron in the bulb and a hole in the seed, as those photons are the too low in 

energy to be absorbed by either the rod or the bulb (Figure 4.6). The bulb and interface signals 

both appear instantaneously (Figure 4.4g and h), which demonstrates the existence of the bulb 



81 

feature and is consistent with the assignment that the bulb and interface transitions share an 

electron state.133,160 

 

 
Figure 4.6.  Spectra of pump pulses for TA experiments. (a) Overlay of UV-visible absorption of 
TA samples with both 405 and 570 nm pump spectra. (b) Overlay of UV-visible absorption of 
TA samples with 570 nm pump spectra, shown in the region of DIR interface absorption. Pump 
spectra are normalized.  

 

4.4.2 Comparison of carrier dynamics in CdS, ZnSe/CdS, and CdSe/CdS after rod 

excitation 

To understand the similarities and differences in excited-state behavior between CdS, ZnSe/CdS, 

and CdSe/CdS structures, we first examine the processes of hole trapping in the CdS rod, 

electron localization from the rod to the bulb, and the subsequent electron relaxation in the CdS 

regions (rod and bulb) of the three samples. The TA spectra of each of the three samples studied 

here exhibit a broadband photoinduced absorption feature that appears at wavelengths to the red 

of the band-edge bleach features (Figure 4.7). This feature has been assigned to trapped holes in 

CdS nanorods.23 The kinetics of hole trapping to the CdS rod surface can thus be directly probed 

in CdS nanorod-based structures by examining the rise of this broadband photoinduced 

absorption feature.23,82,89 The formation kinetics were fit to an exponential rise, convoluted with 
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a Gaussian IRF (160 fs FWHM). The time constants for hole trapping for CdS NRs, CdSe/CdS 

DIRs, and ZnSe/CdS DIRs are 0.9 ± 0.2 ps, 0.7 ± 0.3 ps, and 0.9 ± 0.3 ps, respectively. These 

hole trapping time constants are consistent with previous reports of hole trapping in CdS NRs 

and CdSe/CdS DIRs.23,82,89 

 
Figure 4.7. Hole trapping kinetics. TA spectra and formation kinetics of the PA feature in (a, b) 
CdS NRs, (c, d) ZnSe/CdS DIRs, and (e, f) CdSe/CdS DIRs. The TA spectra were averaged over 
the indicated time ranges in order to increase the signal-to-noise ratio. The time traces of (b) CdS 
NRs, (d) ZnSe/CdS DIRs and (f) CdSe/CdS DIRs were averaged over the spectral ranges of 550–
620 nm, 650–750 nm and 650–750 nm, respectively. Fits were performed on raw data and the 
data were smoothed for presentation only. 
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Figure 4.8 shows the normalized TA time traces of the rod and bulb bleach signals for all 

three samples after the rod is pumped with 405 nm pulses. Upon excitation at this wavelength, 

the rod signal undergoes a rapid partial decay (Figure 4.8b) while the bulb signal has a 

corresponding rise (Figure 4.8d). These two behaviors correspond to the electrons leaving the 

CdS rod to become localized in the CdS bulb.64,89,130,133,160 Electron localization continues even 

after the hole has trapped and is complete by about 100 ps in these structures, suggesting that the 

electron dissociates from the trapped hole when it localizes to the bulb.64 Although there is a 

Coulomb attraction between the electron and a trapped hole,130,133,147,160,176,183 the driving force 

for electron localization appears to drive this charge separation.64 A comprehensive discussion of 

the evidence for this charge separation can be found later in the text. 

It has been shown in non-uniform CdS nanorods that, as long as the energy difference in 

conduction bands between the bulb and rod is >!!!, virtually all rod electrons localize to the 

bulb (Figure 4.4).64 Therefore, rod signal after localization is due primarily to structures that are 

effectively uniform in width. Uniform structures do not have bulbs for electrons to localize to 

and therefore do not contribute to the initial decay of the rod signal. Using this logic, we can 

estimate the fraction of structures that are non-uniform in each sample using the partial decay of 

the rod bleach because the amplitude of the initial rod decay is equal to the fraction of non-

uniform structures in the sample. This amplitude is different for each of the samples studied here; 

in CdS, the initial decay is 54% of the total, in ZnSe/CdS it is 69%, and in CdSe/CdS it is 41%, 

while the remaining signal is due to structures that are uniform in width. Because there is a 

separation of timescales between electron localization (<1 ns) and intrinsic decay processes such 

as electron trapping and charge recombination (>1 ns),35,64,65,84 we can isolate the rod decay due 

to localization in non-uniform nanostructures by subtracting the rest of the decay after electron 
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localization is complete. This reveals that the localization kinetics overlap for all three samples 

(Figure 4.8b inset) indicating that the decay shapes, and thus the underlying kinetics of electron 

localization, are the same in all three structures. Similarly, the rise of the bulb signal also has the 

same kinetics in all three types of NCs (Figure 4.8d). These results show that the energetics of 

the seed do not play a significant role in the kinetics of electron localization, consistent with 

previous findings.89  

	
Figure 4.8.  Comparison of rod and bulb bleach kinetics in all three types of NCs after 405 nm 
excitation. (a) Key for (b–e): CdS (yellow), CdSe/CdS (red), and ZnSe/CdS (purple). Schematic 
representation of each NC shows the rod being excited at 405 nm. (b) The rod bleach signals 
(~452 nm) for each NC from 0 to 1 ns, normalized at their maximum amplitudes. Decays are 
plotted on a split-time axis that is linear for the first 5 ps and logarithmic thereafter. The inset 
shows the same data after subtraction of the post-localization kinetics. (c) The rod bleach signals 
(~452 nm) for each NC from 1 ns to 400 µs, shown as positive signal on a log-log scale. Decays 
are normalized at 3 ns, after which time all three nearly overlap. (d) The bulb bleach signals 
(~498 nm) for each NC from 0 to 1 ns, normalized at their maximum amplitudes. Decays are 
plotted on a split-time axis that is linear for the first 5 ps and logarithmic thereafter. (e) The bulb 
bleach signals (~498 nm) for each NC, shown as positive signal on a log-log scale and 
normalized at 1.5 µs. Decays all have the same !!!/! power law over the range of 1 to 400 µs. 
For (c) and (e), bleach signals are normalized to a positive value so the y-axis can be logarithmic. 
Data have been smoothed for presentation. 



85 

 

Figure 4.8c shows the decay of the rod bleach of all three NCs after electron localization 

has occurred (i.e., signal from uniform structures), shown as a positive signal on a log-log scale 

to examine the functional form of the decay shape. In order to compare the NC kinetics after 

localization, these decays are normalized well after that process is complete. This comparison 

reveals that all three types of NCs have the same long-time decay kinetics of rod electrons, as the 

three traces nearly overlap. Thus electrons in the CdS rod region of uniform structures relax in a 

way that is not strongly influenced by the seed. The decay of CdS rod electrons in this time 

window can be described with a multi-exponential kinetic model in which the electron can decay 

by recombination with the trapped hole or trapping on the surface.35,65,84,135,136  

Figure 4.8e shows the bulb decays after electron localization is complete, also shown as 

positive signals on a log-log scale. Normalization reveals that the long-time bulb decays overlap. 

Each sample exhibits a slow !!!/! power-law tail that is easily distinguished from the 

exponential tail of the rod decay. In non-uniform CdS NRs, the !!!/! power-law decay of the 

bulb electron was described as a signature of trapped-hole diffusion-limited recombination 

wherein the trapped hole diffuses along the rod until it encounters the localized bulb electron.64 

The bulb decays of ZnSe/CdS and CdSe/CdS after rod excitation exhibit power-law tails with the 

same exponent of –1/2, and only the amplitude of this tail varies between structures. Thus it is 

reasonable to expect that the formation of a charge-separated state followed by trapped-hole 

diffusion-limited recombination occurs in the DIR heterostructures in a manner similar to CdS 

NRs. 

A quantitative comparison of the rod (Figure 4.8c) and bulb (Figure 4.8e) lifetimes in 

CdS, ZnSe/CdS, and CdSe/CdS is rendered problematic by the presence of the power-law tails in 
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the bulb decays. While the rod decay fits a model that is based on exponential pathways of 

recombination and trapping, systems that exhibit power laws cannot be described by a 

characteristic timescale. However, at any time, the instantaneous rate of decay of the bulb power-

law decay is slower than the exponential decay of the rod. This prolongs the excited state of the 

bulb well beyond that of the rod. In this sense bulb electrons are “longer lived” than rod electrons 

in all structures. Because we cannot compare lifetimes per se for exponential and power law 

decays, in the analysis that follows we opt to simply point out where these power-law tails occur 

with the understanding that such behavior makes the decay longer lived than exponential decays 

such as the rod decays.  

4.4.3 Comparison of rod, bulb, and interface electron dynamics in ZnSe/CdS DIRs as a 

function of excitation wavelength 

We now turn to comparing the temporal evolution of rod, bulb, and interface signals for each 

type of heterostructure (ZnSe/CdS and CdSe/CdS). We first examine ZnSe/CdS DIRs. Figure 

4.11 shows the time-resolved rod, bulb, and interface signals of ZnSe/CdS DIRs when pumped at 

405 nm (Figure 4.11a, b), which primarily excites the rod, and 570 nm (Figure 4.11c, d), which 

generates an interface exciton (Figure 4.6). We showed above (Figure 4.8) that in ZnSe/CdS 

DIRs, when the rod is pumped at 405 nm, electron localization is observed as a fast partial decay 

in the rod signal corresponding to a rise of the bulb signal, which then decays with a different 

functional form than the rod. With the 405 nm pump, the interface signal also rises with the same 

kinetics as the bulb signal (Figure 4.11a), and exhibits a !!!/! power-law tail (Figure 4.11b, 

Figure 4.9a). Because the bulb and the interface are thought to share an electron state,133,160 it is 

unsurprising that their rise kinetics overlap. However, the bulb and the interface signals do not 

have overlapping decays (Figure 4.11b). Although they both have power-law tails at long times, 
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the bulb signal decays considerably slower with a larger contribution of the power-law tail 

(Figure 4.8e, Figure 4.9a, Figure 4.10). As we discuss later in the text, these differences can be 

explained by the presence of both uniform and non-uniform structures in the sample.  

 

 
Figure 4.9. Bulb and interface decays in ZnSe/CdS and CdSe/CdS DIRs. Decay of (a) ZnSe/CdS 
and (b) CdSe/CdS bulb and interface signals when the rod is pumped (405 nm), from 1 ns to 400 
µs. Bleach time traces are shown as positive signals to plot on a log-log scale to examine the 
functional form of the decay. The tails of each decay follow a !!!/! power law. Data were 
smoothed for presentation. 
 

 
Figure 4.10. TA decays of ZnSe/CdS and CdSe/CdS DIRs interface signals after 405 nm pump. 
The bleach time traces are plotted with positive signal on a log-log scale to show the power law 
present in the tail of the interface decays. Data were smoothed for presentation. 
 

Absorption of the 570 nm pump generates the interface exciton, with an electron in the 

bulb and a hole in the seed. As we would expect under these conditions, no rod signal is 

observed (Figure 4.4h, Figure 4.5d). The bulb and interface signals appear instantaneously 
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(Figure 4.11c), consistent with the assignment that these transitions share the electron state.160 

The subsequent decays of the two signals overlap after 1 ns (Figure 4.11d). The decays of the 

interface and bulb signals when rod-pumped and when interface-pumped are directly compared 

in Figure 4.12. These comparisons show that the interface-pumped bulb and interface signals 

decay faster than when the rod is pumped, even though the 570 nm excitation directly pumps the 

interface state created by the type-II energy level alignment (Figure 4.4c). Thus charge 

separation due to dissociation between a bulb-localized electron and rod-trapped hole can 

enhance the electron lifetime well beyond what is achieved with the type-II band alignment of 

the interface.  

	
Figure 4.11. TA time traces of ZnSe/CdS DIR bleach signals after rod and interface excitation. (a) 
Rise of ZnSe/CdS rod (456 nm), bulb (498 nm) and interface (535 nm) bleach features when the 
rod is pumped at 405 nm. Data are normalized at the maximum signal of each transition. (b) 
Decays of rod, bulb, and interface signals when rod is pumped, normalized at 1 ns, after electron 
localization is complete. (c) Rise of ZnSe/CdS bulb (489 nm) and interface (535 nm) signals 
when the interface is pumped at 570 nm. Data are normalized at the maximum signal of each 
transition. No signal is observed at the rod transition. (d) Decays of bulb and interface signals 
when interface is pumped, normalized at 1 ns. No signal is observed at the rod transition (c). 
Interface data in (a) and all data in (b) and (d) were smoothed for presentation. 
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Figure 4.12. Comparison of bulb and interface decays of ZnSe/CdS and CdSe/CDS DIRs for 
different excitation wavelengths. Decay of bulb signal (a) and interface signal (b) of ZnSe/CdS 
when rod-pumped (405 nm) and when interface-pumped (570 nm). Decay of bulb signal (c) and 
interface signal (d) of CdSe/CdS when rod-pumped (405 nm) and when interface-pumped (570 
nm). The bulb and interface electron states for both ZnSe/CdS and CdSe/CdS DIRs are shorter 
lived when interface-pumped than when rod-pumped. The rod-pumped DIRs are longer lived 
because electron-hole dissociation occurs, leading to decays with power-law tails, which are 
fairly pronounced in ZnSe/CdS but relatively small in CdSe/CdS (Figure 4.10). Data were 
smoothed for presentation. 
 

4.4.4 Comparison of rod, bulb, and interface electron dynamics in CdSe/CdS DIRs as a 

function of excitation wavelength 

Next, we compare the rod, bulb, and interface decays in the CdSe/CdS DIRs as a function of 

excitation wavelength. In Figure 4.13, CdSe/CdS DIRs are pumped at the rod (405 nm) and 

interface (570 nm) transitions. Just like ZnSe/CdS DIRs and CdS NRs, when the rod is pumped 

at 405 nm, electron localization is observed as a partial decay in the rod signal and a 

corresponding rise in both the bulb and the interface signals (Figure 4.8b, d, Figure 4.13a).133,160 

As in the ZnSe/CdS case, the bulb and interface transitions grow in together. Figure 4.13b shows 
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the decay of the rod, bulb, and interface signals after localization is complete (~100 ps). 

Although the decays of the three signals appear to be similar, their functional forms are notably 

different at long times, as they are in the case of ZnSe/CdS. We showed in Figure 4.8 above that 

the rod decay has an exponential tail while the bulb decays more slowly with a power-law tail. 

The interface also exhibits a power-law decay at long times (Figure 4.9, Figure 4.10). We again 

see evidence of a long-lived charge-separated state in which the electron localizes to the bulb 

while the trapped hole is left behind on the rod. The bulb and interface decays do not quite 

overlap at long times (Figure 4.9b). This is similar to the case of ZnSe/CdS (Figure 4.11b, Figure 

4.9a), but not as pronounced, and again is likely due to the presence of both uniform and non-

uniform CdSe/CdS DIRs in the sample as discussed later in the text. 

When the CdSe/CdS DIR sample is pumped at 570 nm, only the interface transition is 

low enough in energy to be excited (Figure 4.6). Yet, in addition to the expected instantaneous 

rise of the bulb and interface signals (which share an electron state), we also observe a bleach 

signal from the rod transition (Figure 4.4g, Figure 4.13c, d, Figure 4.5e). The rod signal appears 

quickly and then undergoes a slow rise until ~100 ps. Concurrent with this rise the bulb and 

interface signals undergo a partial decay (Figure 4.13c). The partial decay of bulb and 

corresponding rise of the rod suggests that population transfer from the bulb to the rod occurs in 

this sample. This behavior has been previously observed in TA of CdSe/CdS DIRs.89,133,165 When 

pumped at the interface, the decays of the rod, bulb, and interface signals are close to 

overlapping after 1 ns (Figure 4.13d), and are somewhat shorter lived than their respective 

decays when the rod is pumped (Figure 4.12). Like the case of ZnSe/CdS, electron–hole 

dissociation enhances the electron lifetime to a greater extent than the reduced wavefunction 

overlap induced by the quasi type-II band alignment of the interface. 
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Figure 4.13. TA time traces of CdSe/CdS DIR bleach signals after rod and interface excitation. (a) 
Rise of CdSe/CdS rod (451–457 nm), bulb (495 nm), and interface (585 nm) bleach features 
when the rod is pumped at 405 nm, normalized at the maximum signal of each transition. (b) 
Decays of rod, bulb, and interface signals when rod is pumped, normalized at 1 ns. (c) Rise of 
CdSe/CdS rod (451–457 nm), bulb (495 nm), and interface (590 nm) bleach features when the 
interface is pumped at 570 nm, normalized at the maximum signal of each feature. (d) Decays of 
rod, bulb, and interface when interface is pumped, normalized at 1 ns. Rod data in (a) and (c) and 
all data in (b) and (d) were smoothed for presentation. 

 

4.4.5 Summary of results 

Before proceeding, we summarize the results that are most pertinent to the following discussion 

of the excited-state dynamics in the three types of NCs studied here. (i) In all three structures 

(non-uniform CdS NRs, ZnSe/CdS and CdSe/CdS DIRs), when the rod is excited at 405 nm, the 

rod signal undergoes a partial decay (Figure 4.8b) while the bulb and interface signals rise on the 

same timescale (Figure 4.8d, Figure 4.11a, Figure 4.13a), corresponding to localization of the 

electron from the rod to the bulb. The electron localization process observed here is slower than 

the timescale of hole trapping to the surface of the CdS rod (<1 ps). (ii) After localization, the 
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decays of the rod signal in the recombination time window follow the same exponential tail for 

all samples (Figure 4.8c) while the bulb and interface (in the case of ZnSe/CdS and CdSe/CdS) 

features exhibit a !!!/! power-law tail at long times (Figure 4.8e, Figure 4.9). Surprisingly, the 

bulb and interface decays do not overlap when the rod is pumped (Figure 4.11b, Figure 4.13b, 

Figure 4.9, Figure 4.10), but are similar when the interface is pumped (Figure 4.11d, Figure 

4.13d). Of all the features, the bulb displays the longest-lived excited state with the largest 

contribution of this power-law tail in both materials. (iii) In both ZnSe/CdS and CdSe/CdS DIRs, 

when the interface is pumped, both the bulb and interface lifetimes shorten relative to when the 

rod is pumped (Figure 4.12), decaying about as quickly as the rod decay (Figure 4.14).  

 
Figure 4.14. Comparison of CdS rod decay when pumped directly with ZnSe/CdS and CdSe/CdS 
interface decays when the interface is directly pumped. All decays are fairly similar, 
demonstrating that the lifetime of the interface exciton is not significantly enhanced compared to 
the recombination of a conduction-band electron with a trapped hole when they are overlapping 
in the same region of the nanostructure (i.e., in the rod). While the interface exciton of ZnSe/CdS 
DIRs here decays slightly slower than the other nanocrystals around 100 ns, the charge 
separation between a rod-trapped hole and bulb-localized electron still leads to an exceptionally 
long-lived state that overshadows what is achieved with the staggered band alignment of the 
interface. Data were smoothed for presentation. 
 



93 

4.4.6 Critical role of electron–hole dissociation in the photophysics of CdS, ZnSe/CdS, 

and CdSe/CdS samples 

Our examination of the excited-state dynamics of the CdS regions of CdS NRs and ZnSe/CdS 

and CdSe/CdS DIRs revealed remarkable similarities in the kinetics of electron localization and 

recombination in all three samples, after excitation of the CdS rod (Figure 4.8). For both the 

initial partial rod decay and the corresponding rise of the bulb, the TA kinetics, and therefore 

electron dynamics, are nearly the same in all three structures Figure 4.8b, d). This indicates that 

electron localization from the rod to the bulb in these structures is not strongly affected by the 

differences in the energy levels of the seed. This is consistent with the previous finding in 

CdSe/CdS DIRs that the efficiency of exciton localization to the bulb does not depend on the 

details of the seed and bulb energetics, but rather the rod length and hole-trapping rate.89 The 

kinetics of electron trapping and recombination with a trapped hole in the uniform rods are also 

nearly identical in all three samples, as demonstrated by the overlapping rod decays in Figure 

3.2c. This indicates that when the hole is trapped on the rod surface, the behavior of an electron 

in the conduction band of the CdS rod is not strongly influenced by the seed. Finally, the bulb 

decays for the different materials exhibit the same !!!/! power-law tail (Figure 4.8e). This 

suggests the same non-exponential decay mechanism in CdS NRs and the DIRs alike, namely 

trapped-hole diffusion limited recombination.64 Taken together, these findings show that the 

dynamics of charge carriers in the CdS components of the DIR heterostructures after the rod is 

excited are similar regardless of the composition of the seed. This points to the critical role of 

hole trapping, which competes with localization of the hole to the seed, as well as nanostructure 

morphology, in determining the photophysical behavior of these structures. Below, we elaborate 
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on the role of hole trapping and morphology in the dynamics of the CdS components in the three 

materials. 

We first elaborate on the evidence for the dissociation of electrons from trapped holes in 

non-uniform DIR heterostructures. When the rod is pumped, a slowly decaying !!!/! power-law 

tail is observed for both the interface and bulb signals in all three samples (Figure 4.8e, Figure 

4.9, Figure 4.10). This long-lived state has previously been reported in non-uniform CdS NRs 

when a charge-separated state forms due to the electron localizing to the bulb while the hole 

stays trapped at the rod surface.64 We expect similar behavior to occur in the DIRs because the 

composition, dimensions, non-uniform morphology, and surface chemistry of the CdS 

components are similar in all structures. The electron localizes to the bulb over tens of 

picoseconds and the process is not complete until 100 ps in these structures,64 much slower than 

the <1 ps hole trapping we observe, suggesting that electron–hole dissociation occurs in these 

DIRs. This charge separation picture is further supported by the remarkably long-lived bulb state 

formed after rod excitation, compared to interface excitation (Figure 4.12). The difference 

between these two excitation wavelengths is only in the resulting location of the hole, as shown 

in Figure 4.15.64 This scheme shows the excited-state configurations that impact the dynamics of 

DIRs. For simplicity, the carriers are shown as filled and empty circles for electrons and holes, 

respectively, with the understanding that, unless trapped on the surface, they are delocalized over 

the region that they occupy in the structure.  
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Figure 4.15. Schematic depiction of excited states in non-uniform dot-in-rod heterostructures. 
Configurations of electrons and holes in DIR heterostructures of both uniform and non-uniform 
morphologies when (a–b) pumped at the rod (405 nm) or (c–d) pumped at the interface (570 nm). 
 

Exciting the rod can lead to electron–hole dissociation (Figure 4.15i) in non-uniform 

structures, while exciting the interface produces an interface exciton with small but still 

significant overlap of the electron and hole wavefunctions (Figure 4.15ii). The observed 

difference in bulb decay kinetics between the case of rod-pumping and interface-pumping 

(Figure 4.11b, d, Figure 4.13b, d, Figure 4.12), coupled with the fast hole trapping measured in 

all samples and relatively slower electron localization, strongly suggests that dissociation occurs, 

just like in CdS NRs. We note that the excited state shown in Figure 4.15ii can also contribute to 

the bulb decay, but will not have a !!!/! power-law tail. When charge separation occurs with 

high efficiency, we expect a strong contribution from the power-law, as is the case in the 

ZnSe/CdS DIRs here (Figure 4.8e, Figure 4.9). If instead the electron and hole co-localize in the 

seed/bulb in a significant fraction of the nanostructures, we expect a smaller amplitude of the 

power-law tail and a larger contribution from exponential recombination, as is the case in the 

CdSe/CdS DIRs studied here (Figure 4.8e, Figure 4.9). The CdSe/CdS structures have larger 

bulbs (Figure 4.1) and a significant contribution from direct absorption into the bulb may explain 

the smaller power-law contribution. The slow power-law decay is also observed in the interface 
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signal after the rod is pumped (Figure 4.9, Figure 4.10). This is because in non-uniform DIRs the 

interface and bulb share an electron state, so the interface signal that arises after the rod is 

excited reports on the recombination of the bulb electron with the trapped hole on the CdS rod. 

This analysis leads us to propose that it is the charge-separated state (Figure 4.15i) that causes 

the interface signal of these DIRs to be long lived following rod excitation, rather than the 

reduced wavefunction overlap caused by band alignment at the interface. Altogether, our data 

suggest that features such as non-uniform morphology and fast hole trapping in NRs can yield 

lifetime enhancement well beyond what is achieved with staggered band alignment at the 

interface of these DIR heterostructures.  

4.4.7 Factors that determine charge-carrier dynamics in DIRs 

While the bulb and interface features in both ZnSe/CdS and CdSe/CdS DIRs have been shown to 

share the same electron state, they can exhibit different recombination dynamics, as observed 

here.133,160 The TA signal is sensitive only to the electron population, so no matter how the bulb 

and interface electron population changes—by electron localization from the rod, recombination 

with a trapped hole, recombination with a seed hole, or trapping—the dynamics of the interface 

and bulb TA decays should be identical. This is only true, however, if every seed is enclosed by 

a corresponding bulb. Previous investigations of DIR heterostructures have revealed bulb and 

interface decays that are very different in some cases and the same in others. In the case of 

CdSe/CdS DIRs, when pumped at the rod, the half-life of the bulb was about twice as long as the 

interface.133 But, when pumped at the interface, the bulb and interface had identical decays. In 

contrast, a different study on ZnSe/CdS DIRs showed that when the rod was pumped, the bulb 

and interface decayed with the same lifetime.160 In the samples studied here, the bulb is longer 

lived than the interface in both ZnSe/CdS and CdSe/CdS DIRs after the rod is excited. However, 
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both in this study and in previously published work, when the interface is directly pumped, the 

bulb and interface always have the same decay in both ZnSe/CdS and CdSe/CdS, and are always 

shorter lived than when the rod is pumped.133 

We can explain the differences between the bulb and interface decays in ZnSe/CdS and 

CdSe/CdS DIRs after the rod is pumped with the following hypothesis: because both uniform 

and non-uniform DIRs are present in the sample, the measured decay behavior is a combination 

of the behavior of the two populations (Figure 4.15). From the partial decay of the rod signal 

during the time window of localization (Figure 4.8b), we estimated that 69% of ZnSe/CdS DIRs 

and 41% of CdSe/CdS DIRs are effectively non-uniform. Just like uniform CdS NRs, uniform 

DIRs (Figure 4.15b) do not have a bulb for the electron to localize to, and therefore cannot 

dissociate to form the charge-separated state shown in Figure 4.15i. However, while hole 

trapping to the CdS rod surface can occur in uniform structures (Figure 4.15iv), it competes with 

hole localization to the seed, which can cause the electron to localize to the interface due to 

Coulomb attraction (Figure 4.15iii).133,160 So, in uniform structures, interface electrons 

predominantly recombine with seed-localized holes (Figure 4.15iii), but in non-uniform 

structures interface electrons may recombine with either trapped holes (Figure 4.15i) or seed-

localized holes (Figure 4.15ii), the former giving power-law dynamics, the latter yielding a faster 

decay. The interface decay is therefore shorter lived than the bulb decay when the rod is pumped 

(Figure 4.11b, Figure 4.13b) because the interface signal in the ensemble measurement includes 

both uniform and non-uniform structures (Figure 4.15i, ii, and iii), whereas the bulb signal 

includes only non-uniform structures (Figure 4.15i and ii). However, when the interface is 

pumped (Figure 4.15c, d), holes are generated directly in the seed, and recombination of a seed 

hole with a bulb or interface electron should be nearly the same in uniform and non-uniform 
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DIRs alike. Therefore, the bulb and interface decays are the same when the interface is pumped 

(Figure 4.11d, Figure 4.13d).  

We isolate the contribution of interface decay from uniform structures with further 

analysis of the TA data. Since the interface and bulb share the same electron state in non-uniform 

DIRs, we assume that the decay of the interface signal in non-uniform DIRs is identical to the 

decay of the bulb signal, both of which are primarily due to recombination between the charge-

separated carriers and have power-law tails when the rod is excited. In terms of Figure 4.15, the 

total interface signal after rod excitation is composed of the structures in Figure 4.15i, ii, and iii, 

while the bulb signal is composed of only the structures in Figure 4.15i and ii. Therefore 

subtracting the bulb signal from the interface signal leaves only signal from structure Figure 

4.15iii—the interface signal of uniform DIRs. To isolate this signal, the bulb and interface 

decays after 405 nm excitation were normalized to overlap around 1–400 µs, the time window in 

which the long-lived charge separated state dominates the signal compared to interface excitons. 

Then the bulb decay was subtracted from the interface decay to yield the interface decay of 

uniform DIRs. The resulting decay traces of the interface signal of the uniform structures are 

plotted in Figure 4.16 and compared to the decays of the bulb and interface after interface 

excitation. The uniform interface signal after rod excitation should have similar decay kinetics to 

the bulb and interface decays after interface excitation because in both cases the electron and 

hole should not dissociate; an interface exciton should form both after excitation of the interface 

in non-uniform DIRs (Figure 4.15a to Figure 4.15ii) and after rod excitation in uniform DIRs 

(Figure 4.15d to Figure 4.15iii). The extracted decays of the interface electron in uniform 

structures in Figure 4.16 are in excellent agreement with the DIR decays after interface 

excitation for both ZnSe/CdS and CdSe/CdS. This analysis demonstrates that the origin of the 
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differing decay kinetics of the bulb and interface after rod excitation are due to different 

morphological subpopulations in the ensemble of DIRs. 

 
Figure 4.16. Extracted decay kinetics of the interface electron in uniform DIRs of a ZnSe/CdS 
and b CdSe/CdS compared to bulb and interface decay traces after interface excitation (570 nm 
pump). Decay traces are shown for the 1 ns to 50 µs time window on a logarithmic time axis and 
normalized at 1 ns. Data are smoothed for presentation. 

 

It is also possible that the differing bulb and interface decays originate in part from a 

subpopulation of nanostructures in which there are bulbs that do not surround a ZnSe or CdSe 

seed. DIRs with at least two bulbs are apparent in the TEM images (Figure 4.2). Such DIRs 

would give rise to different bulb and interface electron states within the same structure; therefore, 

they do not need to have the same decay kinetics. These structures may also contribute to the 

differing bulb and interface dynamics we observe in a way that is similar to the contributions 

from uniform DIRs explained above. The current experiments cannot distinguish between these 

two scenarios, and Figure 4.16 is consistent with this second hypothesis as well. It is likely that 
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all of the subpopulations (uniform, non-uniform with one bulb, and non-uniform with multiple 

bulbs) contribute to the decay as they are all present in the TEM images. 

Finally, we consider the structural factors that contribute to the recombination dynamics 

observed in each particular sample. The non-uniform width of the structures described here is 

commonly observed for CdS NRs, and CdSe/CdS and ZnSe/CdS DIRs.124,130,133,160,165,173,179,180 

Having both uniform and non-uniform structures in a sample opens up the possibility for the 

bulb and interface decays to be different when the rod is excited; in non-uniform structures the 

bulb and interface share an electron state while in uniform structures there is only the interface 

state. If hole localization to the seed is efficient, then bulb and interface decays will be similar 

because in both uniform and non-uniform structures the interface/bulb electron will primarily 

recombine with a seed-localized hole (Figure 4.15ii and iii). If hole trapping to the rod is more 

efficient, as in our work, the structure in Figure 4.15i will dominate the decay of the non-uniform 

structures, resulting in a slow !!!/! power-law. However, the structure in Figure 4.15iii will still 

contribute to the interface decay, making the interface decay occur more quickly than the bulb. 

Thus the observed excited-state dynamics depend on both the competition between hole trapping 

to the rod and hole localization to the seed and the relative fractions of non-uniform and uniform 

DIRs. More broadly, the exact behavior of a particular sample is determined by particle 

morphology, the fraction of uniform and non-uniform structures in the sample, rod length (which 

determines localization rate),89 the relative volume of the bulb and rod, and ligand properties and 

coverage (which govern hole trapping), all of which may vary from sample to sample. For 

example, when our ZnSe/CdS and CdSe/CdS DIR samples are passivated with the native 

phosphonic acid ligands, the bulb and interface signals decay somewhat differently than in the 

thiol-capped samples described in this chapter (Figure 4.17). The power-law tail is still present in 
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each of the decays but exhibits different relative amplitudes with the different ligands. 

Furthermore, compared to the efficient electron–hole dissociation observed in our structures, 

samples with shorter rod lengths or different surface-capping ligands could have more efficient 

hole localization to the seed and thus the power-law component may not be as prominent.89,133,160 

Overall, our work suggests that each sample of these types of heterostructures can exhibit 

different excited-state relaxation behavior depending on the structural details of these complex 

nanostructures. However, the intricate dynamics that manifest for a given sample can be broken 

down and understood in terms of the relaxation pathways described here. The specific 

morphological distributions and surface chemistry of a particular sample only determine the 

relative contributions of each relaxation pathway.  

 

 
Figure 4.17. TA time traces with native ligands. TA time traces of the bulb and interface decays 
of (a) ZnSe/CdS DIRs and (b) CdSe/CdS DIRs with native octadecylphosphonic acid (ODPA) 
ligands after excitation at 405 nm. Data are normalized at the maximum signal of each transition 
and presented on a log-log scale from 30 ps to 10 µs. (a) For ZnSe/CdS, the bulb and interface 
signals were probed at 492 nm and 535–545 nm, respectively. (b) For CdSe/CdS, the bulb and 
interface signals were probed at 499–503 nm and 585 nm, respectively. Data were smoothed for 
presentation. 
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4.4.8 Implications of long-lived charge separation for photophysics and photochemistry 

Semiconductor heterostructure NCs are designed to control the locations of the photoexcited 

electron and hole within a NC, and thus control their excited-state dynamics, via energy level 

alignment. In type-II and quasi type-II structures, staggered band alignment is designed to 

separate charges so that the photoexcited electron localizes in the conduction band of one 

semiconductor and the hole resides in the valence band of the other. This can extend the excited-

state lifetime of the interface transition because the electron and hole wavefunction overlap is 

reduced. Core/shell heterostructures of this type have been shown to exhibit extended excited-

state lifetimes at room temperature (40–400 ns) compared to the lifetimes of structures that have 

more significant wavefunction overlap, such as bare quantum dots or type-I heterostructures (1–

20 ns).96,113,152,153,156,158,159,161,164,184 However, in CdS NR-based structures, hole trapping is fast 

and efficient and the electron can dissociate from the hole and localize to the bulb, leading to a 

variety of excited state configurations (Figure 4.15). Even without dissociation, such as the case 

of electrons in CdS rods, hole trapping intrinsically leads to extended lifetimes (~60 ns) caused 

by reduced wavefunction overlap between a delocalized conduction-band electron and a trapped, 

rather than valence band, hole.23,65 So, there is reduced electron–hole wavefunction overlap both 

in the case shown in Figure 4.15iv (surface trapped hole and rod electron) and for the interface 

excitons in Figure 4.15ii and iii. Thus, when the hole is prepared in the seed by directly pumping 

the interface transition, the lifetime of the interface decay is similar to the rod decay of CdS NRs 

(Figure 4.14), which in turn overlaps the rod decay of ZnSe/CdS and CdSe/CdS DIRs (Figure 

4.8c). Significantly, neither the rod electron nor the interface exciton is the longest-lived state in 

either DIR sample. Instead, it is the electron–hole dissociation between a rod-trapped hole and a 
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bulb-localized electron that produces the longest-lived, charge-separated excited state (Figure 

4.15i). 

DIR nanoheterostructures, particularly CdSe/CdS, have demonstrated superior quantum 

yields when used in nanocrystal–catalyst complexes for solar-fuel production compared to CdS 

NRs, CdSe/CdS core/shell QDs, and bare CdSe or CdS seeds.47,107-109,111 When electron transfer 

(ET) to an electron acceptor or a reduction catalyst is much faster than the electron–hole 

recombination in the nanocrystal, increases in the NC lifetime by use of heterostructures will not 

significantly improve the ET efficiency.47,111 However, heterostructures still excel in their 

photochemical activity compared to single-component nanostructures because of the slower rate 

of recombination that occurs after ET, i.e., the recombination between the electron in the 

acceptor with the hole in the nanocrystal.47,111 In DIRs, this recombination becomes inefficient 

when holes localize to the seed, spatially separating from the electron in the 

acceptor.47,107,111,112,118,144,180,185 Therefore, in systems where recombination after ET needs to be 

mitigated, the primary consideration is to have the hole efficiently localize a large distance from 

the acceptor. However, in systems with relatively slow ET, such as complexes of NCs with 

enzymes for photochemical H2 production and N2 fixation,24,44-46,65 ET directly competes with 

electron–hole recombination, and nanostructures should be designed to have the longest excited 

state possible in order to achieve efficient ET. As we show here, the separation of charges after 

rod excitation caused by hole trapping to the rod surface and electron localization to the bulb 

provides remarkably long-lived excited states. In this regard, the modest lifetime enhancement 

granted by the type-II band alignment is overshadowed by the long-lived charge-separated state 

that occurs intrinsically in the non-uniform nanostructures studied here (Figure 4.15i). However, 

while the electrons localized in the bulb are longer-lived than the rod electrons, they are also 
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lower in energy and sample less of the NC surface and therefore have lower proximity to 

electron acceptors. It remains to be seen how this tradeoff between lower driving force for ET, 

reduced acceptor proximity, and slower electron–hole recombination affects the overall ET 

efficiency and photochemical quantum yields.  

 

4.5 Conclusions 

We have examined the excited-state dynamics of ZnSe/CdS and CdSe/CdS heterostructure DIRs 

compared to their single-material counterpart, CdS NRs. The fact that the dynamics of electrons 

in the CdS rod and bulb regions do not strongly depend on the seed material in these samples 

points to the critical role of hole trapping and morphology as the drivers of charge carrier 

dynamics. The timescale of recombination of an interface exciton in DIRs is notably similar to 

electron–hole recombination on the CdS rod. While both of these excited states are longer lived 

than excited states in bare quantum dots or type-I core/shell heterostructures, the type-II or quasi 

type-II band alignment between the dot and the rod does not significantly extend the excited-

state lifetime compared to the single component CdS NRs. Instead, the electron–hole 

dissociation caused by fast trapping of the hole to the CdS rod surface and electron localization 

to the bulb generates the longest-lived charge-separated state in these structures. We propose that 

the features critical to achieving such long-lived excited states are the surface chemistry and non-

uniform morphology, which together can cause hole trapping in the rod to out-compete hole 

localization to the seed and drive the electron to dissociate and localize to the bulb. Therefore, 

the excited-state behavior of a particular DIR sample is governed by structural features of the 

particles including, but not limited to band alignment. These features offer multiple layers of 
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control for tailoring the excited-state dynamics of nanostructures and their use in photochemical 

systems. 
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Chapter 5  

Trapped-hole diffusion in photoexcited CdSe nanorods‡ 

 

5.1 Abstract 

Surface charge-carrier traps are ubiquitous in colloidal semiconductor nanocrystals and 

fundamentally impact excited-state relaxation, making it critical to understand both their nature 

and their dynamics. Here, using photoluminescence upconversion and transient absorption 

spectroscopy, we study hole trapping and the dissociation between electrons and trapped holes in 

non-uniform CdSe nanorods and monitor their subsequent recombination dynamics. The 

recombination following spatial separation of an electron and a trapped hole is described well 

with a diffusion–annihilation model wherein the trapped hole undergoes a random walk on the 

nanocrystal surface until it encounters the electron. This model fits the non-exponential excited-

state decay over more than seven orders of magnitude in time with a single adjustable parameter.  

The observation of trapped-hole diffusion in CdSe nanostructures extends our fundamental 

understanding of excited-state dynamics in this important class of materials by revealing the 

spatial dynamics of trapped holes. The surface motion of trapped holes may have important 

implications for optoelectronic applications that rely on charge transport and charge transfer. 
                                                
‡Adapted with permission from Utterback, J. K., Hamby, H., Pearce, O. M., Eaves, J. D., and 
Dukovic, G. J. Phys. Chem. C, 2018, 122, 16974-16982. (Copyright © 2018, American 
Chemical Society) 
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5.2 Introduction 

The surfaces of colloidal semiconductor nanocrystals (NCs) are complex environments where 

atoms can be under-coordinated and the NC core interfaces with surface-passivating ligands and 

the solvent. NC excited-state relaxation is extremely sensitive to their surface coordination and 

the surroundings.41 Surface traps, typically associated with under-coordinated surface atoms or 

redox-active ligands, are ubiquitous in semiconductor NCs.26,52,62,67-75,186 In CdS and CdSe NCs, 

hole traps are associated with undercoordinated chalcogen species (S or Se) and are particularly 

pervasive.52,68,69,74,76 Hole trapping is often a dominant relaxation pathway that occurs on the 

timescale of picoseconds in both CdS and CdSe NCs,23,37,52-60 leading to localized holes at 

surface chalcogen species.74,76,78,79 Trapped holes play important roles in the photophysics and 

photochemistry of these materials, affecting, for example, photoluminescence (PL) dynamics and 

hole transfer to electron donors on the NC surfaces.68,76,79-83,85,98  Even when a shell of CdS 

decreases the extent of hole trapping in a CdSe NC, oxidation of a surface-adsorbed species can 

be mediated by hole traps on the surface of the CdS shell.83,85,98 Thus, it is important to better 

understand the nature and behavior of trapped holes in this class of nanocrystals. In particular, 

because trapped holes are associated with localized sites on the surface, rather than delocalized 

in the nanostructure, it is desirable to experimentally probe the spatial aspects of their dynamics.  

Recently, we presented evidence that trapped holes undergo a diffusive random walk on 

the surfaces of CdS nanorods (NRs) at room temperature, and hypothesized that these holes hop 

with a step size on the order of inter-atomic distances.64 This conclusion arose from modeling of 

dynamics of recombination between spatially separated electrons and trapped holes, measured by 

transient absorption (TA) spectroscopy, as a one-dimensional diffusion-annihilation process. 

Subsequent theoretical work on CdS has found direct evidence in support of this model, where 



108 

holes form small polarons located in the orbitals of surface-exposed S atoms that then undergo 

diffusion by thermally-activated hopping.186 The nature of hole trap states in CdSe NCs is similar 

to those in CdS NCs in that they are localized on under-coordinated chalcogenide atoms,52,68,74,76 

have similar energetics,69,79 and the surfaces in both materials have similar geometries, lattice 

structure and atomic spacing. This, together with previous observations that hole trapping occurs 

with similarly fast rates and high efficiencies in both materials,64 prompted us to examine 

whether the trapped-hole diffusion occurs in CdSe NCs as well.  

 In this chapter, we show evidence that trapped holes in CdSe NRs are indeed mobile. 

Using femtosecond PL upconversion and ultrafast TA spectroscopy, we study the excited-state 

dynamics of CdSe NRs on the timescales of ~100 fs to ~100 µs. In CdSe NRs that are non-

uniform in diameter, we find that holes trap on a ~1 ps timescale and electrons dissociate from 

them in under 20 ps as they localize to wide-diameter regions of the nanostructures with lower 

quantum confinement. The resulting spatially-separated state, monitored by TA spectroscopy, 

decays as an inverse square-root in time over five orders of magnitude in time. In the absence of 

charge separation, on the other hand, electrons and trapped holes recombine with an exponential 

tail. We model the recombination of the charge-separated state as a one-dimensional diffusion–

annihilation process wherein the trapped hole diffuses along the length of the NR until it 

encounters the electron. This model fits the TA signal decay over more than seven orders-of-

magnitude in time and four orders-of-magnitude in amplitude, with a single adjustable parameter 

related to the diffusion coefficient. The experimental data and model point to a slow diffusion 

process, with a diffusion coefficient within range of what is seen for trapped carrier motion in 

other semiconductors.64,142,143 The details of the diffusion model suggest that the motion occurs 

with small steps, on the order of interatomic distances, consistent with recent theoretical 
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predictions in CdS.186 The motion of trapped holes described here is a potential pathway for 

transporting trapped charges in light-driven applications. 

 

5.3 Methods  

5.3.1 Nanocrystal preparation and characterization 

This synthesis was adapted from a previously reported procedure and is described in Chapter 

2.126 The native nanocrystal surface ligands were exchanged for 3-mercaptopropionic acid (MPA) 

ligands according to previously published work on CdS NRs.44 MPA-capped particles were 

dispersed in 12.5 mM Tris Buffer at pH 7. Transmission electron micrograph (TEM) samples 

were prepared by drop-casting CdSe NRs with native ligands onto TEM grids (300 mesh copper 

grids with carbon film, Electron Microscopy Science). TEM images were taken on a FEI Tecnai 

Spirit BioTwin operating at 120 kV and equipped with a side-mount AMT (2k × 2k) CCD. The 

dimensions of the CdSe NRs were determined by measuring about 200 particles in TEM using 

ImageJ software.129  

5.3.2 Spectroscopy 

The sample used for UV-visible absorption and PL spectroscopy contained CdSe NRs capped 

with MPA ligands, dispersed in buffer solution at an optical density of 0.1 at the absorption band 

edge, and were sealed under Ar in a 1 cm x 1 cm quartz cuvette. The photoluminescence 

spectrum was collected by exciting the sample at 600 nm and the emission was recorded at 90° 

relative to the excitation. The emission spectrum was corrected for wavelength dependence of 

the instrument response. 

The TA experimental setup was previously described in detail and in Chapter 2.116 TA 

experiments were performed on a sample of CdSe NRs with MPA ligands in 12.5 mM Tris-HCl 
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buffer (pH 7) at an optical density of ~1 at the absorption band edge. The samples were sealed 

under Ar in 2 mm quartz cuvettes equipped with Kontes valves at room temperature. A magnetic 

stirrer continuously stirred samples during data collection. The pump was focused into the 

sample with a beam waist of ~250 µm with a pulse energy of 7 nJ/pulse for 600 nm excitation 

and 150 nJ/pulse for the 745 nm excitation. The pump power was chosen so as to be in a regime 

where the CdSe NR decay kinetics were independent of pump power and did not have signals 

from excitation of multiple electron-hole pairs.114  

PL upconversion spectroscopy was performed using a Halcyone MC multichannel 

fluorescence upconversion spectrometer as described in Chapter 2. PL upconversion experiments 

were performed on a sample of CdSe NRs with MPA ligands in 12.5 mM Tris-HCl buffer (pH 7) 

at an optical density of ~1.2 at the absorption band edge. The sample was excited at 600 nm and 

the emission was passed through a 660 nm long-pass filter. The samples were sealed under Ar in 

2 mm quartz cuvettes equipped with Kontes valves. A magnetic stirrer continuously stirred 

samples during data collection. The pump beam was focused onto the sample with a beam waist 

of ~23 µm and the pump power of 1 nJ/pulse. While the system is capable of spectrally resolving 

the decay by rotating the upconversion crystal during data acquisition, the crystal was held fixed 

to maximize the signal. Still, the PL upconversion spectrum is in good agreement with the 

steady-state emission spectrum, indicating that both rod and bulb emission peaks were collected. 
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5.4 Results and Discussion 

5.4.1 Electronic structure and spectra of non-uniform CdSe nanorods 

The synthesis of rod-shaped nanocrystals often results in particles that are non-uniform in 

diameter.64,130,133,160,173,177 The impact of such non-uniform diameters on electronic structure and 

excited-state dynamics has been described in detail for CdS nanorods and dot-in-rod 

heterostructures.64,130,133,160,173,177 These non-uniform nanostructures are described as having two 

morphological features along their lengths: narrow-diameter cylindrical rods and wide-diameter 

spherical bulbs.64,160,177 The larger diameter of the bulb causes a decrease in quantum 

confinement, resulting in lower transition energy compared to the rod. Wu et al. performed a 

systematic study on CdS NRs with varying degrees of non-uniformity and showed that the rod 

and bulb constitute distinct electronic states that can both be observed in steady-state absorption, 

PL and TA spectra.130 Moreover, they established that the bulb electronic state could not be 

attributed to sub-band gap transitions, such as an Urbach tail. In prior work, we used non-

uniform CdS nanorods to probe the spatial dynamics of trapped holes.64 To examine trapped-hole 

dynamics in CdSe nanostructures, we synthesized CdSe nanorods of non-uniform width using a 

procedure described in Chapter 2. Transmission electron microscopy (TEM) images of the 

resulting sample show a mixture of structures that are effectively uniform and non-uniform 

(Figure 5.1a). The rods of uniform and non-uniform NRs have average diameters of 8.1 ± 0.8 nm 

while the bulbs of the non-uniform NRs have average diameters of 9.6 ± 1.2 nm. The average 

lengths of the NRs in the sample are 39 ± 4 nm. Due to the difference in quantum confinement in 

the radial direction, the non-uniform structures effectively have a type-I band alignment where 

the carrier energies are lower in the bulb (Figure 5.1b). Similar to non-uniform CdS 

nanorods,64,130 neither the lowest-energy absorption transition nor the band-gap PL spectrum 
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(Figure 5.1c) can be fit with a single Gaussian peak and instead both exhibit an additional lower-

energy peak underlying the primary peak (Figure 5.2). These spectral features, as well as the 

dynamics of electrons in this state discussed below, are analogous to the case of non-uniform 

CdS NRs, and thus we adopt the assignment of the high- and low-energy peaks in CdSe NRs to 

transitions in the rod and bulb, respectively.  

 

 
Figure 5.1. Non-uniform CdSe nanorod morphology and optical properties. (a) Representative 
TEM image of CdSe NRs featuring structures with non-uniform diameters. (b) Schematic 
depiction of a non-uniform CdSe NR, showing the rod and bulb components and energy-level 
diagram as a function of position along the NR. The larger diameter of the bulb compared to the 
rod results in a lower transition energy for the bulb. Energy offsets for the electron (top) and hole 
(bottom) are drawn to scale for their different effective masses. (c) Absorption and PL spectra of 
the CdSe NR sample. The PL spectrum was collected under 600 nm excitation. (d) TA spectra of 
CdSe NRs recorded 1 ns after excitation by 600 nm and 745 nm light. The 745 nm excitation 
isolates the TA spectrum of the bulb, while the sample excited with the 600 nm pump has both 
the rod and the bulb features. Spectra are normalized to have the same amplitude at 705 nm.  
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Figure 5.2. Contributions of the rod and bulb transitions to the band-gap absorption and 
photoluminescence of non-uniform CdSe nanorods. (a) Absorption spectrum and (b) emission 
spectrum from Figure 5.1 on semi-log axes, fit to the sum of two Gaussian peaks for the lowest-
energy rod and bulb transitions. In the absorption spectrum, the rod and bulb peaks are centered 
at 652 nm and 675 nm, respectively, with a full-width half maximum (FWHM) of 39 nm and 71 
nm respectively. In the PL spectra, the rod and bulb peaks are centered at 667 nm and 691 nm, 
respectively, with a FWHM of 32 nm and 52 nm, respectively. 

 

While the bulb spectral signal can be seen in the absorption and PL spectra of the samples 

containing non-uniform NRs (Figure 5.2), its presence is most definitively identified in the TA 

spectra of non-uniform NRs.64,130 The amplitude of the transient bleach signals of Cd-

chalcogenide NCs is proportional to the population of electrons in the conduction band.114 In this 

study, we focus on the bleach of the lowest-energy transition of the CdSe NRs, which reports on 

electron dynamics at the band edge.40,97,187-190  Optical excitation of CdSe NRs above the band 

gap at 600 nm primarily excites the rod rather than the bulb because the rod comprises a larger 

volume fraction of the nanostructure.25,133,191 The energy offset between the rod and bulb 

provides a driving force for photoexcited carriers to localize to the bulb. Thus, while the rod 

transition dominates the absorption spectrum, photoexcited electrons undergo population transfer 

from the rod to the bulb in non-uniform nanostructures, giving rise to a shoulder from the bulb 
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signal centered at 694 nm in the TA spectra 1 ns after excitation (Figure 5.1d).64,130 Alternatively, 

the bulb can be selectively excited using 745 nm light,64 which is too low in energy to excite the 

rod, yielding the pure bulb spectrum (Figure 5.1d). The evolution of the TA spectra over time is 

shown in Figure 5.3. While the TA spectra collected after 600 nm excitation exhibit a red-shift 

due to energetically downhill population transfer from the rod to the bulb over time, the TA 

spectra resulting from direct population of the bulb with 745 nm excitation do not shift, 

indicating that electrons do not have sufficient thermal energy to undergo uphill transfer from the 

bulb to the rod. 

 

 
Figure 5.3. TA spectra of CdSe nanorods over 0.1 ps to 40 µs after excitation at 600 nm (a,b) and 
745 nm (c,d). Insets show which morphological feature is being excited at each wavelength. The 
TA spectra after 600 nm excitation undergo an apparent redshift over time, which originates 
from the relative amplitude changes of the overlapping rod and bulb bleach peaks. In the first 
few hundred picoseconds, the rod bleach decays while the bulb bleach has a corresponding rise 
(a). For times around 10 ps and longer (b) both bleach peaks decay but the bulb signal decays 
more slowly than the rod. In contrast, the spectral shape of CdSe nanorods excited by 745 nm 
light (c,d) does not change over time because only a single electronic state, the bulb, is populated 
at all times. 
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5.4.2 Excited-state dynamics in non-uniform CdSe nanorods 

The relative timescales of hole trapping and rod-to-bulb electron localization in non-uniform 

CdSe NRs allow for charge separation to occur after excitation. Hole trapping in CdSe NCs is 

known to occur on a picosecond timescale.52-56,58,59 Because hole trapping dynamics for CdSe 

nanorods have not been reported in the literature, we directly measured the rate of hole trapping 

in our CdSe NRs using femtosecond PL upconversion. While the TA bleach signal of Cd-

chalcogenide NCs is proportional only to the electron population, band-edge PL can decay 

because of relaxation of either the electron or hole and therefore it reports on the dynamics of the 

shorter-lived carrier.52,56,57 CdSe NRs were excited at 600 nm and the intensity of the 

upconverted emission, collected over the rod and bulb transitions, was monitored over time 

(Figure 5.4a). The PL decay is dominated by a 1.0 ± 0.2 ps component. Similar behavior has 

previously been observed in PL upconversion studies of CdSe quantum dots and the ~1 ps 

component was assigned to hole trapping.52-55 Our data are consistent with that assignment. 
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Figure 5.4. Excited-state dynamics in non-uniform CdSe nanorods. (a) PL upconversion signal of 
CdSe NRs excited with 600 nm light and detected across the band-gap emission spectrum. The 
PL decay is fit with a double exponential function with time constants of 1.0 ± 0.2 ps (86 ± 3 %) 
and 37 ± 6 ps (14 ± 3 %). (b) TA time traces of CdS NRs after 600 nm excitation, monitored at 
the rod (631 nm) and bulb (707–725 nm) bleach transitions. Traces are normalized to have 
maximum amplitudes of 1. The time axis is linear for the first 0.3 ps and logarithmic thereafter. 
(c) TA time traces from (b) plotted on a log-log scale, demonstrating the presence of the !–!/! 
power-law decay of the bulb signal. (d) TA time traces of CdSe NRs when the bulb is selectively 
excited at 745 nm. The power-law decay is not present when the bulbs are excited directly. The 
inset shows the same data on a log-linear scale to show the exponential tail. Data have been 
smoothed for presentation. 

 

We obtain information about relaxation processes occurring after hole trapping from TA 

spectroscopy. As in the case of CdS nanorods, the dynamics of electrons in the rod and bulb 

states can be isolated from each other through judicious choice of wavelengths monitored in the 

TA spectra.64  We isolate the pure bulb bleach signal by monitoring the low-energy side of the 

spectrum (707–725 nm) and we extract the pure rod bleach signal at a wavelength where the bulb 

TA spectrum crosses zero (631 nm). In Figure 5.4b the time-dependent populations of electrons 
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in the rod and bulb after 600 nm excitation are shown out to 400 µs. All of the bleach time traces 

in Figure 5.4 are normalized to positive values. The rod and bulb states exhibit different excited-

state dynamics. The rod signal undergoes an initial partial decay while the bulb signal has a 

corresponding rise. This behavior reflects electron population transfer from the rod to the bulb, 

much like rod-to-bulb localization in non-uniform CdS NRs and CdS NR-based dot-in-rod 

heterostructures, as well as branch-to-core localization CdSe tetrapods.64,89,130,133,160,177,191 The 

remaining rod signal is composed primarily of uniform NRs. The rise of the bulb signal has an 

average lifetime of 3 ± 1 ps and does not appear to be complete until ~20 ps. The combination of 

the TA and PL upconversion results suggests that photoexcited holes can trap before they reach 

the bulb and that charge separation occurs when the electron localizes to the bulb. Further 

evidence for this charge separation comes from the excitation-wavelength dependent decay 

dynamics, as discussed below.   

After electron localization is complete (>20 ps), the decays of the electron populations 

are dominated by recombination with trapped holes for both the rod and bulb states (Figure 

5.4b,c). The electron populations in these two states decay with drastically different functional 

forms (Figure 5.4c). The rod signal decays faster than the bulb signal and exhibits an exponential 

tail (Figure 5.4c). In contrast, the bulb decay after charge separation follows a power law with an 

exponent of –1/2 for over five orders of magnitude in time (Figure 5.4c). The power law is not 

present when the bulb is selectively excited at 745 nm (Figure 5.4d) and the electron and trapped 

hole are co-localized in the bulb. Instead, the decay has an exponential tail, seen as a linear decay 

on a log-linear plot (Figure 5.4d inset), similar to the decay of uniform NRs in Figure 5.4c. 

Because the bulb signal in non-uniform NRs corresponds to the same electron state for both 

excitation wavelengths, the difference in decay dynamics must result from the difference in 
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where the hole traps (rod vs. bulb). This, together with the timescales of hole trapping and 

electron localization after rod excitation, indicates that charge separation between a bulb-

localized electron and a rod-trapped hole causes the slow power-law decay. Below we describe 

the physical picture of recombination in these scenarios that is consistent with the observed 

excited-state dynamics. 

5.4.3 Mechanisms of electron–hole recombination 

The different functional forms of the electron decays in the uniform and non-uniform NRs 

indicate distinct microscopic mechanisms of recombination when the electron and trapped hole 

are either co-localized or spatially separated. When the electron and trapped hole are both 

located in the same region of the nanostructure, as is the case in uniform NRs (Figure 5.5a) and 

in non-uniform NRs when the bulb is directly excited (Figure 5.5b), the spatially overlapping 

carriers can recombine directly. This results in decays with exponential tails as is commonly 

observed in CdSe NRs189,190,192,193 as well as other Cd-chalcogenide NCs.35,37,58,64,72 In contrast, 

when the electron and trapped hole are spatially separated, recombination occurs more slowly 

with a !!!/! power-law tail, where ! is the time delay (Figure 5.5c). This behavior mirrors what 

has previously been found in non-uniform CdS NRs, where the !!!/! power law was identified 

as a signature of trapped-hole diffusion-limited recombination.64 Thus our data on CdSe NRs 

support the following picture in non-uniform structures: after photoexcitation of the rod of a non-

uniform CdSe NR, electron–hole dissociation within the nanostructure occurs because of fast 

hole trapping and morphology-induced band alignment, leaving the hole trapped on the rod and 

the electron localized in the bulb (Figure 5.5c). After this spatial separation, slow diffusion of the 

trapped hole along the length of the rod occurs until it encounters the stationary electron in the 

bulb and recombines with it.  
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Figure 5.5. Schematic of carrier spatial distribution in photoexcited CdSe nanostructures. In the 
left-hand column the photons depict which regions of the nanostructure are initially excited and 
where the charge carriers are generated. The right-hand column depicts the state achieved ~20 ps 
after excitation but before recombination. (a) Rod excitation of a uniform NR leads to a state in 
which the electron and trapped hole are both located in the same region of the nanostructure (i.e. 
the rod). (b) Bulb excitation of a non-uniform NR leads to a state in which the electron and 
trapped hole are both located in the same region of the nanostructure (i.e. the bulb). (c) Rod 
excitation of a non-uniform NR leads to a charge-separated state in which the electron is 
localized in the bulb while the hole is trapped on the rod.  

 

 The dynamics of recombination of the bulb electron with a hole trapped on the rod—

including the !!!/!  power-law tail—can be modeled as trapped-hole diffusion-limited 

recombination. This diffusion–annihilation model has been described previously and applied to 

CdS NRs (Chapter 3).64 Briefly, the trapped hole starts near the bulb and then undergoes an 

unbiased random walk along the length of the rod, with diffusion coefficient ! , until it 

encounters the electron in the bulb and recombines with it. In that model, the conditional 

probability density of the trapped hole—the probability of finding it at a distance ! from the bulb 

at time ! given that it started at !!—satisfies the one-dimensional diffusion equation: 

 

 

  

!
!" ! !, ! !! = ! !!

!!! ! !, ! !! . 
(5.1) 

The TA spectroscopy experiment measures the survival probability of the electron in a given 

state. The conditional survival probability—the probability that the trapped hole has lived for a 



120 

time !  given that it started at position !!  such that ! !, 0 !! = !(! − !!)—is obtained by 

integrating the probability density over space: ! ! !! = !" ! !, ! !! . We assume that the 

electron does not decay by any pathway other than recombination and thus the survival 

probabilities of the electron and the trapped hole are identical. The survival probability used to fit 

the bulb electron signal was found by solving the diffusion equation on a semi-infinite half line 

[0,∞) with a perfectly absorbing boundary condition at the origin (! 0, ! !! = 0), then finding 

the conditional survival probability, and then averaging over the initial distribution of trapped 

holes, !(!!), which was approximated to be uniform on 0 ≤ ! ≤ ℓ.64  This model leads to the 

following formula for the survival probability of electrons in the bulb:64 

 ! ! = !! !/!" !!!/! − 1 + erf !/! , (5.2) 

where !! is a normalization constant and ! = ℓ!/4!. For ! ≫ ! this expression follows the !!!/! 

tail that is the universal asymptotic behavior of one-dimensional diffusion-limited 

recombination.137 Figure 5.6 shows a fit of Equation (5.2) to the bulb signal in CdSe NRs after 

rod excitation and charge separation. The trapped-hole diffusion-limited recombination model 

fits the data remarkably well for over seven orders of magnitude in time (20 ps to 400 µs) with 

only a single adjustable parameter, ! (2.15 ± 0.01 ns). In contrast, a fit to the same data using a 

sum of exponentials requires four exponentials with eight adjustable parameters to yield a 

comparable reduced chi-squared value, and even then there are clear unphysical oscillations in 

the residual.  
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Figure 5.6. Recombination of a bulb-localized electron and a trapped hole modeled as diffusion–
annihilation. TA time trace monitored at the bulb transition (707–725 nm) after 600 nm 
excitation, reproduced from Figure 5.4c. Raw data was fit to the diffusion–annihilation model of 
Equation (5.2). Data were smoothed for presentation only. 

 

The parameter ! contains key information about trapped-hole diffusion. In terms of the 

bulb electron decay, ! is approximately equal to the half-life and is a measure of the timescale 

when the decay transitions into the power-law tail. For the diffusing hole, it is the time at which 

its mean-squared displacement is ℓ/ 2. In the diffusion–annihilation model of Equation (5.2), ! 

is determined by the width of the initial hole distribution ℓ and the trapped-hole diffusion 

coefficient !. While we do not have independent measures of ℓ and !, we can estimate their 

upper bounds. The finite length of a NR imposes an exponential cutoff to the power-law decay 

on a timescale of ~!!/!, where ! is the length of the random walk between the bulb and the end 

of the rod.64 If ℓ were comparable to !, the survival probability would decay exponentially rather 

than algebraically.64 We do not observe this exponential cutoff on the timescale of the 

measurement (~10–4 s) (Figure 5.6), so we can take this time to be a lower bound for !!/!. 

Using the mean length of these CdSe NRs (39 nm) as an upper bound for !, we estimate the 

upper bound of ! to be ~10–7 cm2 s–1. The estimated upper bound for ! and the measured value 

for ! in turn place an upper bound of ℓ on the order of ångströms. These values are similar to 

those of CdS NRs.64 The value of ! for this sample of CdSe NRs (2 ns) is smaller than that of 
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CdS NRs, which was found to range from about 10 to 100 ns.64 Functionally, this means that the 

bulb decay in CdSe NRs transitions to the power-law tail at an earlier time. Without more 

information, we cannot determine whether ! is smaller for CdSe NRs than for CdS NRs because 

of differences in ℓ, !, or both.  

The diffusion–annihilation model of Equation (5.2) employed an absorbing boundary 

condition such that the recombination occurs whenever the trapped hole reaches the electron in 

the bulb. If, instead, a finite number of holes re-engage in the random walk after encountering 

the bulb at the origin, the boundary is partially absorbing, which is known as the radiation 

boundary condition of the diffusion–annihilation equation, !" !, ! !! /!" !!! =

!" 0, ! !! .137,194 This boundary condition introduces a new adjustable parameter, !, with units 

of inverse length. The left-hand side of this equation is the diffusive flux of the trapped holes out 

of the bulbs while the right-hand side is the current of recombination with the electron. This is a 

steady-state condition that accounts for a finite recombination rate by matching these two 

currents, with ! defining their ratio.137,194 When ! → ∞, one recovers the absorbing boundary. 

The conditional survival probability for the partially absorbing boundary is194 

 ! ! !! = !! erf !!!/4!" + !!!!!!!!!erfc !!!/4!" + !!!! . (5.3) 
 

Equation (5.3) can be reduced to a two-parameter model by substituting !! = !!!/4! (not to be 

confused with ! = ℓ!/4! from Equation (5.2)) and !! = 1/!!!: 

 ! ! !! = !! erf !!/! + ! !!!/!!!!/!!erfc !!/! + !/!! . (5.4) 

Note that while it is tempting to think of !! as the electron–hole recombination time constant, it 

includes the spatial aspect of recombination and there is no direct relationship between this and 

the “well mixed” recombination time constant one would compute or measure from a spatially 
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uniform distribution of electron and hole populations. Incorporating the partially absorbing 

boundary into the model affects the pre-asymptotic decay but not the long-time behavior: 

Equation (5.4) exhibits a !!!/! power-law tail at long times just like Equation (5.2).  

When applying Equation (5.2) to bulb decay after charge separation in Figure 5.6, the 

value of the Pearson correlation coefficient between !! and !! is large at ! = 0.9 and the reduced 

chi-squared value is not significantly improved. This indicates that including a finite !, even if 

ignoring the initial distribution of hole positions, leads to a model that overfits the data. 

Including a distribution in the initial positions of trapped holes in addition to the radiation 

boundary, as in the model of Equation (5.2),64 does not quantitatively change this situation, again 

giving a two-parameter model with a high correlation between fit parameters. Thus the 

experimental data are not sensitive to a finite electron–hole recombination rate at room 

temperature, but are sensitive to the width of the initial distribution function for hole positions, 

!(!!). The one-parameter fit of Equation (5.2) to the experimental data is remarkably good, so 

we interpret this model as describing the essential physics of the recombination dynamics in our 

experiments. Describing the data with more complex models with more parameters is unlikely to 

improve the fit compared to the diffusion–annihilation model in Equation (5.2), making it 

difficult to justify them under our experimental conditions. 

5.4.4 Implications of trapped-hole diffusion 

The observation of recombination dynamics that can be described with the diffusion–annihilation 

model in CdSe nanorods contributes to the mounting evidence of trapped-hole diffusion in II-VI 

nanocrystals. Similar recombination behavior with a !–!/! power law has been observed in 

numerous CdS NRs samples with different surface-capping ligands,64 as well as in CdS NR-

based dot-in-rod heterostructures (CdSe/CdS and ZnSe/CdS dot-in-rods) when fast hole trapping 
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and non-uniform nanorod morphology led to a charge-separated state analogous to Figure 

5.5c.177 We have observed the power-law decay in over twenty different CdS NR samples from 

different synthesis batches with a reproducible, sample-independent power-law exponent of –1/2 

within experimental uncertainty. The recurrence of the power-law exponent of –1/2 favors a 

model in which the fundamental microscopic behavior is robust to sample variation and 

composition, such as one-dimensional diffusion-limited recombination where the power-law 

exponent depends only on the effective dimensionality of the system. This is in contrast to 

models such as distributed trapping/detrapping rates, in which the power-law exponent can 

depend sensitively on sample properties.195,196  

The observation of trapped-hole diffusion in both CdS and CdSe nanostructures can be 

rationalized by considering the similarities in their surface properties. In both types of 

nanocrystals, hole traps are thought to be associated with chalcogenide dangling bonds with 

similar trap depths.13,26,69,74,76,79,186 Hole-trapping occurs on a picosecond timescale in both 

materials as well.23,37,52-60 Given these similarities, it is not surprising that trapped holes exhibit 

similar fundamental dynamic behavior. An implicit feature of the diffusion–annihilation model is 

that the underlying discrete random walk occurs with small steps, on the order of interatomic 

distances, consistent with hole motion between neighboring chalcogen atoms on the surface.64 

Recent theoretical work on CdS surfaces supports this picture, and proposes that hole hopping is 

a thermally-activated process between weakly coupled trap states on S atoms.186 This picture of 

weak coupling is consistent with the upper limits on ! for CdS and CdSe in our experimental 

data (~10–7 cm2 s–1), which are orders of magnitude smaller than band-like carrier transport in 

bulk Cd-chalcogenides, but are in the range of diffusion coefficients for trapped-carrier diffusion 

in other semiconductors.132,142,143 We note that non-uniform particle morphology is not what 
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causes trapped-hole diffusion. Rather, it is the charge separation followed by diffusion-limited 

recombination that reveals the underlying behavior. Theoretical work suggests that the trapped-

hole diffusion is a property of the surface.186 One would not observe it in TA experiments on 

structures like uniform nanorods and quantum dots, in which the electron and the trapped hole 

remain spatially overlapped, because their recombination is not limited by the motion of the 

hole.64 

The diffusion of trapped holes on the surfaces of CdS and CdSe NCs may have important 

implications for optoelectronic applications, such as photon energy conversion. Such 

applications require control over the transport and transfer of photogenerated charges.6,8,22-24 For 

example, in NC arrays photoexcited electrons and holes need to be transported through and 

between NCs,6 while in light-driven chemistry charge carriers often must transfer to catalysts 

located on the NC surface to participate in redox photochemistry.8,112 In both of these 

applications trapped-hole diffusion could provide a charge transport mechanism that gives rise to 

efficient trapped-hole transfer.64,197 The low values of the trapped-hole diffusion coefficient we 

observe suggest that finding ways to increase the rate of hole hopping could be beneficial for 

such applications.  

 

5.5 Conclusions 

Achieving a detailed picture of the nature and behavior of surface-trapped charge carriers in 

nanocrystals remains a major challenge in nanoscience. Our understanding of surface states is 

much less developed than that of core exciton states due to a limited number of ways to probe 

them. Yet, charge-carrier traps are pervasive in nanostructures, and a better understanding of 

them will benefit a wide range of NC-based optoelectronic applications. Through monitoring 
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optical signals of electrons after charge separation, we have probed the spatial dynamics of 

trapped holes CdSe nanostructures and showed that trapped holes are able to diffuse among traps. 

This extends our fundamental understanding of excited-state dynamics in these nanostructures by 

revealing the spatial dynamics of trapped holes. 
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Chapter 6  

Temperature dependence of trapped-hole diffusion  

in CdS and CdSe nanorods 

 

6.1 Abstract 

We have previously demonstrated evidence that trapped holes diffuse on the surfaces of CdS and 

CdSe nanorods. The excite-state decay due to the recombination of spatially separated electrons 

and trapped holes in non-uniform nanorods exhibits a power-law decay with an exponent of –1/2, 

which was modeled as diffusion-annihilation in one dimension. However, power-law dynamics 

have been reported in Cd-chalcogenide nanocrystals and have been interpreted in terms of other 

microscopic models. By carrying out transient absorption spectroscopy over a range of 

temperatures from 160 to 294 K in CdS and CdSe nanorods, we find that the power law is 

independent of temperature. This observation rules out activated processes as the origin of the 

power in these nanostructures, leaving trapped-hole diffusion-limited recombination as the most 

consistent model for our data. 
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6.2 Introduction 

The preceding chapters of Part I have discussed evidence that trapped-holes on the surfaces of 

CdS and CdSe nanorods (NRs) undergo a diffusive random walk at room temperature.64,177 In 

nanorods of non-uniform diameter, intrinsic charge separation occurs because hole trapping is 

fast and electrons transfer to large-diameter regions so that recombination must occur between 

spatially separated electrons and trapped holes. This removes the typical pathway of 

recombination—direct recombination of overlapping carriers—making recombination rely on the 

electron and trapped hole reaching each other in some way. Electrons in this spatially-separated 

state decayed following a power law with an exponent of –1/2, which was modeled as diffusion-

limited recombination in one dimension. In this interpretation, trapped holes undergo a diffusive 

random walk along the length of the NR, likely between undercoordinated chalcogen species on 

the surface, until it reaches the electron.64 Subsequent theoretical work carried out by our 

colleagues corroborated this phenomenon, suggesting trap-to-trap hopping occurs by thermally 

activated hopping on a timescale that is in agreement with our experimental measurements.186 

However, the experimental evidence is indirect, relying on the power-law exponent being –1/2. 

Thus, it is important to consider that the origin of the power law can in principle be a different 

mechanism. 

Power-law dynamics have been observed in many instances of semiconductor 

nanocrystal (NCs) excite-state dynamics. Power-law decays of photoexcited charge carriers can 

occur when there is a distribution in rate constants. For instance, power-law decays have been 

modeled in Cd-chalcogenide NCs as activated processes with exponential probability 

distributions in energy barriers where single particles obey an exponential rate process. 

Examples include electron trapping, where the power law originates from a distribution in 
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activation barrier heights,195 charge-carrier detrapping, where the power law originates from a 

distribution in trap depths,196,198 and blinking statistics, where the power-distribution in “on” and 

“off” times has been modeled in terms of many different mechanisms.88,199,200 Unlike the 

diffusion–annihilation model, whose power-law exponent is uniquely determined by the 

geometry,137 many of these other models involve thermally-activated processes that give 

temperature-dependent power-law exponents. Thus, examining the temperature dependence of 

the power-law decay in CdS and CdSe NRs can distinguish between models. 

This chapter describes temperature-dependent transient absorption (TA) spectroscopy 

experiments performed on CdS and CdSe NRs. The temperature dependence of electron–trapped 

hole recombination following charge separation is investigated over 160–294 K. We find that the 

power-law exponent does not depend on temperature. We discuss how this observation rules out 

activated processes as the origin of the observed power law, leaving diffusion as the most 

consistent model for the data.  

 

6.3 Methods 

6.3.1 Synthesis, preparation and characterization of CdS and CdSe NRs 

Details of CdS and CdSe NR synthesis, preparation and characterization appear in Chapter 2, 

where CdS NRs were prepared using the seeded synthesis procedure. All experiments were 

performed on nanocrystals that were functionalized with 3-mercaptopropanoic acid (3-MPA) and 

suspended in a glass-forming solvent mixture of 4:1 ethanol:methanol (v/v). TEM samples were 

prepared by drop-casting as-synthesized nanocrystals onto TEM grids. The dimensions of the 

non-uniform NRs were determined by measuring over 200 particles in TEM images. 
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6.3.2 Transient absorption spectroscopy 

The complete experimental setup for TA measurements is described in Chapter 2. The 

concentration of CdS and CdSe NRs used for TA experiments was about 100 nM. The sample 

was held in 1 cm cryogenic cuvette from with a screw cap. Samples were prepared under Ar then 

immediately moved to the cryostat, which was promptly purged with nitrogen. The pump pulse 

was passed through a depolarizer and the power was controlled with neutral density filters. The 

pump beam had a beam waist of ~240 µm, pulse duration of ~150 fs, and pulse energy of 20 

nJ/pulse for 400 nm excitation of the CdS NRs and 6 nJ for 600 nm excitation of the CdSe NRs. 

The pump powers in all cases were chosen such that the TA decay trace shapes were independent 

of pump power at both 294 K and 160 K so that the signal originated primarily from nanocrystals 

excited by a single photon.114 Due to instrumental limitations of the cryostat, solutions were not 

stirred. However, at the pump power selected, no significant difference was observed between 

decay traces with and without stirring at room temperature. TA traces presented below were 

smoothed using a Savitzky-Golay filter because this method preserves higher order moments of 

the signal.131 Fitting was performed on raw data and the data was smoothed for presentation only. 

 

6.4 Results and discussion 

6.4.1 Morphology and electronic structure of non-uniform Cd-chalcogenide nanorods 

The synthesis of rod-shaped Cd-chalcogenide nanocrystals often results in particles that are non-

uniform in diameter,64,130,133,160,173,177 as can be seen the transmission electron microscope (TEM) 

images of the CdS and CdSe NRs studied here (Figure 6.1). The impact of such non-uniform 

diameters on electronic structure and excited-state dynamics in CdS and CdSe NRs has been 

described in detail (Chapters 3–5).130,133 These non-uniform nanostructures can be modeled as 
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having two morphological features along their lengths: narrow-diameter cylindrical rods and 

wide-diameter spherical bulbs (Figure 6.2a,b). From measurements of the TEM images, we 

estimate that the CdS NRs studied have average rod diameters of 4.8 ± 0.4 nm, bulb diameters of 

5.8 ± 0.8 nm, and lengths of 32 ±3 nm, while for the CdSe NRs the average rod diameters are 8.1 

± 0.8 nm, the bulbs are 9.6 ± 1.2 nm, and the lengths are 39 ± 4 nm. The rod and bulb 

morphological features give rise to distinct electronic states.130 As depicted in Figure 6.2c, such 

structures effectively have a type-I band alignment were the rod has a higher transition energy 

than the bulb due to the differences in radial quantum confinement (Chapters 3–5).64,130 

 

 
Figure 6.1. TEM images of CdS and CdSe nanorods. In these samples of (a) CdS nanorods and 
(b) CdSe nanorods studied here, many nanorods are non-uniform in diameter. 

 

 
Figure 6.2. Morphology and electronic structure of non-uniform nanorods. (a) Selected TEM 
image of non-uniform CdS nanorod. (b) Schematic diagram of a non-uniform nanorod, depicting 
a simplified breakdown of rod and bulb components. (c) Energy-level diagram as a function of 
position along the nanorod, according to (b). The larger diameter of the bulb compared to the rod 
results in a lower transition energy for the bulb. 
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Figure 6.3 shows the TA spectra of CdS and CdSe NRs 1–3 ns after excitation at 

different temperatures in the range of 160–294 K. CdS NRs were excited at 400 nm while the 

CdSe NRs were excited at 600 nm. It has previously been demonstrated that the amplitude of the 

transient bleach signals of Cd-chalcogenide NCs is proportional to the population of electrons in 

the conduction band, independent of the population of holes in the valence band.23,114,190 Optical 

excitation of CdS and CdSe NRs above the band gap primarily excites the rod rather than the 

bulb because it comprises a larger volume fraction of the nanostructure.25,133,191 The energy offset 

between the rod and bulb provides a driving force for photoexcited charge carriers to localize to 

the bulb. Thus, while the rod transition dominates the absorption spectrum, photoexcited 

electrons undergo population transfer from the rod to the bulb over time in non-uniform 

nanostructures, giving rise to a substantial bulb signal in the TA spectra 1–3 ns after excitation 

(Figure 6.3). As the temperature is lowered, both the rod and bulb bleach peaks shift to higher 

energies and narrow, as is commonly observed in bulk and nanocrystalline semiconductors.201,202 

Accounting for the changes in transition energies and spectral shapes over this temperature range 

allows us to selectively monitor the spectral signals of the bulb at different temperatures. 
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Figure 6.3. Temperature dependence of TA spectra of CdS and CdSe nanorods. (a,b) TA spectra, 
averaged over 1–3 ns and normalized and the bleach maximum, for (a) CdS NRs and (b) CdSe 
NRs at different temperatures between 160 K and 294 K. CdS NRs were excited with 400 nm 
pulses and CdSe NRs were excited with 600 nm pulses. 
 

6.4.2 Temperature-dependent relaxation dynamics 

We have previously studied hole trapping, charge separation and subsequent trapped-hole 

diffusion-limited recombination in non-uniform CdS and CdSe NRs in detail (Chapters 3–5). 

Hole trapping occurs on a picosecond timescale in both CdS and CdSe NCs (Chapters 3–5),23,37,52-

60 leading to localized holes at surface chalcogen species (i.e., S or Se) that are energetically 

trapped.74,76,78,79 When the rod state is photoexcited, the hole is more likely to trap in rod. Driven 

by the lower excited-state energy within the bulb, the electron dissociates from the trapped hole 

and localizes in the bulb (Chapters 3–5). This spatial separation between the electron in the bulb 

and the trapped hole on the surface of the rod reduces the wavefunction overlap, temporarily 

delaying recombination. Recombination can only occur if the electron and hole reach each other 

in some way. This is in contrast to what occurs in an effectively uniform NC, where the electron 

and trapped hole remain in the same region of the nanostructure and undergo direct 

recombination. When monitoring the population of electrons in the bulb states after charge 

separation using TA spectroscopy at room temperature, a slow !!!/! power-law decay is seen 

that we previously assigned to trapped-hole diffusion-limited recombination.64 Here we examine 
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on the temperature dependence of the decay of bulb electrons in non-uniform CdS and CdSe 

NRs in the time window after spatial separation. 

 Figure 6.4 shows the decays of the bulb population in CdS and CdSe NRs at different 

temperatures in the range 160–294 K. Bulb decay traces were obtained by spectral averaging 

over the bulb bleach peak, accounting for the spectral shift with changing temperature. At 294 K 

both materials exhibit power-law tails that are consistent with previous reports of bulb decay 

after spatial separation (Chapters 3 and 5).64,203 As the temperature is lowered the bulb electron 

relaxation gets slower. Most importantly, a power-law tail persists at each temperature.  

 

 
Figure 6.4. Temperature dependence of electron–trapped hole recombination in CdS and CdSe 
nanorods. TA time traces of bulb signal of (a) CdS NRs and (b) CdSe NRs. For CdS NRs, time 
traces of the bulb signal at 294, 260, 227, 194 and 160 K were obtained by averaging signal over 
the spectral windows 464–484, 467–476, 470–490, 478–488 and 480–490 nm, respectively. For 
CdSe NRs, time traces of the bulb signal at 294, 227 and 160 K were obtained by averaging 
signal over the spectral windows 665–675, 675–690 and 690–700 nm, respectively. Power-law 
tails were fit with a floating power-law exponent ! (black dashed lines). Data are smoothed for 
presentation. 
 

The power-law tails of each decay were fit to a power law function of the form 

 !!"#! !  ~ !! . (6.1) 
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The fit results appear in Table 6.1 and are plotted in Figure 6.5. In each case the power-law 

exponent, !, is consistent with –1/2, within error. The origin of the power-law tail and its 

temperature independence is discussed below. 

 

Table 6.1. Power-law exponent as a function of temperature 

T (K)  α  
CdS CdSe 

294 – 0.50 ± 0.02 – 0.52 ± 0.04 
260 – 0.49 ± 0.04 — 
227 – 0.52 ± 0.04 – 0.47 ± 0.04 
194 – 0.49 ± 0.04 — 
160 – 0.49 ± 0.09 – 0.51 ± 0.03 

 

 
Figure 6.5. Power-law exponent of bulb decay in non-uniform CdS and CdSe NRs as a function 
of temperature. 
 

6.4.3 Origin of the power law 

Examining the temperature dependence of the bulb decay allows us to distinguish between 

different models for power-law decay, thereby telling us about the physical mechanism of 

electron decay. Here we discuss several possible mechanisms for recombination between the 

spatially separated electron in the bulb and trapped hole in the rod, considering how each one 
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might give rise to power-law dynamics, and looking at the temperature dependence of the power-

law exponent in each case. 

 Firstly, we illustrate how power-law dynamics can arise in an ensemble decay due to a 

distribution of rate constants. We consider cases where an individual decay event of a single 

particle obeys an exponential rate process with rate constant !: 

 ! !, ! = !!!!" . (6.2) 

Generally, a power law can arise in an ensemble of exponentially decaying particles when there 

is a power-law distribution in rate constants. This can happen when the rate constant is 

determined by a thermally activated process and there is an exponential distribution in activation 

energies. In this model, the rate constant is given by an Arrhenius equation,  

 !(!!,!) = !!!!!!/!!! ,  (6.3) 

where !! is the maximum rate constant, !! is the height of energy barrier and !!! is the thermal 

energy at temperature !. We can write the exponential ensemble distribution of activation 

energies as  

 ! !! = !!!!!! , (6.4) 

where ! represents the inverse of the characteristic barrier height. The ensemble behavior is 

found by averaging the single-particle decay over the distribution in barrier heights: 

 ! !, ! = !!!
!

!
! !! ! ! !!,! , !  

(6.5) 

Focusing on the asymptotic behavior of the ensemble gives the long-time behavior: ! !, !  ~ !!, 

where ! = −!!!! is the temperature-dependent power-law exponent. 

One can conceive of several plausible scenarios in which the observed power-law decay 

of the bulb electron population is due to recombination mechanisms other than trapped-hole 

diffusion. First, recombination could occur by the electron transferring from the bulb back to the 



137 

rod via thermal activation, returning to the delocalized state of the rod that can recombine 

directly with the hole. In this case, a power-law decay could originate from an exponential 

distribution of rod–bulb energy offsets. This would follow the formalism above, where ! is the 

rate constant for bulb-to-rod population transfer, !! is the energy difference between the rod and 

bulb due to different quantum confinement energies, and the distribution ! !!  originates from 

different relative rod and bulb radii in different NRs. Before considering the temperature 

dependence for this model, we note that this model can be dismissed based on previous 

experiments: we have previously shown that when the bulb state is selectively excited in CdS 

and CdSe NRs, rod electron signal was not observed (Chapter 3 and 5),64 suggesting that the 

electrons do not transfer from the bulb to the rod on the timescale of recombination. Second, 

electrons could be trapping while the hole remains stationary on the rod. In this case the power-

law decay of the electron population would reflect a distribution in trapping rates that could 

originate from a distribution in trapping activation barriers.195 Here ! would be the rate constant 

for electron trapping in a given bulb, !! is the height of the barrier the electron must overcome to 

trap, and the distribution ! !!  originates from a distribution in barrier heights. Finally, 

recombination could be limited by detrapping of the hole; while the hole is trapped it could be 

stationary, but eventually it returns to the valence-band edge and from there it would rapidly 

transfer to the bulb where it recombines. In this model, the power-law decay of the bulb electrons 

would originate from a power-law distribution of detrapping times, 1/!. This could occur if 

there were an exponential distribution in trap depths, ! !! .199 However, this is inconsistent 

recent work by Kambhampati and coworkers that suggests there is a narrow distribution of trap 

depths.79 It is also inconsistent with the low photoluminescence quantum yields typically 

observed in CdS and CdSe nanocrystals,36,204,205 which imply that recombination of conduction 
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band electrons predominantly occurs with trapped holes rather than valence-band holes as this 

model demands.23 

The temperature dependence study performed here is consistent with the model of 

trapped-hole diffusion and inconsistent with the above thermally-activated relaxation models. In 

all the alternative scenarios described above, the decay of electrons in the bulb occurs through a 

thermally activated pathway. Models for producing an ensemble power-law decay could be 

constructed based on Equations 6.2–6.5, but in each case the power-law exponent is temperature 

dependent: ! = −!!!!. If the power-law tails observed in CdS and CdSe NRs in Figure 6.4 

were due to an activated mechanism then the magnitude of the power-law exponent would have 

changed by nearly a factor of 2 over the temperature range studied; because ! = –0.50 at room 

temperature, 294 K, then decreasing the temperature to 160 K would have brought ! to –0.27 

were the an activated process dominating the decay. The lack of temperature dependence in the 

experimentally measured !  (Figure 6.5) rules out the possibility of a distributed activated 

process as the origin of the power law. Moreover, even though the distributed activated models 

could give rise to a power-law decay, one would expect ! to be highly sensitive to sample 

preparation, which is likely to cause significant changes in the value of ! in the distributions of, 

for example, the relative sizes of the rods and bulbs, electron trapping barriers or the hole trap 

depths. Instead, the power-law exponent of –1/2 has proven to be robust, occurring in over 

twenty CdS nanorod samples to date, ZnSe/CdS and CdSe/CdS dot-in-rod heterostructures, and 

CdSe NRs (Chapters 3–5).64,177 Thus the temperature dependence data and the reproducibility of 

! favor a model in which the fundamental microscopic behavior is robust to sample variation 

and composition, depending only on a universal property of these systems such as one-

dimensional diffusion-limited recombination. However, it is worth noting that the present work 
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does not indicate that the above activated processes do not occur on some timescale, just that 

they do not dominate the mechanism behind the power-law decay of charge separated electrons 

and trapped holes in CdS and CdSe NRs.  

 

6.5 Conclusions  

This chapter provides strong support for the model of trapped-hole diffusion in CdS and CdSe 

nanocrystals. Alternative mechanisms for the power-law recombination dynamics of spatially 

separated electrons and trapped holes that rely on thermally-activated decay pathways can be 

ruled out by the observation of a temperature-independent power-law exponent. The notion that 

surface-trapped holes are mobile in these nanocrystals may provide a novel framework for the 

design of systems that seek to utilize trapped charge carriers for photovoltaic and photochemical 

applications. Further analysis of this data is ongoing in an effort to learn more about the nature of 

trapped-hole diffusion in CdS and CdSe nanocrystal. 
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Part II 
Electron-transfer kinetics in nanocrystal–acceptor complexes 
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Chapter 7  

Competition between electron transfer, trapping, and 

recombination in CdS nanorod–hydrogenase complexes§ 

 

7.1 Abstract 

Electron transfer from photoexcited CdS nanorods to [FeFe] hydrogenase is a critical step in 

photochemical H2 production by CdS-hydrogenase complexes. By accounting for the 

distributions in the numbers of electron traps and enzymes adsorbed, we determine rate constants 

and quantum efficiencies for electron transfer from transient absorption measurements. 

 

7.2 Introduction 

Coupling semiconductor nanocrystals to redox enzymes is an emerging strategy to 

photochemically drive fuel-generating reactions such as H2 production and CO2 

reduction.24,30,31,44,99-103 These hybrid structures integrate the tunable electronic structure, strong 
                                                
§Adapted from Utterback, J. K.; Wilker, M. B.; Brown, K. A.; King, P. W.; Eaves, J. D.; 
Dukovic, G. Phys. Chem. Chem. Phys. 2015, 17, 5538-5542 with permission from The Royal 
Society of Chemistry. (© Copyright 2015 The Royal Society of Chemistry) 
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light absorption, and surface chemistry of nanocrystals with the catalytic selectivity of enzymes. 

Photochemical reactions of nanocrystal-enzyme complexes proceed through a sequence of steps: 

light absorption in the nanocrystals, transfer of photoexcited electrons to the enzyme where they 

participate in catalysis, and hole scavenging by sacrificial electron donors.24,30,101 The kinetics of 

electron transfer (ET) from the nanocrystal to the enzyme play a crucial role in the overall 

photochemical reactivity. The quantum efficiency of ET (QE!") determines the upper limit on 

the quantum yield of fuel generation. QE!", in turn, depends on how the rate of ET compares to 

the rates of competing excited state decay processes in the nanocrystal, such as radiative and 

nonradiative recombination and carrier trapping. We have recently measured electron decay 

kinetics in complexes of CdS nanorods (NRs) with [FeFe]-hydrogenase I from Clostridium 

acetobutylicum (H2ase), which photochemically reduces 2H+ to H2.24 Transient absorption (TA) 

spectra recorded over a time window of 10–13–10–4 s indicate that ET occurs on a similar 

timescale as the excited state decay of NRs.24 Similar results were reported in complexes of 

CdTe quantum dots and H2ase.31 

 Quantifying the interplay between ET and the competing relaxation processes is critical 

for increasing the photochemical efficiency of nanocrystal-enzyme hybrids. Understanding the 

kinetics of nanocrystal-enzyme ET is complicated by the fact the excited states of nanocrystals 

decay nonexponentially over many decades in time, even in the absence of catalysts.36,37,206 

These dynamics reflect the structural heterogeneities present in nanocrystal samples, some of 

which arise from variations in the number of carrier trapping sites on the nanocrystal surface.36,80 

Adsorption of enzymes further increases sample heterogeneity.44 Average electron lifetimes in 

CdS NR and CdS–H2ase ensemble samples can be determined from multiexponential and/or 

stretched exponential fits to TA data.24 However, these lifetimes do not provide the intrinsic rate 
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constants for the excited state decay processes because they do not take into account the 

underlying sample heterogeneity, i.e., the number distribution of electron traps and enzymes per 

NR in the ensemble. Thus, to understand how electron decay processes in CdS NRs compete 

with ET to H2ase, it is necessary to use a kinetic model that accounts for population 

heterogeneities.  

  

 
Figure 7.1. Schematic depiction of photoexcited electron decay pathways in a CdS–H2ase 
complex, including electron-hole recombination (!! ), electron trapping (!!" ) and electron 
transfer (!!"). 
 

 In this chapter, we employ such a model to analyze the decay of the electron population 

observed in the TA signal of CdS NRs and CdS–H2ase complexes in the 1–100 ns time window. 

We determine the intrinsic rate constants, i.e. probabilities per unit time that a particular 

microscopic relaxation event occurs, for three electron decay processes: electron-hole 

recombination in CdS NRs (!!), electron trapping (!!"), and ET to H2ase (!!") (Figure 7.1). In 

this model, the numbers of the electron trap sites and adsorbed H2ase moieties follow 

independent Poisson distributions. We find !! to be 1.5×107 s–1, and !!" to be 7-fold larger 

(1.1×108 s–1), with the average electron trap density ( !!" ) of 0.59 per NR. From a series of 

CdS–H2ase samples with varying CdS:H2ase molar ratios, we find that !!" (2.4×107 s–1) is 

within a factor of two of !!. QEET in the ensemble sample is a function of both the ratios of the 
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intrinsic rate constants and of the average numbers of traps and enzymes. While it depends 

strongly on the ratio !!"/!!, the dependence on !!"/!! is weak because !!"  is small, causing 

trapping to play a minor role in determining QEET for the ensemble. We find a quantitative 

agreement between ensemble QEET and the previously reported quantum yield of H2 generation 

using CdS–H2ase complexes.44 Thus the key to more efficient photochemical H2 generation lies 

in improving the efficiency of ET from CdS NRs to H2ase by manipulating the individual 

contributions of !!" and !!. Finally, the model predicts that the fraction of CdS NRs that have 

no H2ase adsorbed limits the maximum achievable value of QE!" for the ensemble. The kinetic 

model that accounts for heterogeneity of CdS–H2ase complexes provides quantitative insights 

into factors that play a critical role in photochemical H2 generation.  

 

7.3 Methods 

7.3.1 Sample preparation and characterization 

The synthesis of CdS NRs was carried out following previously reported methods that are 

described in Chapter 2.44,116,119 CdS NR surfaces were functionalized, subsequent to NR 

synthesis, with 3-mercaptopropanoic acid (3-MPA) using a previously reported ligand exchange 

procedure.44,107,116 This enabled aqueous solubility and an electrostatic interaction with H2ase. 

The molar absorptivity of the CdS NRs was found by comparison of UV-visible absorption 

spectra with Cd2+ concentrations, found by elemental analysis (ICP-OES), after acid digestion of 

NR samples. The estimated molar absorptivity at 350 nm was 1.1×107 M–1 cm–1 for this sample. 

The expression and purification of H2ase from Escherichia coli has been described elsewhere.127 

CdS–H2ase complexes were prepared under Ar by mixing solutions of CdS NRs and H2ase in 

buffer (50 mM Tris-HCl, 5 mM NaCl, 5% glycerol, pH 7) with no hole scavenger added. 
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7.3.2 Transient absorption spectroscopy 

The complete experimental setup for the TA measurements has been previously described.116 In 

all mixtures used for TA experiments, the concentration of CdS was held constant at about 0.7 

µM, as determined from UV-visible absorption spectra and the molar absorptivity, and the 

concentration of H2ase was varied relative to this in order to give different molar ratios 

H2ase:CdS. Samples were sealed under Ar in 2 mm quartz cuvettes equipped with air-tight 

valves. TA samples were rapidly stirred and pumped with a beam that was ~240 µm in diameter 

with pulse energies of ~10 nJ. The pump power was low enough that TA decay kinetics were 

independent of power to prevent signal from multiple excitons114 and isolate the kinetics of one 

electron transferring to H2ase. TA kinetics were collected with a time resolution of 0.3 ns. 

 

7.4 Results and discussion 

7.4.1 Excited-state relaxation of CdS NRs 

Details of the preparation and characterization of the CdS NRs and H2ase have been described 

previously.24,44 CdS NRs used in this study had an average length of 21.5 ± 5.2 nm and an 

average diameter of 4.4 ± 0.6  nm (Figure 7.2). The CdS NR surface was functionalized with 3-

mercaptopropanoic acid (3-MPA), which enabled aqueous solubility and an electrostatic 

interaction with H2ase. H2ase binds to the CdS NRs via the attraction between the negatively 

charged carboxylate groups of deprotonated 3-MPA and a positively charged region on the 

surface of the enzyme (Figure 7.1).44 This interaction is analogous to the in vivo binding of the 

electron-donating protein ferredoxin with the same positively charged region of the H2ase protein 

surface.30,44  
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    (a) (b) 

  
Figure 7.2. CdS NR characterization. (a) UV-visible absorption spectrum of CdS NRs in buffer. 
(b) TEM image of CdS NRs. 
 

 To monitor the relaxation kinetics of photoexcited CdS NRs with and without adsorbed 

H2ase, we used TA spectroscopy. The laser setup has been described previously,116 and relevant 

experimental details are described in the Methods section. Photoexcitation of CdS NRs at 400 

nm gives rise to a transient bleach feature corresponding to the band gap at 471 nm (Figure 7.3). 

The magnitude of the bleach is proportional to the population of electrons filling the lowest lying 

1σe electron level of CdS NRs and is independent of the valence band hole population.114,207 

Thus, the decay of the bleach signal for CdS NRs without H2ase represents the kinetics of 

electrons depopulating the 1σe level by radiative and nonradiative recombination with the 

photoexcited hole and by electron trapping. We note that H2ase does not have a detectable 

signature in the TA spectrum at the concentrations used here.  
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Figure 7.3. TA spectra of CdS NRs over time. Photoexcitation of CdS NRs at 400 nm gives rise 
to a transient bleach feature peaked at 471 nm in this particular sample, corresponding the band 
gap. Kinetic traces are obtained by monitoring the ∆! amplitude at 471 nm. The induced 
absorption feature at 485 nm is due to carrier cooling and is short lived (<1 ps). 
    

 The TA decay curve for CdS NRs has a complicated functional form. This is commonly 

observed with semiconductor nanocrystals37,130 We observe three time windows of distinct decay 

shapes in the relaxation of the CdS NR bleach feature (Figure 7.4). 98% of the decay can be fit 

with a single exponential plus a stretched exponential fit: 

 ! ! = !!!!!/!! + !!!! !/!! ! . (7.1) 

The fast 1.8 ps single exponential decay component constitutes 12% of the overall decay and has 

been attributed to exciton localization to a part of the nanorod with the largest diameter, or 

weakest quantum confinement.130 Most of the decay (86%) occurs in the intermediate time 

window and can be described with a stretched exponential with a time constant of 24 ns and a 

stretching exponent of 0.47. At short delay times, a fast (~1 ps) exponential decay component 

constitutes 12% of the overall decay and has recently been assigned to exciton localization.130 

Most of the decay occurs in the intermediate time regime and can be fit with a stretched 

exponential. At long delay times (>100 ns), with the amplitude down to 2% of the initial value, 

the kinetics change to a much slower decay and the stretched exponential fails to describe its 

shape. The decay in this region follows a !!!/! power-law decay that can be described by 
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trapped-hole diffusion-limited recombination in non-uniform NRs.64 This decay is the subject of 

Chapter 3 and will not be addressed here. Although the decay of the CdS NR TA signal intensity 

occurs over a broad range of time, most of the change in the signal intensity upon addition of 

H2ase occurs in the window of 1-100 ns.24 Thus, the 1-100 ns time regime is the most relevant 

for understanding ET kinetics in this system and will be the focus for the remainder of this work.  

 

 
Figure 7.4. Nonexponential relaxation dynamics of CdS NRs. TA kinetics of the band gap 
feature in CdS NRs probed at 471 nm over a time window of 0.1 ps–30 µs with a time resolution 
of 150 fs. The signal is shown as –∆A on log-log axes. The inset shows the same data on a split 
time axis that is linear for the first 10 ps and logarithmic thereafter. A fit function that includes a 
fast single exponential plus a stretched exponential is shown in red. The plots reveal the 
existence of three time windows with distinct functional forms. 
 

 To analyze the band edge bleach recovery of CdS NRs in the 1–100 ns time window, we 

use a kinetic model for excited state decay that explicitly includes the number distribution of 

electron trap sites per CdS NR in the ensemble sample. A similar model was developed for the 

study of quenching kinetics of luminescent probes in micellar systems,208,209 and has more 

recently been employed to study the kinetics of carrier trapping in nanocrystals,35,37 as well as 

energy,210,211 hole207 and electron transfer212 in nanocrystal–acceptor complexes. The merit of 

this model is that it reveals the intrinsic rate constants for electron relaxation. The decay of the 
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TA signal can be modeled as the survival probability of the electron in the 1σe electron state, 

!!"# ! , because  !!"# !  is directly proportional to ∆! ! . This model assumes that, in this time 

window, trapping, recombination, and ET are not dominated by diffusion.  

7.4.2 The kinetic model for excited state relaxation in NRs 

For completeness, we present the derivation of the model of the CdS survival probability, 

!!"# ! . Though this derivation closely follows previously published works,84 it is a foundational 

part of our description for electronic relaxation in the presence of both traps and enzyme with 

and without rate constant fluctuations.  

The TA signal is proportional to the number of electrons in the 1σe excited state at time !, 

which is the survival probability of the electron in excited state, !!"# ! , multiplied by the total 

number of electrons excited at time zero.  Thus the survival probability fully characterizes the 

time-dependent relaxation embodied in the TA signal, ∆!(!). The total survival probability, 

!!"# ! , is related to the conditional survival probability for a NR that has a given number !!" of 

traps, !!"#(!,!!"), by the law of total probability !!"# ! = ! !!" !!"#(!,!!")!
!!"!! . Because 

each NR is independent, one can view !!"#(!,!!") as the total number of electrons in the excited 

state at time ! divided by the total number of electrons that were excited at time zero for the 

subpopulation where !!" is fixed. ! !!"  is the (time-independent) probability that one NR has 

!!" traps and can be computed from equilibrium statistical mechanics. The equation of motion 

for !!"#(!,!!") is the master equation,213 

 !!!"#(!,!!")
!" =− !!+!!"!!" !!"#(!,!!"). (7.2) 

Here !! is the sum of rate constants for radiative and nonradiative recombination of the 

electron with the hole, and !!" is the rate constant for electron trapping. The factor of !!"!!" is 



150 

the total probability, per unit time, that an electron reacts with any of the !!" traps. The rate 

constant !! is the probability per unit time that the electron relaxes by any process other than 

trapping.  This model assumes that the photophysics occurs in the “well-mixed” limit, i.e., that 

the electron samples the spatial extent of the NR on a timescale that is fast compared to the 

trapping time.  This means that the time required for an electron to find a trap is not dominated 

by diffusion in this time window. The solution to Equation (7.2) is 

 !!"#(!,!!") = !!"#(!!,!!")!! !!!!!"!!" (!!!!). (7.3) 

The survival probability decays in the short time window (0.1 ps – 10 ps) in a way that is 

independent of !!" so that the initial condition becomes !!"#(!!,!!") = !!"# !! , the amplitude 

at time !! after the relaxation of CdS between time 0 and !!.  

At low concentrations of traps, one can find ! !!"  using equilibrium statistical mechanics 

for non-interacting particles. We describe the distribution of electron trap sites, ! !!" , as an 

ensemble of NRs coupled to an ideal solution of traps that are noninteracting with one another 

but are at fixed chemical potential, temperature and volume so that the number of traps at 

equilibrium, !!", in a NR follows a Poisson distribution: 

 
! !!" = !!" !!"!! !!"

!!"!
. (7.4) 

where !!"  is the average number of traps at thermal equilibrium. The decay of the ensemble of 

complexes, !!"# ! , computed from probability theory is then equivalent to a thermal ensemble 

average, 

 
!!"# ! = ! !!" !!"# !,!!" ,

!

!!"!!
 (7.5) 
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= !!"# !! !!!!! !(!!")!!!!"!!"!

!

!!"!!
, (7.6) 

 = !!"# !! exp −!!(!− !!)+ !!" !!!!"(!!!!) −1 . (7.7) 

Because !!!! ≪ 1  and !!"!! ≪ 1 , we simplify the fit equation by omitting !!  and writing 

!!"# !!  as the amplitude, !: 

 !!"# ! = !exp −!!!+ !!" !!!!"! −1 . (7.8) 

This model allows for the simultaneous determination of !!, !!", and !!" .  

 

 
Figure 7.5. TA time trace of CdS NRs. TA time traces of CdS NRs in the time window of 1–100 
ns showing the fit of the kinetic model (Equation (7.8)) in blue. 
 

 Figure 7.5 shows the TA decay of CdS NRs in the 1–100 ns time window with a fit to 

Equation (7.8). Equation (7.8) has an inherent correlation of parameters, meaning that different 

combinations of !!"  and !!", for example, can give the same fit. We used the bootstrapping 

Monte Carlo method to determine the average value and corresponding 95% confidence interval 

for each parameter (see Error Analysis section). The resulting fit parameters are given in Table 

3.1. The !!  value of 1.5×107 s–1 describes electron-hole recombination pathways and is 

dominated by recombination of a 1σe electron with a surface-trapped hole because hole trapping 

is very fast (ps) in CdS NRs.23 Electron trapping is 7-fold faster than recombination, with a rate 
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constant of 1.1×108 s–1. The average number of traps is 0.59 in this sample, meaning that 33% of 

the NRs have one electron trap, and 55% have none. Because of the low electron trap density, the 

ensemble measurement of the excited state decay, and the associated average lifetime, is 

dominated by !!. Similar trapping rates and trap densities have been previously determined for 

CdS NRs and CdSe QDs using the same kinetic model.37,84  

 

Table 7.1. Electron decay parameters for CdS NRs and CdS–H2ase complexes 

H2ase:CdS 
molar ratio !! (107 s–1)a !!" a !!" (108 s–1)a !!!!"# b !!" (107 s–1)b 

0.00:1 1.5 ± 0.1 0.59 ± 0.04 1.1 ± 0.2 – – 
0.14:1 1.5 ± 0.1 

1.5 ± 0.1 
1.5 ± 0.1 
1.5 ± 0.1 

0.59 ± 0.04 
0.59 ± 0.04 
0.59 ± 0.04 
0.59 ± 0.04 

1.1 ± 0.2 
1.1 ± 0.2 
1.1 ± 0.2 
1.1 ± 0.2 

0.13 ± 0.02 2.4 ± 0.6 
2.4 ± 0.6 
2.4 ± 0.6 
2.4 ± 0.6 

0.59:1 0.42 ± 0.04 
1.14:1 0.68 ± 0.05 
1.75:1 0.76 ± 0.06 

aValues found by fitting CdS NR kinetic trace (Figure 7.5) with Equation (7.8).  
bResult of global fit of data in Figure 7.6 to Equation (7.28) by holding !!, !!", and !!"  
fixed, defining !!" as a global parameter between data sets containing H2ase and allowing 
!!!!"#  to vary between data sets. 

Uncertainties associated with each fit parameter are 95% confidence intervals. 
 

Below we derive an expression that allows for fluctuations in !!" at the level of second 

cumulant approximation, but find that they do not lead to a statistically better fit. Thus, a single 

value of !!" is sufficient to describe the data. 

7.4.3 Fluctuations in both numbers and intrinsic rate constants for traps and H2ase 

Here we derive an equation for the survival probability in the presence of fluctuations for the 

intrinsic rate constants.  Fluctuations in the intrinsic rate constants can occur when there are 

additional sources of disorder in the system beyond the number fluctuations modeled above.  For 

example, distributions in distances between the enzyme and the NR or conformational 

fluctuations of the enzyme might influence electron transfer rates. In this section we derive the 
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expression for the survival probability for electron trapping when there are fluctuations in the 

trapping rates. Suppose there are !!" traps in a NR and that the rate constant for each trap is a 

random variable chosen from some distribution, !! = !!" + !!, where !!" is the mean of the 

distribution and !! is the fluctuation away from the mean for a given trap, !. The distribution 

function for each !!, ! !! , in the set ! = (!!,… , !!!") is identical and has finite first and 

second moments. 

The master equation for the survival probability !!"#(!,!!", ! ) is 

 !!!"#(!,!!", ! )
!" =− !!+!!"!!"+ !!

!!"

!!!
!!"#(!,!!", ! ), (7.9) 

which is the survival probability for a given !!" and a given realization of the random variable 

! .  Solving the differential equation, and again omitting !! and replacing !!"#(!!,!!", ! ) in 

favor of the amplitude !!"#(!!) gives 

 !!"#(!,!!", ! ) = !!"#(!!) !! !!!!!"!!"! !!!!"
!!! ! (7.10) 

Because the initial condition is independent of !!", it must also be independent of the values for 

the intrinsic rate constants. Thus, for a given !!" we can average over the fluctuations in the 

intrinsic rates first, and then average over the number fluctuations, 

 
!! !!!!"

!!! ! = !!!! !! !! !!!!"
!!! !

!!"

!!!
,

!

!!!"

 (7.11) 

 
!! !!!!"

!!! ! = !!!! !! !!!!!,
!!"

!!!

!

!!!"

 (7.12) 

 
!! !!!!"

!!! ! = !!" ! !!!"
!

!!!"

!!"

, (7.13) 
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 !! !!!!"
!!! ! = !(!)!!". (7.14) 

The simplification above comes from the fact that all !! are independent, identically distributed 

random variables chosen from the same distribution. !(!) above is the moment generating 

function for the distribution of trapping rate fluctuations, ! ! = !!" ! !!!"!
!!!" . Finally, 

averaging over the Poisson distribution in !!" gives the survival probability in the presence of 

both sources of fluctuations, 

 
!!"# ! = !(!!")!!"#(!,!!", !)

!

!!"!!
, (7.15) 

 
= !!"#(!!)  !(!!")!!!!!

!

!!"!!
!!!!"!!"! !! !!!!"

!!! ! , (7.16) 

 
= !!"#(!!) !!!!!!! !!" !!" !!!!"!!(!) !!"

!!"!

!

!!"!!
, (7.17) 

which upon replacing !!"#(!!) with the initial amplitude ! yields the final result: 

 !!"# ! = ! exp −!!! + !!" !!!!"!!(!)− 1 . (7.18) 

To gauge the importance of intrinsic rate fluctuations, we approximate !(!) at the level 

of the second cumulant, 

 ! ! ≈ !
!!
! !! . (7.19) 

Including !!  in the model functions leads to a negligible decrease in the reduced chi-

square value (2% decrease) without appreciably changing the other fit parameters. Therefore, 

!!  is a statistically insignificant parameter and the TA data are insensitive to fluctuations in the 

intrinsic rates. 



155 

7.4.4 Electron-transfer kinetics 

The presence of H2ase introduces ET as an additional pathway by which photoexcited electrons 

in CdS NRs can decay. Figure 7.6 shows the kinetic traces of CdS–H2ase complexes with molar 

ratios of H2ase:CdS in the range of 0.14:1 to 1.75:1. As the H2ase:CdS molar ratio increases, the 

bleach feature of CdS recovers more quickly due to the increasing ET rate.24 Mixing of CdS NRs 

and H2ase to form complexes results in a distribution in the number of H2ase adsorbed on each 

NR. At H2ase:CdS molar ratios close to 1:1, we treat the adsorption events as independent of 

each other because H2ase occupies a small fraction of the available surface area.44 Thus, the 

number of H2ase adsorbed on each CdS NR can be described by a Poisson distribution, 

! !!!!"# . To analyze the TA decays in Figure 7.6, we use a similar treatment as described 

above to account for the Poisson distributions of both the electron traps and adsorbed electron 

acceptors. This allows us to determine !!" and the average number of H2ase moieties adsorbed 

and capable of accepting an electron, !!!!"# .  

We arrive at the fitting equation by starting with a model for the conditional survival 

probabilities for photoexcited electrons in CdS NRs with both traps and adsorbed H2ase moieties, 

!!"#!!!!"#(!,!!",!!!!"#). The master equation for !!"#!!!!"#(!,!!",!!!!"#) is 

!!!"#!!!!"# !,!!",!!!!"#
!"  

=− !!+!!"!!"+!!"!!!!"# !!"#!!!!"#(!,!!",!!!!"#). 
(7.20) 

Just like the model discussed above, the term !!"!!!!"# is the probability per unit time to decay 

to any of the !!!!"# enzymes on the NR. The solution to this equation is  

!!"#!!!!"#(!,!!",!!!!"#)

= !!"#!!!!"#(!!,!!",!!!!"#)!! !!!!!"!!"!!!"!!!!"# (!!!!). 
(7.21) 
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Again, factorizing the initial conditions, !!"#!!!!"# !!,!!",!!!!"# = !!"#!!!!"# !! . 

Assuming that the coverage of both enzymes and traps is low and that they do not interact, i.e., 

each is at a fixed chemical potential, the joint probability factorizes, 

! !!",!!!!"# = ! !!" !(!!!!"#). Using the same model for each species as above, 

 
!(!!") =

!!" !!"!! !!"

!!"!
 (7.22) 

 
!(!!!!"#) =

!!!!"# !!!!"#!! !!!!"#

!!!!"#!
. (7.23) 

Where !!!!"#  and !!"  are the average numbers of enzyme attached to the CdS NR and traps 

in the NR, respectively, at thermal equilibrium.  !!"#!!!!"# !  is therefore  

 
!!"#!!!!"# ! = !(!!!!"#)!(!!")!!"#!!!!"#(!,!!",!!!!"#)

!

!!"!!

!

!!!!"#!!
 (7.24) 

 
= !!"#!!!!"# !! !!!!! !(!!")!!!!"!!"!

!

!!"!!
!(!!!!"#)!!!!"!!!!"#!

!

!!!!"#!!
 (7.25) 

 = !!"#!!!!"# !! !!!! !!!! exp !!" !!!!"(!!!!) −1

× exp !!!!"# !!!!"(!!!!) −1  
(7.26) 

 = !!"#!!!!"# !! exp −!!(!− !!)+ !!" !!!!"(!!!!) −1

+ !!!!"# !!!!"(!!!!) −1  
(7.27) 

We replace ! !!  in favor of the initial amplitude, !:  

!!"#!!!!"# ! = !exp −!!!+ !!" !!!!"! −1 + !!!!"# !!!!"! −1  (7.28) 

To minimize the number of adjustable parameters, the fitting of this equation to the 

kinetic traces of CdS–H2ase complexes was performed by fixing the values of !!, !!"  and !!" 

found from fitting CdS NRs alone to Equation (7.8) (Figure 7.6). This reflects the assumption 
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that ET introduces another decay pathway without changing the intrinsic CdS parameters in 

Table 3.1. This assumption is supported by the fact that allowing variation in !! and !!" upon 

addition of H2ase does not statistically improve the fit. A global fit of Equation (7.28) was 

performed such that recursive analysis converged upon the optimum value of !!" that fits all 

four traces containing H2ase in Figure 7.6 simultaneously while allowing !!!!"#  to vary.  

 

 
Figure 7.6. TA time traces of CdS–H2ase complexes. TA kinetic decays of CdS–H2ase 
complexes (points) at 470 nm for several ratios of H2ase:CdS and fit functions from Equation 
(7.28) (solid lines). The ratios listed are the mixing molar ratios during sample preparation.  
 

 The fits of Equation (7.28) to the data are shown as solid lines in Figure 7.6. Extracted 

global fit parameters for ET are given in the last two columns of Table 3.1. Similar values were 

obtained when fitting our previously published electron decay kinetics in CdS–H2ase complexes 

using Equation (7.8) and Equation (7.28) (Table 7.2). Because of possible variations in the CdS 

NR interaction with H2ase, we examined the possibility that there is a distribution in the value of 

!!" . Using the second cumulant approximation, we included a parameter representing the 

variance in the values of !!". A similar derivation as for fluctuations in the trapping rate, as 

described above, gives 

 

-1.0

-0.5

0.0

N
or

m
al

iz
ed

 ∆
A

100806040200
time delay (ns)

CaI:CdS
 0.00:1
 0.14:1
 0.59:1
 1.14:1
 1.75:1



158 

!!"#!!!!"# ! = 

! exp −!!! + !!" !!!!"!!!" ! − 1 + !!!!"# !!!!"!!!"(!)− 1 , 
(7.29) 

where !!" !  and !!"(!) are the moment generating functions for the distributions in trapping 

and ET rate fluctuations, !(!!")  and !(!!") , respectively. Using the second cumulant 

approximation !!"(!) ≈ ! !!"! !!/! , including fluctuations in the rates for ET does not 

statistically improve the fit (reduced chi-squared decreases by 0.05%), indicating that a model 

with one representative value of !!" is sufficient to describe the TA data reported here. This 

implies that, while variations in !!" may exist, they do not make a measurable contribution to 

the TA decays reported here.  

To assess the reproducibility of fit parameters found in this study, we apply our analysis 

to previously published data on the decay kinetics of CdS–H2ase complexes.24 The CdS NRs 

used for that data set come from the same synthesis batch as the ones used above. The fitting 

parameters obtained by fitting the data in Figure 7.7 to Equation (7.8) and Equation (7.28) are 

summarized in Table 7.2. The values of !!, !!", and !!"  in Table 7.2 are consistent with those 

in Table 3.1 within the 95% confidence integral, indicating that the behavior described here is 

reproducible for CdS NRs made in the same synthesis. The value of !!" obtained from this data 

set also agrees with that of the data set in Figure 7.6, within the confidence interval. 
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Figure 7.7. TA time traces of second CdS–H2ase sample. Band gap TA kinetics of CdS–H2ase 
complexes for various ratios H2ase:CdS. The data (dots) with H2ase are fit (solid lines) with 
Equation (7.28) by a global fit. Ratios listed are the relative concentrations upon mixing during 
sample preparation. 
 

Table 7.2. Summary of fitting parameters for second CdS NR sample 

H2ase:CdS 
molar ratio !! (107 s–1)a !!" a !!" (108 s–1)a !!!!"# b !!" (107 s–1)b 

0.00:1 1.54 ± 0.08 0.57 ± 0.03 1.1 ± 0.2 – – 
0.15:1 1.54 ± 0.08 

1.54 ± 0.08 
1.54 ± 0.08 
1.54 ± 0.08 
1.54 ± 0.08 

0.57 ± 0.03 
0.57 ± 0.03 
0.57 ± 0.03 
0.57 ± 0.03 
0.57 ± 0.03 

1.1 ± 0.2 
1.1 ± 0.2 
1.1 ± 0.2 
1.1 ± 0.2 
1.1 ± 0.2 

0.17 ± 0.02 2.2 ± 0.3 
2.2 ± 0.3 
2.2 ± 0.3 
2.2 ± 0.3 
2.2 ± 0.3 

0.29:1 0.30 ± 0.02 
0.56:1 0.44 ± 0.03 
1.25:1 0.70 ± 0.04 
1.70:1 0.99 ± 0.05 

a Values found by fitting CdS NR kinetic trace (Figure 7.7) according to Equation (7.8).  
b Result of global fit of data in Figure 7.7 to Equation (7.28) by holding !!, !!", and !!"  
fixed, defining !!" as a global variable between data sets containing H2ase and allowing 
!!!!"#  to vary. 

Uncertainties associated with each fit parameter are 95% confidence intervals. 
 

7.4.5 Error analysis for !!, !!" , !!", !!"#  and !!" 

To determine the fit parameters !! , !!" , !!" , !!!!"#  and !!"  and their uncertainties, we 

employed the bootstrapping Monte Carlo method.131 Distributions for model parameters and 

their correlations come from generating 10,000 synthetic datasets by resampling the original data 

with replacement and performing nonlinear least squares fits for each set.  The fit parameters that 
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minimize the chi-square value from this process are distributed around the parameters of best fit 

(Table 3.1). Joint parameter distributions for particular pairs appear in Figure 7.8. 

Bootstrapping data indicate strong correlations between fit parameters as one might expect 

from such a nonlinear, multi-parameter data model. These correlations imply that standard error 

estimates of each parameter taken individually are insufficient to represent the uncertainties for 

all parameters simultaneously. The uncertainties reported for the fit parameters in Table 3.1 

include covariances between parameters and represent the 95% confidence in the 

multidimensional parameter space.131 

 

 

 
Figure 7.8. Joint probability distributions for parameter pairs generated by bootstrapping Monte 
Carlo resampling. Parameter distributions are shown pairwise for (a) !!"  and !!; (b) !!"  and 
!!"; (c) !!" and !!, and; (d) !!!!"#  and !!". The distribution in (d) was produced from the 
1.70:1 data set from Table 7.2. Pearson’s correlation coefficient for each pair of parameters, ρ, 
appears in each panel of the figure. 
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7.4.6 Electron transfer efficiency 

The value of !!" (2.4×107 s–1) for ET from photoexcited CdS to H2ase is within an order of 

magnitude of !! and !!" for CdS NRs, resulting in a direct competition between these processes. 

While !! and !!" are properties of CdS NRs, !!" is determined by the electron pathway, which 

involves electron tunneling for a considerable distance from the NR surface to the distal [FeS] 

cluster of the enzyme.24 The values of !!!!"#  in Table 3.1 increase with increasing H2ase:CdS 

molar ratios and are consistently smaller than the mixing ratios. This observation may point to 

the presence of H2ase adsorbed with orientations that prevent ET and/or to an equilibrium 

adsorption/desorption process that leaves some H2ase free in solution.   

 For each individual CdS–H2ase complex in the ensemble, competition between the 

processes described by !!, !!" and !!" depends on the number of traps and enzymes adsorbed 

(!!" and !!!!"#). For each CdS–H2ase complex,  

 QE!" =
!!"!!!!"#

!!+!!"!!"+!!"!!!!"#
. (7.30) 

For example, in the case of a CdS NR with zero traps and one H2ase adsorbed, QE!" = 62%, 

while for a NR with one trap and one H2ase, QE!" = 16%. Note that dividing the numerator and 

denominator of this expression by !! reveals that QE!" does not depend on the individual values 

of the intrinsic rates. Rather, it depends only on the ratios !!"/!! and !!"/!!. To understand the 

contribution of each electron decay process to photochemical H2 generation in solutions of CdS–

H2ase complexes, it is important to examine the behavior of QE!" for the ensemble sample. This 

is commonly done using average lifetimes for the nonexponential decays: 

QE!" = 1−
!!"#–!!!"#
!!"#

= 1−
!" !!"#–!!!"# !

!
!

!" !!"# !!
!

= 1−
! !!! !!"#–!!!"# !!!

!
!

! !!! !!"# !!!!
!

. (7.31) 
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In implementing this approach, !!"# !  and !!"#–!!!"#(!) are the fits of TA kinetics of CdS NRs 

to Equation (7.8) and CdS–H2ase complexes to Equation (7.28), respectively.84 Changing 

integration variables in the expression for the quantum yield from ! to !!! as in the second part 

of Equation (7.31) shows that the quantum yield of electron transfer depends only on the ratio of 

rate constants, so that there are two degrees of freedom and not three for fixed values of !!"  

and !!!!"# . That is, QE!" !!, !!" , !!" =  QE!"(!!"/!!, !!"/!!) . Figure 7.9 shows 

QE!"(!!"/!!, !!"/!!), evaluated by numerical integration of Equation (7.31) using the value of 

!!"  given in Table 3.1 and !!!!"# = 1. For this system, QE!" of the ensemble depends 

strongly on !!"/!! but weakly on !!"/!!. To further illustrate the behavior of ensemble QE!", 

using the values of !! , !!" , !!"  and !!"  given in Table 3.1, the QE!"  would be 41% for 

!!!!"# = 1. If !!" = 0, the QE!" would only increase to 43%. The small impact that trapping 

has on QE!" reflects the fact that !!"  is already small. Increasing !!!!"#  above 1 would 

increase QE!", but this strategy decreases H2 production, as we have shown previously.44 H2 

generation requires transfer of two electrons to the same H2ase moiety, and if multiple H2ase are 

adsorbed on each NR, they compete for the second electron.24,44 In an ensemble, there is an 

upper limit on the maximum achievable value of QE!" , QE!"!"# . For a given !!!!"# , the 

fraction of NRs that do not have any H2ase attached and thus do not undergo ET determines 

QE!"!"# . From Poisson statistics, the fraction of NRs with one or more H2ase adsorbed is 

1− !! !!!!"# . The saturation value is therefore QE!"!"# = 1− !! !!!!"# . For !!!!"# = 1, 

QE!"!"# = 63%. The ensemble value of 41% at !!!!"# = 1 achieved with the rate constants 

characteristic of our current system is already ~2/3 of QE!"!"#. Because the most important 

quantity in determining QE!" is !!"/!!, increasing !!", decreasing !!, or changing both to 

increase the ratio increases the quantum efficiency for electron transfer. Figure 7.9b shows the 
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predicted values of QE!"  as a function of !!"/!! , for fixed values of !!"  and !!"  when 

!!!!"# = 1. The circles in Figure 7.9a and b mark the QE!" = 41% calculated when the 

values for all parameters take on those that are measured in this study (Table 3.1). The quantum 

efficiency saturates to ≈ 63%  when !!"/!! ≈ 100 . Thus, a relatively modest increase in 

!!"/!! by a factor of 10-100 would be sufficient to approach QE!"!"#. This could be achieved 

through synthetic modifications of nanocrystal surface chemistry and band structure. For 

example, surface-capping ligands can strongly influence ET rates from a nanocrystal to an 

acceptor.8 Thus !!"  could be increased through ligand manipulation. Alternatively, type-II 

nanocrystals with long-lived charge separated states could decrease !!.113,161  

Finally, we compare a previously reported value of quantum yield of H2 generation with 

QE!" of a corresponding ensemble sample of CdS–H2ase. In our prior work, H2 quantum yield 

was 20% for a CdS–H2ase solution with a CdS:H2ase molar ratio of 0.67.44 Interestingly, the 

value of QE!" with the same value of CdS:H2ase, obtained by interpolating between data points 

in Table 3.1, is 21%. This similarity suggests that H2ase converts electrons from photoexcited 

CdS NRs into H2 with close to 100% efficiency and illustrates the remarkable electrocatalytic 

properties of H2ase.214 It also highlights the point that the key to improving H2 production is in 

increasing QE!".   

It is important to note that the method of Equation (7.31), which relies on the average 

lifetimes of nonexponential heterogeneous ensemble decays, is not an exact treatment. The 

results for QE!" found here should be thought of as approximate values that do not account for 

competition between ET and NR relaxation at the single-particle level. Calculating QE!" exactly 

is the subject of Chapter 9. 
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(a)  (b) 
 

! !"
/!

! 

 

QE
!"

 

 
 !!"/!!  !!"/!! 

Figure 7.9. Quantum efficiency of electron transfer, QE!", for !!!!"# = 1. (a) Contour plot of 
QE!" as a function of !!"/!! and !!"/!!. Contour lines of constant QE!", where the labels 
denote the values of the contours, run roughly parallel to the y-axis indicating that the quantum 
yield for electron transfer depends very weakly on !!"/!! when !!"  and !!!!"#  take on the 
values determined by fits to our data model.  The gray dashed line in (a) marks the slice of the 
data plotted in (b). The circle in both graphs indicates the point in parameter space where the 
CdS–H2ase system currently lies. QE!" = 41% when !!, !!" , !!" and !!" take on the values 
presented in Table 3.1 (!!"/!! = 7.3 and !!"/!! = 1.6). (b) QE!"  as a function of !!"/!! 
where !!, !!"  and !!" values given in Table 3.1. This trace corresponds to the gray dashed line 
in (a). The circle shows the point where QE!" = 41% (!!"/!! = 1.6), which is the QE!" we find 
from the fits to the TA data (Table 3.1). 
   

7.4.7 The quotient method 

If the presence of an electron acceptor does not impact the intrinsic relaxation of the donor, as 

was the case for the CdS–H2ase system with 3-MPA ligands studied here, then the quotient of 

the donor–acceptor decay and the donor decay cancels out the donor decay, yielding the isolated 

charge transfer kinetics. For instance, dividing Equation (7.28) by Equation (7.8) gives 

!!"#!!!!"# !
!!"# !

= !!"# ! !!" !!!"# !
= !!" ! = !exp !!!!"# !!!!"! −1 . (7.32) 

This approach can be applied to extract !!!!"#  and !!" in CdS–H2ase (Figure 7.10), giving 

fitted values that are within error of those found when fitting the CdS and CdS–H2ase decay 
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traces to Equation (7.8) and then Equation (7.28), respectively. The quotient method can be 

employed without a physically motivated kinetic model for the donor decay, making it useful for 

diagnostic purposes when establishing the functional form for decay due to electron transfer as 

well as a means to study charge transfer kinetics for an unknown, arbitrary donor decay. 

 
Figure 7.10. Demonstration of the quotient method applied to CdS–H2ase electron trasnfer 
kinetics. TA time traces of second CdS–H2ase sample. Band gap TA kinetics of CdS and CdS–
H2ase complexes are shown, as well as the quotient of the CdS–H2ase decay trace over the CdS 
decay trace. The quotient is fit to Equation (7.32). 
 

7.5 Conclusions  

In summary, we have shown that a kinetic model that includes distributions in electron traps and 

adsorbed enzymes describes the kinetics of ET between CdS NRs and H2ase in the time window 

of 1–100 ns. The model allows us to determine the intrinsic rate constants for electron-hole 

recombination, electron trapping, and ET. QE!"  depends strongly on the ratio of the rate 

constants for ET and electron-hole recombination, but only weakly on electron trapping. The 

maximum QE!" saturates at a value determined by the fraction of NRs with no H2ase moieties 

adsorbed. The current CdS–H2ase system has a QE!" value that is two-thirds of the maximum. 

The relatively simple model used here captures the essential kinetics of ET and provides 

guidance on the relevant design parameters that could be manipulated to optimize photochemical 

redox reactions using nanocrystal-enzyme hybrids. 
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Chapter 8  

The Role of Surface-Capping Ligands in Photoexcited Electron 

Transfer between CdS Nanorods and [FeFe] Hydrogenase 

and the subsequent H2 Generation** 

 

8.1 Abstract 

Complexes of CdS nanorods and [FeFe] hydrogenase from Clostridium acetobutylicum have 

been shown to photochemically produce H2. This study examines the role of the ligands that 

passivate the nanocrystal surfaces in the electron transfer from photoexcited CdS to hydrogenase 

and the H2 generation that follows. We functionalized CdS nanorods with a series of 

mercaptocarboxylate surface-capping ligands of varying lengths and measured their photoexcited 

electron relaxation by transient absorption (TA) spectroscopy before and after hydrogenase 

adsorption. Rate constants for electron transfer from the nanocrystals to the enzyme, extracted by 

                                                
**Adapted with permission from Wilker, M. B.; Utterback, J. K.; Greene, S.; Brown, K. A.; 
Mulder, D. W.; King, P. W.; Dukovic, G. J. Phys. Chem. C 2018, 122(1), 741-750. Copyright © 
2018 American Chemical Society). This publication is based on a previously published thesis 
chapter: Wilker, M. B. Charge Transfer Dynamics in Complexes of Light-Absorbing CdS 
Nanorods and Redox Catalysts. University of Colorado Boulder, Chemistry & Biochemistry 
Graduate Theses & Dissertations, 2015. 
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modeling of TA kinetics, decrease exponentially with ligand length, suggesting that the ligand 

layer acts as a barrier to charge transfer and controls the degree of electronic coupling. Relative 

light-driven H2 production efficiencies follow the relative quantum efficiencies of electron 

transfer, revealing the critical role of surface-capping ligands in determining the photochemical 

activity of these nanocrystal–enzyme complexes. Our results suggest that the H2 production in 

this system could be maximized with a choice of a surface-capping ligand that decreases the 

distance between the nanocrystal surface and the electron injection site of the enzyme. 

 

8.2 Introduction 

Architectures that couple cadmium chalcogenide nanocrystals with redox enzymes have emerged 

as an intriguing strategy to use light to drive multi-electron redox reactions such as proton 

reduction to H2, CO2 reduction to CO, and N2 fixation to NH3.12,24,30,31,44-46,65,99,101,215,216 These 

systems all operate on a similar general principle: light absorption in the nanocrystal is followed 

by electron transfer (ET) to the enzyme, which stores and uses the electrons for the multi-

electron reduction reaction. Holes are scavenged by sacrificial electron donors, most frequently 

ascorbate. Because the electrons in the final photochemical product arrive from the nanocrystals, 

the kinetics of the ET step play a critical role in the overall photochemistry, as we showed in the 

example of CdS nanorods (NRs) and an [FeFe] hydrogenase (H2ase).24,65 In particular, ET 

competes with electron–hole recombination and electron trapping in the nanocrystal. The 

interplay of the rates for these processes determines quantum efficiency of ET (QE!"), which in 

turn defines the upper limit of the overall photochemical efficiency.24,65,217 In the CdS–H2ase 

system, QE!" depends strongly on the ratio of the ET and recombination rate constants such that 

an order of magnitude change in either variable can alter the end result dramatically.65 As this 
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example illustrates, understanding the factors that govern the kinetics of ET and the competing 

processes in the nanocrystal is critical to controlling light-driven redox chemistry of nanocrystal–

enzyme complexes. 

In nanocrystal–enzyme architectures in general, and the CdS–H2ase system in particular, 

the interface between the light absorber and the catalyst is determined by the capping ligands on 

the nanocrystal surface. Evidence suggests that CdS–H2ase complexes form via an electrostatic 

interaction in which CdS NRs, capped with negatively-charged mercaptopropionate ligands, bind 

to a positively charged region on H2ase.24,30,31,44,65 This biomimetic interaction is analogous to 

the binding of ferredoxin, the natural electron donor partner of H2ase,30,44 allowing the electrons 

from the nanocrystals to be injected at the same iron-sulfur cluster in both cases.24,218 The 

surface-capping ligands may play multiple roles in ET and the overall photochemistry. They 

enable the solubility of complexes in aqueous buffer and facilitate the electrostatic nanocrystal–

enzyme binding via the negative carboxylate groups. Surface-capping ligands also affect the 

competing relaxation pathways, especially the electron trapping on the nanocrystal surface.26 

Finally, our working model of the nanocrystal–enzyme interaction suggests that the ligands 

impact the electronic coupling between CdS and the electron injection site of H2ase.  

In this work, we examine how surface-capping ligands on CdS NRs impact ET kinetics 

and photochemical H2-production rates. Specifically, we use a sequence of mercaptocarboxylate 

ligands with varying aliphatic chain lengths while keeping the ligand functional groups that 

govern the interactions between the nanocrystal and the enzyme constant. To determine the ET 

rates in each CdS–H2ase system, we measured the relaxation dynamics of photoexcited electrons 

in CdS NRs with and without H2ase using transient absorption (TA) spectroscopy. We analyzed 

the data using a kinetic model that allowed us to extract the rate constants for electron–hole 
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recombination, electron trapping, ET, and the average number of enzymes adsorbed, all of which 

were ligand-dependent. Each sample of CdS NRs capped with a ligand of different length 

exhibited slightly different photoexcited electron decay kinetics due to the impact of ligands on 

nanocrystal photophysics. Once mixed with H2ase, the number of enzymes adsorbed also varied 

with ligand length. Most notably, the rate constant of ET decreased exponentially with increasing 

ligand length. This strong dependence suggests that the surface-capping ligands form a bridge 

between the nanocrystal donor and the enzyme acceptor, consistent with our model of the 

nanocrystal–enzyme interaction.44 Similar to other nanocrystal–acceptor systems,98,219-227 the 

ligand acts as a bridge with weak electronic coupling that falls off rapidly with distance. We also 

report a significant decrease in the quantity of photogenerated H2 as the length of the nanocrystal 

surface ligand increases. By comparing QE!" with H2 production, we show that, although not the 

only factor that determines H2 production, the competitiveness of ET with the other electron 

relaxation processes plays a governing role in the photocatalytic efficiency of this system. This, 

in turn, suggests that ET efficiency could be controlled with judicious choice of surface-capping 

ligands that enhance both the electronic coupling and enzyme adsorption.  

This work represents a close collaboration between the co-authors of the published article 

on which this chapter is based.14 Dr. Molly Wilker, who was the lead author on that article, 

carried out the experimental work, including the nanocrystal synthesis, ligand exchange, TA 

spectroscopy experiments and H2-production experiments. An early version of this work appears 

in Wilker’s dissertation,228 as she graduated before the project was completed. My role was in 

carrying out the kinetic modeling, analysis of the TA data, error analysis, and QE!" calculations. 
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8.3 Methods  

8.3.1 Nanocrystal preparation and characterization 

The seeded synthesis of CdS NRs was adapted from a published procedure and is described in 

Chapter 2.46,121 The resulting NRs had average diameters of 3.7 ± 0.3 nm and an average length 

of 22.6 ± 1.8 nm as determined by measurements of 300 particles in transmission electron 

microscopy (TEM) images. The molar absorptivity (ε) of the CdS NRs was determined by 

correlating absorption spectra with Cd2+ concentrations determined by elemental analysis (ICP-

OES). The estimated value of ε350 was 1710 M−1 cm−1 per Cd2+. The number of Cd2+ per NR was 

estimated from the average NR dimensions. ε350 was 8.6 x 106 M−1 cm−1. The hydrophobic 

surface-capping ligands on the as-synthesized CdS NRs were replaced with mercaptocarboxylate 

ligands following the previously reported procedure, and the resulting particles were redispersed 

in 12.5 mM Tris buffer, pH 7.44  

The length of each ligand, defined as the distance between the center of the S atom to the 

center of the furthest O atom in the carboxylate, was estimated based on alkyl chain C–C bond 

lengths of 1.523 Å, C–C bond lengths of 1.509 Å for the carboxylate carbon, carboxylate C–O− 

bond lengths of 1.250 Å, C–S bond lengths of 1.815 Å, C–C–C and C–C–S bond angles of 

109.5º, and carboxylate C–C–O− bond angles of 120º. 

8.3.2 H2ase purification, characterization, and coupling to CdS NRs 

The [FeFe] hydrogenase from Clostridium acetobutylicum (CaI) was expressed and purified 

from Escherichia coli as previously described with some modifications (Chapter 2).127 Mixtures 

of CdS NRs and H2ase were prepared in buffer (12.5 mM Tris-HCl, 5mM NaCl, 5% glycerol, pH 

7) under an anaerobic Ar environment.  
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8.3.3 Transient absorption spectroscopy 

The TA experimental setup was previously described in detail.116 The samples were prepared and 

sealed under Ar in airtight 2 mm quartz cuvettes. The CdS NR sample concentration was 800 nM. 

The samples containing both NRs and H2ase were mixed in 1:1 molar ratios in buffer C. The 

samples were pumped at 401 nm. The pump beam diameter was 240 µm and pulse energy was 

10 nJ/pulse. The pump power was chosen such that the TA time traces were independent of 

pump power, indicating that the signal is dominated by NRs with single excitons. The samples 

were stirred during data collection.  

8.3.4 Light-driven H2 production 

Solutions for light-driven H2 production consisted of 40 nM CdS and 40 nM H2ase (1:1 molar 

ratio) with 100 mM ascorbate as a hole scavenger in buffer in 1.5 mL vials sealed with septa. 

The samples were illuminated with a 405 nm diode laser (Laserglow Technologies) at 12 mW 

for 10 min. H2 was detected in the headspace of the vessel by injecting a sample of headspace 

atmosphere into a gas chromatograph (Agilent Technologies 7820A, molecular sieve 5A column, 

Ar carrier gas, TCD detector).  

8.3.5 Photoluminescence (PL) Spectra of CdS NR samples 

PL spectra were obtained at room temperature using a Horiba Jobin Yvon Fluorolog-3 

Spectrofluorometer with a 450W xenon arc lamp and a R928P Photomultiplier tube. Samples in 

1 cm × 1 cm quartz cuvettes were excited at 350 nm and the emission from 365 nm to 685 nm 

was recorded at 90° relative to the excitation. PL spectra were corrected for wavelength 

dependence of the instrument response using a tungsten lamp provided by the manufacturer. CdS 

NR concentration was 0.18 µM in 12.5 mM Tris-HCl Buffer, pH 7. 
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8.4 Results  

To examine the effect of ligand length on ET kinetics and H2 production in CdS–H2ase 

complexes, CdS NRs with an average diameter of 3.7 ± 0.3 nm and an average length of 22.6 ± 

1.8 nm (Figure 8.1) were capped with mercaptocarboxylate surface ligands of the form 

HS−(CH2)n−COO− with n = 2, 3, 5, and 7. These ligands will be referred to by their n-value 

throughout this chapter. After CdS NR synthesis, the native octadecylphosphonic acid (ODPA) 

ligands were exchanged with each of these ligands as detailed in the Methods. The ligand 

exchange to all of the mercaptocarboxylates causes the band edge absorption to shift 2 nm to the 

blue, but does not significantly alter the shape of the absorption spectrum (Figure 8.2 and Figure 

8.3). The blue shift is a signature of the removal of some surface metal ions, which can be 

displaced as complexes with native ligands during the process of ligand exchange to place thiol 

ligands on the surface.28,229-231 The ligand-exchanged particles are soluble in aqueous solutions as 

the carboxylate end groups are deprotonated at pH 7.232  

 

 
Figure 8.1. TEM images of CdS NRs capped with native ligands. 
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Figure 8.2. Normalized steady-state absorption spectrum of CdS NRs with various surface-
capping ligands. 
 
 
(a) (b) 

  
(c) (d) 

  
Figure 8.3. Steady state absorption spectra of CdS–H2ase complexes in buffer solution before 
and after collecting TA data. The absence of spectral changes demonstrates stability of the 
complexes in solution throughout the data collection time period.  
 

The steady-state photoluminescence (PL) spectra of photoexcited CdS NRs consist of 

two distinct emission features—a higher energy peak from band-gap emission and a broad, lower 

energy peak from trap emission.233,234 Each of the PL spectra can be fit with three Gaussians 

(Figure 8.4). Two Gaussians are necessary to fit the band gap PL.130 This is because of the wider 
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“bulb” structural feature of these nanorods as well as the “rod” structure.130 The bulb region has 

a smaller band gap and therefore a red-shifted peak in the absorption and emission spectra. Wu et 

al. previously showed that band-gap emission can unambiguously be assigned to overlapping rod 

and bulb emission peaks, and the lower energy bulb peak cannot be attributed to sub-band gap 

transitions such as an Urbach tail.130 The third, broad Gaussian fits to the trap emission feature. 

From the CdS NR PL spectra, we observe that changing the nanocrystal surface ligands causes 

the relative intensities of the PL peaks to change but their positions and widths are similar from 

sample to sample (Table 8.1).  

 

 
Figure 8.4. Steady state emission from CdS NRs with various ligands after excitation with 350 
nm light (dotted lines). The spectra are fit with a sum of three Gaussian peaks (solid lines). 
 

  
Table 8.1. Fit parameters for the peaks in the PL spectra 

Ligand Feature !a !! (nm) ! (nm) 

n  = 2 
rod 1.00 ± 0.02 464.6 ± 0.1 7.5 ± 0.1 
bulb 3.87 ± 0.09 470.4 ± 0.4 33.0 ± 0.6 
trap 13.9 ± 0.3 669 ± 2 73 ± 1 

n  = 3 
rod 1.23 ± 0.02 461.8 ±0.1 6.8 ± 0.1 
bulb 2.54 ± 0.07 468.8 ± 0.4 25.0 ± 0.4 
trap 11.6 ± 0.2 658 ± 2 72 ± 1 

n  = 5 
rod 1.11 ± 0.03 463.5 ± 0.1 7.1 ± 0.1 
bulb 4.2 ± 0.1 469.5 ± 0.6 33.9 ± 0.7 
trap 24.7 ± 0.2 658.1 ± 0.6 62.0 ± 0.5 

n  = 7 
rod 0.33 ± 0.03 464.4 ± 0.3 7.4 ± 0.4 
bulb 2.4 ± 0.1 466.2 ± 0.9 37 ± 1 
trap 26.6 ± 0.2 655.4 ± 0.3 61.2 ± 0.4 

a Amplitudes are normalized relative to rod amplitude of the n = 2 ligand. 

1.0

0.5

0.0

re
la

tiv
e 

in
te

ns
ity

650600550500450
wavelength (nm)

Ligand
 HS(CH2)2COOH
 HS(CH2)3COOH
 HS(CH2)5COOH
 HS(CH2)7COOH



175 

 
The sample-to-sample variation in the spectral peak intensity of both band-gap and trap 

emission indicates that the ligand exchange process introduces small changes to the excited state 

relaxation. This data suggests that there are differences in the intrinsic excited-state decay 

kinetics of the CdS nanorods with the varying ligands even before coupling with H2ase. 

Photoluminescence (PL) spectra of all samples have similar band-edge and trap emission 

peak positions and widths, but their relative intensities vary from sample to sample. This implies 

variations in the excited-state relaxation of the CdS NRs with the different ligands even before 

coupling with H2ase. We examine those differences using TA spectroscopy. 

8.4.1 Photoexcited electron relaxation of CdS NRs with varying surface-capping ligands 

In order to extract ET kinetics in CdS–H2ase complexes, we first address the photoexcited 

electron relaxation in CdS NRs capped with n = 2, 3, 5, 7 mercaptocarboxylate ligands with no 

enzyme present. The relaxation dynamics of similar CdS NRs have been studied extensively by 

TA spectroscopy.23,24,35,64,65,130 These studies provide the background for understanding the 

effects of the varying surface-capping ligands on CdS NR photophysics, and we describe our 

results in the context of this prior work. It has been shown that samples of CdS NRs contain 

structures that are not uniform along the rod length.130 Instead, they contain a wider region, 

which has been referred to as the “bulb”, along the “rod” structure. TA spectra of photoexcited 

CdS NRs exhibit a transient bleach feature peaked at 457 nm corresponding to the band-edge 

electron population (Figure 8.5).23,114 Ultrafast (~200 fs) 401 nm pulses excite primarily the rod 

population.130 This process is followed by fast (<1 ps) cooling to the band edge.23,114 

Photoexcited holes rapidly (~1 ps) trap to the NR surface.23,56 After electron cooling, there is a 

partial decay of the 457 nm peak and a corresponding growth of a broad bleach feature around 

479 nm due to electron localization from the rod to the lower energy bulb (Figure 8.5).64,130 The 
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spectral features corresponding to the rod and the bulb are also apparent in the PL spectra (Figure 

8.4), as described previously.130 The timescale (~4 ps) and efficiency (~25%) for electron 

localization are similar for all four ligands (Figure 8.6). The fraction of CdS NRs that undergo 

localization are 24%, 25%, 26% and 27% for ligands n = 2, 3, 5, and 7, respectively. After this 

process is complete, the kinetics of the rod and bulb bleach recovery reflect the decay of 

photoexcited electrons by two pathways: recombination with a trapped hole and electron 

trapping.64,130 The rod comprises the vast majority of the particle volume and, given the low 

enzyme coverage in our study (<1 enzyme per NR), is more relevant for H2 generation than the 

minor bulb feature. In Figure 8.7 we show that the bulb feature kinetics are not noticeably 

affected by the presence of H2ase in these samples. For this reason, in the remainder of this 

chapter we focus on the electron decay in the rod on the timescale well after electron localization 

is complete (>100 ps). We take into account the loss of rod population by transfer to the bulb in 

the calculation of QE!" (see Discussion). 

 

(a) (b) 

  
Figure 8.5. Transient absorption spectra of CdS NRs. (a) Transient absorption spectra of CdS 
NRs with the n = 2 ligand at different time delays following 401 nm excitation. The CdS NRs 
exhibit a strong transient bleach feature at the band gap (457 nm) transition, a bleach feature 
characteristic of the bulb transitions (479 nm), and a short-lived positive ∆! feature at 473 nm. 
(b) Transient absorption spectra of CdS NRs with each mercaptocarboxylate ligand at 1 ns after 
401 nm excitation. Spectra are normalized for comparison. 
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Figure 8.6. TA time traces of the rod signal of CdS NRs with various ligands after 401 nm 
excitation. Decay traces are shown from 40 fs to 3 ns on a logarithmic time axis and are 
normalized at 200 fs. Decays of NRs with n = 2, 3, 5, and 7 ligands were monitored at 451 nm, 
448 nm, 447 nm and 450 nm, respectively.  
 

(a) 

 

(b) 

 
(c) 

 

(d) 

 
Figure 8.7. TA decay traces of the bulb bleach feature of CdS NRs with and without H2ase. For 
each ligand, (a) n = 2, (b) n = 3, (c) n = 5 and (d) n = 7, the NRs were excited at 401 nm and the 
decay traces were normalized at 0.1 ns. CdS and H2ase were mixed in 1:1 ratio in 12.5 mM Tris-
HCl buffer at pH 7 without a sacrificial hole scavenger. CdS–H2ase decay traces are monitored at 
the same wavelengths as their corresponding free CdS NR decays (485 nm). Decay traces are 
smoothed for presentation. 
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In Figure 8.8, we examine how the rod electrons decay after the localization process is 

complete in the CdS NR samples with the different mercaptocarboxylate ligands. We monitor 

wavelengths on the blue side of the bleach peak in order to reduce the contribution from the 479 

nm bulb feature.64 This is important because the bulb feature decays more slowly than the rod, 

with power-law dynamics at long times, and the contamination from this signal can complicate 

data analysis.64 The tradeoff for obtaining a more pure rod signal is that the signal-to-noise ratio 

is lower than it is at the bleach maximum. The rod bleach decay kinetics in Figure 8.8 vary as a 

function of ligand, necessitating first an examination of ligand effects on electron relaxation. 

 

 
Figure 8.8. Decays of the rod bleach feature in the TA spectra of CdS NRs with various ligands 
after 401 nm excitation, normalized at 0.3 ns. Decays of NRs with n = 2, 3, 5, and 7 ligands were 
monitored at 451 nm, 448 nm, 447 nm and 450 nm, respectively. Corresponding to fits of 
Equation (8.1) to the data are shown as darker solid lines of the same color. Fit parameters 
appear in Table 8.2. 

 

As is common in semiconductor nanocrystal samples,36,37 the excited electron decays in 

Figure 8.8 are multi-exponential. The complicated dynamics reflect the sample heterogeneity 

including a variation in the number of electron trapping sites at the nanocrystal surfaces in the 

ensemble. We analyze the TA decay traces of CdS NRs with different ligands in Figure 8.8 using 

a previously described kinetic model that accounts for electron decay by recombination with the 
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trapped hole and by trapping on the nanocrystal surface. Assuming a Poisson distribution in the 

trap density leads to an expression with only three kinetic parameters (see Chapter 7):35,65,84,209  

 ! ! = !exp −!!! + !!" !!!!"! − 1 . (8.1) 

In Equation (8.1), ! is a normalization constant, !! is the rate constant of recombination, !!"  is 

the average number of traps in the ensemble, and !!" is the rate constant of electron trapping.  

The TA decays of CdS NRs with each of the different mercaptocarboxylate ligands 

(Figure 8.8) can be fit well using Equation (8.1) convoluted with the instrument response 

function. Convolution was carried out using an approximate truncated sum form of Equation 

(8.1), as described in Section 8.4.3 below. Fit parameters appear in Table 8.2. The timescales of 

electron trapping and recombination are on the order of nanoseconds and tens of nanoseconds, 

respectively, for these samples. The trap densities are very small ( !!"  ~ 1) such that 

recombination dominates the lifetime. Similar results have been reported for CdS nanocrystals 

previously.35,37,65,84 The small number of electron traps suggests effective ligand passivation of 

the surface cadmium atoms. The values of the decay parameters of CdS NRs with different 

mercaptocarboxylate ligands all fall within about a factor of two of each other. The fact that all 4 

samples can be fit with the same model with only small differences in the resulting parameter 

values indicates that the photoexcited electrons in CdS NRs with different length ligands decay 

by the same processes with somewhat different rates. The small differences between the fit 

parameter values may occur due to variations in surface coverage and ligand packing.  

  
Table 8.2. Electron decay parameters of CdS NRs with different ligands 
Ligand !! (s–1) !!"  !!" (s–1) 
n = 2 (2.00 ± 0.08) × 107 0.73 ± 0.08 (1 ± 2) × 108 
n = 3 (1.85 ± 0.03) × 107 0.44 ± 0.03 (3.2 ± 0.6) × 108 
n = 5 (8.3 ± 0.8) × 106 0.59 ± 0.03 (1.2 ± 0.0.3) × 108 
n = 7 (1.02 ± 0.04) × 107 0.59 ± 0.04 (1.7 ± 0.3) × 108 
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8.4.2 Kinetics of ET from CdS NRs to H2ase 

CdS NRs capped with the n = 2, 3, 5 and 7 mercaptocarboxylate ligands and H2ase were mixed 

in a 1:1 molar ratio, which has been previously determined to be nearly the optimal ratio for H2 

production in this system.44 The TA experiment isolates the one-electron transfer step from CdS 

NRs to the H2ase.24 Although all the ligands studied have the same functional groups, the 

differences in aliphatic chain lengths affect ligand hydrophilicity. Increasing ligand length led to 

decreased colloidal stability of CdS NRs when combined with H2ase. For this reason, TA data 

was collected immediately after ligand exchange. Data collection times were limited by the 

tendency of CdS–H2ase complexes to precipitate after a period of hours, and shorter collection 

times were required to avoid changes in the sample during the experiment. The duration of the 

TA experiment for each sample was chosen such that a comparison of absorption spectra before 

and after data collection confirmed that samples were stable during the experiment (Figure 8.3). 

The limits on data collection time also limit the signal-to-noise ratios in the TA data. This is in 

addition to the signal-to-noise ratio reduction caused by choosing probe wavelengths to the blue 

of the bleach peak in order to minimize interference from the bulb signal as described above. 

These limitations on the signal-to-noise ratio in the data are responsible for uncertainties in the 

values of !!", as described later in the text. In Figure 8.9, the TA kinetics are smoothed to 

facilitate comparison of the decays with and without the enzyme. Fitting to the kinetic model 

described below was performed on the raw data.  

The addition of H2ase introduces ET as an additional pathway by which photoexcited 

electrons in CdS NRs can decay. As a consequence, the TA bleach feature of CdS NRs with each 

ligand decays faster in the presence of H2ase (Figure 8.9). For the n = 3, and, to a lesser extent, n 

= 7 ligand, the TA kinetic traces do not change dramatically in the presence of H2ase, but the 
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differences are statistically significant (Section 8.4.3). Mixing CdS NRs with H2ase forms CdS–

H2ase complexes with a distribution in the number of H2ase moieties adsorbed on a given NR, 

!!!!"#.44,65,235 We have previously shown that at low surface coverage, this interaction can be 

described by a Poisson distribution, characterized by !!!!"#  as the average number of H2ase 

moieties per nanocrystal available to accept electrons in the ensemble.65 ET can thus be included 

in the electron decay kinetic model by introducing an additional decay pathway with rate 

constant !!" and averaging over the number distribution:45,65,84 

 ! ! = ! exp −!!! + !!" !!!!"! − 1 + !!!!"# !!!!"! − 1 . (8.2) 

Analysis and fitting of the data in Figure 8.9 to Equation (8.2) is detailed in Section 8.4.3 below. 

Like Equation (8.1), this equation must be convoluted with the instrument response function in 

order to account for early time processes. Convolution was carried out using an approximate 

truncated sum form of Equation (8.2). Fitting of the CdS–H2ase decay traces in Figure 8.9 was 

performed by fixing the values of !!, !!"  and !!" found from fitting free CdS NRs to Equation 

(8.1) (Figure 8.8, Table 8.2), allowing only !!!!"#  and !!"  to vary. This reflects the 

assumption that the presence of adsorbed H2ase does not measurably affect the intrinsic decay 

pathways of the NRs and only introduces the ET pathway.65 To obtain robust estimates of the 

mean fit parameters and their uncertainties we employed the bootstrapping Monte Carlo method, 

as detailed in Section 8.4.3 below.65,131 Fits of Equation (8.2) to the CdS–H2ase decays are 

shown in Figure 8.9 and ET fit parameters and their uncertainties are given in Table 8.3. 
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Figure 8.9. Decay traces of the rod bleach feature in the TA spectra of CdS NRs with and 
without H2ase for ligands with (a) n = 2, (b) n = 3, (c) n = 5 and (d) n = 7, excited at 401 nm and 
normalized at 0.3 ns. Decays of free CdS NRs are reproduced from Figure 8.8 for each 
corresponding ligand. CdS–H2ase decay traces are monitored at the same wavelengths as their 
corresponding free CdS NR decays from Figure 8.8. The darker solid lines of the same color as 
the CdS NRs decays correspond to fits to Equation (8.1), reproduced from Figure 8.8, while red 
lines are fits to Equation (8.2) to CdS–H2ase decays. ET kinetic parameters appear in Table 8.3. 
 

Table 8.3. Electron transfer parameters for CdS–H2ase 
complexes with varying surface-capping ligands 

Ligand !!!!"#  !!" (s–1) 
n = 2 0.8 ± 0.1 (1.6 ± 0.2) × 108 
n = 3 0.10 ± 0.03 (6 ± 2) × 107 
n = 5 0.26 ± 0.06 (3 ± 2) × 107 
n = 7 0.44 ± 0.06 (6 ± 2) × 106 
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As plotted in Figure 8.9, the kinetic data do not appear to have a clear pattern in the rate 

of ET with ligand length as the lifetime shortening upon the addition of H2ase does not seem to 

change monotonically with ligand. However, fitting to the model of Equation (8.2) allows us to 

distinguish !!" and the number of H2ase moieties bound to determine how each quantity varies 

with ligand length. Both !!" and !!!!"#  determine the rate of ET, but they do not have the 

same ligand dependence. The value of !!"  decreases monotonically with increasing ligand 

length, from 1.6 × 108 s–1 for n = 2 to 6 × 106 s–1 for n = 7. The considerable uncertainties of the 

extracted !!" values are primarily due to the signal-to-noise ratio of the TA decay traces. In 

contrast to !!", !!!!"# , ranging from 0.1 to 0.8, varies for the different ligands with no 

particular trend. We have already shown in prior work on the n = 2 ligand that the value of 

!!!!"#  is somewhat smaller than 1 when the nanorods and enzyme are mixed in 1:1 ratio.65 

Here we observe that the longer ligands have even less H2ase adsorbed when mixed at the same 

ratio.   

Figure 8.10 shows the values of !!" as a function of ligand length. We observe strong 

distance dependence, with !!" decaying significantly as the ligand length increases. Following 

the common practice when a bridge length in a donor-bridge-acceptor system is 

varied,98,221,222,224,226,227,236 we fit the resulting data points to an exponential decay, 

 !!" ! = !!" 0 !!!" , (8.3) 

where ! is the ligand length in Å, !!" 0  is the rate constant when ! = 0 (i.e., no ligand between 

the NR and H2ase), and ! is the electronic decay coefficient describing how !!" decreases with 

distance. When the data in Figure 8.10 are fit with Equation (8.3), the resulting value of ! is 0.66 

± 0.15 Å–1 and !!" 0  = (4.8 ± 3.8) × 109 s–1. The latter value represents a maximum ET rate 

constant one can expect to observe in this system in the absence of a ligand. We note, however, 
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that the uncertainty in this value is large because of the uncertainty in the values of !!" (Table 

8.3).  

 
Figure 8.10. Values of !!" from the TA data as a function of ligand length. The solid black line 
corresponds to a fit to Equation (8.3). Inset: Schematic depiction of the ET process being 
measured. 
  

8.4.3 Fitting procedure and error analysis 

Equations (8.1) and (8.2) were convoluted with a Gaussian IRF in order to fit the rise of the TA 

bleach signal and decay that occurs on a timescale similar to the ~100 ps IRF. This was 

especially important for obtaining accurate ET parameters for CdS NRs with n = 2 ligands 

because ET occurs within an order of magnitude of the IRF in that sample. Because Equations 

(8.1) and (8.2) cannot directly be convoluted with a Gaussian function as written, convolution 

was carried out in the following way. Equations (8.1) and (8.2) are the simplified versions of the 

infinite sums that they originate from:84,209 

 
! ! = ! ! !!"

!

!!"!!
!!(!!!!!"!!")!; (8.4) 

 
! ! = ! ! !!!!"# ! !!"

!

!!"!!
!!(!!!!!"!!"!!!!!"#!!")!

!

!!!!"#!!
, 

(8.5) 
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where ! ! = ! !e! ! /!! describes the Poisson distribution in the number of electron traps 

and number of bound H2ase moieties for a given NR. Equations (8.4) and (8.5) are equivalent to 

Equations (8.1) and (8.2), respectively. Now, each exponential term of Equations (8.4) and (8.5) 

can be analytically convoluted with a Gaussian IRF. Due to the linearity of convolution, 

convolution of Equations (8.4) and (8.5) with a Gaussian IRF results in an infinite sum over 

convoluted exponentials. Then, in order to carry out fitting, these sums were truncated such that 

enough terms were included to achieve convergence.  

Because the TA decays of CdS NRs with and without enzyme look relatively similar by 

eye in some of the samples, we performed a chi-squared test to examine whether Equation (8.1) 

(or Equation (8.4)) can fit the CdS–H2ase data without the ET component of Equation (8.2) (or 

Equation (8.5)). When the CdS–H2ase decay trace is fit with Equation (8.4) and is assumed to 

have the same decay as the CdS-only trace (Table 8.2), the reduced chi-squared values are 

unacceptably large, taking on values of 20.77, 1.17, 1.33 and 1.37 for ligands n = 2, 3, 5 and 7, 

respectively. Evaluating the chi-squared distribution to find the probabilities that these values of 

reduced chi-squared are greater than or equal to the measured values shows that we must reject 

the null hypothesis of independence at the 1% level for all ligands.131,237 In other words, for all 

ligands the disagreement between the CdS and CdS–H2ase traces is highly significant with a 99% 

probability of originating from different distributions (due to the additional decay pathway of 

ET), despite the noise levels. When the ET component is added by fitting the CdS–H2ase decay 

traces to Equation (8.5) using the model parameters from Table 8.2 and Table 8.3, the reduced 

chi-squared values are significantly improved, giving 1.03, 1.02, 1.02 and 1.01 for ligands n = 2, 

3, 5 and 7, respectively. These values are sufficiently close to 1, according to evaluation of the 

chi-squared distribution, and indicate good fits. 
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Fit parameters from Equations (8.4) and (8.5) and their uncertainties were obtained using 

the bootstrapping Monte Carlo method.65,131 Data sets were resampled with replacements and fit 

10,000 times to give the average and standard deviations of each fit parameter in Table 8.2 and 

Table 8.3. CdS NR decay traces (Figure 8.8) were first fit to Equation (8.1) in this way to obtain 

!!, !!"  and !!". Then, CdS–H2ase decay traces (Figure 8.9) were also fit using the bootstrap 

Monte Carlo method, while holding the CdS parameters fixed for each corresponding ligand, 

allowing only !!!!"#  and !!" to vary. We chose to report standard errors (Table 8.2 and Table 

8.3) instead of the asymmetric confidence intervals for simplicity because they are 

approximately the same for all parameters when evaluated at the 68.3% confidence level. 

8.4.4 H2 production using CdS NRs with varied ligand lengths 

Upon illumination with 405 nm light, H2 production from the CdS–H2ase complexes with 

different ligands in the presence of ascorbate as a sacrificial hole scavenger was measured by gas 

chromatography (Figure 8.11). The steps involved in the photochemical H2 production reaction 

are shown in Figure 8.12. After photon absorption, a photoexcited electron transfers to H2ase and 

is transported to the active site, which binds a proton, resulting in a reduced protonated enzyme 

(H!ase !H+).218 Ascorbate (AscH–) is oxidized by the photoexcited hole to form the ascorbyl 

radical (Asc•–) with a release of a proton.44,238 This photoexcitation and charge transfer cycle 

repeats, with the second electron and proton resulting in H2 generation. The overall reaction is a 

light-driven oxidation of ascorbate that generates H2.  

In the measurements of photochemical H2 production in Figure 8.11, concentrations of 

CdS NRs, H2ase, and ascorbate, as well as illumination conditions, were the same in all the 

samples. As in the TA experiments, all samples were mixed in a 1:1 molar ratio and the value of 

!!!!"#  may vary between samples. Ascorbate concentrations were in the range where H2 
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production no longer depends on the amount of hole scavenger.44 Illumination times (10 min) 

were short compared to the timescale on which these systems become inactivated (hours).44 In 

the absence of H2ase, background H2 production was negligible. Similarly, H2 was not detectable 

when the enzyme accepted electrons but the active site was inactivated.24 We were able to add 

the n = 10 ligand to the dataset in this experiment because it was carried out at lower 

concentrations than TA experiments and the samples were stable with this longer ligand. Figure 

8.11 shows the relative H2 production as a function of ligand, obtained by dividing the amount of 

H2 made by each sample by the amount of H2 generated from the n = 2 sample. Under the same 

photoexcitation and concentration conditions for each sample, photochemical H2 production 

decreases with increasing ligand length. The data points and error bars indicate the mean and 

standard deviation from three independent measurements. We have repeated this experiment 

under a variety conditions, using H2ase samples with various H2 evolution activity levels. 

Although the absolute amounts of H2 produced vary depending on these conditions, the trend of 

the relative H2 production level with ligand is robust. For example, Figure 8.13 shows a set of H2 

production experiments with different enzyme and nanocrystal batches.  

 

 
Figure 8.11. Relative photochemical H2 production as a function of the ligands capping the CdS 
surface at equal illumination conditions and concentrations of CdS NRs, H2ase, and ascorbate.  
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Figure 8.12. Steps involved in the light-driven H2 production by CdS–H2ase. 
 

 
Figure 8.13. Normalized photochemical H2 production from CdS–H2ase complexes with varied 
ligands illuminated with a 405 nm laser at similar incident powers (12–13 mW). The two 
samples contain both enzymes and nanocrystals originating from different batches.  
 

8.5 Discussion 

8.5.1 Kinetics of ET from CdS NRs to H2ase 

Our investigation of the dependence of ET kinetics on the length of the nanocrystal-surface 

capping ligand is analogous to several previously reported studies of architectures of the donor-

bridge-acceptor type that contain semiconductor nanocrystals.98,219-227,236,239-241 Many of the 

donor-bridge-acceptor type systems in which aliphatic molecules form a bridge between the 

donor and acceptor show exponentially decaying ET rate constants with increasing ligand length 

due to a decrease in the electronic coupling between the donor and acceptor.223,224,226,227 The 
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common interpretation of this result is that the bridge imposes a tunneling barrier for electron 

transfer. Our data in Figure 8.10 are consistent with this interpretation.  

Our experiments are also somewhat analogous to a study which used protein film cyclic 

voltammetry and electrochemical scanning tunneling microscopy to measure the catalytic 

turnover from H2ase immobilized onto a self-assembled monolayer of mercaptocarboxylates 

with varying lengths of aliphatic chain on a Au electrode.242 The ligands were the same as the 

ones used in our study. That work showed a clear exponential decay of turnover frequency with 

increasing ligand length resulting in an electronic decay constant (!) of 0.82 ± 0.16 Å–1. From 

this electrochemical experiment, it was concluded that the catalytic turnover rate was kinetically 

controlled by ET from the electrode to the enzyme, such that the exponential decay in turnover 

current is due to the exponential decay in !!".242 That experiment differs from our work in that it 

measures a catalytic current directly, does not have a light-driven component with competing 

kinetic processes but rather direct electron injection from an electrode, and the 

mercaptocarboxylate molecules are on a flat Au surface rather than curved CdS surface. 

Nevertheless, the catalytic current is determined by ET rate and its exponential dependence on 

ligand length is similar to the !!" behavior that we observe in Figure 8.10. The similarities 

between our observations and this prior work support our working model of the CdS NR–H2ase 

interaction in which the enzyme adsorbs onto the negatively charged layer created by the 

carboxylate groups, rather than displacing the ligands and adsorbing directly to the nanocrystal 

surface.44 We note that photochemical H2 production is not equivalent to the electrochemical 

turnover measurement because photochemical H2 production depends on the efficiency of ET 

(i.e., competition between ET and other electron decay pathways in CdS), as discussed below, 

rather than !!" alone.  
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While it is clear that the dependence of !!" on ligand length is strong, the values of ! and 

!!" 0  that we report here should be taken as approximate. The value of !, 0.66 ± 0.15 Å–1, falls 

within the uncertainty range of the value measured by the electrochemical experiments described 

above. The ! value we measure is also close to but smaller than the values of ! that have been 

previously measured for ET through saturated alkyl chains (0.79–1.2 Å–1).224,226,243-248 However, 

the value of ! depends on the relative ligand lengths, which may not be accurately represented 

by a simple model of fully extended molecules. The ligands may not be perfectly aligned and 

fully extended at all lengths and the different ligands used here may have different packing 

efficiencies and ordering on the CdS surface.224,249-251 The curvature of the NR surface may also 

change the molecular structure in a manner that is different for each ligand.251 All these factors 

affect the effective values of !, and therefore the value of !. Compared to the literature values, 

our value of ! suggests that the ligands create more compressed nanocrystal–enzyme spacing 

than fully extended and tightly packed ligand layer would create. The value of !!" 0  depends 

sensitively on the absolute ligand lengths (both the value of ! and the exact meaning of ! = 0) 

and thus may be subject to significant systematic error. Our reported value for the maximum ET 

rate in the CdS–H2ase system should be taken as an estimate and is probably in the range of 109–

1011 s–1.  

The strong dependence of the ET rate constant on ligand length provides some guidance 

for the design of systems that maximize QE!", which in these systems depends primarily on the 

ratio of !!" to !!. This ratio is already such that QE!" is more than 50% of the maximum in the 

n = 2 system.65 A hundred-fold increase in the ratio of !!"  to !!  would maximize QE!" , 

provided that electron trapping does not become prominent.65 The !!" 0  value of 109–1011 s–1 

(together with !! value of 107 s–1) indicates that this can be achieved with the use of very short 
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ligands that place the nanocrystal surface closer to the electron injection site in the enzyme. 

Since the CdS–H2ase complexes rely on the negatively charged surface ligands for solubility, 

stability, and the electrostatic interaction that mediates binding, ligands cannot be eliminated 

from the system. However, there have been major developments in the nanocrystal literature 

specifically concerning ligands that enhance electronic coupling,252,253 and some of those ligands, 

provided they are enzyme-compatible, may allow QE!" to be maximized.  

8.5.2 Relationship between ET kinetics and H2 production 

Light-driven H2 production in the CdS–H2ase system is a multi-step process involving light 

absorption in CdS, ET to H2ase, which competes with recombination and trapping, electron 

transport in the enzyme, and electron donation from ascorbate to CdS.24,44,65,217 Since H+ 

reduction is a two-electron process, this series of charge transport must happen twice in sequence 

before a H2 molecule is released. The fact that the H2 production trend shown in Figure 8.11 

demonstrates strong ligand-length dependence suggests that the rate and efficiency of ET play an 

important role in determining the yield of photodriven H2 production in the CdS–H2ase system. 

In the case of the n = 2 ligand, we have previously shown that the quantum yield of H2 

production is similar to the value of QE!", meaning that the majority of electrons transferred to 

H2ase end up in a H2 molecule.65 Here, we compare the values of QE!" with relative H2 

production for the samples with n = 2, 3, 5, and 7 ligands. QE!" is the fraction of photoexcited 

electrons that undergo ET in the ensemble rather than decay by processes intrinsic to the CdS NR 

(i.e., trapping and recombination). In the model of Equation (8.2), the electron population of an 

individual CdS–H2ase complex decays with a total rate of !! + !!"!!" + !!!!"#!!" . The 

quantum efficiency of electron transfer for the complex with !!" electron traps and !!!!"# bound 

H2ase moieties is !!!!"#!!"/ !! + !!"!!" + !!!!"#!!" . The total QE!"  of the ensemble is 
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found by summing over the Poisson distributions in both the number of electron traps and H2ase 

moieties bound (Equation (8.6)): 

QE!" =
!!!!"# !!!!"#e! !!!!"#

!!!!"#!
!!" !!"e! !!"

!!"!

!

!!"!!

!!!!"#!!"
!! + !!"!!" + !!!!"#!!"

!

!!!!"#!!
. (8.6) 

Because we assume that non-uniform CdS NRs do not contribute to ET or H2-production at the 

low mixing ratios used here, QE!" was adjusted for the fraction of structures in which the 

electron localizes to the bulb (Figure 8.6). Equation (8.6), after accounting for this adjustment, 

was used to calculate the QE!" for each ligand using the model parameters listed in Table 8.2 

and Table 8.3. Note that these values of QE!" are calculated using the measured values of 

!!!!"# , which vary among ligands at the 1:1 mixing ratio of CdS NRs to H2ase. The resulting 

QE!" values for each ligand, along with relative H2 production, normalized so that the two match 

for the n = 2 ligand, are plotted in Figure 8.14.  

 

 
Figure 8.14. QE!" and relative H2 production as a function of ligand length. Error bars on QE!" 
values come from error propagation of all input parameters from Table 8.2 and Table 8.3 and 
their uncertainties. Relative H2 production values are normalized to match the QE!" for the n = 2 
ligand. 

   

The strong dependence and the rapid decay of QE!" with ligand length in Figure 8.14 is a 

consequence of both the decreasing value of !!" and the changes in the value of !!!!"# , which 
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is highest for the n = 2 sample. It is not clear why the enzyme binding varies from ligand to 

ligand even though the NRs and H2ase are always mixed in a 1:1 ratio. We suspect that the 

differences in the chemical environment (dipole moment, ligand orientation, ligand packing and 

coverage, etc.) create a complex interplay of factors that contribute to the !!!!"#  values we 

measure. The trend of relative H2 production as a function of ligand length is qualitatively 

similar to that of the QE!" (Figure 8.14). This similarity suggests that the combination of both 

decreasing !!" and varying !!!!"#  when ligand length changes is also at play in the H2-

production experiments. The implication of this result is that the control and enhancement of H2-

production efficiency will require the increase in !!" as well as control and enhancement of 

nanocrystal–enzyme binding. We note that, in the hypothetical scenario where each sample in 

Figure 8.14 were to have the same value of !!!!"# , QE!"  would have a much weaker 

dependence on ligand length (Figure 8.15), as discussed below. 

Figure 8.14 shows the values of QE!"  for the different mercaptocarboxylate ligand 

lengths using the values of !!!!"#  that were extracted from kinetic modeling (Table 8.3). These 

!!!!"#  values varied with no particular trend for the different ligands. The resulting decrease of 

QE!" with increasing ligand length was thus a product of both !!" decreasing and !!!!"#  

varying. In the hypothetical scenario where all samples have the same !!!!"# , QE!" has a 

much weaker dependence on the ligand length. Figure 8.15 shows the values of QE!" calculated 

using Equation (8.6) with the CdS decay and ET parameters from Table 8.2 and Table 8.3, only 

!!!!"#  was set equal to 1 for all ligands. The uncertainty of !!!!"#  was zero by definition. 

This weak dependence on ligand length in Figure 8.15 stems from the fact that ET is slightly 

faster than recombination for the three shortest ligands; the QE!"  only begins to fall off 

significantly for the n = 7 ligand. 
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Figure 8.15. QE!" as a function of ligand length when !!!!"#  was set equal to 1 for all ligands. 
Values were calculated using eq 4 with the CdS decay and ET parameters from Table 8.2 and 
Table 8.3. Error bars on QE!"  values come from standard error propagation of all input 
parameters and their uncertainties. 

 

Our results support the idea that, although there are multiple steps in H2 production by 

CdS–H2ase complexes, ET is a critical step determining overall photochemical efficiency. This is 

true provided that sufficient hole scavenger is present and hole removal keeps up with 

ET.111,145,146 In systems where ET to the catalyst is fast, such as CdS–Pt, the hole scavenging rate 

limits the overall H2 production efficiency.111,147 In the CdS–H2ase system, where ET is slower 

by orders of magnitude, it is easier to reach a regime where hole scavenging is not limiting the 

overall photochemical activity. We have previously shown that H2 production in this system 

depends on ascorbate concentration but reaches a saturation limit where this dependence 

becomes flat.44 In the H2 production data in Figure 8.11, the ascorbate concentration is well past 

that limit, making ET the key step that determines the overall H2 production efficiency. The 

enzyme is excellent at utilizing the electrons it receives from the nanocrystals over a broad range 

of excitation intensities.24,44,65 Under the conditions where ET is the efficiency-limiting step for 

photochemical H2 production, the key to maximizing the output of the system is in controlling 

the ratio of ET rate and the rates of the competing relaxation pathways, as described above, as 
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well as nanocrystal–enzyme binding, both of which can be achieved with judicious choice of 

surface-capping ligands. 

 

8.6 Conclusions 

We have studied the effect of mercaptocarboxylate surface ligands of various lengths on CdS NR 

excited state dynamics, ET to hydrogenase, and photochemical H2 production. Rate constants for 

ET decrease exponentially with ligand length, as observed in other donor-bridge-acceptor 

systems involving nanocrystals. Quantum efficiencies of ET depend on both !!" and the number 

of enzymes adsorbed, both of which vary with ligand. H2 production closely tracks the trends in 

QE!", demonstrating the critical role of surface-capping ligands in the photochemical activity of 

these systems. Our results suggest that using shorter ligands could lead to significant increases in 

the rate of ET, which would maximize QE!" of this system and enhance photochemical H2 

generation.  
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Chapter 9  

Modeling quantum efficiency of charge transfer in 

nanocrystal–acceptor complexes with non-exponential relaxation 

 

9.1 Abstract 

Photoexcited charge transfer from nanocrystals to charge acceptors is a key step for solar energy 

conversion in semiconductor nanocrystal-based light-harvesting systems. The efficiency of 

energy conversion is determined by the competition between charge transfer and relaxation 

within the nanocrystal. Kinetic modeling of experimental data can provide a detailed picture of 

how excited-state dynamics govern the efficiency of solar energy conversion, leading to insights 

for the rational design of more efficient systems. However, modeling excited-state relaxation in 

nanocrystals and charge-transfer kinetics in nanocrystal–acceptor complexes is complicated by 

the non-exponential decay curves that typically occur in heterogeneous ensemble systems. 

Average lifetimes do not capture the various decay components and thus can only be used to 

approximate the efficiency of charge transfer. Because nanocrystals exhibit several 

heterogeneous relaxation processes on a broad range timescales, we need methods to accurately 

describe their competition with charge transfer in order to determine charge transfer efficiency 



197 

exactly. Here we use transient absorption spectroscopy and kinetic modeling to study electron 

transfer from CdS NRs to a hydrogenase enzyme and evaluate the impact of nanocrystal 

morphology. Using kinetic modeling we arrive at an exact expression for calculating the 

quantum efficiency of charge transfer for a system in which the donors exhibit multi-exponential 

and power-law decay kinetics. This system offers as a case study for evaluating the impact of 

non-exponential relaxation on the calculation of charge-transfer efficiency. This approach can be 

applied to calculate the exact efficiency of charge or energy transfer in any donor–acceptor 

system that exhibits non-exponential decay due to heterogeneous relaxation. 

 

9.2 Introduction 

There has been growing enthusiasm about the potential of using colloidal semiconductor 

nanocrystals for solar energy conversion in recent decades.4,5,112 They are exceptionally versatile 

light absorbers, having tunable electronic structure and surface chemistry.4,26,32-34 Additionally, 

quantum confinement and a large surface area-to-volume ratio in nanocrystals leads to enhanced 

electronic coupling with charge acceptors, increasing the rate and efficiency of charge 

transfer.96,254-256 Semiconductor nanocrystals have been successfully employed in solar cells,4-6 

and coupling them to redox catalysts is an emerging strategy for photochemically driving multi-

electron redox reactions.4,7,8,47,107,112,146,148 Nanocrystal–enzyme complexes in particular are 

capable of selectively performing various light-driven multi-electron redox reactions, including 

H2 production, N2 fixation, and CO2 reduction.30,44-46,99,101 In order to convert solar energy into 

electricity and chemical energy in such systems, photoexcited charge carriers must undergo 

charge transfer across the nanocrystal–acceptor interface.4,6,22,36,112,240,253 The efficiency of the 

energy conversion depends on the competition between this charge transfer and relaxation within 
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the nanocrystal. Thus charge transfer is a key dynamical step in light-harvesting applications, 

and understanding the principles that govern the charge transfer efficiency is critical for 

improving such processes. 

Joining time-resolved experiments with kinetic modeling can provide fundamental 

understanding of the factors that determine charge-carrier dynamics. However, kinetic modeling 

is often complicated by the fact that photoexcited nanocrystals often exhibit heterogeneous decay 

and can undergo non-exponential relaxation mechanisms.36,37,64 Still, much progress has been 

made towards mapping out the dynamics of carriers in certain semiconductor nanocrystal 

systems by using kinetic models that ascribe physical meaning to non-exponential decay 

components. In Cd-chalcogenide nanocrystals, photoexcited electrons and holes can undergo 

distinct decay pathways; holes trap efficiently on a picosecond timescale while electrons 

predominately decay by recombination with the trapped hole on a timescale of tens of 

nanoseconds.23,26,36,37,52,56-58 Structural heterogeneity, particularly in the number of traps due to 

the degree of surface passivation, leads to multi-exponential relaxation in ensemble samples.35 

Morphology also plays an important role in carrier dynamics.33-35 CdS nanorods (NRs) that are 

non-uniform in width have been shown to exhibit internal carrier localization to regions of larger 

diameter with lower confinement energy, which introduces additional heterogeneous relaxation 

components.130 Further, charge separation can occur intrinsically within such nanostructures 

when the hole traps and the electron localizes to a different region, and lead to power-law 

relaxation kinetics.64 The impact that this charge separation in non-uniform CdS NRs has on 

charge transfer to surface-bound acceptors has not yet been investigated. 

In donor–acceptor systems that are mixed and self assembled, charge transfer is also 

heterogeneous, introducing an additional layer of multi-exponential decay due to the distribution 
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in the number of acceptors bound to a particular donor in the ensemble.65,66,84,136,207,235,257,258 Thus, 

care must be taken to separate contributions of the number of bound acceptors, the distribution in 

the number of bound acceptors, and the intrinsic single-acceptor charge transfer rate constant to 

the total, observed rate constant.240 This can be achieved through fitting of experimentally 

measured excited-state decay curves to kinetic models that explicitly account for such 

distributions in addition to the non-exponential decay of the donor.65,66,84,136,207,235,257,258 

The internal quantum efficiency of quenching (!!) by a pathway such as electron transfer, 

hole transfer or energy transfer is a convenient and important measure for evaluating the 

competition between quenching and excited-state relaxation in donor–acceptor complexes. In 

nanocrystal–catalyst complexes that carry out multi-electron photochemistry, !! can define the 

upper limit to the quantum yield of the photochemical reaction and thus the ultimate 

photochemical activity of the system.65 The calculation of !! in a system that undergoes non-

exponential relaxation is typically carried out using average lifetimes (or average rates) of the 

donor and donor–acceptor complexes.259 However, average lifetimes do not necessarily capture 

the complex behavior of a system,260 and therefore calculating !! in this way does not always 

provide an accurate calculation. Moreover, when the donor exhibits a power-law decay, as is the 

case in some semiconductor systems,64,143,177,195,196,198,261 !!  cannot be calculated by this 

approach because power laws cannot be described by a characteristic lifetime. Because 

photoexcited charge carriers in nanocrystals have decay processes on multiple timescales due to 

population heterogeneity, we need methods to accurately account for their competition with 

charge transfer. 

In this chapter, we investigate the quantum efficiency of electron transfer (!!") in a 

system that exhibits multi-exponential and power-law relaxation: CdS NR–hydrogenase (H2ase) 
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complexes. We examine the impact of non-uniform morphology and charge separation on 

electron transfer (ET) in CdS–H2ase complexes and exactly account for multi-exponential and 

power-law relaxation when calculating !!". Transient absorption (TA) spectroscopy is used to 

probe photoexcited electron dynamics in CdS NRs as well as ET in CdS–H2ase complexes. The 

CdS NR sample contains both structures that are uniform and non-uniform in diameter, and we 

study ET from both regions of the nanostructures. While uniform CdS NRs exhibit multi-

exponential decay that is common in heterogeneous nanocrystal samples, photoexcited excitons 

in non-uniform CdS NRs undergo dissociation, leading to a charge-separated state in which the 

electron and trapped hole are located in different regions of the nanostructure and display a 

power-law decay. Kinetic modeling is used to extract the rate constants of ET from both of these 

electron states and characterize the ensemble distribution in the number of H2ase moieties bound 

to each morphological feature. An exact expression for !!" is derived that accurately accounts 

for the competition between ET and heterogeneous relaxation, including power-law decay, and is 

used to quantify the efficiency of ET for both uniform and non-uniform CdS NRs with H2ase. 

We find that the internal !!" of non-uniform NRs is significantly larger than that of uniform 

NRs because of the long-lived charge-separated state that intrinsically forms, even though ET 

occurs with similar rate constants for the two states. However, in the mixed ensemble sample, the 

two morphologies have nearly equal contributions to the overall !!" due to the balancing out of 

the different electron relaxation rates with the fraction of NRs that are non-uniform in the sample 

and the relative acceptor loading on the relevant regions of the nanostructures, which are 

different because of their relative surface areas. The comparison of uniform and non-uniform 

NRs provides insights about design principles for optimizing the photochemistry of such 

nanocrystal–catalyst systems. Such a detailed analysis provides a fundamental understanding of 
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which processes determine the efficiency of electron transfer and overall photochemical activity 

of this system. We find that using average lifetimes to calculate !! can lead to significant error 

in some cases and therefore caution against such a treatment when an exact approach is possible. 

CdS–H2ase is a model system for this study because the excited-state dynamics of CdS NRs are 

relatively well understood,23,35,64,130 they exhibit both exponential and power-law relaxation,64 the 

TA signal is sensitive only to electrons in the CdS NRs,23 ET occurs a similar timescale as non-

exponential trapping and recombination dynamics.24,65 This system is of broader interest because 

it is a model nanocrystal–enzyme system that is capable of photochemically reducing protons to 

generate H2.44 It is critical to have accurate calculations of the ET efficiency in order to guide 

design principles for more efficient solar energy conversion. This system offers as a case study 

for evaluating the impact of non-exponential relaxation on the calculation of !!. The exact 

expression for !! that we describe here can be applied to an arbitrary heterogeneous donor decay, 

and the general approach can be applied to a broad range of systems. 

 

9.3 Methods  

9.3.1 Nanocrystal preparation and characterization 

We synthesized CdS NRs according to previously published procedures (Chapter 2).119,120 All 

experiments were performed on NRs functionalized with 3-mercaptopropionic acid (MPA) 

suspended in an aqueous buffer solution. Transmission electron micrograph (TEM) samples were 

prepared by drop-casting as-synthesized NRs onto TEM grids (300 mesh copper grids with 

carbon film, Electron Microscopy Science). TEM images were taken using a Phillips CM100 

TEM at 80 kV with a bottom-mounted 4 megapixel AMT v600 digital camera. The dimensions 

of the CdS NRs were determined by measuring about 200 particles in TEM using ImageJ 
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software.129 UV-visible absorption spectra were recorded at room temperature sealed under Ar in 

2 mm quartz cuvettes.  

9.3.2 H2ase purification, characterization, and coupling to CdS NRs 

The [FeFe] hydrogenase from Clostridium acetobutylicum (CaI) was expressed and purified 

from Escherichia coli as previously described with some modifications (Chapter 2).127 Mixtures 

of CdS NRs and H2ase were prepared in buffer (12.5 mM Tris-HCl, 5mM NaCl, 5% glycerol, pH 

7) under an anaerobic Ar environment.  

9.3.3 Transient absorption spectroscopy 

The TA experimental setup was previously described in detail (Chapter 2).116 The CdS NR 

sample used for TA experiments was 730 nM CdS NRs with MPA ligands in 12.5 mM Tris-HCl 

buffer at pH 7, and the CdS-H2ase sample additionally contained about 42 mM H2ase. The 

samples were sealed under Ar in 2 mm quartz cuvettes equipped with Kontes valves. A magnetic 

stirrer continuously stirred samples during data collection. The pump power was chosen so as to 

be in a regime where the CdS NR decay kinetics were independent of pump power, ensuring that 

the signal originated primarily from NRs excited by single photons.114 Experiments were 

conducted at room temperature. 

 

9.4 Results and Discussion  

9.4.1 Morphology and excited-state dynamics of CdS NRs 

The CdS NRs studied here are 32 ± 6 nm in length and 4.4 ± 0.6 nm in diameter, on average. The 

native ligands were exchanged for 3-mercaptopropionic acid (3-MPA) and dispersed in aqueous 

buffer solution. While some CdS NRs made by colloidal synthesis are effectively uniform, some 

NRs in a sample can have non-uniform diameters along their lengths, manifesting with both 
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narrow and wide regions referred to as the “rod” and “bulb,” respectively. These two 

morphological features can be seen in the transmission electron microscopy (TEM) images 

(Figure 9.1a), and are depicted schematically in the inset of Figure 9.1b.130  

 
 

 
Figure 9.1. Impact of non-uniform morphology on electron dynamics in CdS NRs. (a) 
Representative TEM image of a CdS NRs showing both uniform and non-uniform NRs. (b) TA 
spectra of CdS NRs recorded 10 ns after excitation with 400 nm pulses (solid black line), with 
the fitted rod (dashed blue line) and bulb (dashed red line) spectra. Vertical lines mark 453 nm 
and 490 nm, the wavelengths that isolate the rod and bulb signals of these CdS NRs, respectively. 
Inset: Schematic depiction of a non-uniform CdS NR and energy level diagram as a function of 
position along the NR. 400 nm light primarily excites the rod. The bulb has a larger diameter 
than the rod, resulting in a lower transition energy. Energy offsets are drawn to scale for 70 meV 
and 20 meV electron and hole offsets, respectively, which are based on the centers of the rod and 
bulb bleach peaks. (c) TA time traces from 0 ps to 300 ps (~150 fs instrument response function) 
of CdS NRs monitored at the rod and bulb transitions, showing population transfer from the rod 
to the bulb. The traces are plotted on a split time axis that is linear for the first 1 ps and 
logarithmic thereafter. (d) TA time traces from 300 ps to 10 µs of CdS NRs, normalized at 300 
ps, plotted on a log-log scale. The rod decay fits Equation (9.1) with an exponential tail, while 
the bulb feature fits Equation (9.2) with a !–!/! power-law tail. Fits were performed on raw data 
and the data were smoothed for presentation only. 
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We probed the excited-state dynamics of CdS NRs with and without adsorbed H2ase 

using TA spectroscopy. The photophysics of CdS NRs have been previously studied in great 

detail.23,24,35,64,65,82,84,116,119,130,147 Photoexcitation at 400 nm gives rise to transient bleach peaks 

(Figure 9.1b), the magnitudes of which (∆!) are attributed to state filling of the electron in the 

conduction band states and thus directly probe electron dynamics.23,114 The non-uniform 

morphology of CdS NRs has a significant impact on the electronic structure of these nanocrystals. 

The rod and the bulb of non-uniform NRs can act as two distinct electronic states within the 

same nanostructure where the bulb has a lower transition energy compared to the rod due to 

having a lower degree of quantum confinement, producing the two different but overlapping 

bleach features in the TA spectrum (Figure 9.1b).130 The individual contributions of the rod and 

bulb to the TA spectrum after 400 nm excitation, obtaining by fitting,64 are shown in Figure 9.1b. 

Wu et al. performed a systematic study of the relationship between CdS NR morphology and 

absorption, emission and TA spectroscopy that supports the assignment of the low-energy 

spectral feature to the bulb rather than to sub-band gap features such as an Urbach tail.130 

Following previous work,64 the signals of the rod and bulb are isolated from each other by 

choosing the probe wavelengths shown in Figure 9.1b. 

The dynamics of electrons and holes in uniform and non-uniform CdS NRs have been 

explored previously. After excitation above the band edge at 400 nm (Figure 9.2), the band-edge 

bleach features grow in on a <1 ps timescale as the hot photoexcited carriers cool (Figure 9.3). 

Photoexcited holes in CdS nanocrystals rapidly trap to the surface.23,26,56,57 The rise of a 

broadband photoinduced absorption (PA) feature at wavelengths to the red of the band-edge 

bleach, which has previously been assigned to surface-trapped holes,23,82 indicates that holes trap 

with a time constant of 0.60 ± 0.02 ps in our CdS NRs (Figure 9.4). Photoexcitation with 400 nm 
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light primarily excites the rod rather than the bulb because the rod constitutes a much larger 

volume fraction of the nanostructures.64,130 Thus holes are more likely to trap on the rod than the 

bulb. Electrons in non-uniform NRs localize from the rod to the bulb, giving rise to a partial 

decay of the rod bleach and a corresponding rise of the bulb bleach (Figure 9.1c).64,130 The 

fraction of nanocrystals in which electrons localize, !!"#, has been shown to reflect the fraction of 

nanorods that are non-uniform in the sample.64 Electron localization constitutes !!"# = (47 ± 3)% 

of the decay, occurs on timescales well beyond that of hole trapping, and is complete by ~100 ps 

in this sample of CdS NRs. The remaining signal of the rod is dominated by the uniform NRs in 

the sample.64 We have previously shown that, in non-uniform NRs, electrons can dissociate from 

the hole trapped on the rod when they localize to the bulb, resulting in a charge-separated state in 

which the hole is trapped on the rod while the electron is localized in the bulb.64 The subsequent 

decays of electrons in both uniform and non-uniform NRs after localization is complete (Figure 

9.1d) are due to relaxation by recombination with a trapped hole or electron trapping, though the 

charge separation in non-uniform NRs leads to suppressed recombination.  

 

 
Figure 9.2. UV-visible absorption spectrum of CdS NRs in buffer solution. 
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      (a)     (b) 

              
Figure 9.3. TA spectra of CdS NRs after excitation at 400 nm at various time delays. Spectra 
are shown at selected times between (a) 0.1-1000 ps and (b) 1-1000 ns.  
 

       (a)  (b) 

           
Figure 9.4. TA spectra and formation kinetics of the PA feature in CdS NRs. (a) TA spectra in 
the region of the PA feature at selected times. (b) TA time trace of the PA feature, averaged over 
600-700 nm to improve signal-to-noise ratio, fit to a single exponential rise. 
 

Electrons in the rod and bulb states exhibit distinct recombination dynamics. Figure 9.1d 

shows the decays of electrons in the rod and bulb states of CdS NRs after electron localization is 

complete. The relaxation of rod and bulb electrons in similar CdS NRs has previously been 

described in detail.64 The decay of electrons in the rod of uniform NRs can be described with a 

kinetic model that accounts for the exponential decay pathways of recombination and trapping as 

well as the heterogeneity in the number of trap sites present in a given NR—assumed to be 

represented by a Poisson distribution:35,65,84,136  
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 !!"# ! = ! exp −!/!! + !!" !!!/!!" − 1 , (9.1) 

where !! is the time constant of recombination, !!"  is the average number of electron traps per 

NR, and !!" is the time constant of electron trapping. This decay function is multi-exponential in 

nature, reflecting the heterogeneous distribution in decay rates that occurs due to nanocrystals 

having different numbers of electron traps. Fitting of the rod decay in Figure 9.1d to Equation 

(9.1) gives !! = 47 ± 3 ns, !!"  = 1.16 ± 0.05 and !!" = 7.4 ± 0.5 ns, consistent with previous 

reports of CdS nanocrystals.35,64,65,84 Most importantly, the decay of uniform NRs has an 

exponential tail due to direct recombination.  

Electrons in the bulb of non-uniform NRs are much longer lived than uniform NRs 

because of the spatial separation between the bulb electron and the rod-trapped hole (Figure 

9.1d). In contrast to the exponential recombination in a uniform NR, where the electron and 

trapped hole are present in the same region of the nanostructure, recombination of the charge-

separated electron and hole exhibits a slow !!!/! power-law tail. The decay of this state has been 

modeled as diffusion-limited recombination of a stationary electron in the bulb and a mobile 

surface-trapped hole.64 The survival probability of electrons in non-uniform NRs fits the 

following equation:  

 !!"#! ! = ! !/!" !!!/! − 1 + erf !/! , (9.2) 

where ! is a fitting parameter that depends on the initial electron–hole separation and diffusion 

coefficient of the trapped hole. Fitting Equation (9.2) to the bulb decay in Figure 9.1d gives ! = 

15.6 ± 0.3 ns (Figure 9.1d). We note that while the bulb electron decay is parameterized by !, the 

power-law tail prevents the decay from being described by a characteristic timescale. As 

discussed below, the difference in decay dynamics between uniform and non-uniform NRs has a 

significant impact on the efficiency of ET to adsorbed electron acceptors. 



208 

 
9.4.2 Electron transfer in CdS–H2ase complexes 

To study ET from CdS NRs to H2ase we focus on nanosecond-TA spectroscopy as this is the 

time window relevant to ET in CdS–H2ase complexes with 3-MPA ligands.14,24,65 The particular 

H2ase used here is an [FeFe] hydrogenase from Clostridium acetobutylicum. Complexes of CdS 

NRs and H2ase form by electrostatic interaction between the negatively charged carboxylate end 

groups of the 3-MPA ligands and a positively charged region on the surface of the enzyme 

located near the distal iron-sulfur cluster that acts as the electron-injection site.24,30,44 In the 

experiments studied here, the enzyme and nanocrystals were mixed in a 6:1 H2ase:CdS molar 

ratio in aqueous buffer solution at pH 7. The presence of H2ase adsorbed onto the surface of the 

CdS NRs introduces ET as an additional decay pathway for photoexcited electrons, causing the 

TA signal of CdS–H2ase complexes to decay more quickly than that of free CdS NRs (Figure 

9.5).24,65 We find that a new decay component is present in both the rod signal (Figure 9.5a) and 

bulb signal (Figure 9.5b), indicating that ET occurs from both regions of the NRs.  
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Figure 9.5. Photoexcited electron transfer from the rod and bulb in CdS–H2ase complexes. TA 
time traces of the rod (a) and bulb (b) signals in CdS NRs and CdS–H2ase complexes (6:1 
H2ase:CdS molar ratio) excited at 400 nm from 300 ps to 10 µs, normalized to 1 at 300 ps. The 
rod decay (a) is shown on a linear-log scale while the bulb decay (b) is shown on log-log scale to 
emphasize the power-law tail. Insets: Schematic depictions of CdS–H2ase complexes and the 
excited state from which ET occurs. In uniform NRs ET occurs from the rod, where the electron 
is located in the same region of the NR as the trapped hole. In non-uniform NRs ET occurs from 
the bulb, where the electron is spatially separated from the trapped hole, giving a longer-lived 
excited state. Fits were performed on raw data and the data were smoothed for presentation only. 
Decays of free CdS NRs (gray traces) are reproduced from Figure 9.1d. 
 

We have previously studied the kinetics of ET from the rod state in CdS–H2ase 

complexes.65 Mixing of CdS NRs and H2ase at low H2ase:CdS ratios in solution results in a 

Poisson distribution in the number of H2ase moieties bound and able to accept electrons from a 

given NR, !!. The time constant of ET for a single acceptor, !!" (the reciprocal of the single-

acceptor rate constant, !!" = 1/!!"), is effectively the same for each H2ase moiety,65 and the 

total rate constant of ET in a given complex is proportional to the number of moieties bound, 

!!/!!". The TA decay of CdS–H2ase complexes can be described by65,84,235,258  
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 !!" ! = !! ! exp !! !!!/!!" − 1 , (9.3) 

where !! !  is the survival probability of the donor in the absence of the acceptor (i.e., the rod or 

bulb state of the CdS NRs), !!  is the average number of H2ase moieties bound and able to 

accept electrons from a given electron state, and !!" is the single-acceptor time constant for ET 

to each bound acceptor. The use of such a kinetic model allows us to extract the intrinsic time 

constant of ET per enzyme moiety, separate from the average number of enzymes bound.65 This 

kinetic model can be applied to both the rod and bulb states. The existence of a distribution in !! 

can be seen directly in the bulb decay (Figure 9.5b), which displays both an additional decay 

component compared to the free CdS bulb decay (due to bulbs with !! > 0) and a persisting 

power-law tail (due to bulbs with !! = 0). Additionally, we are able to obtain !!" despite the 

power-law decay of the bulb, and distinguish electron acceptors available to the spatially distinct 

electron states. The TA time traces in Figure 9.5 were fit using Equation (9.3) by first 

establishing !! !  for the free CdS NRs as done above (Equation (9.1) and Equation (9.2) for the 

rod and bulb, respectively), then holding the nanocrystal parameters fixed and fitting the CdS–

H2ase traces to obtain the ET parameters. This model assumes that the binding of H2ase to the 

nanocrystal does not affect the intrinsic decay of the nanocrystal, as we have previously 

demonstrated is the case.65 The extracted ET parameters appear in Table 8.1.  

 
Table 9.1. Electron transfer parameters for CdS–H2ase complexes 
State !!  !!" (ns) !!",!!!!!a !!",!b !!",!"!b 

rod 1.6 ± 0.3 14 ± 5 41 ± 6 % 21 ± 4 % 37 ± 3 % bulb 0.74 ± 0.04 11 ± 1 62 ± 2 % 16 ± 2 % 
a!! = 1, assumes sample is completely uniform or non-uniform 
b !!  from table, !!"# = (47 ± 3) % 

 
 



211 

The value of !!" for the rod of 14 ± 5 ns is in agreement with previous reports of for the 

CdS–H2ase system.14,24,65 Interestingly, the time constant for ET from the bulb of 11 ± 1 ns is 

within error of that of the rod. The present experiments do not allow us to identify the individual 

contributions of driving force, electronic coupling and activation energy that ultimately make the 

rate constant of ET the same for the rod and bulb. The values of !!  for the rod and bulb on the 

other hand are statistically different; the apparent number of H2ase moieties able to accept 

electrons is higher for the rod than it is for the bulb by a factor of 2.2 ± 0.4. This can be 

explained by the relative surface areas of the rod and bulb. In the non-uniform NRs of this 

sample, the rods make up a larger fraction of the length of the NR while the bulbs are typically 

shorter (Figure 9.1a). Thus, if a H2ase moiety adsorbs at a random point along the length of a 

non-uniform NR, it is most likely to be found along the rod where it would not be available to 

accept electrons. However, an enzyme on a uniform NR can accept electrons from any position 

along the structure since the electron is able to explore the entire nanostructure. This hypothesis 

is supported by TEM measurements, from which we estimate that the surface area of the rod in 

uniform NRs is 3 ± 1 times larger than that of the bulb in the non-uniform NRs, consistent with 

the relative values of !!  for the rod and bulb from Table 8.1. We note that because the bulb 

makes up only a fraction of the NR surface area, the Poisson distribution may break down at 

moderate enzyme loading and binding may be better represented with the Binomial 

distribution.66,257 However, Equation (9.3) provides an adequate fit to the data and the addition of 

more fit parameters was unnecessary (Figure 9.5b). With a full description of the kinetics of ET 

and the CdS NR decay based on physical pictures we are able calculate the exact quantum 

efficiency of ET and evaluate the impact of the excite-state dynamics in uniform and non-

uniform NRs. 
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9.4.3 Modeling quantum efficiency of quenching for non-exponential relaxation 

The quantum efficiency of quenching by a particular pathway (e.g., charge or energy transfer) in 

donor–acceptor complexes, !!, is typically calculated using average lifetimes (or average rate 

constants) for both the donor and the donor–acceptor complexes:259 

 !! = 1− !!"
!!

, (9.4) 

where ! = !"#(!)!
!  is the amplitude-averaged lifetime of the system that decays with a 

normalized, non-exponential decay function, !(!).259 However, systems that decay according to 

a power law cannot necessarily be described by a characteristic lifetime. In our case, the power-

law tail of the bulb decay in the nanocrystals studied here prohibits the approach of Equation (9.4) 

because a !!!/! power law does not have a finite average lifetime. We note that in any finite 

system the power-law tail that is exhibited will eventually have a cutoff, ultimately rendering the 

average lifetime finite. However, we do not observe such behavior on the timescale of our 

measurement, and because ET is complete before the power law is in CdS–H2ase, Equation (9.4) 

would inaccurately return unity quenching efficiency. Furthermore, Equation (9.4) does not 

always capture the competition between quenching and the various donor decay components in a 

non-exponential decay because it treats the various distinct decay components as one average. 

Because kinetic modeling allowed us to extract the time constant of ET as above we are able 

model and calculate !!" exactly without using average lifetimes. 

Here we derive an expression for !! that can be applied to a donor–acceptor system with 

arbitrary heterogeneous donor decay function. We can obtain the exact expression for !! by 

simply starting with the definition for the quantum efficiency of a quenching pathway and then 

using rate equations to find the fraction of excitations that lead to decay by a given quenching 
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pathway. Let !!(!) be the function that describes time-dependent population of excited donors in 

the absence of acceptors, !!"(!|!) the time-dependent population of excited donors in the 

presence of ! acceptors, and !!(!|!) be the population of acceptors that have quenched a donor 

(e.g., by electron, hole or energy transfer). The donor decay, !!(!), can have an arbitrary 

functional form in this analysis. We will average over the distribution in ! later. The quantum 

efficiency of quenching is defined as the fraction of excited donors that have been quenched by 

the acceptors: 

 
!! ! =

lim
!→!

!!(!|!)
!!"(0|!) 

. (9.5) 

Moving forward we will take all decay functions to be normalized relative to the initial 

population of the donor (i.e., !! 0 = !!"(0|!) = 1 ) so that Equation (9.5) becomes 

!! ! = lim!→! !!(!|!), which has a maximum of 1. The acceptor begins unpopulated: 

!! 0 ! = 0. The definition in Equation (9.5) assumes that there is no decay pathway for the 

acceptor after quenching. Note that if the acceptor can undergo some subsequent decay, for 

example by the reverse of the quenching process or internal relaxation, then one could adapt the 

present analysis to look at a “transient quantum yield” at some intermediate time and incorporate 

the appropriate terms in the rate equations below.  

 In this model, the acceptors each quench the donors with a single-acceptor rate constant 

!!, and the total rate constant of quenching is assumed to increase linearly with the number of 

acceptors: !!,!"! = !!!. The rate equation for the growth of the population of product of the 

quenching pathway in this case is 

 !!!(!|!)
!" = !!!!!"(!|!). (9.6) 
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Note that !!"(!|!) itself does not have to obey a simple rate process and can follow a non-

exponential decay. The solution to this equation can be written as 

 !!(!|!) = !!! !"′!!"(!′|!)
!

!
. (9.7) 

Thus the quantum efficiency of quenching for a donor–acceptor complex that has ! acceptors is 

 !! ! = !!! !"!!"(!|!)
!

!
. (9.8) 

Notice that this is simply the familiar expression for quantum efficiency for a given complex, 

!! ! = !!! !!" (!) = !!!/!!"(!) ,260 where !!" ! = 1/!!"(!) = !"!!"(!|!)!
!  is 

the amplitude-averaged lifetime of the donor in the presence of ! acceptors. The use of this 

expression requires there to be a finite average lifetime of a donor in the presence of at least one 

acceptor, thus it is important to note that the efficiency when there are no acceptors is zero by 

definition: !! ! = 0 = 0. This is the case in our model where there is power-law decay of the 

donor but exponential ET; the decay !!"#!(!)!!!!!/!!" has a finite average lifetime for !! > 0 

due to the exponential tail imposed by ET. 

 If there is a distribution in the number of acceptors bound to a given donor, !(!), the 

total quenching efficiency is found by simply averaging over the distribution of subpopulations 

in the ensemble:14,262-264 

 !! = !(!)!! !
!

. (9.9) 

In an ensemble measurement we do not necessarily have direct access to !!"(!|!) or !! ! —

we measure the ensemble decay !!" ! = !(!)!!"(!|!)! . Thus, Equation (9.9) requires 

knowledge of the quenching kinetics that determine !!"(!|!) and !(!) in order to be evaluated. 
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In our case, the presence of the acceptors introduces a competing decay pathway for the 

donors that does not change the intrinsic donor decay: !!" ! ! = !!(!)!!!!!! (Equation (9.3)). 

Additionally, !(!)  takes on a Poisson distribution: ! ! =  ! !!! ! /!! . In this case, 

Equation (9.9) simplifies to  

 
!! = ! !! !"

!

!
!!"(!)!!!!! . (9.10) 

This equation for !! can be straightforwardly employed by first fitting !!(!) and !!"(!) in order 

to find !  and !!, then simply inserting the measured ensemble decay of the donor–acceptor 

complex, !!"(!), and evaluating the integral. An arbitrary empirical model can be used for !!(!) 

provided that a kinetic model such as Equation (9.3) can be used to obtain the kinetic parameters 

of quenching.  

Note that Equation (9.10) specifically applies when there is a Poisson distribution in the 

number of bound acceptors; the expression for !! must be modified when other distributions are 

used. Here we list the results for the !! expression for three common number distributions: each 

of the donors has the same number of acceptors, a Poisson distribution, and a binomial 

distribution. In the following examples we follow the same assumptions above, namely that the 

donor–acceptor decay for a complex with !  acceptors can be described as !!" ! ! =

!!(!)!!!!!!. !! is found by applying Equation (9.8) and Equation (9.9) for different !(!). 

In the case where every donor has the same number acceptors bound, the distribution can 

be written as ! !′ = !(!′− !). In this case the quantum efficiency of each complex is the 

same and is given by 

 !! ! = !!! !"!!"(!)
!

!
= !!! !!" . (9.11) 
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An example of such a scenario is Pt-tipped CdS NRs.23 

 The case of Poisson-distributed quenching was considered in the main text, and 

averaging over ! ! =  ! !!! ! /!! gives Equation (9.10) from the main text: 

 !! = ! !! !"
!

!
!!"(!)!!!!! . (9.12) 

 Finally, in the case where the finite number of acceptor binding sites needs to be 

accounted for, then the binomial distribution must be used:             

! ! =  !!"#!
!

!!"#

!
1− !

!!"#

!!"#!!
, where !  is the average number of acceptors 

bound per donor and !!"# is the total number of available binding sites per donor.66,257 In this 

case evaluating Equation (9.9) gives 

 !! = ! !! !"
!

!
!!" ! !!!!!

1− !
!!"# + !

!!"# !
!!!!

. (9.13) 

Note that the Poisson distribution is a limiting case of the binomial distribution and Equation 

(9.13) simplifies to Equation (9.12) in the case that !  is small compared to !!"#. 

 In the case of electron transfer in the CdS–H2ase complexes studied here, Equation (9.10) 

represents the quantum efficiency of electron transfer. Rewriting Equation (9.10) in terms of ET 

parameters gives 

 !!" =
!!
!!"

!"
!

!
!!"(!)!!!/!!" . (9.14) 

This integral is finite even when the CdS–H2ase decay exhibits a power-law tail.  

Equation (9.14) was evaluated numerically to calculate the !!" for each electron state of 

the CdS–H2ase complexes as well as the ensemble. There are multiple ways to calculate !!" that 

are useful for evaluating different aspects of this system. For this purpose we define three 
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different quantum efficiencies: The “ideal quantum efficiency of ET” of each state (!!",!!!!!, ! = 

rod, bulb), the “ensemble quantum efficiency of ET” of each state (!!",!, ! = rod, bulb), and the 

“total ensemble quantum efficiency of ET” (!!",!"!). The ideal !!",!!!!! considers the hypothetical 

case where !! = 1 (no Poisson distribution in the number of bound acceptors) for both the rod 

and bulb and does not include branching ratio of electron localization, or fraction of non-uniform 

NRs; it yields the fraction of electrons that undergo ET after electron localization is complete as 

if the sample were completely made up of either uniform or non-uniform NRs. Thus, this 

quantity represents the internal ET efficiency of uniform or non-uniform NRs, and allows for a 

more direct comparison of the two morphologies by putting them on equal footing. The 

ensemble !!",! of each state accounts for the fraction of uniform and non-uniform NRs in the 

ensemble as well as the different fitted values of !!  that occur for the different morphological 

locations, and thus represents the actual number of photoexcited electrons that transfer to H2ase 

via each state in the experimental sample of Figure 9.5. The total ensemble quantum efficiency 

of system, !!",!"!, is the sum of the ensemble !!",! of the rod and the bulb: !!",!"! = !!",!"# +

!!",!"#!. This quantity reflects how the complete sample actually performs and is directly related 

to the photochemical activity of the ensemble system. 

The values of each version of !!" for CdS–H2ase are presented in Table 8.1. Despite 

having similar time constants of ET, the ideal quantum efficiency of ET of the bulb is 

substantially larger than that of the rod (!!",!"#!!!!!  = 62% vs. !!",!"#!!!!  = 41%). This difference is 

due to the bulb electron being in a charge-separated state that is much longer lived than the rod 

electron in uniform NRs. Not only is the half-life of the bulb larger than that of the rod (16 ns vs. 

5 ns), but the different functional forms of the two decays play an important role; the slow, 

distributed decay of the power law in the bulb allows much more opportunity for ET compared 
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to the steeper decay of the exponential tail in the rod. However, even though !!",!"#!!!!!  is much 

larger than !!",!"#!!!! , the ensemble !!",! values of the rod and bub are the same, within error. This 

is due to a combination of there being an approximately 50/50 mixture of uniform and non-

uniform NRs and the larger surface area of the rod compared to the bulb causing !!  to be 

larger for the uniform NRs. Thus, in the ensemble, the rod and bulb have approximately equal 

contributions to !!",!"! such that the total fraction of photoexcited electrons that undergo ET via 

the bulb is no larger than the rod. A total electron transfer efficiency of !!",!"! = 37% in this 

sample is considerably large and reflects the fact that ET is in direct kinetic competition with the 

intrinsic relaxation of the CdS NRs.  

Note that while the power-law decay of the non-uniform NRs prohibits us from obtaining 

a lifetime to compare to !!", our analysis allowed us to calculate the exact !!", which serves as 

a measure of the competitiveness of ET with the nanorod relaxation. Additionally, rather than 

comparing the average lifetime of the rod decay to !!", we again can simply consider !!". Thus 

Equation (9.14) (or Equation (9.10)) made it possible to directly compare the ability of the rod 

and bulb states to deliver electrons to the acceptor, revealing that the bulb is in principle much 

better. This comparison is not possible using average lifetimes. 

Here we examine the differences between the exact calculation of !!" and the use of 

average lifetimes, using the rod decay of CdS–H2ase as an example. Equation (9.4) can be 

applied to calculate !!" for the rod state because its decay is multi-exponential in nature with an 

exponential tail, and thus has a finite average lifetime. However, the result is notably different 

than when Equation (9.10) is used. For !! = 1 (no Poisson distribution in the number of H2ase 

moieties bound), Equation (9.4) gives an ideal ET efficiency of 68% for the rod. This is 

significantly different from the value of 41% obtained when using Equation (9.10) (Table 1). The 
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difference between Equation (9.4) and Equation (9.10) is illustrated further in Figure 9.6a, which 

shows the ideal !!" as a function of !!" = 1/!!" for Poisson-distributed ET. In the case of a 

single-exponential donor decay, Equation (9.4) and Equation (9.10) are in agreement (Figure 

9.6b). The average method of Equation (9.4) overestimates !!" in this case because it treats the 

donor decay as a single exponential with a lifetime of !! , but this amplitude-weighted lifetime 

is artificially dominated by the longest-lived component and therefore Equation (9.4) 

overestimates the quenching efficiency. The origin of the difference in the two expressions is 

that Equation (9.4) assumes that, even for the subpopulation of complexes with !! = 1 

acceptors, the rate constant of quenching is related to the average lifetimes by !! = !
!!"

− !
!!

 

(or !!" = !! + !!), which is not true for a general non-exponential donor decay. Thus Equation 

(9.4), which relies on average lifetimes, can only approximate the competitiveness of quenching 

when the donor exhibits multi-exponential relaxation. In contrast, Equation (9.10), which was 

derived from the definition of !! and rate equations while accounting for a heterogeneous decay, 

accounts for competition between quenching and every decay component that leads to non-

exponential electron depopulation in the ensemble. 
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Figure 9.6. Comparison of !!" (or !!) calculated using average lifetimes (Equation (9.4)) and 
exactly (Equation (9.10)) as function of quenching rate. (a) The ideal !!" of rod state of uniform 
in CdS–H2ase complexes, as a function of !!" = 1/!!" , calculated by Equation (9.4) and 
Equation (9.10) for !! = 1. Electron localization is not considered in this simplified example. 
For reference, !! = 1/ !! = 0.055 ± 0.003 ns–1 for the CdS rod is indicated with a dashed 
vertical line, and !!" = 1/!!" = 0.07 ± 0.02 ns–1 for the rod (Table 1). (b) Comparison of !! 
calculated using Equation (9.4) and Equation (9.10) for a single exponential donor decay as a 
function of !!/!!, and a Poisson distribution of acceptors with !! = 1. 

 

 Equation (9.10) is an exact expression for calculating !!  that accounts for the 

competition between quenching and each component of a non-exponential donor decay. In other 

words, it is the weighted average of the quenching efficiency of all subpopulations in an 

ensemble. It can be applied for an arbitrary donor decay !!(!) in which non-exponential 

relaxation occurs due to a heterogeneous distribution of decay rates in the ensemble. It allowed 

us to calculate !!" in the CdS–H2ase complex even when the CdS NRs had a power-law decay, 

which does not have an average lifetime. However, the model for !! used here is not without 

limitations. First, this model assumes that the presence of the acceptor does not influence the 

intrinsic decay pathways within the donor. The model could in principle be adapted to account 

for such an effect, but it complicates the derivation and this was not necessary for the CdS–H2ase 

system. Secondly, the use of Equation (9.10) requires knowledge of !  and !! in addition to the 

empirical decay of the donor–acceptor complex. We were able to obtain these parameters by 

using a kinetic model for ET (Equation (9.3)) and fitting transient data of the donor with and 
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without the acceptors present. Finally, this model assumes that all subpopulations are excited 

with equal probability such that !!"(! = 0|!) is the same for all !. Physically, this means that 

the presence of the donor does not affect the likelihood of a particular donor being excited, 

which we expect to be the case for CdS in the presence of H2ase because the extinction 

coefficient of the CdS NRs is much larger than that of H2ase. While the expression for !! used 

here is specific to the present sample in these ways, the general approach of deriving !! exactly 

using rate equations can be applied to a broad range of systems to give an exact calculation as 

opposed to an approximate average. 

 
9.4.4 Implications and future design 

The analysis above allows us to break down !!" into its underlying contributions and informs 

the rational design of more efficient photochemical systems. The ET efficiency is determined by 

the competition between ET and electron relaxation within the nanocrystal. In CdS–H2ase with 

3-MPA ligands studied here, ET is in direct competition with recombination, resulting in ET 

efficiencies close to 50% of the maximum for both uniform and non-uniform CdS NRs. Thus, 

!!" of the CdS–H2ase system can be improved by attaining a long-lived electron state the CdS 

NRs, making ET faster, or both. These changes could be achieved through relatively simple 

synthetic means.  

One way to control the CdS NR relaxation rate is through morphology. Because hole 

trapping is fast in CdS nanocrystals and the presence of the bulb drives the electron to dissociate 

from the hole, non-uniform CdS NRs exhibit intrinsic charge separation and have much longer 

lived states than uniform NRs (Figure 9.1). It follows that a sample made up entirely of non-

uniform structures would have a larger !!"  than the one studied here, provided that the 

H2ase:CdS mixing ratio were optimized for acceptor loading on the bulb. This charge separation 
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may additionally improve the efficiency of multi-electron redox reactions, which rely on slow 

recombination of the intermediates due to back-ET and have been shown to be improved by 

electron–hole charge separation.47,107,112 Separately, type-II and quasi type-II semiconductor 

heterostructure nanocrystals, designed to extend nanocrystal lifetimes by reducing wavefunction 

overlap, could also be used to achieve more efficient ET.47,113,152,153 However, we recently found 

that non-uniform CdSe/CdS and ZnSe/CdS dot-in-rod heterostructures in fact exhibited similar 

dynamics to single-component, non-uniform CdS NRs.177 Interestingly, electron−hole 

dissociation between a rod-trapped hole and a bulb-localized electron occurs in all three systems, 

and that charge-separated state is longer lived than the interfacial state formed by the type-II 

band alignment. Therefore, such heterostructures would be no more competitive for ET than 

their single-component counterparts, at least in terms of the excited-state decay rate. However, 

the seed material can influence the electron state in the bulb and it remains to be seen if such 

heterostructure nanocrystals also influence the ET rate constant. 

The rate constant of ET in CdS–H2ase complexes may be improved through 

modifications of surface chemistry. We have previously shown that mercaptocarboxylate 

surface-capping ligands, such as the 3-MPA ligands used here, present a barrier to ET in CdS–

H2ase.14 Thus, using different ligands that decrease the CdS–H2ase distance or otherwise increase 

the electronic coupling could bring !!" to its maximal value for this system. This maximum 

would be achieved with a hundred-hold increase in !!" (Figure 9.7), which we showed could be 

a realistic goal with short ligands.14 Additionally, having such fast ET would render uniform and 

non-uniform CdS NRs equally as efficient for ET because ET would easily outcompete 

recombination in both structures (Figure 9.7). However, charge separation in non-uniform NRs 

could still impact the overall photochemical activity in this case. 



223 

 

 
Figure 9.7. Comparison of !!" of rod and bulb in CdS-H2ase complexes as a function of !!", 
calculated using Equation (9.14). Calculations were performed using measured decay parameters 
of CdS rod and bulb (Figure 9.1 and Figure 9.5) and !!  was set to 1 for both morphological 
features for comparison. The range of !!" values represent hypothetical values of the ET rate 
constant in the CdS-H2ase system. The value of !!" = 1/!!" in this system is 0.07 ± 0.02 ns–1 
for the rod and 0.09 ± 0.01 ns–1 for the bulb (Table 8.1). 
 

 Finally, we note that increasing !!  would also increase !!" but can be disadvantageous 

for multi-electron photochemistry because multiple acceptors compete for electrons.110 Indeed, 

the optimal H2ase loading for H2 production in the CdS–H2ase system with 3-MPA ligands was 

found to be near !! = 1.44 However, this limitation is defined by rates of back-ET and hole 

scavenging and could potentially be avoided. 

 

9.5 Conclusions 

CdS–H2ase is a system that exemplifies the need to exactly model the competition between 

quenching and heterogeneous multi-timescale donor relaxation in order to accurately calculate 

!!. Average lifetimes led to inaccurate results that did not capture the contributions of fast decay 

components in the CdS NR donor and moreover could not be used for power-law donor decay. 

Thus care must be taken when describing non-exponential excited-state decays with average 

decay parameters. Modeling the relationship between ET and nanocrystal relaxation led to a 
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quantitative understanding of the factors that determined !!" for CdS NR–H2ase complexes and 

provided guidance for future design. The efficiency of ET in CdS NR–H2ase complexes could be 

improved either by utilizing intrinsic charge separation in a completely non-uniform CdS NR 

sample or by increasing the rate of ET via surface modifications. Non-exponential decay curves 

are ubiquitous in semiconductor nanocrystals, and while the expression for !! derived here is 

specific to a Poisson distribution of quenchers, the general approach of deriving !! from its 

definition and rate equations is relatively simple and can be applied to a large range of systems 

on a case-by-case basis. We advocate for an exact treatment of calculating quenching efficiencies 

in donor–acceptor systems when possible, cautioning that the use of average lifetimes can lead to 

significant errors when non-exponential relaxation occurs in the ensemble. 
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Chapter 10 

Summary and Conclusion 

 

The work presented in this dissertation described investigations of the excited-state dynamics of 

semiconductor nanocrystals, focusing on the discovery of trapped-hole diffusion in CdS and 

CdSe nanorods as well as the modeling of electron-transfer kinetics in nanocrystal–acceptor 

complexes. Together, the combination of experimental measurements, theoretical modeling and 

data analysis reported here provide detailed conceptual and quantitative pictures of carrier 

dynamics these systems.  

Part I covered research efforts to elucidate the dynamics of photoexcited charge carriers 

that are trapped at defect sites on nanocrystal surfaces. The main contribution of that series of 

studies was the discovery of evidence that trapped holes on the surfaces of CdS and CdSe 

nanocrystals are not stationary, but instead are mobile on timescales relevant to other excited-

state relaxation processes such as recombination and photochemistry. Chapter 3 explained in 

detail how we arrived at the picture that trapped holes diffuse among sulfur sites on the surfaces 

of CdS nanorods. Chapters 4 and 5 expanded upon that original study, showing that the same 

phenomenon occurs in other related materials, including CdSe/CdS and ZnSe/CdS dot-in-rod 

heterostructures as well as CdSe nanorods. Together, those studies suggest that trapped-hole 

diffusion is a general phenomenon in Cd-chalcogenide nanocrystals, but one that is normally 

obscured due to spatial overlap of the electron and trapped hole. However, as the evidence for 

this phenomenon was indirect, we considered alternative interpretations of the experimental 

observations. As explained in Chapter 6, this was accomplished with a temperature dependence 

study of CdS and CdSe nanorods, which ruled out alternative mechanisms for the observed 
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dynamics, making the evidence for trapped-hole diffusion much more robust. In sum, this work 

provides a fundamentally different view of the behavior of trapped holes in these materials, as 

the conventional picture was that charge carriers become immobile once they have trapped. The 

ability of trapped holes to diffuse on nanocrystal surfaces may have wide-ranging consequences 

for the photophysics and photochemistry of CdS- and CdSe-based optoelectronic devices. 

Part II presented work to explain the nonexponential kinetics of charge transfer in 

nanocrystal–acceptor complexes in terms of simple analytical models. Chapter 7 described 

transient absorption measurements of electron transfer from photoexcited CdS nanorods to 

hydrogenase enzyme, showing that the microscopic rate constant and quantum efficiency of 

electron transfer can be obtained by accounting for the distributions in the numbers of electron 

traps and enzymes adsorbed. In Chapter 8 we established the impact of surface-capping ligands 

on electron transfer and subsequent H2 production in CdS nanorod–hydrogenase complexes. 

Chapter 9 provided an exact calculation of charge-transfer efficiency in heterogeneous 

nanocrystal–acceptor complexes, showing that the use average rate constants can lead to 

significant errors. Additionally, relating back to Part I of this dissertation, Chapter 9 

demonstrated the benefit of charge separation followed by trapped-hole diffusion-limited 

recombination in CdS nanorods, as the resulting state is exceptionally long-lived, improving the 

efficiency of charge extraction by making charge transfer more competitive with recombination. 

The relatively simple models developed in Part II capture the essential kinetics of electron 

transfer and provide guidance on the relevant design parameters that could be controlled to 

optimize photochemical redox reactions using nanocrystal–enzyme hybrids. Together, those 

chapters showed that kinetic modeling of ultrafast spectroscopy experiments on heterogeneous 
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systems can yield deep insights about the microscopic processes underlying the behavior of 

complex systems. 

In the research presented in this dissertation I sought to perform experiments and data 

analysis guided by physical models in order to gain new insights about the excited-state 

dynamics CdS and CdSe nanorods, an important class of semiconductor nanocrystals. It was my 

hope to cast the complex photophysical and photochemical behavior of these materials in terms 

of relatively simple physical pictures. The power of theoretical modeling is to take the 

observations of experiments and reveal physical insights that deepen our scientific understanding 

and provide predictive abilities that can be used to develop practical applications. This body of 

work extends our fundamental understanding of the behavior of trapped holes at the surfaces of 

Cd-chalcogenide nanocrystals as well as electron-transfer kinetics in nanocrystal–acceptor 

complexes. Ultimately, this dissertation comprises advances in the basic science that, in the 

future, may provide important insights that inform the design of solar energy harvesting systems. 
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