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Abstract: We demonstrate the feasibility of constructing a novel and practical real-world mobile
cloud system, called myBlackBox, that efficiently fuses multimodal smartphone sensor data to
identify and log unusual personal events in mobile users’ daily lives. The system incorporates
a hybrid architectural design that combines unsupervised classification of audio, accelerometer and
location data with supervised joint fusion classification to achieve high accuracy, customization,
convenience and scalability. We show the feasibility of myBlackBox by implementing and evaluating
this end-to-end system that combines Android smartphones with cloud servers, deployed for 15 users
over a one-month period.
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1. Introduction

Traditional blackboxes [1,2] are used in emergency situations to record the events leading up to
a disaster, such as a plane crash, in order to aid investigators in determining the causative factors.
They are typically designed to record the most recent data and are ruggedly built to withstand
loss of power and extreme physical stress. In myBlackBox, our idea is to adopt the basic blackbox
spirit of recording unusual events and to extend this functionality into the mobile phone domain.
myBlackBox provides a basic system that efficiently and accurately detects and records “unusual
events” of smartphone users, both on the mobile device and in the cloud, based on mobile sensor data.

There already exist some types of human event detection systems [3–8] similar to ours, which
are used to identify unusual human behaviors and patterns, using activity, video or audio sensors.
These systems, however, are either not developed for the mobile phone at all (e.g., they use only
a stationary video recorder) or are minimally implemented on the smartphone (e.g., they only use
the activity sensor of the mobile device) [3,8]. For our current research, we have designed our system
to utilize all of the following sensors of the mobile phone, audio, location, accelerometer and mobile
status, simultaneously, in order to detect and log a mobile user’s daily events and then to classify them
as either normal or unusual events.

We define “unusual/abnormal events” to be infrequently-generated behaviors of mobile phone
users, such as extremely increased or decreased physical activity, infrequently visited locations or
unusual audio identification. To decide on the threshold frequency for determining whether an event
was unusual or not, we needed feedback from the users. The threshold frequency may vary across
users, so to verify our results, we queried each participant in our studies on the mobile device to verify
whether a particular user would label an infrequently-occurring event as an unusual event in their life
or not. From this survey, we were able to determine, for example, that the majority of the 15 subjects in
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our research experiment confirmed that the places they visited less than 2% during a one-month time
period were places visited that constituted “unusual events” in their normal schedules.

In our previous research, we designed an unusual event detection algorithm [9] using mobile
sensor data collected from 20 users over a period of one week. We built and tested this algorithm
offline, fusing location-based audio (low level sounds, talking voice, music and loud emotional sounds)
and location-based activity (stationary, walking and running) classifiers. The accuracy of the algorithm
was evaluated offline; thus, this approach was not deployed nor evaluated in a practical real-world
mobile cloud system. However, given the promising initial results of the prior work, we decided to
build and deploy a working mobile cloud prototype with actual users, in addition to incorporating
algorithmic modifications to account for real-world challenges.

This research paper focuses on the results of deploying the myBlackBox system to real-world
mobile users, where we have concentrated on investigating the scalability and efficiency of our system.
The myBlackBox system is designed to operate automatically in the background on the smartphone,
without conflicting with other mobile sensor data being collected. Furthermore, during our design and
testing of our myBlackBox system for real-world application, we used lessons from the deployment
to improve upon our fusion algorithm during the testing and deployment phase. We also extended
the period of data collection and analysis to a one-month period, in order to better evaluate and verify
the accuracy of our algorithm’s operation on the mobile phone as a practical, real-world system.

By building myBlackBox, our goal is to demonstrate the feasibility of extending the blackbox
concept to today’s mobile smartphones. We will show that myBlackBox is robust and accurate
enough for general purpose applications that need to detect unusual events in a user’s daily
behavior. Today’s smartphones possess a wide array of heterogeneous sensors, e.g., location, audio,
accelerometer, etc. Therefore, our challenge is to devise a practical strategy that fuses together data
from all of these mobile sensors in order to accurately detect and record unusual human behavior
events of the users of our system. It must also account for other types of limitations imposed by
the mobile scenario, such as sporadic disconnection and resource constraints. Fundamental and
common to all of these types of applications is the underlying core system of “mobile + cloud” that
efficiently detects and logs normal and unusual mobile user events.

This work makes the following contributions to research in this area:

1. Practically-improved classifiers combining location history with audio sensor data, as well as
with accelerometer sensor data were developed to identify unusual user events by exploiting
personal historical data and filtering noise.

2. A hybrid architecture was practically designed that combines unsupervised classification of
location-based audio and location-based activity with supervised joint fusion classification to
achieve acceptable accuracy, customization, convenience and scalability.

3. This work identified the best supervised learning algorithm among four popular fusion
algorithms for fusing together multi-modal sensor data for identifying unusual user events
and characterized its improvement in accuracy over location-based audio and activity classifiers.

4. A complete end-to-end mobile cloud system, called myBlackBox, for efficient detection and
logging for unusual user events was implemented and evaluated in a real-world deployment on
Android smartphones and a cloud server.

2. Related Work

Related work in human event detection systems is concerned with the identification of human
behavior and patterns using activity, video or audio sensors. In one research study [3,8,10],
the researchers used the activity sensor, which can identify activity and movement patterns [11,12]
on the mobile phone, for detecting any unusual falling events of the subjects. This research focuses
on detecting falling behaviors of elderly people or hospital patients, but is limited in its application
for measuring other activity and behavior patterns of the general population. Other research [4,13]
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made use of a video camera to record and measure subjects’ behaviors, by installing a video camera in
one room where the research took place. However, this approach is very limited to a specific range
and fixed location, whereas our mobile application is transportable and easily deployable for multiple
users over a wide area and range. In another study, we found audio detection systems being used
to detect unusual events in subjects’ immediate environments. The audio system [5–7] for detecting
unusual, and possibly dangerous, events was a more simplified system than ours, employing audio
sensors in a specific area to capture any generated threatening or unusual human voice sounds, such
as screaming, shouting, etc. The system could detect and classify unusual sound events of people in
a prescribed, limited area, but it was only tested in a laboratory setting.

Some GPS tracking systems [3,14,15] have been used to identify unusual locations encountered
by Alzheimer patients, who use mobile phones installed with these systems. These systems learn
the patients’ daily-visited areas and movement range within their houses or within a prescribed
indoor/outdoor area within a certain range and then divide this range into safe and unsafe areas.
The patients usually stay within one or two main area ranges, and these systems simply identify
when the patients wander into new/unusual, possibly unsafe, locations. This GPS tracking approach
is sufficient for purposes of monitoring Alzheimer patients, but is limited for use in applying it
to normal mobile users, because it focuses on tracking users’ movement within a very limited
range. Normal everyday mobile users visit many more places and move within much wider ranges
throughout their daily lives.

Existing unusual event detection applications [16,17] provide family members’ current locations
or historical locations to detect unusual location events. Family Locator-Kids Tracker [17] and Family
Family Locator-GPS Tracker [16] applications are able to share users’ locations among family members
using the GPS on the mobile phone. However, they require family members who use this application
to monitor another member and to manually check that member’s location frequently. These mobile
applications also only use one dimension of the mobile device’s sensor data.

For our research, we classified audio data using existing audio classification algorithms that can
measure combined audio patterns (i.e., low level noise, talking voice, music and loud emotional sounds).
Popular algorithms used in these applications to classify audio data are the MFCC (Mel-Frequency
Cepstral Coefficients) [18] and GMM (Gaussian Mixture Models) [19] algorithms.

Machine learning techniques are used in a variety of research domains [20–23] to identify or
improve their detection accuracy performance. A misbehavior detection system [20] identifies users
who misbehave (i.e., users engaging in pornographic chatting) by using machine learning algorithms
with mobile sensors on the mobile video chat application. Another type, a mental health tracking
system [21], detects users’ mental health status through the use of camera facial recognition, user
interaction logging and social media content information. An emotion detection system [22] can
recognize human emotions using sensors that detect facial expressions, electrodermal activity, heart rate
and skin temperature. An aggressive detection system [23] classifies human aggressive behaviors using
machine learning techniques with audio and video sensors that improve the system’s classification
performance by efficiently combining multi-modal sensor data. Each of these system’s domains
analyzed varying combinations of multiple sensor data, depending on their research goals, in order to
boost their accuracy performance with optimized machine learning algorithms. In our domain, we
also used a specific combination of multi-sensor data (i.e., accelerometer, audio, Wi-Fi, GPS and phone
status) to develop a practical system that identifies user events with machine learning algorithms in
a real-world setting.

A key theme of this research is fusing together multi-modal mobile sensor data to arrive
at an improved classification of unusual user events. We investigated tree-based binary fusion
classification algorithms that could be used to identify when mobile users encounter an unusual
situation or are involved in an unusual event (different from their daily patterns). We compared
four popular fusion classification algorithms, Bagging [24], AdaBoost [25], SVM (Support Vector
Machine) [26] and CI (Confidence Interval), to find the best fusion algorithm of the four classifications
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for use in our system. Bagging is a bootstrap aggregating algorithm that uses a machine learning
ensemble method to build an improved classification model, using average predictions or majority
voting from multiple models. The AdaBoost algorithm is another algorithm that uses the ensemble
method to build a strong classification model with weak classifiers to improve the performance
accuracy. SVM is a supervised learning algorithm, which is used to build an optimal linear classification
model. CI is an algorithmic method, used to determine the optimal interval range in which
the probability of a given hypothesis can be said to be true or not. We built a classification model
according to each of these tree-based binary fusion algorithms and compared them to find the best
fusion algorithm of the four classifications to use in our system.

3. System Challenges and Design

3.1. Assumptions and Goals

The foremost design requirement for our proposed system is to achieve blackbox-like functionality
for mobile users by both detecting unusual user events based on smartphone sensor data and logging
those events for later retrieval in the cloud and on the mobile device. In case the mobile device is lost,
then logging of data to the cloud acts as a reliability mechanism that can help locate the last known
whereabouts of a missing mobile user and/or to recover the history of the mobile device. Additional
benefits accrue from having a cloud server store a log of a user’s event trace. For example, parents
wanting to monitor the safety of their children can login to the myBlackBox cloud server to inspect
the record of activities forwarded from their kid’s myBlackBox mobile application, even if their kid’s
mobile device is disconnected/off. Moreover, the parents can create callbacks on the server that notify
them when a specific set of circumstances occurs.

Caching logged data on the mobile device brings its own benefits. It helps bridge temporary
disconnection issues faced by wireless users even in seemingly well-connected cities. Moreover, if
a user is lost hiking in a remote location without their cell phone, the discovery of their mobile device
and its logged data can help locate the last known whereabouts of that user, as well as reconstruct
a history of the lost user’s actions leading up to that event, which may help in search and rescue.

Our system is designed to satisfy a variety of other design goals. Due to the diversity and
dynamics of indoor and outdoor environments, user locations and user activities, we need to accurately
identify the unusual events that users generate (with fine granularity and robustness), with low latency
and without incurring processing overhead on the mobile device. Further, our system should use
a combination of sensors to improve the classification of whether a user is experiencing an unusual
or abnormal situation. Furthermore, our system should log seamlessly and automatically in
the background and not require much, or any, user intervention. In addition, our mobile application is
designed to be sufficiently energy-conserving, so that the phone may operate for at least twelve hours
a day with the application running. Finally, we intend to leverage a cloud server for the logging of
multiple users’ unusual events in a scalable manner.

Our solution does not make unrealistic assumptions about the existence of specialized
infrastructure to assist with any of the above tasks, such as the existence of elaborate sensors.
We assume only the capabilities and existence of sensors common to most standard smartphones
(e.g., today’s iPhones and Android phones), such as audio sensors capable of capturing sounds, GPS
capable of measuring locations and accelerometers capable of measuring activities. We assume that the
Wi-Fi works indoors, which we have verified to be practically true in typical indoor settings. We assume
there may be occasional wireless disconnection. We do not assume the existence of gyroscopes on the
phone, since not all smartphones support them. We expect users to behave in a normal manner, namely
carrying and using the phone as they typically would with our application running in the background
and exhibiting other usual behavior, such as recharging the phone every evening/night [27].

Our task is then to show how under these limiting assumptions, we can still construct a system
that successfully supports our goals of achieving unusual event detection in practical, real-life settings.
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3.2. Algorithm Challenges and Design

Given these system goals, we are then faced with the following algorithmic challenges.

• How can we classify personal user behaviors using multi-modal mobile data?

We confined ourselves to three common mobile sensors, namely location, activity and audio.
Figure 1 shows that our approach was to first build single-mode behavior classifiers and to then fuse
their results into an integrated decision to identify unusual events [9]. The intent was to exploit the
increased accuracy that should result from utilizing multiple sensors to make a collective decision
identifying an event. The individual user behavior classifiers categorized mobile users’ activity
(e.g., stationary, slow walking, walking, running), audio (e.g., low level sound, music, talking, loud
emotional voice) and locations (ranked list of frequently-visited locations).

Collection of 
mobile sensor 

data 

Behavior 
classification 

Historical 
Behavior 

Model 

Unusual 
event 

detection 
model 

Fusion 
Algorithm 

Activity Sensor 

Audio Sensor 

Stationary,  
Slow Walking 

Walking,  
Running 

Low level noise, 
Talking, 
Music, 

Emotional voice 

Activity pattern 

Audio pattern 

Fusion 
Unusual event 

detected or 
not 

Unsupervised and 
Personalized model 

Supervised and 
general model 

Location Sensor 
Frequent, 

 Infrequent,  
New location 

Visited location 

Figure 1. Process for building an unusual event detection model using mobile sensor data.

Based on data obtained from the previous 20 mobile users, we observed that an activity’s
normality/abnormality is context sensitive to both location and user. That is, a given
user tends to exhibit repeatable activity on a set of frequented locations, such as sitting
at work or running in the gym. Thus, simply identifying whether a user is running or
not is insufficient for accurately identifying abnormality, which is a function of the user’s
location. Instead, it is important to develop a location-based model that identifies what is
a user’s normal behavior at each location.

In addition, it is important that a different location-based model be developed for each distinct
user. It may be normal for the audio data to reveal loud noises and screaming at a user’s home if
that user particularly enjoys watching action/horror movies at home. For another user, this may be
highly unusual.

Therefore, on top of the basic single-mode classifiers, we built location-aware audio models
and location-aware activity models for each user. To use this approach, we observed that mixed
percentage patterns of the classifications follow the normal distribution. We used the Gaussian
(normal) distribution to find the probability of how close each subject’s type was to the normal
classification probability. The normal Gaussian distribution is bell-shaped, and its probability
is calculated by the average and standard deviation. We used this normal distribution to analyze our
historical location-based audio data (i.e., audio sets collected in the same location). These are then
used to generate early stage classification results based only on pairwise data. To combine all three
modalities of data and improve accuracy, namely to combine the results of the location-based audio
models with the location-based activity models, we employed fusion algorithms as described below.
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• How can we automatically detect unusual user events and thereby minimize inconvenience to the
end user, i.e., not require the mobile user to manually label significant unusual events to train the
system before it can be made useful to the individual?

As noted above, developing classifiers that are personalized to each user’s normal/abnormal
behavior should yield the best results for unusual event classification. However, we wish to minimize
and ideally eliminate manual labeling of data by the mobile end user, yet achieve personalized
classification. Our approach was to employ a hybrid fusion approach in which unsupervised
learning [28] (without labeled training data, i.e., feedback from a user) is employed for the initial phase
of location-based audio and location-based activity classification, while a supervised learning (with
labeled training data) [29] approach is used for the fusion classifier. Unsupervised learning means we
can forgo user training and labeling, yet develop reasonably accurate models of unusual events that
are customized to both location and user. These models can be developed on a user’s mobile device in
an automated manner, without requiring user input. We then rely on supervised learning at the next
fusion stage to boost the accuracy.

Ultimately, does not each mobile user still need to be involved in the training loop to label
whether a fusion result is truly a significant unusual personal event? We avoid this burdensome manual
labeling requirement by the following key finding from our research: we can approximate the accuracy of
a personally-trained fusion classifier with a classifier trained jointly from a general collection of mobile users.
That is, our research results show that we can develop a general fusion classifier based on supervised
learning that is trained by hiring, say, N users/strangers and paying them to label their data and that
this general fusion classifier achieves a similar accuracy to a personalized fusion classifier. In this way,
we eliminate, as well, the need for the user to train the fusion classifier.

Figure 2 zooms in on the two critical classification stages of Figure 1 and summarizes the combined
decision-making process of our hybrid fusion design for the myBlackBox system. We now see that
the pattern recognition and fusion algorithm steps comprise the unsupervised learning stage and
supervised learning stage, respectively. In the pattern recognition stage, which is based on cumulative
historical user data, we chose a personalized model over a general model because we needed to
measure individual users’ behavior patterns over time as accurately as possible. If we had chosen
a general model, it would not have been as sensitive to each individual’s unique daily behavior
patterns. For example, for this unsupervised learning algorithm, we measured the probability of
each individual’s 30-min segments of personalized behavior pattern data as to whether these fell
within their user-specific historical normal range of cumulatively-measured daily behavior patterns.
In the fusion stage, which is our supervised learning algorithm that uses labeled training data
(user subjects’ feedback on our classification algorithms), we determined that developing a general
unusual event model based on generic users’ labeled data achieves basically commensurate accuracy
in our system compared to a personalized model.
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Figure 2. Diagram of unsupervised and supervised learning algorithms, with general versus
personalized model choices
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Therefore, our hybrid fusion design is hybrid in two dimensions; namely, it combines both
unsupervised and supervised learning and also combines both personalized and general models
of unusual user event behavior. The end result is a hybrid fusion design that is both accurate and
convenient for the mobile end users.

3.3. General versus Personalized Fusion Model

A key advantage of the general model is that if its accuracy can be shown to be roughly equivalent
to a personalized model of classification, then we can substitute the general model in place of
the personalized model and, thus, avoid requesting that the user manually label periodic data as
indicating an “unusual event” or not, in order to develop a personalized classification model under
supervised learning. If we can show that the general model functions at a similarly high equivalent
accuracy as the personalized model, we can be confident that our hiring of a small set of completely
unrelated users to develop the general model is sufficient and, thus, incorporate this general classifier
into the mobile application to achieve almost equivalent unusual event detection as is attained by
the personally-trained classification model.

To analyze the accuracy and performance of the general model compared to the personalized
model, we used the highest performing algorithm for the general model analysis, the Bagging
algorithm, and the highest accuracy measurement of each individual’s set of data for the personalized
model. Figure 3 shows the resulting accuracy measurements achieved for each participant’s set of
data, side by side, when the general model was used versus when the personalized model was used.
To obtain the accuracy measurement for each individual’s data using the personalized model, we chose
the highest accuracy measurement among that person’s data. To obtain the accuracy measurement
for the general model for each individual user, we used the Bagging algorithm results based on
the combined accuracy measurements from the training data of the set of 19 other users, excluding
the chosen user’s training data.
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Figure 3. Accuracy evaluation of the general model versus the personalized model, for identifying
unusual mobile user events.

Overall, we found the average personalized model-based accuracy of 0.96 to be slightly better than
the average of the general model-based accuracy (0.94), by 0.02 points. Although for the personalized
model, the accuracy measurements were higher for 50% of the users (10 of them); the accuracy
measurements yielded using the general model were higher (15%) or the same (35%) for the remaining
users; as shown in Figure 3. Although the accuracy of the general model was a little lower than that
of the personalized model, we noted that its accuracy was sufficiently high enough and comparably
enough in performance across all users to be confident in adopting it for our research purposes. For
these reasons, we adopted the general fusion model for building our myBlackBox system and for
making it more scalable and usable for users of our system.




























