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Onset of synchronization in the disordered Hamiltonian mean-field model
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We study the Hamiltonian mean field (HMF) model of coupled Hamiltonian rotors with a heterogeneous
distribution of moments of inertia and coupling strengths. We show that when the parameters of the rotors are
heterogeneous, finite-size fluctuations can greatly modify the coupling strength at which the incoherent state loses
stability by inducing correlations between the momenta and parameters of the rotors. When the distribution of
initial frequencies of the oscillators is sufficiently narrow, an analytical expression for the modification in critical
coupling strength is obtained that confirms numerical simulations. We find that heterogeneity in the moments of
inertia tends to stabilize the incoherent state, while heterogeneity in the coupling strengths tends to destabilize
the incoherent state. Numerical simulations show that these effects disappear for a wide, bimodal frequency
distribution.
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I. INTRODUCTION

Hamiltonian systems with long-range interactions appear
in many areas of physics, including systems with gravitational
or Coulomb interactions [1,2], vortex dynamics in fluids [3–5],
plasma physics [6–8], and free-electron lasers [9,10]. Many of
the generic properties of emergent collective behavior in these
systems can be studied with the Hamiltonian mean field (HMF)
model [11–13]. In this model, N inertial rotors described
by their conjugate phase, θn, and angular momentum, pn,
variables interact under the Hamiltonian

H =
N∑

n=1

p2
n

2In

− 1

2

K

N

N∑
n,m=1

anam cos(θm − θn), (1)

where the nth rotor has moment of inertia In and coupling
constant an. One can also view Eq. (1) as describing an
interacting set of particles on a periodic domain (the circle)
with masses In, and momenta pn, that are coupled through
charges an. Despite its simplicity and analytical tractability,
the HMF model exhibits some of the features present in
many Hamiltonian systems with long-range interactions,
including violent relaxation toward long lived quasistationary
states, slow collisional relaxation, and phase transitions [1,5].
Because of these similarities, the HMF model has become
an iconic testbed for the study of Hamiltonian systems with
long-range interactions [14–18]. Previous studies (with the
exception of Refs. [1,19,20]) have assumed that the rotors have
identical moments of inertia and that they are equally coupled
to all other rotors; i.e., In = an = 1. However, in many physical
systems there is often some form of disorder. For example,
stars in self-gravitating systems have a heterogeneous mass
distribution [1], and vortices in 2D turbulence have a hetero-
geneous circulation distribution [21]. We study the effects of
disorder in the HMF model to provide insights that may be
valid more generally. The model Eq. (1) allows for the study
of rotors with different masses or lengths (variable In) and
disorder in the interactions due to gravity (mass an ∝ In) or
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Coulomb forces (charge ∝ an). We will assume that In and an

are chosen from a joint distribution h(I,a), and that h vanishes
when I or a is negative; the case that a > 0 can also be thought
of as ferromagnetic. Since the coupling strength is represented
by the parameter K , without loss of generality, we can assume
that the mean coupling strength is 1: 〈a〉 = 1, where 〈·〉 denotes
an average over the distribution h. We will show that even a
small heterogeneity in the distribution of these parameters can
drastically affect the onset of synchronization.

This paper is structured as follows. In Sec. II, we present
our theory and derive an expression for the critical coupling
strength at the onset of synchronization as a function of
the distribution of the parameters I and a as well as of
the distribution of initial momenta. In Sec. III we illustrate
our results with numerical experiments. We present our
conclusions in Sec. IV.

II. EFFECT OF DISORDER ON THE ONSET
OF INSTABILITY

We are interested in the effect of disorder on the transition to
synchronized behavior in the system described by Hamiltonian
Eq. (1). The canonical equations corresponding to Eq. (1)
are

(θ̇n,ṗn) =
[
pn

In

, − KanR sin(θn − ψ)

]
, (2)

where the complex order parameter is defined as

Reiψ ≡ 1

N

N∑
n=1

ane
iθn ; (3)

analogous to that used in the Kuramoto model [13,22].
In the continuum limit, N → ∞, this system can be

formulated in terms of the density ρ(θ,p,t ; I,a) of rotors with
phase θ , momentum p, mass I , and charge a, at time t . In this
limit, the order parameter becomes

Reiψ =
∫ ∞

0

∫ ∞

0

∫ ∞

−∞

∫ 2π

0
aeiθρ(θ,p,t ; I,a)dθdpdIda.
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The evolution of the density is given by the continuity equation
(in this context often referred to as a Vlasov equation [14,23]):

∂ρ

∂t
+ p

I

∂ρ

∂θ
− aKR sin(θ − ψ)

∂ρ

∂p
= 0. (4)

This equation admits incoherent equilibria corresponding to
densities of the form ρ = G(p; I,a)/(2π ), for which R = 0.
Since the masses and charges do not evolve in time, it
is convenient isolate their distribution, h(I,a), and rewrite
G(p; I,a) = gI,a(p)h(I,a); thus, gI,a(p) is the distribution of
momenta conditioned on I and a.

A linear stability analysis of the incoherent solution,
analogous to that in Refs. [12,24,25], implies the existence
of a critical coupling strength Kc and critical frequency ω for
the onset of instability, determined by

1 = −Kc

2

∫ ∞

0

∫ ∞

0
a2Ih(I,a)

∫ ∞

−∞
− g′

I,a(p)

p − Iω
dp dIda,

(5)

0 =
∫ ∞

0

∫ ∞

0
a2Ih(I,a)g′

I,a(Iω)dIda,

where g′
I,a(p) = ∂gI,a(p)/∂p and

∫
- denotes the principal value

integral. From this analysis, one would expect that if the initial
density G is known and K is increased adiabatically, the rotors
would remain incoherent for K � Kc (i.e., R ≈ 0), and that
the incoherent state would lose its stability for K > Kc (i.e., R
would become nonzero). By contrast, numerical simulations
with the simple incoherent initial distribution ρ(θ,p,0; I,a) =
g0(p)h(I,a)/(2π ), for which g0 is independent of the param-
eters, show that this state may remain stable for values of K

much larger than the predicted Kc (e.g., as we will show later,
for a narrow distribution of masses with a relative width ∼0.1,
the system can remain stable up to K ∼ 10Kc). Our goal is
to understand this modification to the onset of instability. We
will obtain analytical results under the assumption that the
distribution of effective frequencies θ̇ = p/I [cf. (2)] has a
“small enough” width around its mean. Simulations will show
what happens when this assumption is violated.

To begin, we note that the linear stability analysis that leads
to the dispersion relation Eq. (5) also shows that perturbations
to the density that are independent of θ are marginally stable.
In the classical analysis of Strogatz and Mirollo for the
Kuramoto model, these perturbations are forbidden in order to
conserve the number of oscillators [24]. For Eq. (4), however,
any incoherent perturbation ρ → G(p; I,a)/(2π ) + η(p; I,a)
with zero average is allowed and undamped. Such fluctuations
should be expected in the simulations for finitely many
oscillators, and these may modify the predicted threshold from
Eq. (5).

To quantify this we assume that, instead of being zero,
the order parameter Eq. (3) fluctuates around a small rotating
term, i.e., Reiψ = R̄ei	t + z, where R̄ � 1, 	 is a coherent
frequency that will be determined self-consistently, and z

represents time-dependent fluctuations with zero mean. For the
Kuramoto model it has been shown that R̄ ∼ N−1/2 [26], and
numerical simulations [18] have shown the same scaling holds
for the HMF model. The existence of a dominant frequency 	

should be reasonable if the initial distribution of frequencies is
narrow enough. Defining θ̃n = θn − 	t and p̃n = pn − In	,

Eq. (2) becomes

˙̃θn = p̃n

In

, ˙̃pn = −KanR̄ sin(θ̃n) − KanIm(ze−iθn).

In the absence of the fluctuating term, the rotors are decoupled
and each has constant energy Ēn = p̃2

n/(2In) − KanR̄ cos(θ̃n).
We treat the term KanIm(ze−iθn ) as a stochastic perturbation
to the Hamiltonian dynamics, with the important characteristic
that this perturbation conserves the total energy Eq. (1). In the
context of the HMF model, it has been shown that the stationary
distribution of energies in the ensemble is numerically very
close to a Boltzmann distribution [18]; i.e., the density of rotors
with energy Ē is proportional to exp(−Ē/σ 2), where σ 2 is the
temperature. Thus, below the onset of synchronization, letting
R̄ = 0, the stationary density of rotors with momentum p,
given I and a, becomes

gI,a(p) = 1√
2πIσ 2

exp

(
− (p − I	)2

2Iσ 2

)
, (6)

a Gaussian distribution with mean I	 and variance Iσ 2. This
density will evolve from the initial density, g0(p), over a time
scale to be determined.

To determine 	, we note that both the discrete Eq. (2) and
continuum Eq. (4) systems preserve the average momentum
〈p〉, which is initially P = ∫ ∞

−∞ pg0(p)dp and becomes∫ ∞
0

∫ ∞
0

∫ ∞
−∞ pgI,a(p)h(I,a)dpdIda = 〈I 〉	 in the stationary

state. Therefore,

	 = P 〈I 〉−1. (7)

Similarly, conservation of energy determines the temperature
σ 2 in terms of the variance σ 2

0 of the original distribution of
momenta g0(p). Equating the initial energy and the energy in
the stationary state with distribution Eq. (6) gives

σ 2 = 〈I−1〉
[
σ 2

0 + P 2

(
1 − 1

〈I 〉〈I−1〉
)]

.

We now proceed to calculate the critical coupling strength
from Eq. (5) for the marginal distribution Eq. (6). Since
g′

I,a(I	) = 0, then ω = 	. Inserting this in the first equation
of Eq. (5) gives our main result:

Kc ≈ 2
〈I−1〉
〈a2〉

[
σ 2

0 + P 2

(
1 − 1

〈I 〉〈I−1〉
)]

. (8)

To compare this result with the homogeneous HMF model,
consider the case h(I,a) = δ(I − I0)δ(a − a0). If the initial
distribution g0(p) were itself Gaussian, then Eq. (8) predicts

K0
c = 2

σ 2
0

a2
0I0

.

First let us consider the effect of heterogeneity in the distribu-
tion of masses. Since the Cauchy-Schwarz inequality implies
〈I 〉〈I−1〉 � 1, we have Kc � K0

c . Thus, mass heterogeneity
enhances the stability of the incoherent state.

On the other hand, whenever there is heterogeneity in the
charge distribution, the factor 〈a2〉 in Eq. (8) will be larger
than a2

0 . Thus, charge heterogeneity reduces Kc, destabilizing
the incoherent state. We also note that if the initial distribution
g0(p) is not Gaussian, Eq. (8) might predict a lower Kc than
what would have been obtained using g0(p) in Eq. (5).
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FIG. 1. (Color online) Estimated critical coupling as a function
of width of the mass distribution, ε, for example (i) using average
momenta as indicated (symbols), and corresponding Kc predicted
from Eq. (8) (solid lines). Inset: estimated (Kc − 2σ 2

0 )/P 2 compared
to the prediction 2ε2/3. The inset also includes simulations obtained
using an uniform initial distribution of momenta (see text).

III. NUMERICAL EXPERIMENTS

In this section, we will illustrate our results from Sec. II
with three numerical experiments. In example (i) the initial
distribution g0(p) is a Gaussian centered at P with standard
deviation σ0 = 0.35. There are N = 1 000 rotors with a
uniform distribution of I on the interval [1 − ε,1 + ε], but
all have a = 1. In this case, it can be shown that the coefficient
of variation (standard deviation over mean) of the distribution
of the effective frequencies is bounded by

√
2(σ0/P )2 + ε2

for ε < 0.8, so we expect our theory to apply when ε � 1 and
P 
 σ0 = 0.35.

First, we test our prediction Eq. (8) for Kc. For a given value
of P and ε, we simulate Eq. (2) by increasing K by 0.02 every
10 000 time units from the initial value K = 0, and use the last
5 000 time units for each K to estimate R by a time average.
The instability threshold was estimated as the value of K at
which the averaged R last exceeds 0.1. While this is a rough
estimate intended to be used for relatively small N , it allows
us to see how Kc varies as the parameters of the system are
changed. In Fig. 1(a) we plot the estimated Kc as a function
of the width ε for the seven values of average momentum P

shown. The curves show the prediction

Kc(ε) = 2

ε
atanh(ε)

[
σ 2

0 + P 2

(
1 − ε

atanh(ε)

)]

of Eq. (8). The inset shows that the computed value of
(Kc − 2σ 2

0 )/P 2 collapses onto the solid black curve, given
from the theory (for small ε and σ0) by 2ε2/3. Since our
results depend only on the mean P and variance σ0 of g0(p),
we also consider a uniform distribution of initial momenta
g0(p) with the same standard deviation σ = 0.35 and various
P . The rescaled values of Kc are also included in the inset of
Fig. 1, and they collapse onto the same curve.

To illustrate the validity of Eq. (6) in the incoherent state,
we plot, in Fig. 2(a), the initial masses and momenta of N =
1 000 rotors using a uniform distribution of initial momenta
g0(p), and, in Fig. 2(b), their masses and momenta at T =
10 000 for K/Kc = 0.32. The solid line in Fig. 2(b) indicates
the predicted mean I	 of the stationary distribution gI,a(p)

FIG. 2. (Color online) Evolution of the momentum-mass distri-
bution for 1 000 rotors each with a = 1, given a uniform distribution
of masses I with 〈I 〉 = 1 and of momenta with 〈p〉 = P = 5. (a)
Momentum-mass distribution at t = 0 with half-width ε = 0.15
in mass and standard deviation σ0 = 0.35 in momentum, and (b)
for t = 10 000 when K = 0.2. The solid line is 〈p〉 = I	 with
	 = P = 5; (c) CDFs of momenta p conditioned on I for I = 0.9,
1, and 1.1, for t = 0, and (d) for t = 10 000. Theoretical CDFs are
also shown (thin red curves).

using Eq. (7). The empirical cumulative distribution function
(CDF) of momenta p conditioned on I is shown in Fig. 2(c)
at t = 0, for three values of I . These were calculated from
the rotors with masses in three slices (I − 0.025, I + 0.025)
of the distribution. The curves are simply the theoretical CDF
for the uniform distribution. In Fig. 2(d) we show the CDFs
at t = 10 000 for the same three values of I averaged over
the time interval [2 500, 10 000]. The curves show that the
corresponding theoretical Gaussian CDFs, calculated using
Eq. (6), agree reasonably well with the numerical distributions.

Our analysis assumes that the initial distribution g0(p)
relaxes to the stationary distribution gI,a(p); that is, the system
must remain incoherent long enough for this relaxation to
occur. To illustrate this, we estimate σ 2 from the simulations
as the mean of the instantaneous conditional variance, 〈σ 2

I,a〉.
According to Eq. (8), the effective critical coupling strength
2σ 2〈I−1〉/〈a2〉 should approach Kc as the distribution relaxes
to Boltzmann. This quantity is shown in Fig. 3 (squares), as
a function of K when it is increased, again by 0.02 each
t = 10 000 time units. Initially, the effective critical coupling
strength is 2σ 2

0 , but as K grows adiabatically, the distribution
relaxes to Eq. (6), and the effective critical coupling strength
approaches the value predicted by Eq. (8) (dashed line). When
K becomes larger than this critical value, the incoherent state
loses its stability, as can be seen in the evolution of the order
parameter R (circles in the figure). If K is increased too rapidly
or N is too large, the relaxation of the initial distribution to
its steady state might not occur and the incoherent state could
become unstable earlier. Indeed, in experiments with a uniform
initial distribution (not shown in the figure) the relaxation is
slower than when it is a Gaussian, and so K must be increased
more slowly to allow the distribution to relax to its steady state.

In agreement with previous observations [17], we observe
that the relaxation time scales linearly with N . Thus, our results
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FIG. 3. (Color online) Order parameter R (circles) and estimated
2σ 2〈I−1〉/〈a2〉 (squares) as K is increased for ε = 0.1 and P = 5
in example (i). The solid line indicates the stationary value of Kc

predicted by Eq. (8).

apply in situations in which N is not too large or when the
system is allowed to reach equilibrium (e.g., as when we
slowly changed K). In addition, if Eq. (8) predicts a value
smaller than K̂c predicted for the initial distribution, g0(p),
our computations show that when K ∈ [Kc,K̂c] the incoherent
state is only metastable, since it will become unstable as g0(p)
relaxes to Eq. (6) [27].

In conclusion, example (i) has shown how heterogeneity in
the masses combined with nonzero total momentum P results
in the stabilization of the incoherent state: Kc is increased
compared with the case of identical oscillators. Heterogeneity
in the distribution of charges a has the opposite effect.

For example (ii), we compare the case in which a = 1 for all
oscillators to that in which a is uniformly distributed in [0,2].
The masses are again uniformly distributed in [1 − ε,1 + ε].
Numerical estimates of Kc as a function of ε are compared to
the predictions (solid lines) in Fig. 4. Note that Kc is smaller
when the charges are heterogeneous, as predicted by Eq. (8).

For example (iii), we show a case in which the assumption
of a narrow frequency distribution is violated and our analysis
breaks down. Now the distribution of masses and charges is

h(I,a) = 1
2 {δ[I − (1 + ε)] + δ[I − (1 − ε)]}δ(a − 1),

FIG. 4. (Color online) Estimated (symbols) and theoretical (solid
line) values of Kc as a function of ε for example (ii). Inset:
enlargement of the region 0 � ε � 0.3.

FIG. 5. Simulated (symbols) and theoretical (solid line) values of
Kc as a function of ε for example (iii). The dashed line indicates the
value 2σ 2

0 for Kc predicted in the absence of disorder.

i.e., two peaks equidistant from I = 1, with the charges set
to a = 1. The initial distribution g0(p) is a Gaussian with
mean P = 5 and σ0 = 0.35. Figure 5 shows the numerical
estimates (symbols) versus the predicted Kc of Eq. (8) (solid
line) as a function of ε. These agree when the separation
between the peaks (2ε) is small; however, when ε becomes
too large, the onset of instability suddenly drops near to the
value 2σ 2

0 (dashed line) predicted in the absence of disorder.
In this second regime, the stationary distribution gI,a(p) for
each value of I is observed to have mean P , instead of shifting
to the predicted I	 of Eq. (6). A more detailed study of this
transition is left for future research.

IV. CONCLUSION

In conclusion, we have investigated analytically and nu-
merically the stability of the incoherent state in the disordered
Hamiltonian mean field model. We found that finite size effects
can induce correlations between the momenta, moments of
inertia, and coupling constants of the rotors, modifying the
onset of instability of the incoherent state. Indeed, hetero-
geneity in the moments of inertia tends to stabilize the
incoherent state, while heterogeneity in the coupling strengths
tends to destabilize the incoherent state. For sharply peaked
parameter distributions, we developed an analytical formula
for the modified critical coupling strength. Our analysis also
qualitatively describes the behavior observed for broader
distributions. Finally, we discovered a novel transition for
a bimodal distribution of masses. Our results provide new
insights into the factors affecting the phase transition in the
HMF model, an iconic testbed for the study of long-range
Hamiltonian systems, and provide a motivation to search for
analogous results in more specific systems.
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