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Energetic particle precipitation (EPP) is a phenomenon that couples planetary magneto-

spheres and atmospheres through high-energy charged particle transport into the atmosphere.

Due to the large spatial scales over which this process occurs, it is difficult to observe directly

and therefore the spatial and temporal scales of EPP are poorly constrained. Open questions of

magnetosphere-atmosphere coupling relate to the driving mechanisms of EPP: how does EPP vary

seasonally, temporally, and with magnetospheric conditions; and what are the spatial scales over

which this process occurs? The study of EPP will improve current understanding of the behavior

of the radiation belts and the atmosphere’s response to EPP, and will lend a deeper understanding

of the dynamic interactions of planetary magnetospheres and atmospheres. This work specifically

focuses on electron precipitation involving the highest energy particles in the magnetosphere: the

radiation belts.

Obtaining global measurements of EPP is difficult due to the spatial scale and height above

Earth’s surface at which this process occurs; the drivers interact with charged particles in the heart

of the radiation belts at 4 – 7 Earth radii, and the effects at Earth cover the entire globe, from

mid-latitudes to the poles, and at altitudes too high for in-situ balloon measurements, and too

low for radar remote sensing. Measuring EPP’s effects through remote sensing in the ionosphere

is difficult due to high atmospheric density driving fast recombination such that the atmospheric

effects of EPP dissipate quickly. Perturbations in atmospheric chemistry can be measured as

a proxy to precipitation inputs, but the complicated reactions and transport dynamics makes the

inversion to precipitation characteristics uncertain. On the other hand, direct in-situ measurements

of charged particles from spacecraft cannot easily obtain the spatial and temporal coverage necessary

to quantify EPP due to the limited nature of a single (or a few) spacecraft in orbit. Additionally,
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charged particle instruments are often angular resolution-limited and are unable to resolve the loss

cone at various points in the orbit, which is necessary to provide a global image of precipitation.

EPP can instead be inferred through remote measurements of X- and gamma-ray photons,

which are a byproduct of relativistic electron precipitation. Once an electron has entered the

atmosphere it interacts with neutrals and can spontaneously generate a high energy photon via

the bremsstrahlung (“braking radiation”) interaction. The resulting photon energy is correlated

with the precipitating electron energy, such that statistical relationships can be formed between

the two quantities. By measuring X- and gamma-ray photons that escape the atmosphere with a

spacecraft-based imaging spectrometer, a global perspective of EPP can be obtained: the spatial

scales of EPP can be directly measured by photon imaging of the upper atmosphere from low-Earth

orbit, and by measuring in-situ electron spectra along with photon measurements, the photon flux

and spectra can be inverted to estimate precipitating electron flux and spectra.

This thesis is split into three parts. First, the design, development, and testing of the

Atmospheric X-ray Imaging Spectrometer (AXIS) instrument onboard the upcoming Atmospheric

Effects of Precipitation through Energetic X-rays (AEPEX) CubeSat mission is described. The

detectors, shielding design, and signal-to-noise ratio calculations are described in detail. Second, the

novel X-ray optics and algorithmic reconstruction technique of the AXIS instrument are developed

and described. The wide field-of-view imager implements a coded aperture mask in order to obtain

spatial resolution of X-ray photons. Finally, EPP simulations are performed with a kinetic model of

precipitation built using GEANT4 to determine the X-ray signal and atmospheric effects of EPP at

Earth and Jupiter in support of the AEPEX mission and other studies of planetary magnetospheres.

The development of the AXIS instrument and tools developed herein are extended for a NASA-

funded concept study of a spacecraft mission to Jupiter, which aims to address open questions of

Jupiter’s radiation belts.
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Chapter 1

Introduction

1.1 Planetary Magnetospheres

A planetary body can be enveloped by a magnetic field that is either generated intrinsically

through dynamo motion of a conducting fluid in that planet’s interior, or induced from interactions

with solar charged particle ejecta (Kivelson & Bagenal, 2014). The near-planetary region where the

influence of the body’s magnetic field dominates over the host star’s magnetic field is referred to as

its magnetosphere. A planet’s magnetosphere determines how that planet will interact with its

host star, and is vital in coupling the behavior near the planetary body with the behavior of the

charged particles from the host star (Bagenal, 2013).

The study of magnetospheres, both in general and specifically at Earth, is scientifically in-

teresting for investigating and understanding the coupling mechanisms between magnetized bodies

and their host stars. This coupling influences the formation and behavior of planetary ionospheres

and atmospheres, and if a body is lacking those systems, this coupling can directly affect planetary

surfaces (Wolf, 1975; D. Baker, 1985; Strazzulla, Brucato, Cimino, Leto, & Spinella, 1995; Fujimoto

et al., 2008). It is currently under debate whether magnetospheres prevent atmospheric escape to

the point where the presence of a magnetosphere is necessary for the sustenance of a planetary at-

mosphere (Russell, 1993; Khodachenko et al., 2007; Jakosky et al., 2018). Magnetospheres and the

subsequent radiation belts, which form from acceleration of trapped charged particles within the

magnetosphere, have been discovered around low mass stars and brown dwarfs, pulsars, and extra-

solar planetary bodies, making the study of radiation belt dynamics a universal process (Tverskoy,
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1969; Kao, Mioduszewski, Villadsen, & Shkolnik, 2023; Luo & Melrose, 2007a).

Figure 1.1: A diagram of Earth’s magnetosphere, showing magnetic field structure and current
systems which are caused by the flow of charged particle and are driven by magnetospheric convec-
tion in the Dungey cycle. Solar wind flow is from the left side of the diagram and is comprised of
charged particles that enter the magnetosphere and join the magnetospheric population, and the
current systems ultimately to Earth’s atmosphere, closing the system. Figure from Kivelson and
Russell (1995).

Within a magnetospheric system, there are complicated and interdependent processes of

particle sourcing, acceleration, and loss: Figure 1.1 shows the current flow systems, magnetized

regions, and solar wind flow that are mediated by the motion of charged particles in the magnetic

field near Earth. At Earth these current systems are driven by the magnetized plasma ejected

from the Sun, known as the solar wind, in the Dungey cycle convection process where magnetic
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field-line structures are swept from the bow shock to the magnetotail (convecting from left to right

in Figure 1.1). This convection subsequently drives magnetic flux and plasma flow back towards

the night-side and around the dusk-side of Earth, forming the ring current (W. I. Axford & Hines,

1961; Dungey, 1963).

These current flows, as well as the open magnetic field lines near the North and South mag-

netic poles of Earth, enter Earth’s atmosphere and exert a force on the embedded plasma in the

upper atmosphere which couples the magnetosphere and atmosphere (W. Axford, 1964; Stern,

1983). In the other direction, the atmosphere and ionosphere also couple to the magnetosphere:

atmospheric up-welling and outflow of neutral and charged particles become a part of the magne-

tospheric charged particle population and populate a region of cold (i.e., low energy), high-density

plasma known as the plasmasphere (Yau, Peterson, & Shelley, 1988; Strangeway et al., 2000;

N. M. Brice, 1967; Nishida, 1966; J. Lemaire, 1975). Further, charged particle-neutral collisions

within the atmosphere add resistance to the magnetospheric current flows, a vital component that

closes the circuit of the magnetosphere-ionosphere system (Robinson, Vondrak, Miller, Dabbs, &

Hardy, 1987; Ridley, Gombosi, & DeZeeuw, 2004).

Far away from Earth where the magnetic field is weaker, the plasma population behaves mores

like a fluid and is subjected to turbulence, collisional heating, and random thermal motion, whereas

near the Earth the magnetic field is stronger and the plasma’s motion is primarily along magnetic

field lines. In this near-Earth region, particles can enter Earth’s atmosphere and precipitate at

different latitudes on Earth from the different magnetospheric populations (Frank & Ackerson,

1971; Foster, Holt, Musgrove, & Evans, 1986).

Through precipitation, the magnetospheric system ultimately couples with Earth’s iono-

sphere, the portion of Earth’s atmosphere that extends from approximately 60 km upwards that

is a partially ionized gas embedded within the atmosphere and near-Earth magnetic field, and

interacts directly through a number of coupling mechanisms to the magnetosphere (Chapman,

1956).

The discrete populations of charged particles that can precipitate into the atmosphere, in
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order of increasing latitude, are the ring current, the current sheet, the radiation belts, and

auroral electrons (i.e. the electron population responsible for the visible aurora). The radiation

belts at Earth are two distinct torii of high energy charged particles that are spatially separated into

the inner and outer belts. The inner belt is populated primarily by high energy protons and ions

that are sourced from atmospheric outwelling of ionospheric particles and the cosmic ray albedo

neutron decay (CRAND) process (Freden & White, 1960; R. Selesnick et al., 2014; X. Li et al.,

2017). This inner belt is located between the L-shells of 1.5 – 3 (L-shell is equivalent to Earth

radii at the equator) and is less affected by varying solar and geomagnetic conditions due to the

momentum of these energetic protons and the strong background magnetic field at lower altitudes.

In contrast, the outer radiation belts are highly variable and dynamic; the study of energetic

particle precipitation (EPP) at Earth is, both explicitly and implicitly, a study of the variability

of the outer radiation belt. The charged particle population in the outer belt is primarily made

of high-energy electron fluxes located between L = 4 – 8, where the electron flux of particles with

kinetic energies greater than 0.1 MeV can reach 108 cm−2 s−1 and electron energies can reach up

to 10s of MeV (Vette, 1991; R. Selesnick & Blake, 1997; X. Li & Temerin, 2001).

At mid-latitudes, ion precipitation into the atmosphere occurs from the ring current and

inner radiation belts. At higher latitudes (>60◦ magnetic latitude, e.g.), outer radiation belt

and current sheet scattering precipitation (Sergeev, Sazhina, Tsyganenko, Lundblad, & Søraas,

1983; Ni et al., 2016) become significant. Finally, at high latitudes is the auroral oval region,

where lower-energy charged particles are accelerated by magnetic field-aligned electric fields at

the poles and enter the atmosphere, causing the colorful optical emissions of the aurora borealis

and aurora australis (Angot, 1897; Eather, 1967; Swift, 1981). Precipitation from higher energy

populations also cause visible light emissions, but the energy flux is much lower than auroral

precipitation so these emissions are relatively dim (e.g. Sivadas, Semeter, Nishimura, and Mrak

(2019); R. A. Marshall, Newsome, Lehtinen, Lavassar, and Inan (2010)).

Earth’s magnetosphere has been studied with satellites since its discovery in the late 1950s.

The more recent Van Allen Probes mission drove an improved understanding of behavior of charged



5

particles and fields in the near-Earth space environment (Fox & Burch, 2014; Reeves et al., 2013;

W. Li & Hudson, 2019). These advances are crucial to the scientific understanding of planetary

and solar systems, atmospheric driving effects, and the myriad satellite engineering and anthro-

pogenic interactions that occur as a results of space weather (D. Baker, 1998; D. N. Baker, 2000;

P. Cannon et al., 2013; Gombosi et al., 2017).

Of particular interest, the charged particle populations in a magnetosphere can be extremely

dynamic and can span energies of fractions of an eV (electron-volt, i.e. the kinetic energy gained

by an electron when the electric potential in the vicinity of the electron is increased by one volt)

up to 100s of MeV (108 eV) in Jupiter’s radiation belts, for instance (H. J. Allison & Shprits,

2020; Horne et al., 2008; Kollmann et al., 2018). The inner magnetosphere is supplied by two

sources of charged particles: the extension of the upper atmosphere in which neutral particles

are ionized by solar UV and X-ray photons that provides the cold, dense plasma to the region

referred to as the plasmasphere; and the solar wind plasma, which enters the inner magnetosphere

through the open magnetic field lines in the polar regions, or through injections from further down

the magnetotail, and provides the source of the ring current, plasma sheet, and radiation belt

populations (J. F. Lemaire & Gringauz, 1998; O’Brien & McPherron, 2000; Borovsky, Thomsen,

& Elphic, 1998). Day-side injection of plasma, especially during magnetic reconnection events, is

also a source of energetic charged particles in the magnetosphere (Reiff, Hill, & Burch, 1977; Hill

& Reiff, 1977).

The inner belt energy flux is primarily protons and is generated by the cosmic-ray albedo

neutron decay (CRAND) process (X. Li et al., 2017) and acceleration of ionospheric plasma. The

outer belt is primarily populated by electrons which are energized by inward radial diffusion and

wave-particle interactions. Fluxes of electrons with energies greater than 0.1 MeV can reach 108

cm−2 s−1 and electron energies can reach 10s of MeV at Earth (Vette, 1991). Between the two belts

lie a relative barren “slot region,” with the exception of the serendipitous formation of a third belt

of high energy electrons during times of enhanced geomagnetic conditions (D. Baker et al., 2013;

I. R. Mann et al., 2016). These enhanced geomagnetic conditions, or “geomagnetic storms,” are
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driven by solar events, such as coronal mass ejections with a southward interplanetary magnetic field

component, and are exacerbated by internal feedback mechanisms within the magnetosphere, such

as energetic particle injections from the magnetotail. This third belt is then slowly depleted until

the inner magnetosphere returns to its nominal state. Similarly, the inner and outer radiation belts

undergo loss processes that play a role in the dynamic nature of the near-Earth space environment.

This highlights the complexity of the radiation belts and their dynamics.

1.2 Energetic Particle Precipitation

1.2.1 EPP at Earth

The loss of charged particles from the outer belt occurs by two primary mechanisms: i) losses

outwards into the region beyond the magnetosphere where particles are swept down-tail, and ii)

losses inwards to the Earth’s atmosphere through EPP. The first loss mechanism is referred to

as magnetopause shadowing, and occurs due to compression of the magnetopause that causes

charged particles to drift onto open magnetic field lines where they are subsequently lost to the

region where the interplanetary magnetic field and the solar wind plasma flow dominates the forces

exerted on a particle (West, Buck, & Walton, 1972; Millan & Thorne, 2007). Losses from the inner

radiation belt are primarily due to EPP; the sources and loss of charged particles are approximately

matched and maintain the relatively stable inner radiation belt (Farley & Walt, 1971; Rodger,

McCormick, & Clilverd, 2004).

Charged particles undergo three primary types of motion within Earth’s magnetosphere: a

gyromotion about the magnetic field line with a small radius and fast period; a sinusoidal bounce

motion along a magnetic field line between the Northern and Southern hemispheres; and a relatively

slow drift in the equatorial direction that differs in direction based on particle charge. These motions

are depicted in the left graphic of Figure 1.2. These three types of motion arises from adiabatic

invariants that describe a charged particle’s momentum and energy in the presence of a magnetic

field, driven by the Lorentz force (Northrop, 1961, 1963).
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Figure 1.2: The three types of charged particle motion in a dipole magnetic field are shown:
gyration around the field line which has a fast period, bounce motion between the mirror points
in the Northern and Southern hemispheres, and the slow drift motion in the equatorial direction
that is charge dependent. The charged particle trajectory is determined by adiabatic invariants of
motion that conserve particle energy and momentum. Figure from Sousa (2018).

Precipitation is the process in which a particle’s mirror point, or turn-around point in its

bounce trajectory, is located within the atmosphere; altitudes at or below 100 km are taken as a

reference location for where loss occurs via EPP (Kennel, 1969; L. Lyons, 1997). (See Chapter 2 for

an explanation of the factors that lead to charged particle bounce motion within the magnetosphere)

At these altitudes, Earth’s atmospheric density has increased exponentially with decreasing altitude

and the particle is much more likely (compared to altitudes above 100 km) to interact with a neutral

particle through collisional interactions at rates faster than the charged particle’s gyrofrequency.

The charged particle loses energy through collisions until its kinetic energy is low enough that it

cannot escape back up the magnetic field line; from here the particle has precipitated and is lost to

the atmosphere. Once precipitated, the charge particle has lost enough energy to join the thermal

ionospheric plasma population (Thorne, 1980; Reagan, Meyerott, Evans, Imhof, & Joiner, 1983;

D. Baker, 2000).

Particle precipitation into the atmosphere is a persistent process and a natural consequence

of magnetospheric convection (Southwood & Wolf, 1978). A portion of the auroral electron portion
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(< 30 keV) of EPP can be driven by quasi-static electric fields parallel to the magnetic field in the

polar regions, which is the cause of discrete aurora at high latitudes, and wave-particle interactions

which scatter high energy electrons, and is associated with more diffuse aurora (Swift, 1981; Newell,

Sotirelis, & Wing, 2009). All forms of EPP have strong correlations with enhanced plasma wave

and geomagnetic activity (Rodger et al., 2007; Horne, Lam, & Green, 2009).

Figure 1.3: Wave-particle interactions can cause a portion of the electron population’s pitch angle
to diffuse towards lower angles which lowers their mirror point in altitude and allows them to enter
the loss cone. Once that occurs, a column of electrons will reach altitudes where the atmosphere
becomes dense enough for a sufficient number of electron-neutral interactions and the electrons
may precipitate. Electrons can lose large amounts of energy impulsively to the atmosphere through
bremsstrahlung interactions, which produce a high-energy photon. Geant4 simulations of precipi-
tation are shown on the left with electrons in red and photons in green.

One of the main ways in which Earth’s upper atmosphere couples with the magnetosphere

is through precipitation. This work focuses on radiation belt electron precipitation, which we will

refer to as EPP hereafter. EPP occurs when wave-particle interactions or other mechanisms cause

electron pitch angle scattering or diffusion, which drives the electron mirror point closer to Earth



9

(Thorne, 2010; Turner et al., 2014). An electron’s pitch angle is the angle formed between the

electron momentum vector and the local magnetic field vector. When an electron has a lower pitch

angle, i.e. its momentum is more field aligned, the particle dives deeper into Earth’s atmosphere

where precipitation can occur. There exists a critical angle that corresponds to mirror altitudes

at or below 100 km where precipitation becomes very likely. The region of phase space that is

formed by rotating the critical pitch angle around the magnetic field line is referred to as the “loss

cone.” See Figure 1.3 for a visualization of the geometry. More specifically, the region of phase

space formed when electrons are lost along a magnetic field line at any longitude is known as the

bounce loss cone (BLC) (L. R. Lyons & Thorne, 1973; Walt, 1996).

There exists another subtype of EPP driven by the drift motion of the electron in magnetic

local time (MLT). Electrons in the drift loss cone (DLC) enter the atmosphere through EPP in

a process that arises from a longitudinally-stationary weakening of Earth’s magnetic field over the

Southern Atlantic ocean and Brazil, referred to as the South Atlantic Anomaly (SAA) (Dessler,

1959). Charged particles precipitate from the DLC while they drift around the Earth equatorially

in MLT and enter the atmosphere at the SAA (Abel & Thorne, 1999). This weakening is relevant

at all magnetic L-shells, or fixed paths along magnetic field lines, since particles drifting in longi-

tude, combined with the Earth’s rotation, will inevitably cause precipitation for the quasi-trapped

particles that are in the DLC but not the BLC (see Chapter 2 for an quantitative explanation of

this phenomenon).

The Earth’s outer radiation belt, which is primarily comprised of high energy electrons,

maps to the Earth at mid-latitudes (∼50◦ – 70◦ magnetic latitude) where the outer radiation

belt maps to Earth’s surface. Precipitation of radiation belt electrons is sometimes specifically

referred to energetic electron precipitation (EEP) or relativistic electron precipitation (REP), and

describes electron populations with kinetic energies of 10s of keV to many MeV. Once a high energy

electron enters the atmosphere, it interacts with the neutral population, causing excess ionization of

atmospheric particles, and loses kinetic energy. The electron will eventually lose enough energy and

slow to either join the thermal plasma population, or be captured by a positive ion and experience
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recombination (R. A. Marshall & Cully, 2020). A trapped electron’s energy and location in the

magnetosphere will typically determine which acceleration mechanisms can affect the particle and

determines the “type” of precipitation that it may experience.

Auroral precipitation is typically a lower energy, high-latitude phenomenon where charged

particles are accelerated into the atmosphere by kV quasi-static electric fields that are generated

from the solar-driven convection of Earth’s magnetosphere (Newell et al., 2009). Auroral precipi-

tation occurs for electrons with eV – 10s keV kinetic energies and is an important source for upper

atmospheric ionization and heating (Hays, Jones, & Rees, 1973). There is also evidence that some

forms of aurora, for example pulsating aurora, are a higher energy phenomenon generated by 10s

of keV to over 1 MeV electrons (Nishimura et al., 2010; Shumko et al., 2021). These high energy

electrons can go on to have radiative interactions with the neutral constituents of the atmosphere,

including visible light emission in the various optical wavelengths of oxygen and nitrogen emissions.

One such radiative interaction that occurs during precipitation is bremsstrahlung (“braking-

radiation”) photon production (Koch & Motz, 1959). Electron-neutral bremsstrahlung has an

energy-dependent cross section, or probability of occurrence per particle, and becomes likely to

occur when energetic electrons (>10s keV) pass in the vicinity of an atomic nuclei. The likelihood

of a bremsstrahlung interaction can be quantified by the electron radiation length of a material,

which is defined as the distance at which an electron traveling through a material has a 1/e likelihood

of a bremsstrahlung interaction (Baier & Katkov, 2005; Gupta, 2010). Equivalent radiation lengths

can occur in different contexts: an electron traveling through a few millimeters of a dense material

(e.g. tungsten) may have the same radiation length as kilometers of a sparse gas (e.g. the upper

atmosphere).

Bremsstrahlung radiation typically results in X-ray or gamma ray radiation with photon

energies of a few keV to many MeV, depending on the energy of the incident electron, the scattering

material, and other factors. The differential cross section with respect to incident electron and

generated photon angle is non-trivial to calculate and is described in Chapter 2. Figure 1.3 shows

that photons can be produced at oblique angles relative to the incident electron and can also
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undergo Compton scattering, allowing X-ray photons to escape the atmosphere. The photons that

do not escape the atmosphere contribute to the transport of energy lower in altitude.

EPP represents an important boundary condition to Earth’s atmosphere and is a poorly-

constrained source of energy and ionization for the upper atmosphere. Examples of

EPP’s effects on the upper atmosphere are presented in the work of C. Randall et al. (2006) and

J. Pettit et al. (2019), where the authors investigate discrepancies between modeled atmospheric

response to EPP and measurements of trace chemicals that arise after strong EPP events, including

NOx and HOx, odd nitrogen and hydrogen compounds. These trace chemicals go on to have

myriad atmospheric effects after transport to lower altitudes, including destruction of ozone. EPP

also creates a local enhancement of ionization, which can have indirect effects through atmospheric

chemistry and transport (C. Randall et al., 2007). This enhancement in ionization changes the path

length of very-low frequency (VLF) electromagnetic waves that are propagating through the Earth-

ionosphere waveguide via lowering of the ionospheric reflection height (Clilverd et al., 2009). This

enhanced ionization also attenuates high-frequency (HF) radio communication, which is relevant for

many communication systems (Zawdie, Drob, Siskind, & Coker, 2017; Obayashi & Hakura, 1960a).

For these reasons, it is of cross-disciplinary scientific interest to formulate a parameterization for

EPP for input into other models.

The current state-of-the-art modeling efforts to characterize EPP’s effects on the atmosphere,

namely excess ionization of atmospheric neutrals, are through the work of Fang et al. (2008, 2010)

and Xu, Marshall, Tyssøy, and Fang (2020). Inputs to these models include various geomagnetic

parameters including the disturbance storm-time index (Dst) and the planetary K-index (Kp), and

output an estimate of the ionization profile with altitude. These models effectively parameterize the

energy deposition effects of EPP, but do not generalize globally. Since EPP is a localized and highly

variable phenomenon, additional information, either in the form of high-coverage observations or

an enhanced understanding of when and where EPP occurs, is needed to use these models in such

a way that captures the true influence of EPP on both the radiation belts and the atmosphere. See

Chapter 5 for more background and development of EPP modeling.
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1.2.2 EPP at Jupiter

Despite a litany of satellite- and ground- based measurements of the magnetosphere at Earth,

it offers only “one” data point in the field of planetary magnetospheres. Questions on the universal-

ity of particle dynamics, magnetic configuration, and interactions with a host star are unanswerable

by observations of Earth’s magnetosphere alone. These reasons motivate the study of planetary

magnetospheres in general in order to assess the processes that may be unique or rare to Earth

versus processes that are universal to magnetized bodies in the universe. The study of energetic

particle precipitation at Jupiter is relevant in comparing and contrasting the highest energy portion

of EPP at that occurs at Earth.

Jupiter’s magnetosphere was, in part, discovered from electron synchrotron radiation from

Earth-based radio wavelength observations in 1955 that suggested a trapped population at Jupiter

with energies of at least 10s keV (de Pater, 2006; S. J. Bolton et al., 2001). In-situ measurements

at Jupiter by the Pioneer and Voyager spacecraft confirmed the presence of an extremely strong

magnetic field and high fluxes of ultra-relativistic charged particles that extend to electron kinetic

energies of 10s to 100s of MeV and heavy ion kinetic energies of GeV per nucleon (Divine &

Garrett, 1983). Jupiter has a magnetic dipole moment that is approximately 104 times stronger

than Earth, which puts it on scale with other higher energy, magnetized, compact bodies in the

universe (E. Smith et al., 1974; Treumann, Baumjohann, & Balogh, 2014). A comparison of the

spatial scales of Jupiter’s radiation belt to Earth’s outer radiation belt is shown in Figure 1.4.

Jupiter’s intense magnetosphere couples with the ionosphere to maintain megavolt (MV)

electrostatic potentials connecting Jupiter’s auroral region with the middle magnetosphere. This

potential accelerates precipitating electrons and ions to MeV energies (B. H. Mauk et al., 2017;

Clark et al., 2020). Wave-particle interactions also play an important role in driving precipitation

at Jupiter. Waves are generated by Jupiter’s Galilean moons through near-field interactions with

the plasma and far-field interactions via wave generation along magnetic field lines – both of which

lead to a complex relationship between Jupiter’s magnetosphere and embedded moons (Horne et
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Figure 1.4: A spatial comparison of the inner and outer edges of Jupiter’s radiation belt, which
extend to nearly 50 Jupiter radii (RJ) and Earth’s outer radiation belt, which extends to perhaps
7 to 8 Earth radii (RE) during solar quiet times. For reference, one Earth radii is approximately
1/10 that of Jupiter.

al., 2008; Y. Y. Shprits et al., 2018).

At Jupiter, high energy precipitation is a near-continuous process and is the primary loss

mechanism for charged particles due to the enormous size of the Jovian magnetosphere; magne-

topause shadowing is infeasible because the magnetopause is far outside the most energetic parts

of Jupiter’s radiation belts, even during solar storm compression (N. Brice & Mcdonough, 1973;

Horanyi, Cravens, & Waite Jr, 1988; Cravens, Howell, Waite Jr, & Gladstone, 1995). Particles can

however be lost to collisions with Jupiter’s Galilean moons or neutral particles in the vicinity of

the Io plasma torus (W. Hess, Birmingham, & Mead, 1974; Nénon et al., 2018; Long et al., 2022).

EPP at Jupiter occurs between an ultra-relativistic electron and a primarily hydrogen-helium at-

mosphere; as a result, the X-ray energies produced from EPP are lower than that at Earth (Divine
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& Garrett, 1983; Seiff et al., 1996, 1998). Many of the wave modes that occur in Jupiter’s mag-

netosphere also occur at Earth; one of the main differences between the terrestrial and Jovian

systems is in Jupiter’s moons which are embedded within the magnetosphere and causes near- and

far-field effects on Jupiter’s auroral regions (e.g. Tsurutani, Southwood, Smith, & Balogh, 1993;

Hospodarsky et al., 2012; Y. Shprits, Menietti, Gu, Kim, & Horne, 2012; Roussos & Kollmann,

2021; Y. Y. Shprits et al., 2018). The relative influence of each of these loss mechanisms on the

energetic plasma population is an open questions of Jupiter’s magnetosphere.

Through the comparative study of Earth and Jupiter’s magnetospheres, we can gain a deeper

understanding of the acceleration and loss processes of magnetospheres in general. Jupiter provides

a unique opportunity to study a moon-embedded magnetosphere, and also one of the most extreme

environments in the solar system, where the highest energy component of Jupiter’s radiation belt

is comparable to the magnetized region around neutron stars and galactic nuclei.

1.3 Motivation

When modeling the radiation belts of Earth and of other planetary systems, the effects of the

loss process of EPP must be modeled accurately to quantify its relative impact on the full system.

Being able to accurately reproduce, and eventually predict, EPP quantities, such as magnitude,

spatial and temporal scales, and energy input, is vital to the understanding of both magnetospheric

systems as well as planetary atmospheres.

This thesis describes an approach to quantifying the amount of energy lost from the radi-

ation belts and deposited into the atmosphere through the proxy measurement of X-ray photons

generated from bremsstrahlung interactions during EPP. In order to constrain the spatial scales

and climatology of EPP, a CubeSat mission has been designed and implemented to measure X-ray

spectra from EPP from low Earth orbit (LEO). Onboard the CubeSat is a novel X-ray imaging

spectrometer developed at CU Boulder.

The Atmospheric X-ray Imaging Spectrometer (AXIS) instrument is designed, built, and

tested for the Atmospheric Effects of Precipitation through Energetic X-rays (AEPEX) CubeSat
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mission, which will generate data that are scientifically useful to both the radiation belt and atmo-

spheric modeling communities. Kinetic EPP modeling is performed alongside the construction of

the AXIS instrument to improve the latest estimates of the impact EPP has on the atmosphere and

to quantify the proxy quantities that can be used as indirect measurements of EPP. An inversion

method based on Green’s functions is developed that improves the inversion accuracy of X-ray

measurements to EPP parameter estimates.

The open questions of EPP that can be answered from the AEPEXmission and EPP modeling

are related to the spatial and temporal scales of EPP, as well as the variability of the drivers of

EPP. By obtaining meso-scale to global coverage of the X-ray signatures that EPP causes through

many orbits, we can make definitive statements about the variability of EPP with different driving

processes, as well as linking those drivers to spatial scales and spectral hardness of precipitation.

1.4 Contributions

In order to constrain the electron flux lost from the outer radiation belt, and subsequently

input into the upper atmosphere through EPP, high spatial measurements coverage is needed. These

measurements are invaluable in supporting theoretical modeling of magnetospheric acceleration

and loss processes, and in data-model fusion efforts that go towards now-casting and eventually

predicting the impacts that EPP has on both the radiation belts and the atmosphere.

Remote photon measurements from above have not been performed with modern instrumen-

tation and inversion methods to electron precipitation characteristics; the AEPEX mission with

the novel AXIS instrument will be the first dedicated mission to performing terrestrial hard X-ray

observations for the purpose of quantifying radiation belt electron precipitation. The AXIS instru-

ment developed in this work use a novel, wide field-of-view coded aperture optical system in order

to achieve spatial resolution within the CubeSat form factor. This instrument has been selected

and proposed as the heritage instrument design for multiple other missions, including on full-sized

spacecraft and in NASA-funded concept studies to other planets.

The precipitation model development and simulations performed in this work improves the
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accuracy of ionization profiles versus altitude, a vital input into atmospheric models that require

parameterizations of EPP, and the generation, transport, and attenuation of bremsstrahlung pho-

tons by using the high fidelity, validated physics models of GEANT4. Further, this new model

is verified against older analytical and Monte Carlo models, and validated using a combination of

in-situ and remotely sensed data in two case studies.

This model is extended to Jupiter for the purpose of contributing to the study of comparative

magnetospheres. This study aims to answer the question: are magnetospheric acceleration and loss

processes observed at Earth unique to our system, or are they universal processes of all magnetized

bodies? This leads to the NASA-funded concept study of the COMPASS mission, an in-situ

orbiter to the Jovian system to study Jupiter’s magnetosphere. Selected for this study is the AXIS

instrument as heritage for the X-ray Imager (XRI) instrument onboard COMPASS. In addition

to auroral precipitation, a variety of other X-ray sources are analyzed in order to design the XRI

instrument.

The key contributions this work offers to the field of space physics and aeronomy can be

summarized with the following points:

• The development of the AXIS instrument; a novel, wide field-of-view hard X-ray imaging

spectrometer on the upcoming AEPEX CubeSat mission to observe bremsstrahlung photons

generated in the atmosphere from EPP.

• The development of the coded aperture X-ray optics design and combined pinhole-constrained

imaging deconvolution algorithm.

• The implementation of a new EPP model based off of the GEANT4 radiation transport code

and validated with case studies using remote and in-situ data, leading to the improvement

of EPP parameterizations

• The extension of the validated EPP model to Jupiter, in addition to other Jovian X-ray

modeling, in order to design the XRI instrument for the COMPASS concept study mission

to study the Jovian magnetosphere.



17

1.5 Organization

This thesis is organized into seven chapters and four appendices: this section concludes

Chapter 1, a general introduction to planetary magnetospheres, Earth’s radiation belts, and the

process of EPP, as well as the motivation for this work. Chapter 2 is a more thorough treatment of

the background physics of electrons and photons that are relevant to this work, including charged

particle motion in a magnetic field and the bremsstrahlung X-ray generation process. Appendix A

describes the bremsstrahlung cross section and numerical implementations of the process in physics

simulations in more detail. The drivers of EPP from within the radiation belts, and atmospheric

effects of precipitating electrons are included in this chapter, as well as previous missions that use

a variety of techniques to study outer radiation belt electron losses through EPP.

Chapter 3 describes the AEPEX CubeSat mission and the development of the AXIS instru-

ment, which will image and perform spectroscopy of bremsstrahlung X-ray photons generated by

EPP in order to answer some of the open questions in the study of EPP. Appendix B supports this

chapter by describing in-depth a calculation that relates the results of a numerical simulation to

the background noise counts induced on the detectors in order to calculate the signal-to-noise ratio.

Chapter 4 details the novel coded aperture X-ray optics of the AXIS instrument, including detailing

the of X-ray detection theory, coded aperture imaging, and the pinhole aperture-constrained image

inversion algorithm developed in this work. Simulations and laboratory testing of coded aperture

imaging is documented in this chapter. Appendix C documents a Python implementation of the

image reconstruction algorithm.

Chapter 5 transitions to electron kinetic modeling of the process of EPP, both in support

of the AEPEX mission’s future measurements and to advance the fidelity of state-of-the-art high-

energy electron precipitation modeling and photon transport. Myriad model results are described

in this chapter and two case studies are performed with data from a variety of different measure-

ments in order to validate the model results and an inversion method based off of Green’s function

described in this work. This work is extended to Jupiter in Chapter 6, where many of the results
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described in Chapter 5 for precipitation at Earth are calculated for Jupiter. Other X-ray sources

at Jupiter are described to provide context for the COMPASS concept study mission to Jupiter,

which includes an X-ray imaging spectrometer instrument based on the AXIS design. Appendix D

describes a re-calculation of inverse Compton scattering in the Jovian radiation belt for use in the

COMPASS mission design and by the community at large.



Chapter 2

Background

2.1 Charged Particle Motion in a Magnetic Field

The motion of charged particles in a magnetic field under the influence of electromagnetic

forces are responsible for the transport of energy and matter throughout a magnetospheric system.

A thorough understanding of how a particle will behave when subjected to electric and magnetic

forces is vital in understanding the mechanics of precipitation, and enables further study of wave-

particle interactions. This section will introduce the fundamentals of charged particle motion in

order to provide context for a large portion of this work.

For a collection of charged particles (e.g. electrons and protons in a plasma), each particle is

exerting an electric force on one another that is the dominant force at very small scales, typically

on the scale of the Debye length, λD

λD =

√
kBT

n q2
(2.1)

where kB is the Boltzmann constant, T is the average temperature of the plasma, n is the electron

density (we assume here the plasma is quasi-neutral, i.e. qene ≈ qini, the total charge of the

negative and positive components of the system are balanced), and q is the particle charge number.

Typical Debye length values range from 0.1 centimeters in the ionosphere and up to 100 meters in

the magnetosphere (Blandford & Thorne, 2008). This section will describe the bulk behavior of a

plasma that occurs on scales much greater than λD.

Charged particle motion is tied to the magnetic structure in the immediate vicinity of the
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particle, so the magnitude, direction, and spatial and temporal gradients of the magnetic field are

vital in the description of charged particle dynamics. Earth’s magnetic field, to first order, is well

approximated by a tilted dipole field, which varies spatially and is constant in time. Earth’s

dipole magnetic field can be described at any location above the Earth’s surface, i.e. r > REarth,

by the vector

B(r, λ) =
M

r3

(
−2 sin(λ) r̂ + cos(λ) ϕ̂

)
(2.2)

where M is Earth’s dipole moment of 8.05×106 T-km3, λ is the geomagnetic latitude (tilted ap-

proximately 11◦ from the geographical latitude), and the coordinate r is measured from the center

of the Earth and can be written in terms of altitude h from the Earth’s surface as r = REarth + h.

The vector components are described in a spherical coordinate system where r̂ is the radial direc-

tion, ϕ̂ is the elevation angle (latitudinal) direction, and a dipole model predicts no magnetic field

component in the azimuthal (longitudinal) direction θ̂.

A charged particle’s motion in a magnetic field is primarily the effect of electromagnetic

forces. This includes motion due to the electric and magnetic forces, as well as the transient

motion induced when a charged particle travels through a spatially or temporally varying field.

The Lorentz force describes the instantaneous motion of a particle with charge q in electromagnetic

fields:

F = q(E+ v×B) (2.3)

where E and B are the electric and magnetic field vectors, respectively, and v is the particle velocity

with respect to the fields. This force can be related to acceleration dv/dt = v̇ for a particle with

mass m operating in non-relativistic and non-quantum regimes, i.e. the particle’s velocity is much

less than the speed of light and interactions occur at sufficient distances between particles such

that they can be treated as point charges.

We’ll assume a charged particle is travelling through a region where the influence of the

magnetic field is much greater than the electric field, which is the case for much of near-Earth

geospace. For now, we’ll let |E| = 0 and from here we can relate the particle acceleration to its
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Figure 2.1: An example of magnetic field lines at L = 4, 6, and 8 in a tilted dipole model. The red
lines show the geodetic axes and the green show the magnetic reference axes, drawn through the
magnetic equator and magnetic north pole and tilted 11◦ with respect to the geometric axes that
pass through the rotation North Pole and equator. Where the blue magnetic field lines cross the
green magnetic equator axis is where L-shell number is equal to Earth radii.

velocity directly through the relationship

v̇ =
q

m
(v×B) (2.4)

If we let the magnetic field be uniform in one direction, e.g. B = |B|ẑ, we can expand the cross

product to write Equation 2.4 component-wise

v̇x =
q|B|
m

vy (2.5)

v̇y = −q|B|
m

vx (2.6)

v̇z = 0 (2.7)

Terms written in bars, e.g. |B|, refer to the 2-norm or vector magnitude of a quantity. We can

differentiate these equations again in time to find a useful relationship that directly relates the
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velocity and its second time derivative:

v̈x =
q|B|
m

v̇y = −
(
q|B|
m

)2

vx (2.8)

v̈y = −q|B|
m

v̇x = −
(
q|B|
m

)2

vy (2.9)

By writing Equations 2.8 and 2.9 in terms of Equations 2.5 and 2.6, we can decouple the cross-

velocity dependencies and we now have independent equations in vx and vy. These equations can

be solved with an ansatz of circular motion in the x-y plane of the form vx(t) = |v| cos(at), where

the unknown coefficient a can be found by inspection:

vx(t) = |v| cos

(
q|B|
m

t

)
(2.10)

vy(t) = −|v| sin

(
q|B|
m

t

)
(2.11)

For simplicity, we neglect to include an initial velocity condition that makes this integration unique.

The coefficient q|B|/m is the gyrofrequency of this motion and is denoted ωc. In order to find

the spatial dynamics of the charged particle, we can integrate in time and employ the geometric

relationship between perpendicular velocity and angular rate at distance r through v⊥ = ω r to

find the trajectory of the particle

x(t) =
mv⊥
q|B|

sin(ωct) (2.12)

y(t) =
mv⊥
q|B|

cos(ωct) (2.13)

where again some initial data are required that uniquely define this integrated form. From these

equation we can define a related parameter, the gyroradius rg = mv⊥/q|B|, which is the radius

of the circular magnetized motion and is a function of the particle’s momentum component mv⊥ in

the perpendicular direction with respect to the magnetic field vector. These quantities are derived

under the special case where the magnetic field is uniform in the z-component, but hold for all v,B if

we specify that v is the velocity component perpendicular to the magnetic field v⊥ in Equations 2.12

and 2.13. We’ll define this component, and its complement the parallel, or field-aligned component,

v∥ as

v⊥ = |v| sin(α) (2.14)
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v∥ = |v| cos(α) (2.15)

where α is the particle’s pitch angle with respect to the background magnetic field. The pitch

angle is a fundamental quantity in charged particle motion for trapped particles in Earth’s magne-

tosphere and the pitch angle evolution of charged particles is the topic of extensive measurement

and modeling efforts by the radiation belt community.

By combining the gyromotion and pitch angle motion, we can write the full kinematic equa-

tions for a charged particle in a uniform magnetic field as

v(t)

|v|
=


cos(ωct) sin(α)

− sin(ωct) sin(α)

cos(α)

 (2.16)

This vector describes both gyromotion about a magnetic field line as well as the spiraling pitch

angle motion that is important in this work. Further, we can amend the gyroradius formulation

for very high electron energies where mass and velocity become ambiguous where we can write the

gyroradius instead with the perpendicular momentum component rg = p⊥/q|B|. This formula is

used to generate Figure 2.2 for a range of kinetic energies and pitch angles.

A variety of useful quantities can be found from this formulation. For instance, by reasoning

that since a magnetic field does no net work on a particle, the amount of magnetic flux that

passes through one complete circular gyrophase must be conserved, otherwise the particle would

experience a net acceleration. By writing the current I through a loop of area A that’s traced out

by the electrons circular motion, we can calculate the dipole moment µ of the electron’s motion,

which is a conserved quantity of the magnetic motion:

µ = I ×A = constant (2.17)

An electron moving in a circle with perimeter C at velocity v⊥ creates a current qv⊥/C, where the

perimeter is C = 2πrg and the area of the circle is A = πr2g ; therefore the dipole moment is:

µ =
qv⊥
2πrg

πr2g =
1

2
qv⊥rg =

mv2⊥
2|B|

(2.18)



24

10
0

10
1

10
2

10
3

10
4

Kinetic Energy [keV]

0

10

20

30

40

50

60

70

80

90

Pi
tc

h 
An

gl
e 

[d
eg

]

10 3

10 2

0.1

0.2

0.9

3.6

14.7

59.9

244.8

1000.0

r g
 [m

]

Figure 2.2: Plot of electron gyroradius rg versus kinetic energy and pitch angle for a typical near-
Earth magnetic field intensity of 50 µT. The relativistic formulation using the B-field-perpendicular
momentum component is used to maintain the validity of this formulation at high electron kinetic
energies.

This equation defines µ, which is known as the first adiabatic invariant. We’ll add in the

multiplicative factor γ to the kinetic energy in the numerator to allow this quantity to be valid

for relativistic velocities, where γ = (1 − (v/c)2)−1/2 is the Lorentz factor and is as function of

the electron’s velocity v and the speed of light c. The conservation of the first adiabatic invariant

is an approximation that is more accurate when processes that affect the electron’s energy and

momentum direction occur on time scales much slower than the electron gyroperiod, which is on

the order of microseconds to milliseconds.

By writing v⊥ as a function of the pitch angle, we can form a ratio that remains constant

through the particle’s motion that relates pitch angle and the amplitude of the magnetic field
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between two points, marked with subscripts 1 and 2:

µ1/µ2 =
γmv2 sin2(α1)

2|B1|

/
γmv2 sin2(α2)

2|B2|
(2.19)

where this ratio is equal to unity since µ is a constant. This substitution replaces v⊥ with the

total energy of the particle, which, since no other forces are acting on the particle and we assume

adiabatic transport between the two points, is conserved and therefore constant between any two

points within the magnetic field. We can then write the relationship

|B1|
|B2|

=
sin2(α1)

sin2(α2)
(2.20)

In a uniform magnetic field, the initial pitch angle would not evolve and the motion would be a

consistent function of the particle’s initial conditions, or initial position and velocity in the field.

The pitch angle evolution is therefore driven by the spatial gradient in magnetic field intensity that

occurs with the changing altitude and latitude of a particle as it travels along a magnetic field line.

We can use the dipole field model described above to find |B| at various points in the near-Earth

region.

Ultimately, in the absence of collisional interactions, wave-particle interactions, and other

non-adiabatic effects such as spatial “kinks” in the magnetic field, a particle’s pitch angle will

follow the behavior described by Equation 2.20 exactly. We can rewrite Equation 2.20 as:

sin(α1) = sin(α2)

√
B1

B2
(2.21)

Given a magnetic field strength B2 and a known pitch angle α2 at location 2, and known magnetic

field strength B1 at location 1, we can determine the pitch angle of the particle when it reaches

location 1. Furthermore, in some magnetic field configurations B1/B2, a particle’s pitch angle α1

can reach 90◦ and mirror along the magnetic field line, but only if the magnetic field B1 is stronger

than B2. This bounce motion between mirror points, known as the magnetic bottle effect, is shown

earlier in Figure 1.2 (e.g. Beskin, Gurevich, Istomin, Istomin, & Istomin, 1993).

Above the Earth’s atmosphere, wave-particle interactions are one of the main drivers of

radiation belt precipitation and are reviewed later in this chapter. A region where non-adiabatic
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effects do occur consistently is within Earth’s atmosphere. When a particle reaches altitudes lower

than approximately 100 km, scattering interactions become dominant over the magnetized motion

and precipitation becomes likely. A survey of these scattering interactions is presented in the next

section, and if we simply assume precipitation will almost surely occur at or below 100 km, we can

distinguish particles based on whether or not they will reach this altitude.

For any particle at point r1 in the dipole that mirrors at or below an altitude of 100 km can

be described as being within the loss cone, whose boundary, the loss cone angle, is given by:

αLC = sin−1

√
B(r1)

B(h = 100 km)
(2.22)

By forming a ratio of the magnetic field strength at two points using Equation 2.2, we find that, in

the near-Earth region (<1000 km) where the particle latitude is approximately the same, the ratio

is a primarily a function of altitude:

αLC(h) ≃ sin−1

√(
REarth + 100 km

REarth + h)

)3

(2.23)

Figure 2.3 shows the bounce loss cone (BLC) that forms when the loss cone edge αLC is

rotated around the magnetic field line in gyrophase.

In addition to the bounce motion explained above, various drift motions are possible that

happen on timescales much slower than the gyro and bounce frequencies; of note are E × B drift

that occurs in the presence of an electric field and affects auroral electron motion, magnetic gra-

dient (grad-B) drifts that affects particles moving from a region of high to low (or low to high)

magnetic field strength, and gravitationally-induced drift that becomes important when particles

are closer to the Earth (e.g. Ejiri, 1978). The grad-B drift has a charged dependence that affects

drift direction, and is responsible for the equatorial drift motion that particles experience (Daglis,

Thorne, Baumjohann, & Orsini, 1999).

Of note, Earth’s magnetic field is not a true dipole, and one of the ways it deviates from this

model is in a dramatic weakening of the field over the Southern Atlantic Ocean. This phenomenon

is referred to as the South Atlantic Anomaly (SAA) and is responsible for the formation of the
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Figure 2.3: Diagram of the bounce loss cone (BLC) and drift loss cone (DLC) formed from the
combination of electron adiabatic motion in a spatially varying magnetic field and energetic particle
precipitation into the atmosphere below 100 km altitude. Figure from Rodger et al. (2013).

drift loss cone (DLC) that forms when particles circulate the Earth longitudinally and are lost

through precipitation at the SAA. When particles drift in the equatorial direction around Earth,

they can leave a region where they were locally trapped just outside of the BLC, and enter a region

where the BLC expands (and maximizes to the angular size of the DLC) to contain the particles.

Particles will subsequently precipitate in the region of the weaker magnetic field; these electrons are

referred to as the “quasi-trapped” population. The relationship αDLC ≥ αBLC leads to interesting

dynamics in the radiation belt and are outside the scope of this work (e.g. Bhatia & Lakhina, 1980;

Tiwari & Varma, 1993; Buč́ık et al., 2005).

2.2 High Energy Electron and Photon Scattering Interactions

This section describes a selection of relevant scattering interactions that affect charged par-

ticles and photons and is relevant to the physics involved in EPP, X-ray detection, and charged
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particle background on charge-sensitive instrumentation in space. Bremsstrahlung radiation, a

charged particle mechanism that produces photons, is described in detail, followed by impact ion-

ization, the primary ionization method from EPP, and various other photon and electron scattering

mechanisms. The background generated by charged particles in photon instruments is expanded

upon in Chapter 3, and X-ray interactions in terms of detection characteristics are expanded upon

in Chapter 4.

2.2.1 Bremsstrahlung Radiation

The bremsstrahlung (from German, “breaking radiation”) interaction is a charged particle

phenomenon that results in a high-energy photon emission, typically at X-ray (∼keV) to gamma

ray (∼MeV) energies. This process occurs when a free charged particle (e.g. an unbound electron)

scatters sufficiently close through the Coulomb field of another particle such that one or both of

the particles’ trajectories are deflected. In doing so, one or both of the particles experience a force

that decelerates the incident charged particle in a laboratory frame of reference, and accelerates

the target, or previously stationary, particle. Since the total energy of a system must be conserved,

the virtual photon that modulates the Coulomb interaction between the particles is converted

into a real photon and is emitted, where it can freely propagate away from the interaction site

(Koch & Motz, 1959; Bunkin & Fedorov, 1966). The initial and final particle momentum vectors,

together with the photon energy and propagation direction, constitute a conserved system. Since

this phenomenon is driven by a unbound particle and results in a photon, it’s sometimes referred

to as free-free radiation. A simplified diagram of this process is shown in Figure 2.4.

This process becomes relevant at ∼keV kinetic energies for electrons and has a strong de-

pendence on the atomic number Z of the target scattering species for the reason mentioned above.

In the context of radiation belt electron precipitation, this process occurs between electrons with

10s of keV to MeV kinetic energies and neutral atmospheric species, typically nitrogen (Z = 7)

or oxygen (Z = 8). The atmosphere below 100 km is primarily comprised of nitrogen and oxygen

gas, i.e. N2 and O2, but the bremsstrahlung interaction occurs between a single nucleus of these
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Figure 2.4: A qualitative illustration of the bremsstrahlung process, showing a free electron (red)
which has its trajectory diverted by the Coulomb force from an atomic nucleus (blue and purple).
Since the nucleus is typically much heavier than the electron, the electron experiences a deceleration
and a photon (green) must be emitted to conserve the energy of the system. More accurate cross
sections include the screening effect from the atom’s bound electrons (yellow).

species so using the atomic number of the constituent atom of the gas is appropriate. This process

can be used to remotely assess precipitation, and X-ray observations of Earth have been conducted

previously by spacecraft for this purpose (see Section 2.5) (Imhof, Nakano, Johnson, & Reagan,

1974; Imhof, Kilner, & Reagan, 1985).

The bremsstrahlung cross section is parameterized by the target scattering species atomic

number Z, the incident electron energy E, emitted photon energy ℏω, and three angles: the electron

incidence angle, the final electron propagation direction, and the photon emission angle. The initial

electron direction and photon emission direction can be reduced to one solid angle element Ω by

rotating the photon emission angle into the frame of the incident electron. Under this rotation,

and by integrating over all possible final electron emission directions, the cross section can then

be described with a differential cross section with only one angle dσ(E)/d(ℏω)dΩ. Without some



30

manner of approximation, many bremsstrahlung formulations are not solvable in closed form, so

various trade offs are necessary in finding or approximating descriptions of this process.

If we instead integrate over final electron momentum directions, and choose not to rotate into

the frame of the incident electron, we can write the triply-differential cross section with respect

to two angles: electrons within the solid angle [Ωp,Ωp + dΩp] and photons within the solid angle

[Ωk,Ωk + dΩk], where the solid angle differential element is defined as dΩ = sin θ dθ dϕ, from Koch

and Motz (1959):

dσ

d(ℏω) dΩk dΩp
= Z2 α

( r0
2π

)2
(1− F (q, Z))2

1

ℏω
1

q4
p

p0

{
p2 sin2 θ

(E − p cos θ)2
(4E2

0 − q2)+

p20 sin2 θ0
(E0 − p0 cos θ0)2

(4E2 − q2)− 2pp0 sin θ sin θ0 cosϕ(4EE0 − q2)

(E − p cos θ)(E0 − p0 cos θ0)
+

2(ℏω)2(p2 sin2 θ + p20 sin
2 θ0 − 2pp0 sin θ sin θ0 cosϕ)

(E − p cos θ)(E0 − p0 cos θ0)

}
(2.24)

where F (q, Z) is an atomic form factor, and the total momentum transferred to the nucleus q is

defined as

q2 = p2 + p20 + (ℏω)2 − 2p0ℏω cos θ0 + 2pℏω cos θ − 2p0p(cos θ cos θ0 + sin θ sin θ0 cosϕ) (2.25)

where α ≈ 1/137 is the fine structure constant, r0 is the classical electron radius, p0 and p are

initial and final momentum of the electron, E0 and E are the initial and final electron energies

respectively, θ0 and θ are incident and final in-plane electron angles with respect to the photon

emission direction, and ϕ determines the rotation of the plane of emission. This equation is in

canonical units (e.g. momentum in units of m0c) such that photon energy and electron momentum

are directly comparable.

The full differential cross section that is reached by different starting assumptions and in-

cluding various effects such as electronic screening of the nucleus is lengthy and is described in

Appendix A. The general behavior of the process, fixing other quantities, is a spectrum propor-

tional to Z2/ℏω for photon energy, and total likelihood proportional to the electron energy, for
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incident electron kinetic energies from keV to MeV. Figure 2.5 shows the photon angular emission

distribution with initial electron energy from a non-relativistic dipole radiation pattern approxima-

tion to the bremsstrahlung interaction from J. D. Jackson (2007). Note the forward beaming with

respect to the incident electron direction that occurs with higher electron energies, and conversely

the higher degree of isotropy at lower electron energies.
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Figure 2.5: Thick target (electron-neutral) bremsstrahlung radiated power (proportional to like-
lihood of photon emission) vs. photon emission angle (relative to incident electron plane), for
relativistic velocity ratio v/c = β = 0.5, 0.7, 0.8, 0.9, and 0.99 (electron kinetic energies of 80 keV -
3 MeV). This cross section comes from the J. D. Jackson (2007) dipole radiation pattern approxi-
mation, and is less accurate when the electron β approaches unity, i.e. highly relativistic electrons.

Various other approximations and derivations exist to quantify bremsstrahlung that are valid

in various regimes. One of these is the electronic screening term, which incorporates the effect of the

collective negative charge the electron shells have on the nucleus that reduce the magnitude of the

Coulomb force on the incident electron (Tseng & Pratt, 1971). Another mathematical factor is the

Gaunt correction factor, which, if starting from hard sphere scattering, can account for relativistic

effects that alter the mass of the incident electron at high kinetic energies (Brussaard & Van de

Hulst, 1962; Feng, Lamoureux, Pratt, & Tseng, 1983).



32

An important role bremsstrahlung plays in precipitation is in the transport of energy deeper

into the atmosphere. When an electron produces an X-ray photon through bremsstrahlung, that

photon will tend to continue forward, which, depending on the scattering interaction plane and

photon emission direction, may allow deeper penetration into the atmosphere. From there, a

Compton electron or photoelectron can be generated by the photon that may have significant kinetic

energy, such that it can in itself generate another bremsstrahlung photon. When repeated until the

energy is depleted, this process is referred to as an electromagnetic shower and is responsible for

energy transport down well into the mesosphere and stratosphere from EPP. For sufficiently high

energy precipitation events, a secondary ionization peak will form below the primary ionization

peak from bremsstrahlung transport. For the formulas for bremsstrahlung see Seltzer and Berger

(1986), and for analytical estimates of bremsstrahlung in planetary atmospheres, see M. Berger and

Seltzer (1972).

Bremsstrahlung is more likely in dense, high Z-number materials and is similarly described by

the formulas described in this section. This effect is expanded upon in Chapter 3 where shielding is

designed to mitigate the bremsstrahlung background from charged particles incident on instrument

materials such as tungsten.

2.2.2 Impact Ionization

One of the ionization methods in Earth’s atmosphere from radiation belt precipitation is

impact ionization of neutral species by the energetic electrons. This interaction is complicated in

that it encapsulates many possible scattering interactions, but for energies above than the atomic

binding energies, the cross section can be described by a smooth function, for example in Figure 2.6.

When the electron energy is closer to the atomic electron transition energies, the interaction become

more complicated and less continuous.

The cross section at keV electron kinetic energies behaves as σ ∝ ln(E)/E in gases, which

is illustrated in Figure 2.6 for energetic electrons passing through an atomic hydrogen gas (Lotz,

1967). There exists a peak in the cross section at medium energies: this can be thought of as
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Figure 2.6: Empirical formula for impact ionization of hydrogen by electrons from Lotz (1967),
showing the curve beginning above first ionization energy of hydrogen of 13.6 eV and behaving
proportionally to ln(E)/E at high energies.

the maximum of “interactivity time”: at higher energies, electrons are travelling more quickly and

interact with the neutral molecule for less time, and at lower energies, electrons interact longer

but do not have as much momentum to transfer to the bound electrons to free them. This is an

illustrative description and the true nature of this interaction is quantum in nature and must be

calculated with full wave methods.

In precipitation, the effect of the energy-dependent cross section that peaks at medium ener-

gies, combined with the exponentially increasing density combine to create sharp peaks in ionization

profiles that may only be 1–2 km wide and are one to many orders of magnitude higher in ioniza-

tion rate than the profile outside of this peak. The characteristics of these ionization profiles versus

altitude are expanded upon in Chapter 5 where a full 3D Monte Carlo model of impact ionization

and other scattering interactions are simulated. For more details on the intricacies of characterizing

impact ionization, see Mark (1982) for derivation from first principals and Märk and Dunn (2013)

for a review of electron impact ionization.
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2.2.3 Compton Scattering and the Photoelectric Effect

Various interaction processes describe how photons interact with and generate electrons.

These interactions occur within the atmosphere after bremsstrahlung radiation is produced, and

are described here. Compton scattering and the photoelectric effect are alike in that they both occur

between an energetic photon and a “cold” or stationary (relative to the speed of light) electron.

The difference lies in the end products of the scattering interaction: the photoelectric effect requires

that the photon is absorbed completely, while Compton scattering occurs at higher energies where

the photon continues propagating in addition to the newly freed electron (Eisenberger & Platzman,

1970; Pratt, Ron, & Tseng, 1973).

Compton scattering is typically a medium energy phenomenon (relative to the photoelectric

effect at lower energies and pair production or nuclear interactions at higher energies) and the

exact cross section for the interaction depends upon the material. Figure 2.7 shows the relative

influence of each scattering process through an intermediate, material-specific quantity, the photon

attenuation coefficient µ, versus photon energy to illustrate how the dominant cross section varies.

Although photons are massless, they carry energy and momentum, and the loss of energy

from the photon is conserved via the acceleration of the electron, i.e. the collision is inelastic in

nature. The loss of energy of the photon manifests as a shift in wavelength of the photon as well

as a redirection of the photon trajectory, both of which are coupled and can be described by

λ′ − λ =
hc

mec2
(1− cos θ) (2.26)

where λ and λ′ are the photon wavelength before and after scattering, respectively, h/mec is the

Compton wavelength of the electron, and θ is the re-emission angle of the photon after scattering

with respect to the initial photon angle. From the shift in wavelength in Equation 2.26, the energy

of the re-emitted photon E′
ph can be found through

E′
ph =

Eph

1 + (Eph/mec2)(1− cos θ)
(2.27)

Note that the loss of energy of the photon is maximized at the backscatter case of θ = π and
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minimized at the forward scatter case of θ = 0. These formulas are valid for the “cold electron”

assumption, i.e. the photon energy is much greater than the electron energy, ℏω ≫ Ee, such that

the electron is considered stationary relative to the photon. When the electron β = v/c factor gets

closer to unity, this assumption breaks down, and in the extreme case where β approaches one, the

electron can energize the photon: this is referred to as inverse Compton scattering, which needs

a different treatment and is described in the next section. The phenomenon of inverse Compton

scattering occurs in galactic centers, near pulsars, and in the radiation belts of Jupiter. The Klein-

Nishina cross section formula with electronic screening encapsulates these effects and is the current

best estimate for a full description of Compton scattering (Klein & Nishina, 1928; Moderski, Sikora,

Coppi, & Aharonian, 2005; Krajewska, Vélez, & Kamiński, 2015).

In the more dense part of the atmosphere, photons undergo a random walk caused by Comp-

ton scattering collisions where the collision frequency is dependent upon the photon energy and the

atmospheric number density (Madej, 1989). These two effects combine into an effective random

walk intensity that can be described by the mean free path l of photon collisions, which ultimately

statistically determines the depth at which a photon can no longer escape upwards beyond the

atmosphere, or the atmospheric depth at which the photon loses its energy and is absorbed into

the atmosphere. This stochastic random process is well-modeled by a closed form mean free path

formulation when the collision cross section behaves smoothly; however, at higher energies the

occurrence of certain scattering interactions becomes rarefied and a Monte Carlo approach is nec-

essary. A kinetic formulation of the mean free path when one species is travelling much faster than

another can be modeled as

l =
1

nσ
= µ−1 (2.28)

where n is the number density of the material and σ is the total interaction cross section. µ is the

photon mass attenuation coefficient and can be related to the mean free path by taking the reciprocal

of µ. High energy photons in particular typically interact “catastrophically,” (e.g. Lorence Jr,

Morel, and Valdez (1989)) in that when the photon interacts with another particle the photon is



36

either transmitted or absorbed completely, instead of having its wavelength or trajectory altered,

such that the Beer-Lambert absorption law effectively describes high energy photon transport:

I(x) = I0 e
−x/l = I0 e

−µ x (2.29)

where I0 is the incident flux or intensity and I(x) is the flux or intensity after transiting distance

x through a medium with mean free path l or mass attenuation property µ. The mean free path

for photons with energies 1 keV – 20 MeV in air at sea level and in various materials is shown in

Figure 2.8, showing the characteristic energies of each material at electronic shell energies. The

values range from micrometer mean free paths at low photon energies in dense, high Z materials,

to 100s of meters in air at MeV energies (Judge et al., 2015). The energetic attenuation coefficient,

sometimes written as µen, accounts for radiation produced in the material that is transmitted

through the material, but is distinctly not the incident radiation. Note that in Figure 2.8 the mean

free path calculated from the energetic attenuation coefficient is longer than the mass attenuation

coefficient and is more pronounced as higher incident photon energies.

2.2.4 Other Interactions

There are a variety of other charged particle and photon interactions that are relevant to

precipitation of radiation belt electrons. They occur either only at very high photon energies,

such as pair production which requires a photon that has energy that is twice the electron’s rest

mass energy (1022 keV); or lower energies, when electrons lose the majority of their energy and

are closer to the thermal plasma energies of the ionosphere, where bound electron line transitions,

Joule heating, and electron capture cross sections become important (e.g. Bauer, 1994) (Motz,

Olsen, & Koch, 1969). Inverse Compton scattering is another interaction that occurs between

ultra-relativistic electron energies and low energy photons, such as in Jupiter’s radiation belt from

solar optical photons, and is expanded up in Chapter 6 (Jones, 1968).

Electron-positron pair production in the atmosphere occurs when a photon with energy

greater than or equal to 1022 keV (i.e. 2×511 keV, the sum of the electron and positron masses)
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interacts with an atomic nucleus. The nucleus experiences recoil since a massive particle is needed

to mediate the interaction and conserve momentum, and at least 1022 keV of the photon’s energy

is spontaneously converted into an electron-positron pair. Excess photon energy and the recoil of

the atomic nucleus also contribute to the pair’s kinetic energy, which does not necessarily have

to be equally distributed to each particle. Both particles are free to propagate away from the

interaction site; however, the positron has a high capture cross section in a collisional gas medium,

which subsequently causes electron-positron annihilation. Annihilation results when a free or va-

lence electron combines with the positron, causing the pair to spontaneously be converted into two

511 keV photons that necessarily propagate in direct opposite directions from each other. This

511 keV annihilation line commonly shows up in atmospheric X-ray spectra, as it is a common

by-product of GCR interactions with the upper atmosphere as well as high energy precipitation

(e.g. Knödlseder et al., 2005; L. Blum et al., 2015). Pair production can be thought of as the

inverse process of bremsstrahlung, and the cross sections for these processes are strikingly simi-

lar except for small differences. The Feynman diagram of these processes are the same, with the

bremsstrahlung interaction converting the interaction between two charged particles to a photon

in the forward direction, and pair production converting a photon into two charged particles in the

reverse direction.

In contrast, at lower energies when the electron has propagated through the atmosphere and

has lost energy to radiative and collisional interactions, the electron kinetic energy is now on par

with atomic binding energies. At 100s eV kinetic energies, the electron can now excite a bound

electron instead of freeing it from its orbital shell. In the process of deexcitation, a characteristic

photon is emitted in the visible to ultraviolet wavelengths, which is responsible for the formation

of the visible aurora, or aurora borealis in the northern hemisphere and the aurora australis in

the southern hemisphere. These characteristic emissions come from the atmospheric constituents

between 80–120 km, which are primarily atomic oxygen O and the diatomics O2 and N2.

The combination of the interactions mentioned above are often combined into one “friction

force” formulation that is proportional to particle velocity, or energy, alone. This method is similar
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to the continuous slowing down approximation (CSDA) made in charged particle stopping power

calculations, such as those included in the NIST ESTAR stopping power tables (M. J. Berger,

Coursey, Zucker, et al., 1999). This method does not account for what has historically been

referred to as “delta ray” production, or the combination of secondary electron emission and photon

production, which must be calculated and implemented separately in simulation if CSDA physics

are used.

2.3 Radiation Belt Drivers of Precipitation

The radiation belts are a dynamic and interconnected population of highly energetic charged

particles. The outer radiation belt in particular is highly variable in location, flux intensity, and en-

ergy content. Ultimately, the primary driver of the outer radiation belt is the Sun; the solar wind is

the source of a portion of the electron flux, and solar conditions dictate the energy content and fluxes

present in the radiation belts. Coronal mass ejections (CME) and co-rotating interaction regions

(CIR) are two solar events that indirectly impact the outer radiation belt and subsequently drive

geomagnetic storms, space weather, and eventually precipitation (Longden, Denton, & Honary,

2008).

One way to quantify the intensity of a geomagnetic storm induced by solar activity is through

the disturbance storm time (Dst) index. The Dst index is a magnetic intensity perturbation mea-

surement made at the equator that serves as a measure of geomagnetic storm intensity: the Dst

dips negative proportionally to the intensity of a geomagnetic storm, then gradually recovers to

near 0 nT, i.e. the nominal unperturbed state (Rostoker, 1972; Mayaud, 1978). The Dst is directly

an observation of the ring current, which, when enhanced during a geomagnetic storm, generates

a magnetic field that opposes the Earth’s at the equator, which is why the negative directional

is associated with stormtimes. Enhanced precipitation rates are temporally correlated with the

recovery phase of a geomagnetic storm as the Dst slowly returns to its nominal state, when wave

activity is higher (Gonzalez, Tsurutani, & Clúa de Gonzalez, 1999; Balan, Otsuka, Nishioka, Liu,

& Bailey, 2013).
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The state of the outer radiation belt is mediated by electromagnetic and plasma wave activity

(Thorne, 2010). The whistler mode wave is a plasma wave that is right-hand circularly polarized

with frequencies less than the local ion gyrofrequency and greater than the electron gyrofrequency.

Whistler mode waves interact with radiation belt electrons in the keV – MeV energy range and

can drive precipitation (Kersten et al., 2011; Tao & Bortnik, 2010). Whistler mode waves include

chorus, hiss, and lightning-generated whistler (LGW) varieties (Stenzel, 1976). These wave modes

can be generated from atmospheric lightning, anthropogenic very low frequency (VLF) transmitters,

and magnetospheric plasma instabilities (Sonwalkar & Inan, 1989; Koons, Edgar, & Vampola, 1981;

Burtis & Helliwell, 1976). See Ripoll et al. (2020) for a review of wave modes and open research

questions on magnetospheric plasma waves.

Wave-particle interactions can accelerate particles through Landau or cyclotron resonance and

cause loss by pitch angle scattering of electrons into either the bounce or drift loss cones (Narita,

2017; Artemyev, Vasiliev, Mourenas, Agapitov, & Krasnoselskikh, 2013; Omura et al., 2019). Figure

2.9 shows electron velocity component (v⊥, v∥) diagrams and how electron populations are heated

and scattered through wave-particle interactions.

One of the open topics in the study of EPP is in linking the driving mechanisms to precip-

itation characteristics. Forming a relationship between plasma wave activity to precipitating elec-

tron spectra and precipitation region size would increase the understanding of the magnetosphere-

atmosphere coupling.

Some of the smallest spatial scales in precipitation arise from a specific type of EPP calledmi-

croburst precipitation. Microbursts are primarily correlated with two wave modes: whistler-mode

chorus and another wave mode, the electromagnetic ion cyclotron (EMIC) wave. Whistler-mode

chorus is associated with lower energy precipitation signatures, while the microbursts associated

with EMIC waves feature fast temporal scales and enhancements at MeV energies (L. W. Blum et

al., 2015; Capannolo, Li, Ma, Shen, et al., 2019). Fluctuations in microburst precipitation is on the

order of 10 – 100 milliseconds and is associated with slowly varying X-ray signals on the scale of

5 – 15 second measured above the atmosphere by rocket missions, and fast varying signals on the
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scale of 50 ms within the atmosphere by balloon missions (Tsurutani, Lakhina, & Verkhoglyadova,

2013; Anderson et al., 2017). This discrepancy in X-ray time signatures is likely due to instrument

limitations. The spatial scales of microburst precipitation is bounded by data analysis from the

Van Allen Probes, and the FIREBIRD-II and AeroCube-6 CubeSat missions (L. Blum, Bonnell,

Agapitov, Paulson, & Kletzing, 2017; Shumko et al., 2018, 2020).

Pulsating aurora is a primarily lower energy, high latitude phenomenon that may have high

energy signatures from relativistic electrons with energies up to multiple MeV and may also be

related to the microburst precipitation phenomenon described above (Johnstone, 1978; Johnson et

al., 2021; Kawamura et al., 2021). Pulsating aurora can have temporal signatures on the scales

of 1 to a few Hz and is driven by many of the same processes as radiation belt precipitation

(Nishimura et al., 2010). The spatial scales or auroral precipitation are more readily studied using

optical-wavelength all-sky imagers (Royrvik & Davis, 1977).

2.4 Atmospheric Effects from Precipitation

On the other side of EPP is the Earth’s atmosphere. Energetic electrons that enter the atmo-

sphere from EPP can cause a variety of direct and indirect effects in the atmosphere (C. Randall et

al., 2005, 2006). Precipitating electrons collide with the neutral constituents of the atmosphere and

cause excess ionization from the top of the atmosphere down to ∼50 km or even lower, which en-

hances ionospheric conductance, in turn feeding back into magnetospheric behavior (Voss & Smith,

1980; Galand & Richmond, 2001; Khazanov et al., 2018). Figure 2.10 shows a schematic of the

depth into the atmosphere different particle populations penetrate and some of their consequences.

The solar forcing on the atmosphere through the radiation belts can be quantified by remote

measurements of molecular compounds, such as NOx and HOx (Andersson, Verronen, Rodger, Clil-

verd, & Seppälä, 2014). NOx and HOx are generated by EPP indirectly through excess ionization,

which causes a perturbation in the atmospheric chemistry balance. Figure 2.11 shows the descent

of NOx into the stratosphere over the course of months from a variety of datasets, including mea-

surements and modeling. Importantly, the “truth” value (top left) is taken from the MIPAS data
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set which is a remote measurement of NOx, and the lines drawn on the figure reflect the contours of

this data set. The subsequent modeling efforts are not able to reproduce the NOx descent measured

by MIPAS under the current parameterizations of EPP forcing (Flaud et al., 2003; J. Pettit et al.,

2019).

Modeling NOx is important since it can catalytically destroy ozone in the mesosphere and

stratosphere. Enhanced EPP is also correlated with modification of the polar vortex behavior

and with sudden stratospheric warming events (Holt et al., 2013a; C. Randall et al., 2009). The

behavior of atmospheric waves, and therefore atmospheric energy and mass transport, are affected

by EPP.

2.5 Previous Missions studying Energetic Particle Precipitation

There have been a number of previous missions dedicated to studying EPP from different

perspectives using various direct and indirect measurement techniques. In-situ charged particle and

wave measurements of the radiation belts from spacecraft have a history dating back to the discovery

of the radiation belts in 1959 (Van Allen, 1959), while remote or indirect atmospheric measurements

first became viable with the advent of radio wavelength transmitters and receivers in the early 20th

century (Bailey & Martyn, 1934). EPP causes excess ionization in the atmosphere which modifies

the conductivity and wave reflectance properties of the ionosphere, which is detectable by a battery

of methods (Obayashi & Hakura, 1960b). This section provides a brief and illustrative review of

previous missions studying radiation belt precipitation from early charged particle detectors to

modern X-ray telescopes conducting observations of Earth.

Spacecraft-based missions to study radiation belt precipitation using charged particle detec-

tors are an in-situ view of the acceleration mechanisms and energetic charged particle populations

that go on to precipitate and enter the atmosphere. Of note are the SAMPEX, DEMETER,

and FIREBIRD missions, each of which focused on in-situ charged particle measurements from

low-Earth orbit (LEO) to quantify secular and periodic loss of electron flux in order to associate

radiation belt losses with the dynamic driving phenomena (D. N. Baker et al., 1993; Lagoutte et
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al., 2006; Johnson et al., 2020). These missions flew charged particle detectors, often in the form of

the relativistic particle telescope design, which stacks solid state detectors to increase energy range

and resolution of the measurements. The measurement of pitch angle-resolved spectra is desirable

to study and track the evolution of electron populations with wave activity, however not all charged

particle instruments have angular resolution, or do not cover an energy range that is sufficient to

study radiation belt electrons.

Other missions often used to study the radiation belts are the Polar Orbiting Environment

Satellite (POES) and Meteorological Operational (MetOp) satellite series, which are number of

satellites that have achieved continuous coverage in LEO with charged particle instruments on

board (e.g. Edwards & Pawlak, 2000; Davis, 2007). POES energetic particle data have been used

on its own and in conjunction with other missions in myriad studies, e.g. in the construction

of a decades-long LEO electron data set in J. M. Pettit, Randall, Peck, and Harvey (2021), in

studying radiation belt dynamics that reach LEO in Rodger, Clilverd, Green, and Lam (2010), and

in conjunction with RBSP in W. Li et al. (2013), among many others. The POES and MetOp

satellites are operational missions with other instrumentation onboard and have long periods of

coverage, versus science missions, e.g. FIREBIRD, and RBSP, which have specific instrumentation

for sampling waves and particle measurements, but have limited lifetimes.

In general, analysis of transport and time-evolution of charged particle phenomena can be

achieved with multi-point measurements between spacecraft with similar or complementary instru-

ments (Whittaker, Gamble, Rodger, Clilverd, & Sauvaud, 2013; Crew et al., 2016). A common

analysis technique used between multiple spacecraft is through magnetic conjunction analysis. A

conjunction is a small window in time and space when two (or more) spacecraft are co-located on

the same magnetic field line at different altitudes.

However, these opportunities are limited in their occurrence frequency and carry the uncer-

tainty of the magnetic field model used to determine magnetic conjugation. Nonetheless, these

analysis types have been successfully carried out between multi-point spacecraft-based measure-

ments and ground-based EPP measurements (e.g. L. W. Blum et al., 2015). Figure 2.12 shows
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the relative altitudes at which various measurements can be made by various instruments and

techniques.

The Van Allen Probes (previously known as the Radiation Belt Storm Probes, or RBSP)

mission was equipped with a suite of instruments to study radiation belt sourcing and acceleration

and serves as one of the leading missions in the field of heliophysics (Fox & Burch, 2014). Through

coincident measurements with other spacecraft, ground-based, and balloon-based instrumentation,

the scope of the science questions that can be addressed through these missions can be expanded.

Balloon Array for Radiation-belt Relativistic Electron Losses (BARREL) is one such balloon mis-

sion that coordinated with RBSP to focus on radiation belt losses. X-ray measurement are recorded

from stratospheric balloons as a proxy for radiation belt precipitation (Millan et al., 2013). Specif-

ically, a focus of this mission was in linking wave activity in the radiation belts to the intensity of

microburst precipitation (e.g. Woodger et al., 2015; Anderson et al., 2017). Due to the 10s km

path length that an X-ray must transit through the middle atmosphere to reach balloon altitudes,

a fraction of the spectrum is absorbed by the time it reaches BARREL’s detectors, and thus only a

subset of the X-ray spectrum can be observed. An inversion technique was implemented in order to

estimate the precipitating flux and spectrum from the reduced X-ray spectrum measurement, which

has high uncertainty without supporting in-situ measurement information from LEO to constrain

the inversion procedure (Clilverd et al., 2017).

In addition to mid-atmosphere measurements of X-rays, ground-based measurements of excess

ionization are possible in the D- and E- regions of the ionosphere with radar. VLF remote sensing

of the ionosphere to detect regions affected by EPP is also possible, (e.g. Cummer, Bell, Inan, &

Chenette, 1997; Gasdia & Marshall, 2023; Sanchez et al., 2022; Ma et al., 2022).

Ephemeral measurements of X-rays from above the atmosphere can be obtained by rocket

missions. Østgaard et al. (1998) details correlation between pulsating aurora and X-ray production

by coincident observation. A review that includes a history of such measurements is Tsurutani et

al. (2013), which reports slowly varying X-ray signals (5–15 seconds) associated with EMIC waves

and microburst precipitation.
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The observation of X-ray photons may be performed more simply from “above” the at-

mosphere with an instrument pointed towards nadir in order to provide a measurement of EPP

bremsstrahlung photons. Figure 2.12 shows the geometry of this configuration, relative to ground-

or balloon- based observations. X-rays that leave the optically-thin atmosphere upwards are less

susceptible to the spectral absorption issues experienced by BARREL, namely Compton scattering

and photoabsorption that limit the energy spectra and obscure the photon generation source loca-

tion. Observations of Earth in the X-ray band from outside the atmosphere have been performed

and missions that are especially relevant to precipitation imaging are summarized next. Figure

2.13 shows a collection of terrestrial observations of hard X-rays made by spacecraft, which are

summarized below.

In the hard X-ray band (∼10s to 100s of keV) energy band are the similarly-named At-

mospheric X-ray Imaging Spectrometer (AXIS) instrument on the Upper Atmospheric Research

Satellite (UARS) mission with an energy range of 6–150 keV, and the Polar Ionospheric X-ray

Imaging Experiment (PIXIE) onboard the Polar satellite that imaged the Earth in the 2–60 keV

X-ray band (Winningham et al., 1993; Imhof et al., 1995). PIXIE was able to image the entire

auroral oval at the apogee of its orbit with ∼700 km spatial resolution (Bhardwaj, Elsner, et al.,

2007). However, due to the lower energy range and limited dynamic range on AXIS and PIXIE, the

instruments primarily observed auroral precipitation instead of the higher energy radiation belt pre-

cipitation. Additionally, contamination occurred at the instruments’ low to middle energy ranges

from solar X-ray albedo reflected off of Earth’s atmosphere and celestial X-ray sources. The spatial

resolution of these instruments was also insufficient to identify the spatial scales of precipitation

that would allow for L-shell discrimination.

The Chandra X-ray Observatory has also obtained intermittent measurements of X-rays in

the 0.1–10 keV band from Earth’s atmosphere, but without extended campaigns cannot provide

a basis for a sufficient statistical study The observation campaign of Bhardwaj, Gladstone, et al.

(2007) found that Earth’s soft X-ray component is highly variable, but clearly shows nitrogen and

oxygen Kα line emissions at 0.39 keV and 0.52 keV, respectively, in addition to the bremsstrahlung
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X-ray continuum. Measurements of opportunity have occurred when Earth passes through In-

ternational Gamma-Ray Astrophysics Laboratory (INTEGRAL) spacecraft’s line-of-sight during a

fixed-pointing campaign. INTEGRAL is primarily an astronomical X-ray telescope for observing

stellar X-ray sources. Observations of Earth in the hard X-ray and gamma-ray bands (10s keV to

10s MeV) are described in Churazov et al. (2007) using data from the INTEGRAL spacecraft.

These previous missions have observed Earth in various X-ray energy bands that cover auroral

to radiation belt precipitation for limited periods of time. However, gap exist corresponding to

radiation belt precipitation photon energies as well as the spatial coverage necessary(in MLT and

latitude) to sufficiently observe radiation belt precipitation. The stronger auroral optical signal can

obscure radiation belt precipitation signals; therefore X-ray spatial, spectral, and flux information

is desired to answer questions related to the drivers of radiation belt EPP. This spatial information

is needed to close the gap in hard X-ray observation, will enable the construction of much more

complete EPP models, and will lead to an enhanced understanding of the drivers behind EPP.



46

103 104 105 106 107 108

Incident Gamma Energy (eV)

10 4

10 3

10 2

10 1

100

101

102

Ab
so

rp
tio

n 
Co

ef
fic

ie
nt

 (/
cm

)

Figure 2.7: The photon absorption coefficients in (top figure) lead and (bottom figure) nitrogen gas
with incident photon energy are shown, highlighting the relative contribution of the photoelectric
effect, Compton scattering, and pair production at increasing energies. Note the electronic shell
line transitions in lead in the X-ray photon regime but not in nitrogen, where those transition
fall into optical and UV photon energies. Top figure by Joshua Hykes - Own work, CC BY-
SA 3.0, https://commons.wikimedia.org/w/index.php?curid=16310574, bottom figure adapted
from Carlson (2010).

https://commons.wikimedia.org/w/index.php?curid=16310574
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Figure 2.8: Photon mean free path in various materials, with the solid line showing (solid line) the
mean free path calculated from mass attenuation coefficient and (dashed line) using the energetic
attenuation coefficient (see text for an explanation of these quantities). Note the mean free path
increases dramatically at the electronic shell transition energies in the higher Z metals. Mean
free path values are derived by inverting mass attenuation coefficients from the NIST attenuation
coefficient database (Hubbell & Seltzer, 1995).
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Figure 2.9: A schematic of how wave-particle interactions affect electron populations. The (v⊥, v∥)
diagrams show the component of the electron population that is altered by the plasma waves.
Landau resonance directly accelerates particles, while pitch angle scattering interactions can cause
a loss of the portion of the population in the loss cone. Figure from Narita (2017).
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Figure 2.10: Schematic showing how precipitation from various charged particle populations affect
different altitudes and layers of Earth’s atmosphere. NOx is generated as an indirect consequence of
EPP and is transported into the stratosphere by the polar vortex. Figure courtesy of C.E. Randall.
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Figure 2.11: (a) Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) data set
measurements of NOx descending from the mesosphere into the stratosphere, where black lines
highlight the constant-density contours that show the “truth” data for this study. Plot (b) shows
MIPAS baseline data during geomagnetically quiet times, and plots (c) and (d) show CMIP6 and
WACCM simulation results, respectivley. The modeling efforts are performed with current state-of-
the-art models that do not sufficiently reproduce NOx descent with the current parameterizations
of EPP forcing. Figure from J. Pettit et al. (2019).
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Figure 2.12: Diagram showing a column of precipitating electrons and resulting bremsstrahlung
photons that are produced from interactions that occur in the atmosphere. A variety of in-situ and
remote sensing measurement techniques are shown, including spacecraft charged particle measure-
ments and balloon photon measurements. Figure from Xu et al. (2018).
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Figure 2.13: A collection of previous X-ray observations of Earth from (top left) the PIXIE instru-
ment on the Polar spacecraft in the 2 – 12 keV band from Petrinec et al. (2000), (top right) the
Chandra High Resolution Camera (HRC) in the 0.1 – 10 keV band from Bhardwaj, Gladstone, et
al. (2007), (bottom left) the AXIS instrument onboard the UARS spacecraft in the 3 – 100 keV
band from Sharber et al. (1993), and (Bottom right) an observation of opportunity during Earth
occulation by the INTEGRAL spacecraft in the 17 – 60 keV band from Churazov et al. (2007).



Chapter 3

Atmospheric Effects of Precipitation through Energetic X-rays (AEPEX)

CubeSat Mission

Figure 3.1: (Left) View of the nadir-facing side of the AEPEX spacecraft, with beryllium window
and spacecraft panel removed to show the AXIS instrument and X-ray apertures. (Right) AEPEX
mission concept, showing backscattered photons from bremsstrahlung interactions, as well as the
enhanced atmospheric ionization that is detectable by very-low frequency (VLF) remote sensing of
the atmosphere. The AFIRE instrument faces zenith to detect precipitating and trapped electrons
and the AXIS instrument nadir (more precisely, downwards along the magnetic field vector) to
detect anti-Earthward propagating X-rays.

The Atmospheric Effects of Precipitation through Energetic X-rays (AEPEX) mission is a

NASA-funded 6U CubeSat mission (R. A. Marshall et al., 2020) slated to launch in late 2023 or

early 2024. The mission will support two instruments: the Atmospheric X-ray Imaging Spectrom-

eter (AXIS), developed at CU Boulder, and the AEPEX FIREBIRD1 Instrument for Relativistic

1 FIREBIRD in itself is an acronym standing for the Focused Investigation of Relativistic Electron Burst Intensity,
Range, and Dynamics
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Electrons (AFIRE) instrument, a heritage electron solid-state detector from the FIREBIRD Cube-

Sat missions (Berland, Marshall, Martin, et al., 2023; Crew et al., 2016). Figure 3.1 shows a CAD

model of the Earth-facing side of AEPEX and a graphic showing the geometry of the nominal

science operation and photon observations.

The AEPEX mission is a collaboration led by the University of Colorado Boulder, with

co-investigators at the Laboratory of Atmospheric and Space Physics (LASP), the University of

Washington, the University of Calgary, the University of New Hampshire, and the University of

Iowa. The goal of this mission is to constrain the estimates of energy loss from the radiation belts

and subsequent energy input into the atmosphere that occurs through the magnetospheric loss

process of radiation belt precipitation, as discussed in the previous chapter. The radiation belt

and atmospheric science questions the AEPEX mission aims to address, from R. A. Marshall et al.

(2020), are the following:

(1) How much energy is deposited into the upper atmosphere through EPP?

• How is it related to geomagnetic storm and substorm activity? How does it vary over

seasons, latitudes, and magnetic local time?

(2) What are the spatial scales of precipitating regions during EPP events?

• What does this tell us about the total particle and energy flux removed from the

radiation belts and deposited in the atmosphere?

The two instruments will work in tandem when AEPEX is in radiation belt latitudes or

above (geomagnetic latitude >40◦), where outer radiation belt precipitation maps to Earth’s atmo-

sphere. AXIS will take 10 second exposures of the bremsstrahlung X-ray signal to increase counting

statistics, with 16 logarithmically-spaced differential energy channels spanning 50–250 keV, pro-

viding 20% energy resolution. The X-ray optics will provide ∼100 km spatial resolution at the

sub-spacecraft point from 500 km altitude. Figure 3.2 shows semi-transparent CAD models of the

AXIS and AFIRE instruments, and Figure 3.3 shows hardware images of the two science instru-
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Figure 3.2: (Left) A semi-transparent CAD model of the AXIS instrument, showing the X-ray
optics, shielding layers, and detectors. (Right) CAD model of the AFIRE instrument, showing the
electron detection windows and electronics board stack.

ments in the AEPEX bus during the payload integration phase of development.

The AFIRE instrument will measure the in-situ electron population at a 1 Hz cadence with

two detectors that are sensitive to electron energies from 200 keV to 1 MeV with 6 logarithmically-

spaced integral energy channels per detector, offset to provide higher energy resolution. The counts

recorded between the two detectors with multiple energy channels can be converted into an estimate

of the differential electron flux.

In order to combine the remote photon measurements and in-situ electron measurements to

answer the AEPEX science questions, an inversion method to estimate the precipitating electron

spectrum from was developed in Xu and Marshall (2019) and updated in Berland, Marshall, and

Capannolo (2023). Using this method, the photon flux and spectra, constrained by the electron

measurements from AFIRE, can be used to find the maximum-likelihood precipitating electron

flux and spectra in order to answer the questions of energetic input into the upper atmosphere (see

Chapter 5 for more details on the inversion method). Combined with direct photon imaging, the

spatial scales of precipitation can be determined on an instantaneous, per-orbit basis, as well as

over time with various magnetospheric conditions during the nominal 1 year mission.

Figure 3.4 shows the nominal concept of operations for the AEPEX mission, including launch

and commissioning, the primary science operation phase of the mission, and the atmospheric dis-



56

Figure 3.3: Images of the AEPEX CubeSat bus and instruments during payload integration. The
left image shows the zenith-facing side of the spacecraft, which shows the AFIRE instrument with
red covers over the electron detector windows, and flight board stack, as well as the back of the
AXIS instrument. The right image shows the nadir-facing side of AEPEX with the AXIS window
(L-shape) and S-band radio (circular shape), as well as the fold-out solar arrays.

posal phase, the last of which is required of all LEO CubeSat missions. In order to achieve these

mission steps, the AEPEX CubeSat is designed for the parameters noted in Table 3.1.

The mission is design using the STK analysis software to compute power generation, data

and link budgets, and orbit perturbations. The concept of operations is valdiated using models

of orbits at different inclinations with various right ascension of the ascending nodes. Ultimately,

the mission is data-constrained; data is downlinked one ground station located at the Laboratory

of Atmospheric and Space Physics (LASP) in Boulder, Colorado through an S-band radio and

uplinked from the same ground station via UHF radio.

This chapter discusses the AEPEX mission, with a focus on the design and development
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Parameter Requirement Reference Design

Altitude 400 – 600 km 500 km
Inclination >70◦ 90◦

Eccentricity <0.02 0
Mass <14 kg 13 kg CBE

Average Power <37 W 26.5 W
Data <210 MB/day 151 MB/day

Ground System UHF/S-band LASP UHF & S-band

Table 3.1: AEPEX Mission Parameter Current Best Estimates

Figure 3.4: AEPEX mission concept of operations diagram, showing launch, deployment, commis-
sioning, the primary mission, and finally disposal to the atmosphere. The mission is planned for
1 year duration of science operation, but extended mission options are available where different
science targets can be assessed. The dates shown here are an example mission duration given a
Q1 2022 launch.

of the AXIS hard X-ray imaging spectrometer instrument. The selection and testing performed

on the detectors, graded-Z shielding, as well as the calibration of the instrument are detailed.

The estimates for the signal and background that the AXIS instrument expects to measure is

documented and explained here. Additionally, the AFIRE instrument is described and aspects of
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the instrument that are specific to the AEPEX mission are included here.

3.1 Atmospheric X-ray Imaging Spectrometer (AXIS) Instrument

The Atmospheric X-ray Imaging Spectrometer instrument is a novel, wide field-of-view, hard

X-ray imaging spectrometer designed and built at the University of Colorado Boulder. The instru-

ment aims to measure X-ray photons that are generated via the bremsstrahlung interaction in the

upper to middle atmosphere from precipitating electrons. The photons that escape the atmosphere

and reach the AEPEX spacecraft’s nominal altitude of 500 km will have their energy and directional

information measured in order to estimate EPP intensity and spatial scales. Table 3.2 shows the

requirements that flow down from AEPEX mission science goals discussed in the previous section

that drive the design specifications and testing plan discussed in this section. The AXIS instrument

description and testing described herein have been published in Berland, Marshall, Martin, et al.

(2023).

The AXIS instrument is comprised of 12 solid state X-ray detectors. The 12 detectors share

the same field-of-view, in order to co-image and sum the images they generate, increasing counting

statistics. The system includes X-ray optics to focus/collimate photons, graded-Z shielding and

a beryllium window to reject in-situ sources of charged particle background, and electronics and

software that record and process data. Figure 3.5 shows a cross-section view of the AXIS instrument,

which shows the 11 coded aperture optics and one pinhole aperture; the pinhole imager is held out

of the image co-addition, and is instead used for coded aperture imaging validation and inversion

constraint purposes. The following subsections describe each component of the instrument, its

design process, and test results that predict in-flight performance. The X-ray optics and coded

aperture are covered separately in Chapter 4.

AXIS was largely designed around the off-the-shelf X-ray detectors, but a single detector does

not have a large enough aperture to provide sufficient signal. In order to increase the SNR of the

system, multiple detectors that share the same field-of-view are implemented, where their images

will be co-added to increase signal statistics. This image addition method gains its advantage
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Component Instrument Requirement

X-ray sensitivity
AXIS shall measure the X-ray flux with a sensitivity
equal to or better than 101 photons cm−2 sr−1 s−1.

X-ray dynamic range
AXIS shall measure the X-ray flux up to at least
104 photons cm−2 sr−1 s−1.

X-ray energy range
AXIS shall measure the X-ray spectrum in the
photon energy range from 50 to 250 keV.

X-ray energy resolution
AXIS shall measure the X-ray energy spectrum
with a maximum energy resolution of 20%.

Imaging resolution
AXIS shall image X-ray emissions from the atmosphere
with less than or equal to 200 km spatial resolution
at 50 km altitude.

Imaging FOV
AXIS shall image X-ray emissions from the atmosphere
with a minimum 90◦ × 90◦ field-of-view.

Time resolution
AXIS shall measure the X-ray flux with a time
resolution equal to or better than 10 seconds.

Time accuracy
AXIS shall provide X-ray measurements tagged with
an absolute timing accuracy of better than or equal
to 1 second.

Pointing knowledge,
relative to spacecraft

The AXIS instrument’s pointing direction shall be
characterized with respect to the spacecraft with at
worst 1◦ uncertainty.

Calibration Mode
AXIS will provide a calibration mode that enables
imaging calibration using stellar X-ray sources

Mass
The AXIS instrument shall be designed with a
mass less than or equal to 7 kg.

Size
The AXIS instrument shall consume no more than
3U of the internal volume of the 6U CubeSat.

Power
The AXIS instrument shall consume no more than 15 W
of orbit-averaged power during science operations.

Table 3.2: AXIS Instrument Requirements

because the background noise acts as an independent 2D Poisson random process that affects each

detector in a similar manner, and in contrast the signal of interest is a fixed object that may be

weak relative to the background but projects a consistent image distribution to each detector. The

co-addition of independent images then increases the signal-to-noise ratio (SNR) by the square root

of the number of detectors co-adding images, since the background noise is also being co-added.

This description is formalized in Chapter 4. Co-addition has a similar effect on imaging SNR as
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Figure 3.5: Cross section of the Atmospheric Imaging X-ray Spectrometer (AXIS) instrument,
showing the graded-Z shielding, coded apertures, detectors, and electronics boards. Not shown is
the beryllium electron-rejecting window located above the coded apertures.

increasing the exposure time, and in fact the SNR is proportional to the square root of the product

of the exposure time and the number of detectors, i.e. SNR ∝
√
N ∗ t.

The AXIS instrument must operate in such a fashion that minimizes exposure time in order

to reduce motion blur (from the orbiting spacecraft) while obtaining acceptable SNRs for scientific

interpretation. The exact imaging cadence and influence of motion blur versus exposure time is

bounded by the spatial resolution requirement, which sets a maximum exposure time. However,

below that max exposure time, the exposure is not strictly constrained by the science requirements,

so some explanation of design parameters and the final operation modes are described here.

We are interested in quantifying the amount of spatial blur that occurs due to this integration
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period. In a circular low Earth orbit at 500 km, a satellite will travel at approximately 7.6 km/s,

which would imply, for a fixed observation angle between AEPEX and the Earth, the integration

blurs the signal of interest over 7.6×∆t km. However, the spacecraft is magnetic field tracking,

so there is a slow counter-rotation that ultimately reduces the blur distance. Assuming a dipole

magnetic field model, the rate of change of the magnetic inclination I with respect to time can be

written from the relationship between inclination and magnetic latitude λ

tan(I) = 2 tan(λ) (3.1)

and then differentiating with respect to time yields

∂I

∂t
= tan−1(2 tan(ω)) (3.2)

where ω = dλ/dt is the angular orbit rate of the spacecraft. We can convert the spacecraft velocity to

an angular rate, knowing that the spacecraft distance from the center of the Earth is REarth+500 km

to find an orbit angular rate of 1.1×10−3 rad/s. This slew rate can be converted into a ground

track speed by multiplying the magnetic field-tracking slew rate of the spacecraft of approximately

2.2×10−3 rad/s ≈1.3 deg/s with the altitude of 500 km to find a counter rotation ground speed

of 1.1 km/s. This rotation acts in the anti-ram direction bringing the total blur distance per

integration period to 6.5×∆t km. The nominal science mode operation of AXIS selects a 10 second

exposures, which produces a 65 km ground-track blur distance, which is approximately half the

spatial resolution of the AXIS imager at the sub-spacecraft point.

Figure 3.6 shows the two primary science operation modes for AXIS. On the top left is the

nominal science mode that integrates the frame for 10 seconds, collecting photon counts that are

grouped according to pixel address and energy bin. In addition, shown at bottom left is the “

light curve” (photometric time series), that is integrated across all energies and pixel addresses

in order to capture time dynamics with periods faster than 10 seconds in the X-ray signal. On

the right side of the figure is the timing science mode, which exchanges spectral information for

temporal information by taking 16 exposures in 10 seconds and collapsing the spectral information.



62

 …

16 energy channels

16 pixels

Photometric time series 
16 bins, Δt = 0.625 sec

16
 pi

xe
ls

 …

16 time series images

16 pixels

Spectrometry series 
16 energy channels, ΔE/E ~ 11%

16
 pi

xe
ls

Figure 3.6: AXIS operation modes, showing (left) the nominal science mode that records 16 energy
channels, spatial information in each energy channel, and a photometric time series of integrated
X-ray counts at a faster time resolution. (Right) The timing science exchanges energy resolution
for temporal resolution by taking 16 snapshots in 10 seconds, spatial information per integration,
and this mode preserves spectral resolution by taking an average spectrum measurement over 10
seconds.

Below, the light curve in the nominal science mode is replaced with the temporally- and spatially-

integrated energy spectrum (spectometry series) that includes a single integrated spectrum with

16 energy bins. The size of the data produced by both modes is exactly the same, simplifying

integration of the AXIS instrument with the spacecraft bus during ground testing, as well as AXIS

operation during flight operation. Figure 3.7 shows the AXIS instrument microcontroller state

diagram. The nominal mode is the science mode, in which the instrument will operate while above

40◦ magnetic latitude. A calibration mode offers individual register-tagged photon events instead

of energy-binned and histogrammed events in order to adjust calibration coefficients on the ground

to be uplinked to the instrument. Idle and safe modes are for non-operation times and in the case

of erroneous instrument readings, respectively. The data product from these two modes are the

same in returning the heartbeat packet and any error codes that arise during the operation of these

modes.



63

Figure 3.7: Diagram of the operation modes of AXIS, showing the nominal science operation
mode, calibration mode, and other modes for use during non-science times. The heartbeat science,
housekeeping, and error packets are shown when used in their respective modes.

3.1.1 X-ray Detector Selection

The X-ray detectors chosen for the AXIS instrument are the Redlen cadmium-zinc-telluride

(CZT) solid state detectors. These detectors are commercial-off-the-shelf with vertically-integrated

front-end electronics that process both the analog and digital portions of the signal chain and

were originally developed for medical imaging and nuclear security. The Redlen detectors are not

appropriate for vacuum operation without sufficient alterations, which are detailed later in this

section. The detectors are shown from above in Figure 3.8.

The Redlen X-ray detectors have high-altitude heritage on the EPEx balloon mission that

also aimed to image bremsstrahlung X-rays but from within the atmosphere (C. Cully, personal

communication, 2021). The detectors do not have spaceflight heritage; they were implemented
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Figure 3.8: The Redlen M1770 cadmium-zinc-telluride (CZT) X-ray detectors, showing (left) the
top view of the sensitive CZT crystal and from below the aluminum mounting brackets, high-voltage
pin, and front-end electronics. (Right) The Redlen detectors mounted into the AXIS engineering
model, which is a 1/3 version of the full flight instrument.

on the CXBN-1 CubeSat mission, but that mission did not return data, so the detectors are not

considered qualified (Simms et al., 2012). Figure 3.9 shows a Redlen X-ray detector mounted into

an instrument processing board as well as in a state of disassembly. In the bottom image, the

detector crystal and front-end electrons are separated from the aluminum heat sink and mounting

apparatus. The FPGA, stack connectors, and high voltage pins which connect the two sides of the

detector are shown.

The Redlen detectors are pixelated with 16 pixels × 16 pixels with approximately 2.2 mm

pixel size and a ∼0.3 mm between pixels to make up the 4 cm × 4 cm detection area. The

CZT material is 6 mm thick which, in combination with front-end electronics, makes the detectors

sensitive to photons within approximately 50–240 keV with energy resolution ∆E/E = 6.5%. The

detectors have a maximum count rate of 60,000 counts/second per detector module and consume

approximately 1.1 W of power. The efficiency of the detectors are quoted as 60% at the 122 keV

peak of a 57Co source, but the efficiency away from this peak is not well characterized. This
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Figure 3.9: (Top) Redlen CZT X-ray detector mounted in the AXIS electronics boards. (Bottom)
Redlen board front-end analog and digital signal processing electronics, aluminum mounting stands,
and aluminum heatsink.

efficiency is a function of energy, and the photon absorption versus energy is shown in Figure 3.10.
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Figure 3.10: The photon beam flux absorption fraction from 6 mm of cadmium-zinc-telluride is
calculated from the attenuation coefficient versus energy (Hubbell & Seltzer, 1995). The solid
line is calculated using the mass attenuation coefficient, and the dashed line using the energetic
attenuation coefficient. Note that this curve does not necessarily indicate detection efficiency, but
the detection efficiency is a function of photon absorption.

In order to operate the Redlen detectors in vacuum both for laboratory testing and in space

operations, changes to the internal components of the detectors were made. The lower panel in

Figure 3.9 shows the connection between the aluminum heat sink and the application specific in-

tegrated circuits (ASICs), where a silicone heat transfer pad was used to make thermal contact

between these two components. During thermal vacuum (TVac) testing, these silicone pads were

the likely sources of a significant amount of organic material outgassing that showed up on a mass

spectrometer monitoring the exhaust from the TVac chamber. This significant amount of out-

gassing is undesirable during vacuum testing in a chamber, although there is no strict requirement

for the X-ray optics to minimize organic outgassing. This heat transfer pad was removed and

the surfaces cleaned; a new thermal contact was made using silver nitride epoxy, and finally the

boards were conformally coated with Arathane 5753 to protect against environmental contami-

nants. The detectors operate nominally in vacuum after these changes and with desirable thermal

characteristics.

Each detector consumes an average of 1.1 W during operation; this heat must ultimately be
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dissipated through thermal radiation from the spacecraft outer surface. The microcontrollers that

operate the detectors and the electronics that step up and down the voltages on the electronics board

consume additional power, such that the total power draw of the AXIS instrument is approximately

15 W. How this power is generated through solar panels at latitudes below 40◦, when the spacecraft

is not in science mode, is documented in R. A. Marshall et al. (2020).

Figure 3.11 shows TVac thermal testing of the 1/3-scale prototype of the AEPEX flight

instrument that is used to verify thermal modeling for the Redlen detectors and housing which

conducts heat away from the detectors and into the chassis of the spacecraft. The main channel

in which heat is conducted away from the instrument is through an aluminum bracket2 (labeled

“Thermal bracket” in Figure 3.11) to which the detector thermal posts are directly attached.

Additionally, a layer of thermal paste is applied between the posts and aluminum heat plate.
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Figure 3.11: Thermal vacuum (TVac) testing of the AXIS instrument prototype, showing (left) the
thermal bracket mounted to the chamber floor and the instrument outfitted with thermocouples for
recording temperature. (Right) shows an infrared camera image of the detectors during operation
to measure the heat output from operating the detectors.

2 Of note, copper is considered in place of aluminum as copper has approximately twice the thermal conductivity
of aluminum, but is ultimately ruled out as a viable shielding or hot plate material due to copper activation from
proton bombardment. GCRs incident on copper can create radioactive isotopes, some of which emit X-rays within
the 50 – 250 keV detection range.
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An additional concern during flight operation is the appearance of “hot pixels,” which exhibit

nonphysical high count rates. While hot pixels do not have a formal definition in this work, they

tend to behave consistently and predictably between power cycles of the detectors, and typical have

count rates greater than 3σ higher than the count rates of the rest of the nominally-operating pixels

on the detector. Figure 3.12 shows a more subtle example of a hot pixel during an time-integrated

exposure of a 57Co source, where a geometric fit to a near-field source emphasizes the hot pixel.

The danger of hot pixels is in the co-addition of the images, where a hot pixel will be the dominate

term in the addition of the same pixel address in the other detectors and effectively “wash out”

the average value that we aim to capture with the imaging array. A similar issue exists with “dead

pixels,” which are pixels that are either not sensitive to photons or vastly under-count the incident

photon flux incident. However, the issue of dead pixels less severely affects the co-addition than hot

pixels since the typical dead pixel value of zero is much closer to the mean count rate of expected

signals than the typical hot pixel value, which is bounded by the maximum value of an unsigned

16-bit integer of 65,535 counts in a 10-second integration.
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Figure 3.12: Example of a hot pixel in the readout of the Redlen detectors, showing (a) the raw
data from a disk source placed in the middle of the detector, (b) the fitted cone function that
models the expected count rate, and (c) the logarithm of the absolute different between panels (a)
and (b). Of note, where the data and model match exactly, the value of the right figure is denoted
as true zero.

In order to mitigate the effect of hot pixels on the co-addition of detector data, a moving-

window median filter is implemented to detect the presence and location of a hot pixel. The difficulty
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of detecting a hot pixel is akin to the prominence problem: that is to say, how much does a peak

have to stand out of data before it’s captured by a consistent statistical threshold? The image

data itself is stratified due to the coded aperture mask pattern, so many peak-finding algorithms

have difficulty detecting an artificial hot pixel without also partially selecting the desired data in an

automated fashion. Instead, implementation and testing of the hot pixel detection method is based

on a variable threshold set by the photon statistics generated per exposure and the validation of

this algorithm is the subject of future work.

3.1.2 Graded-Z Shielding Design

In order to protect against the background counts that are induced by both charged particles

and radiation (photons) in the LEO environment, shielding is designed to attenuate the flux that

penetrates to the detectors. The predominant sources of background for charged particles are the

radiation belt electrons themselves, which are also the source of the signal of interest. Therefore,

when the signal becomes stronger, the magnitude of the background will also increase. Instrument

design elements to increase signal-gathering ability are discussed in the previous section; here we

discuss the main way to reduce background, through the development of shielding. The shielding

design is largely based off a charged particle and radiation transport simulation built in GEANT4.

The GEANT4 background simulations are detailed fully in Section 3.4.

Graded-Z shielding can be shown to provide better shielding against a charged particle flux

than any single monolithic material for a fixed mass (Fan, Drumm, Roeske, & Scrivner, 1996).

Graded-Z shielding works on the principal of layering materials with different Z numbers, typically

in order of high-Z to low-Z. The outermost high-Z material stops charged particles and high en-

ergy photons, but produces subsequent bremsstrahlung and fluorescence photons, which are then

absorbed and re-emitted at lower energies and fluxes from the lower-Z materials. The design for

AXIS is slightly different: it begins with a thick, low-Z material, followed by a high-Z material, then

a slightly lower-Z material. This configuration is shown to optimally reduce detector background

given the fixed mass and volume requirement of the CubeSat form factor.
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The materials selected to shield against the LEO background are, in order from outside to

instrument internals, high density polyethylene (HDPE) plastic, tungsten-nylon composite, and tin.

Additionally, the aluminum of the spacecraft bus chassis both provides a measure of shielding and

generates bremsstrahlung radiation, which is overall a negative effect in terms of the background

rate but is ultimately unavoidable. Figure 3.13 shows the ordering and thickness of the graded-Z

shielding.

Figure 3.13: AXIS graded-Z shielding, from the left (external to the instrument) polyethylene
plastic to stop low- to medium- energy electron, tungsten-nylon composite material for high energy
electrons and photons, and (closest to the detectors) tin to absorb characteristic line emissions from
tungsten. Not shown here is the thin aluminum shell of the spacecraft bus that offers additional
shielding but produces more bremsstrahlung radiation.

The HDPE layer (Z∼4) is essentially a tub of material that the instrument sits in. The

goal of this material selection is to “slowly” stop charged particles incident on the instrument;
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that is to say, the ratio of collisional to radiative stopping power is high since the material is

comprised of low-Z elements carbon, hydrogen, nitrogen, and oxygen. Additionally, there is a high

density of hydrogen atoms per material mass, so we can say that the specific (mass normalized)

collisional stopping power for plastic materials is high.3 Similar boronated plastics have been used

in GCR mitigation (e.g. Thibeault et al. (2012); Yang and Bayazitoglu (2020); Sihver, Barghouty,

and Falconer (2021)). This layer is 15 mm thick on the sides and 12 mm thick on the zenith-

facing side of the spacecraft, which yields an average stopping power of 1.8 MeV/cm for 100 keV

– 10 MeV electron kinetic energies and has a radiation yield (the fraction of energy converted to

bremsstrahlung radiation) on the order of 0.1%. Critically, the low-Z elements in polyethylene do

not produce K-shell fluorescence in the X-ray band. Due to mass and volume requirements, the

back side (zenith-facing) of the shielding is thinned relative to the sides of the shielding. The design

choice to thin on the backside of the instrument shielding comes from the angular distribution of

trapped electrons: only during times of high loss cone filling will there be a significant flux on the

back of the instrument.

The middle layer of the shielding is comprised of a nylon-tungsten (Z = 74)4 composite

material produced by Ecomass Technologies, Ltd. (Durkee III, 2006). This material is selected in

place of a pure tungsten layer due to CubeSat atmospheric re-entry requirements, which state that

all materials in the spacecraft must completely burn up before reaching sea level, or must reach

sea level with lower than 15 J of kinetic energy. Tungsten has a high melting point of 3,422◦C,

which ensures that it will not ablate before reaching ground level (Langmuir, 1915). Based on the

required size of the tungsten shielding components, their kinetic energy upon reaching the ground

would significantly exceed the 15 J required maximum.

Instead, a composite material comprised of tungsten powder embedded in a PA-12 (polyamide-

12, i.e. nylon) matrix allows AEPEX to meet the atmospheric re-entry requirement. Due to the

3 The total stopping power of tungsten is approximately 10x that of plastic, but plastic is approximately 20x less
dense than tungsten, which causes the specific stopping power to be comparable between the two materials, at least
in the collisional stopping power regime (electron energy ≲10 MeV).

4 The calculation of the Z-number is mass-weighted, so for a composite like this the Z number is very close to that
of pure tungsten although the mass density is affected.
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packing ratio of tungsten powder, this material has approximately the density of lead (11 g/cm3)

versus pure tungsten (19 g/cm3); the thickness of the tungsten-nylon composite can be scaled by the

ratio of mass densities to provide an equivalent amount of shielding as pure tungsten, with approx-

imately the same total mass. The tungsten-nylon layer is 6 mm thick around the entire instrument.

The reduced-density tungsten material provides an average stopping power of 15 MeV/cm for elec-

trons within 100 keV – 10 MeV, but has a radiation yield on the order of 1%, approximately

10 times that of the HDPE plastic layer. Additionally, tungsten has a K-shell fluorescence line

at 69 keV, within the AXIS detection range. In addition to stopping charged particles, tungsten

also has a high mass attenuation coefficient to reduce X-ray background, both from stellar sources

that comprise the cosmic X-ray background and from bremsstrahlung radiation generated in the

aluminum of the spacecraft bus.

The innermost layer of shielding is a layer of tin (Z = 50), which is the middle of the

atomic number order. The purpose of the tin material is to further attenuate charged particles and

photons, and also to absorb and re-radiate the tungsten K-shell fluorescence line. Tin has a K-shell

fluorescence of ∼30 keV, which is sufficiently below the AXIS detection range. Tin will tend to

grow “whiskers” that can contact and short electronics (Arnold, 1966; Lee & Lee, 1998), so a layer

of Kapton tape separates the instrument internals from the innermost tin layer.

By layering the materials in this manner, the shielding against the charged particle back-

ground is more efficient than the equivalent mass in say, pure tungsten. The evaluation of the

shielding is performed with analytical, Monte Carlo (GEANT4), and finally laboratory testing in

the next sections. Other candidate materials were investigated but ruled out for various reasons.

For example, copper would be a similarly useful medium-Z material, but it becomes activated

by proton bombardment and becomes a radioactive isotope; tantalum would similarly not burn

up upon re-entry into the atmosphere and an appropriate composite of tantalum is not easy to

manufacture.

An additional component to the shielding is a beryllium (Z = 4) window placed over the

tungsten apertures that rejects charged particles that are within the instrument’s field-of-view
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while mitigating radiation production in the material. The window thickness chosen is 2 mm, which

completely blocks up to 650 keV electrons and 12 MeV protons and partially attenuates electrons

and protons at higher energies than this while minimizing bremsstrahlung radiation production.

These electron and proton energies are on the upper end of the expected background that is

directed away from the Earth in the anti-loss cone, or at the very edges of the shielding in the

trapped population. Charged particles at very high energies are not easily blocked or attenuated

by the beryllium window, but high energy particles are not expected within the field-of-view. The

beryllium is on average 96% transparent to X-rays within 50 – 250 keV, which makes it ideal for

mitigating the electron background while allowing for hard X-ray detection. An additional benefit

is that the beryllium metal is opaque to visible and UV radiation, which seals the housing that holds

the X-ray detectors to low energy photons, which, in large fluxes, can cause background on the

detectors. Interestingly, for the purpose of rejecting charged particles and hard X-ray transparency,

borosilicate glass materials (e.g. Pyrex) work nearly as well as pure beryllium for a significant price

reduction, but obviously do not block visible photons.

3.2 X-ray Signal Estimate

In order to design the AXIS instrument with the appropriate detector and aperture param-

eters in order to measure the precipitation X-ray signal with confidence, a model of the expected

signal strength is needed. This work is detailed in R. A. Marshall et al. (2020), which uses the En-

ergetic Particle Monte Carlo (EPMC) code developed originally in Lehtinen, Bell, and Inan (1999)

and updated in Xu et al. (2018) and Xu and Marshall (2019). The EPMC model is the atmospheric

forward model shown in Figure 3.14 that maps the relationship between precipitating electrons and

X-ray photons that reach the AEPEX spacecraft altitude. The next step after determining the

photon flux at 500 km is simulating these photons through an instrument response model. The

GEANT4 AXIS simulation described below takes the EPMC outputs as inputs in order to estimate

the instrument response. This section details the model inputs, outputs, and assumptions that go

into each step of the signal estimation portion of the AXIS design.
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Figure 3.14: Simulation flow diagram showing, from left to right, the precipitation characteristics
that are input into the EPMC model to find X-ray flux at 500 km altitude, which are subsequently
input into the GEANT4 instrument response model to determine the shielding configuration, imag-
ing characteristics, and signal-to-noise ratio.

Starting from radiation belt precipitation fluxes and forward modeling electrons through the

EPMC model, the precipitating electron spectrum begins with an ansatz of an exponential energy

distribution:

f(E) = f0
1

Ee,0
e−E/Ee,0 (3.3)

characterized by an electron folding energy Ee,0 and energy-integrated flux f0. A survey of realistic

folding energies that describe the spectral behavior of the electrons is performed using data from

the DEMETER mission where the folding energies of 100, 200, and 300 keV are selected (Whittaker

et al., 2013). These folding energies have been observed in-situ and bound the radiation belt precip-

itation energy flux. In order to estimate the precipitating flux for the electron energies of interest,

the AE-8 model is used to find a nominal integral flux of 105 cm−2 s−1 sr−1 (Vette, 1991; Whit-

taker et al., 2013). This value represents the input signal strength to which the AXIS instrument

is designed, and is later linearly scaled both up and down an order of magnitude in integral flux to

determine the detection limits of the AXIS instrument. To support these precipitation parameters

and further design the AEPEX mission, POES data is analyzed to estimate the frequency of EPP

events with flux greater than this 105 cm−2 s−1 sr−1 threshold in order to determine a mission

lifetime that will observe a sufficient number of precipitation events. The POES data threshold

analysis is presented in R. A. Marshall et al. (2020).

These precipitation cases are simulated through the EPMC model and the photon flux at
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Figure 3.15: The atmospheric X-ray response to EPP is shown for an input electron flux of
105 cm−2 s−1 sr−1 and three electron folding energies Ee,0 of 100, 200, and 300 keV. The re-
sulting differential photon spectrum is shown with optically thin thermal bremsstrahlung (OTTB)
model fits to the EPMC model output, showing photon folding energies of 41, 63, and 77 keV.

500 km altitude is recorded. More details on the EPMC model and this process are discussed in

Chapter 5. The X-ray spectra outputs of the EPMC model from the three nominal input cases are

shown in Figure 3.15. The spectra show a characteristic peak at 60 keV, which is a result of Earth’s

oxygen-nitrogen atmosphere and the bremsstrahlung cross section to relativistic electrons. At

energies higher than 60 keV, the high energy tail of the distribution drops off at different rates that

are dependent upon the input precipitating spectrum. An optically thin thermal bremsstrahlung

(OTTB) model is fit to the distributions above 60 keV of the form

fOTTB(Eph) ∝
1

Eph
e−Eph/Eph,0 (3.4)

which is a distribution used in astronomy observations of active galactic nuclei (Brown & Emslie,

1988). This model is similar in form to the input electron spectrum with a characteristic energy

Eph,0 that is shifted lower in energy from the input electron spectral folding energy Ee,0. The values
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of Eph,0 corresponding to the Ee,0 inputs are 41, 63, and 77 keV, respectively. There is also a factor

of ∼5 difference in the X-ray flux generated from the same input electron flux between folding

energies of 100 keV and 300 keV, which is approximately linear in terms of photon production

efficiency, consistent with our understanding of bremsstrahlung production dependence on electron

energy.

By integrating the portion of the signal within the AXIS detection limits of 50–250 keV,

we can determine the total signal count rate that would be expected through a detection model

that converts X-ray flux to instrument counts. Determining and verifying this detection model is

a subject of Section 3.3.

We find that photons that reach AEPEX’s altitude are sufficiently collimated that they

should fall within the AXIS imager’s wide field-of-view.5 Other aspects of the EPMC model

outputs include the X-ray flux fall off with distance for a one-dimensional input beam (i.e. a

column of ionization), which is plotted in Figure 3.16. A Gaussian distribution is fit to each profile

to show the variation of the photon integral flux with radial distance from a precipitation source.

The fall-off is characterized by a standard deviation σ of 165 km, or a full-width half-max value of

approximately 390 km, consistently between varying E0 values. Another useful quantity generated

by the EPMC model is the spectrum and intensity of atmospherically backscattered electrons,

which are within AXIS’s more sensitive field-of-view; this population is addressed as a background

source and is discussed in Section 3.4. The AXIS instrument and aspects of the AEPEX mission

are ultimately designed using the signal estimates from the EPMC model.

3.3 AXIS Calibration

The calibration campaign of the AXIS instrument includes testing to quantify and adjust the

spectral and flux estimates generated by photon measurements. In order to perform these tests,

5 This collimation is due in part to the atmosphere itself: the majority of bremsstrahlung photons are generated
between 60 – 80 km altitude, which means upward-propagating photons must transit some distance through the
atmosphere to escape towards the spacecraft. Photons propagating at oblique angles must transit a longer path
length through the atmosphere which are more likely to be absorbed, leading to a bias towards photons that escape
with vertical, or zenith, propagation directions.
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Figure 3.16: The radial fall-off the photon signal at 500 km altitude in response to a 1D input
electron beam. A Gaussian distribution is fit to the three profiles resulting from folding energies
E0 of 100, 200, and 300 keV where the relative magnitudes are different but the slope of the tail is
the same. The spreading of the X-ray signal above the precipitation source location is estimated
to have a standard deviation σ of 165 km.

sealed radioactive disk sources are used to probe the detection behavior of the Redlen detectors

in terms of spectral performance, and the photon flux that penetrates the aperture and window.

This formulation uses an effective geometric factor, i.e. Geff = ηT G, where ηT is the product of

the various efficiencies in the detection system and can be a function of energy and angle within

the field-of-view, and G is the product of the field-of-view and detector area, which is in units of

cm2 sr. The radiation sources utilized are 57Co, 241Am, and 133Ba, which have a well-measured

activity level that decays in a predictable manner.

In order to convert between intrinsic quantities (e.g. source activity) and our quantities of

interest for calibration (e.g. count rate), we need a detection model. The model used here is the

same used in Berland, Marshall, Martin, et al. (2023):

N

∆t ∆E
= As ηB(E) G(h) ·QDE · ρ (3.5)

where N/∆t/∆E is the differential count rate in counts/second/keV, ρ is the coded aperture mask
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open fraction, QDE is the average quantum detection efficiency over the detection range, ηB(E)

is the branching ratio for emissions within [E,E + ∆E], G(h) is a 1D model of attenuation due

to the source-to-detector distance h for isotropic source emissions that accounts for detector size,

and As is the source activity in Becquerels (i.e. disintegrations per second into 4π steradians).

The factors of ∆t and ∆E are the integration duration and detection bin width, respectively. The

attenuation model G(h) can be expressed as the geometric relationship between a point source and

a finite-sized detector:

G(h) =
1

2
− 2

π
tan−1

(
1√

1 + 1/2 (s/h)2

)
(3.6)

where s is the detector side length of 4 cm. This model asymptotes to 1/2 in the limit of large s/h

where the source is very close to the detector, such that it acts as an infinite plane that accumulates

half of all emissions, and varies as h−2 in the limit of small s/h, where the disk source acts as a

true point source far from the detector.

Count rate testing is performed using a 57Co disk source, which has an activity level of

approximately 10 µCi, placed at various distances from the detector in order to obtain measurements

where the source signal dominates over the laboratory background. Figure 3.17 shows the result of

the model described in Equation 3.5 and the laboratory testing. This test is performed primarily

to verify or adjust the multiplicative detector efficiency terms QDE ·ρ which are vital in converting

flux to counts. The results show that, except for when the source is very near the detector and

near-field effects related to the finite thickness of the coded aperture mask are in effect, the modeled

and measured count rates agree to within the Poisson counting variance of ±
√
N . The figure shows

both the predicted count rate from the theoretical model and the ±2σ of the data, which follows a

Poisson detection distribution.

In order to calibrate the energy response of the Redlen detectors, the detectors are placed

in full energy resolution mode and the three disk sources are employed. The right plot of Figure

3.18 shows the full energy resolution 57Co spectrum with ∆E/E = 6.5% where various interesting

aspects can be seen. At energies lower than the main peak at 122 keV a Compton shoulder forms;
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Figure 3.17: (Top) Plot of energy-integrated count rate versus distance, showing the modeled
count rate (blue) that is dependent on detection efficiency and data from a 57Co disk source (red).
(Bottom) Residuals between data and model, showing the highest discrepancy at a low source-
detector distance, which is likely due to mask self-collimation effects due to the high angle photons
must traverse to enter the mask when the source is close to the aperture.

the shoulder is generated from Compton scattering within the detector material, which spreads

the energy response from the main peak due to the partial energy deposition in the material. The

Compton shoulder is approximately 25% of the intensity of the main peak and is made up of

contributions from both intrinsic 57Co source peaks at 122 keV and 136 keV. A Gaussian mixture

model with two components is fit to this data in order to quantify the peak location in the Redlen

energy register space, which is then scaled such that it corresponds to the known peak values in

energy space. The Gaussian mixture model also quantifies the spread in the peak that corresponds

to the detector energy resolution. A linear scaling of the form E = aij R is used to relate the

Redlen energy registers R to the energy E through a per-pixel calibration coefficient a. Affine and

nonlinear forms of the calibration relationship are tested for higher accuracy performance, but the

results show that the linear scaling most accurately maps the disk source line emissions to their

appropriate energies.
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The right plot of Figure 3.18 shows a composite spectrum comprised of the following sources,

in order of emission energy: 241Am, 133Ba, and 57Co. The calibration coefficient matrix is found

using the 133Ba source which has an emission at 81 keV, then verified with other sources. This plot

uses 25 energy bins to ensure proper calibration in the lab versus the 16 energy bins that make up

the flight instrument energy resolution.
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Figure 3.18: (Left) the recorded 57Co spectrum, showing the main peak at 122 keV (86%) and a
secondary peak at 136 keV (11%). Note the Compton shoulder that forms at lower energies than
the 122 keV emission from Compton interactions and incomplete energy deposition in the detector
material. (Right) the energy calibration spectra of three sources; 241Am with a 60 keV emission,
133Ba with a 81 keV emission, and the 57Co source.

These calibration techniques are performed for each of the 12 detectors during the integration

and testing phase of the the AEPEX development cycle. Additionally, metrics are formed to rank

each detector’s performance in order to track inefficiencies in each detector (e.g. flux insensitivity,

hot pixel proclivity, etc.) to be accounted for during data analysis.

In-flight verification and re-calibration of the spectral response and imaging performance

can be performed by leveraging stellar X-ray sources. Figure 3.19 shows a notional stellar X-ray

pointing campaign for in-flight verification of the calibration of the AXIS instrument. These X-ray

photons come from a variety of stellar objects with various spectra and intensities, and are all

point sources relative to the AXIS angular resolution. The sources are included in the all-sky hard
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X-ray observation campaign from the INTEGRAL X-ray telescope (Krivonos et al., 2010, 2012).

A relatively short exposure (100s seconds) will provide a sufficient signal to verify the calibration

of the instrument.
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Figure 3.19: Stellar X-ray targets for AXIS in-flight calibration including the galactic center and
the Sagittarius Arm of the Milky Way. The shade of blue corresponds to the spectral hardness
of the X-ray source (darker blue being higher energy) and the size corresponding to the relative
intensity of the source. These sources are all point sources given the AXIS angular resolution.
Boxes correspond to the square field-of-view of AXIS.

3.4 Background Estimate

In order to determine the amount of noise induced on the detectors from the energetic charged

particle and photon background in the LEO environment, a combination of analytical estimation,

simulation, and lab experiments were performed. The simulation framework used here is GEANT4,

a popular physics solver for charged particle instruments and space instrumentation (Agostinelli

et al., 2003; J. Allison et al., 2006). Using this framework, an instrument mass model was built

and simulated using a representation of the LEO space environment. In order to validate these
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Background
Source

Data/Model
Background
Contribution

[counts/s/detector]

Trapped and
precipitating electrons

AE-8 electron flux
Demeter energy spectra

10 – 100

Atmospherically
backscattered electrons

Marshall, et al. 2018
Berland, et al. 2023
Xu EPMC Studies

1 – 10

Galactic Cosmic
Rays

Nymmik, et al. 1996
CREME86

100

Cosmic X-ray
Background

Hasinger, et al., 1996
Gruber, et al., 1999

10

Detector Background Lab testing 10 - 30

Table 3.3: Low Earth Orbit Detector Background Contributions

simulations and characterize detector response to electrons, an electron accelerator experiment was

performed at NASA Goddard. This section describes the simulation, experiment, and ultimately

the expected background spectrum on the AXIS instrument during operation.

3.4.1 1D Modeling

High energy photon sources and very high energy charged particles are not easily mitigated

with shielding and typically have well-defined behavior. For the purpose of obtaining an estimate

of the background, we employ a 1D shielding model with appropriate solid angle distributions to

the cosmic X-ray background (CXB), which has a non-negligible component in hard X-ray energies,

as well as galactic cosmic rays (GCR).

In order to determine the instrument response to the GCR spectrum, we apply a CSDA

stopping power formulation in a 1D simulation:

Ei+1 = Ei −
(
dE

dx
(Ei)

)
∆x (3.7)

where the initial condition E0 is swept over the range of GCR energies, and the step size ∆x is

chosen to be sufficiently small such that the energy lost per step is comparable to the resolution of

dE/dx. The simulation reaches its end when the number of iterations N propagates the particle

to a non-zero final energy Ef by satisfying T sec(θ) = N∆x, where θ is the angle of incidence of
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the particle with respect to the shielding normal vector, and T is the thickness of the shielding

material. This formulation assumes a high energy charged particle does not deviate significantly

from its original trajectory.

The linear energy transfer (LET) coefficients S(E) are obtained from the NISt pStar and

aStar tables, which are tabulations of proton and alpha stopping power, respectively, and are used

in the formulation Sρ = dE/dx to obtain the stopping power, where ρ is the material mass density.

From this simulation, we obtain a shielding response function H(E0, Ef ) for charged particles

which accounts for both the magnitude of attenuation at an initial energy E0 as well as the energy

loss that occurs from passing through the shielding. Figure 3.20 shows a plot of H. The shielding
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Figure 3.20: Plot of the polyethylene-tungsten-tin shielding response function H to protons (solid
lines) and alpha particles (dashed lines) at 3 incidence angles: 0◦, 35◦, and 70◦. Where the lines
drop below 104 keV indicates complete blocking of the primary particle and where the curves
asymptote to the dashed black line indicate no blocking.

response function can be convolved with the differential flux GCR spectrum to obtain a post-
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shielding integral energy flux spectrum f ′E(E) that would be incident on the detectors

f ′E(Ef ) = f(E) ⋆H(E0, Ef ) =

∫
f(E0) H(E0, Ef ) E0 dE0 (3.8)

If we instead multiply the two quantities point-wise, we can obtain a scaled differential input

flux spectrum that penetrates the shielding, but we lose information on the shift in final energies.

Regardless, our goal is simply a background rate estimate; the GCR background spectrum can be

easily verified on-orbit during geomagnetic quiet times.

The GCR spectrum is taken from the Badhwar-O’Neill model halfway between solar minimum

and maximum at a 500 km polar orbit (O’Neill, 2010). This model gives the differential and integral

spectra for protons and alpha particles and accounts for magnetic shielding of the magnetosphere.

Figure 3.21 shows the two differential spectra plotted as functions of particle energy.
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Figure 3.21: (Solid lines) The galactic cosmic ray (GCR) differential flux spectra for protons and
alpha particles from the Badhwar-O’Neill model. (Dashed lines) The shielding-attenuated differ-
ential GCR spectra after convolution with the shielding response function H. These spectra have
penetrated the shielding and are incident on the detectors, and these curves do not account for
secondary production.
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Once we have a post-shielding flux f ′ we can assume that the Earth acts as an efficient shield

to half of the spacecraft, so the solid angle used here is Ω = 2π sr, and the total area is taken

as the back (zenith-facing) and sides (limb-facing) of the AXIS instrument, totalling 1200 cm2,

as particles incident on the spacecraft will likely scatter and create secondaries that will hit the

detectors. Using these values, we can use a simple linear detection model to find the count rate C

on the detectors

C = f ′ Ω A (3.9)

From these calculations, the background rate on the detectors from proton primaries is

∼30 counts/second/detector and for alpha particles is 3 counts/second/detector. We assume the

count rates corresponding to higher Z GCR species are on the order of the alpha particle count

rate and are not impactful relative to the proton rate.

With the addition of thicker or higher Z shielding, the effective energy penetration of the

shielding can (perhaps unintuitively) become higher due to inelastic collisions that generate sec-

ondary particles and radiation that are more easily transported through shielding material. When

analyzing GCR penetration of shielding, electromagnetic interactions are joined by proton-nucleus

and nucleus-nucleus interactions, which are two additional scattering mechanisms that can generate

secondary radiation and target fragments. The fundamental description of inelastic particle inter-

actions at high energies are incomplete (unlike electromagnetic interactions) and empirical models

must be used to model inelastic interactions. In this work, we take the results of Zeitlin (2021)

which show that, for aluminum shielding, the effective shielded dose rate from the GCR spectrum

is 1.5 times the un-shielded dose rate. As dose rate is an incomplete analogy for particle flux due

to the convolution of biological quality factors with the penetrating spectrum, an additional factor

of 2 is taken here to more conservatively estimate the combined effects of the higher Z material and

the non-biological application. Ultimately, the background count rate from GCRs is multiplied by

3 to capture the effects of secondary radiation production and target fragmentation.

Similarly, we can calculate the photon attenuation capability of the shielding using an ana-
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lytical approximation of photon attenuation. Starting from the photon attenuation of a monolithic

material with attenuation coefficient µ:

I(x)

I0
= e−µ ∆x (3.10)

we can amend this formula to let I0 be the photon flux intensity on the boundary between shielding

materials and iterate over k shielding layers:

I(x)

I0
= e−(µ ∆x)k e−(µ∆x)k+1 ... =

∏
k

e−(µ∆x)k = e−
∑

k(µ∆x)k (3.11)

We next define the total attenuation as M(E) =
∑

i µi(E)∆xi where the sum of ∆x is the total

shielding thickness. We can then apply this attenuation law to the expected X-ray background

from the CXB spectrum. This work uses the fit to X-ray and gamma-ray measurements of the

CXB spectrum from the work of Gruber, Matteson, Peterson, and Jung (1999). Figure 3.22 shows

the total attenuation M and the attenuation applied to the CXB spectrum.
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Figure 3.22: (Left) The total attenuation M(E) for the graded-Z shielding and the beryllium
window using the mass attenuation coefficient (solid lines) and energetic attenuation coefficient
(dashed lines) is plotted as a function of photon energy. (Right) The CXB spectrum from Gruber et
al. (1999) is plotted along with the attenuated spectra from passing through the graded-Z shielding
and the beryllium window. The solid and dashed lines here also correspond to the mass and
energetic attenuation, respectively.

By integrating the shielded CXB spectrum and multiplying by the geometric factor of the
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back and sides of the AXIS instrument in a similar manner as for charged particles, we find that the

background count rate contribution from the CXB is on the order of 101 counts/second/detector.

Of note, another potential source of noise in the AXIS imaging scenario is Earth’s albedo,

or reflectivity, in the X-ray band. This reflectivity would be relevant during a solar flare event, for

example. Earth’s X-ray albedo is modeled in Churazov, Sazonov, Sunyaev, and Revnivtsev (2008),

where it is found that the combination of low X-ray flux incident on the Earth and the low albedo in

hard X-ray ensures that atmospheric reflection of non-terrestrial X-rays is a negligible contribution

to the AEPEX signal of interest.

3.4.2 3D Monte Carlo Modeling

A GEANT4 instrument response model has been built in order to quantify the photon scat-

tering and detection behavior of the AXIS instrument. Another purpose of this simulation is to

provide a realistic picture of the background that is induced on the detector from radiation belt

electrons in the LEO space environment. In order to perform these simulations, the following steps

were taken:

• AXIS geometry definition and material assignment:

A low-fidelity model of AXIS was built in GEANT4 using the native CLHEP C++ geom-

etry library and build system (Lönnblad, 1994). This library includes simple shapes (e.g.

rectangles, spheres, cones) and Boolean operations between those objects (e.g. subtract,

add, intersect) in order to build a representation of the “mass model” version of the in-

strument. The polyethylene, tungsten, tin, cadmium-zinc-telluride, and other supporting

materials were assigned to their respective geometries. Care was taken to ensure no gaps

or interference exist between materials and that a particle must pass through a thickness of

material that is representative of the physical graded-Z shielding. The detector CZT ma-

terial is pixelated in order to discretely measure the energy deposited in each pixel volume

from photons and charged particles.
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• Numerical implementation of background energy and angular distributions:

The background angular distributions chosen to represent a realistic LEO environment are

trapped electrons with either sine, sine-squared, or isotropic pitch angle distributions, and

isotropic gyrophase distributions. These distributions are of the form

fsine(α, θ) ∝ sin(α)
1

∆θ
(3.12)

fsine−squared(α, θ) ∝ sin2(α)
1

∆θ
(3.13)

fisotropic(α, θ) ∝
1

∆αLC ∆θ
, (3.14)

where α ∈ [0, αLC ] and θ ∈ [0, 2π]. The energy distribution chosen for these simulations

were exponential energy distributions of the form e−E/E0 with folding energies E0 of 100,

200, and 300 keV to match the signal generation simulations for comparison and for SNR

calculation purposes. The electron flux fraction and energy distribution in the loss cone

and anti-loss cone are taken from R. Marshall and Bortnik (2018). The energy distribution

of the backscattered electron flux is an exponential with a folding energy E′
0 shifted down

in energy and in flux. Importantly, most often the majority of the trapped flux is incident

on the sides of the spacecraft, versus the nadir or zenith-facing sides, due to the angular

distribution of the trapped electron population, where most particles are near 90-degree

pitch angles at LEO.

• Adjustment and iteration through simulation settings:

The simulation is now ready to run. Through monitoring the variance in the final back-

ground spectra and count rate estimates, the number of simulation particles that produces

smooth results that are convergent to the accepted solution is determined. This number

of simulation particles is 108 per background distribution and electron folding energy. For

simulation settings, a proxy for spatial step size in the materials, the energy cuts (see

Chapter 5 for more details on energy cuts) are set such that the highest energy electrons
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must take multiple steps through the thinnest material. Care is paid to remove geometric

“pinch points” where particles get stuck and artificially lose their energy.

Figure 3.23: Schematic of the GEANT4 background and signal simulation, showing (red arrows)
electrons and bremsstrahlung photons (green arrows) incident on the AXIS instrument. The field-
of-view and edge of the loss cone are labeled, showing the loss cone, trapped, and anti-loss cone
electron populations.

Figure 3.23 is a cartoon schematic of the AEPEX background and signal simulation in

GEANT4, showing the grouping of the trapped and precipitating electrons which follow a sine, sine

squared, or isotropic angular-spatial distributions, atmospherically backscattered electrons within

the field-of-view, and signal photons generated from the atmosphere. Figure 3.24 shows a side view

of the AXIS instrument geometry modeled in GEANT4 with incident trapped and precipitating

electrons in the left image and atmospherically backscattered electrons in the right image.

Figure 3.25 shows histograms of the background spectra induced on the detectors for the three

folding energies E0 = 100, 200, and 300 keV. The background counts are re-binned at the AXIS

energy resolution using the detection model for electron energy deposition. This plot represents

the background that is induced by an isotropic pitch angle distribution, which is the worst-case



90

Figure 3.24: The AXIS instrument built using the GEANT4 CLHEP geometry library, showing
(left) the trapped and loss cone electron populations, (right) anti-loss cone and atmospherically
backscattered electrons that are within the AXIS field-of-view. Yellow dots indicate electron sim-
ulation steps and red lines indicate trajectories.

for background on the instrument but best-case for signal generation in the atmosphere. This case

ultimately provides the highest SNR estimate for the AXIS instrument detailed in Section 3.5, and

is therefore not used; the more conservative sine pitch angle distribution is used instead to design

for the worst-case SNR that AXIS would reasonably encounter.

3.4.3 Goddard Electron Accelerator Testing

In order to validate the graded-Z shielding design and GEANT4 background simulations, a

verification test is desired. To perform this test, the NASA Goddard Space Flight Center (GSFC)

Radiation Effects Facility (REF) is utilized. The test is designed for two instrument configurations:

configuration 1 where the electron beam is aimed directed through the beryllium window and

tungsten coded aperture, and is incident on the detectors; and configuration 2 where the beam is

directed through the graded-Z shielding onto the sides of the detectors. Figure 3.26 shows these

instrument configurations with the chamber door open, where a red arrow indicates the beam

direction.

The facility has a 2 MV accelerator that can generate electrons with energies ranging from

35 keV to 1.7 MeV with beam intensities of 10−9 to 1 µA/cm2 (beam fluxes of 104 – 1013 cm−2 s−1)

over a 250 cm2 beam spot size, which drives electron rates on the instrument of 106 – 1015 elec-
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Figure 3.25: (Left) A histogram of the background noise induced on the detector from electron
background sources. (Right) The background induced from electron sources re-binned at AXIS
energy resolution. The rows correspond to the background folding energy cases of E0 of 100,
200, and 300 keV for an isotropic pitch angle distribution, which represents the worst-case for
background induced on the detectors and best-case for photon signal generation in the atmosphere.

trons/s. The test procedure is then to illuminate the instrument with 10 energies per configuration

for approximately 12 minutes per beam energy in order to obtain sufficient detection statistics.

In order to maintain the instrument temperature, a hose with liquid nitrogen is placed so it

circulates past the mount holding the thermal bracket, which is then modulated during testing to

maintain operation temperature. Feed-thrus are designed to power the instrument, send commands,

and received data during testing, which are connected to a 5 V laptop USB connection. The power

line is boost-converted to 12 V onboard the instrument, and the RS-422 low voltage differential

signal (LVDS) is translated to standard USB with an inline translator.
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Figure 3.26: NASA Goddard Radiation Effects Facility (REF) electron beam test setup, showing
(left) configuration 1 where the beryllium window and tungsten aperture are facing the electron
beam and (right) configuration 2 where electron beam is incident on the graded-Z shielding. The
aluminum L-bracket is mounted to a temperature-controlled surface in order to cool the instrument
during vacuum operation, and feed-thrus transfer power, commanding, and data to the instrument
from a laptop.

During testing, a measurement of opportunity was made when the facility placed a 3.8 cm

aluminum Faraday cup in front of the beam to measure beam current for beam adjustment purposes.

This configuration was modeled in GEANT4, and it was found that bremsstrahlung photons are

produced and are the vast majority of the particles that reach the instrument. In this way, the

experiment measures both electrons and photons incident on the prototype instrument.

Before the beam illumination, during the changing of the instrument configuration, and again

after the experiment, the energy calibration is verified on-site with an 241Am source, which has a

strong line emission at 60 keV. A 82 ± 5.3 keV emission was discovered in the spectral data that

has an intensity proportional to the background rate on the instrument. This is likely either a gold

K-shell emission or lead M-shell emission from materials in the detector front-end electronics.
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Figure 3.27: (a) Normalized shielded spectra generated during the electron beam bombardment.
The 82 keV feature is removed for the background model fit, although some residuals remain
between 90 – 100 keV from the 8-point boxcar smoothing method. Beam energies for the left plot
are 400, 500, 700, and 800 keV. (b) Spectra generated during electron beam on, Faraday cup down
conditions that produce a photon beam incident on the graded-Z shielding. Beam energies for the
right plot are 800, 1000, and 1100 keV.

The measured spectra for the two configurations and the status of the Faraday cup (“up”

corresponding to electrons, “down” corresponding to photons) are shown in Figures 3.27 and 3.28.

These figures show the differential count rate per beam configuration, as well as power law fits to

the data after removing the feature at 82 keV. The power law fits are of the form

f(E) = A
Γ− 1

Emin

(
E

Emin

)−Γ

(3.15)

where the total or integrated beam flux A, the spectral index Γ, and incident beam flux and energy

are tabulated below. Emin in this case is the lower end of the detection range, 50 keV. Figures 3.27

and 3.28 also plot the residuals of this power law fit, where high residuals likely indicates higher

secondary electron penetration that does not act according to the spectral power law, which likely

measure photons generated in the shielding. The power law fit is worse in the immediate vicinity

before and after the 82 keV line emission, which is indicative of absorption and then re-emission of
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Figure 3.28: (a) Shielded spectra from the electron beam incident on the beryllium window and
tungsten aperture. There is higher penetration of low energy electrons relative to the graded-Z
shielding portion of the background model, likely due to the lack of low-Z materials to attenuate
low energy electrons. (b) Electron beam on, Faraday cup down conditions through the aperture,
showing both higher penetration and higher spectral indices than the graded-Z shielding. Beam
energies for both plots are 300, 350, and 400 keV.

both charged particles and photons by the material that causes this characteristic emission. Since

it is not possible the remove the material responsible for the line emission, the proportionality of

the line emission is characterized as a function of the background count rate and spectra in order

to remove the effect of the line emission on the X-ray data during the AEPEX mission.

The instrument electronics are configured in full energy resolution mode in order to capture a

high resolution measurement of the spectrum that penetrates the aperture and shielding. However,

due to instrument development limitations, the data transfer rate between the instrument’s RS422

connection and the laptop is sub-optimal and cannot handle the full event rate at combined high

beam energies and fluxes, and due to facility limitations, the beam current could not be adjusted

lower. This caused spectral “saturation” at high beam energies when the penetrating fraction

of radiation increases. The saturated spectra are shown for example in the left panel of Figure

3.27 where increasing beam energy does not shift the curve upwards. The spectral shape is still
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responsive to changes in beam energy and therefore spectral information is still recorded. To further

support this claim, testing in the CU Boulder lab was performed with four radiation sources placed

at close range that similarly saturate the detector, and all spectral lines are resolved, since the

photon arrivals at the detectors are random in time and space. Expected count rates with the

effects of saturation are reported in Tables 3.4 and 3.5, and the count rates are extrapolated at

higher beam energies in this analysis to estimate the count rate during high energy, high flux

conditions.

Faraday Cup
Beam Energy

[keV]
Beam Flux[
cm−2 s−1

] Γ
Total Count Rate

[s−1]

Up 400 9.36×105 1.06 ± 0.04 35.0 ± 5.92
Up 500 9.36×105 0.95 ± 0.09 90.9 ± 9.53
Up 700 9.36×105 0.95 ± 0.26 301 ± 17.4

Down 800 – 0.93 ± 0.04 45.6 ± 6.75
Up 800 7.49×105 0.96 ± 0.26 299 ± 17.3
Up 900 6.87×105 0.98 ± 0.25 295 ± 17.2

Down 1000 – 0.90 ± 0.06 71.5 ± 8.46
Up 1000 1.25×106 0.99 ± 0.24 293 ± 17.1

Down 1100 – 0.83 ± 0.09 136 ± 11.7
Up 1100 1.04×106 0.99 ± 0.24 288 ± 17.0
Up 1300 9.36×105 1.01 ± 0.24 284 ± 16.9
Up 1400 1.37×106 1.01 ± 0.24 284 ± 16.8
Up 1500 9.36×105 1.01 ± 0.25 288 ± 17.0

Table 3.4: Electron Beam Experiment Results, Graded-Z Shielding.

Faraday Cup
Beam Energy

[keV]
Beam Flux[
cm−2 s−1

] Γ
Total Count Rate

[s−1]

Down 300 – 1.44 ± 0.17 85.9 ± 9.27
Up 300 4.62×105 1.87 ± 0.81 289 ± 17.0

Down 350 – 1.36 ± 0.19 109 ± 10.4
Up 350 9.36×105 1.75 ± 0.92 368 ± 19.2

Down 400 – 1.32 ± 0.25 157 ± 12.5
Up 400 5.43×105 1.68 ± 0.82 354 ± 18.8
Up 500 8.11×105 1.49 ± 0.63 360 ± 19.0
Up 600 9.36×105 1.39 ± 0.55 354 ± 18.8
Up 700 8.11×105 1.39 ± 0.58 354 ± 18.8

Table 3.5: Electron Beam Experiment Results, Beryllium Window & Tungsten Aperture.

These results are compared to a GEANT4 simulation of the electron beam incident on the
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instrument in the two experiment configurations. The resulting total count rates match to within

the Poisson detection noise on the detector for the non-saturated cases, and the spectral shapes

are similar. The experimental results for the spectral shapes are used to adjust the simulation

results in order to generate an electron detection background model for the Redlen detectors. In

matching the electron beam results to simulations over the energy range expected on orbit, the

GEANT4 LEO background simulations are verified. The results of this analysis show that the

expected variation due to modeling errors is within the Poisson noise expected on the detectors

given the background rates, so this experiment verifies the simulations and background modeling

work.

3.5 Signal-to-Noise Ratio Estimate

The combination of the modeled signal and background yield the expected signal to noise

ratio:

SNRTotal =
S
√
ndet ∆t√
S +B

(3.16)

where S is the signal count rate, B is the background count rate, ndet is the number of detectors

co-adding their image (in this case 11), and ∆t is the exposure time per frame (10 seconds). The

combination of the multiple detectors and exposure time yield a 10.5x SNR advantage for any

given imaging scenario (S,B). We combine the results of the signal modeling in Section 3.2 and

the background modeling and experiments in Section 3.4 using Equation 3.16 to calculate the total

expected SNR of the AXIS instrument. Total SNR is related to the detectability of a signal out

of background noise, and the SNR per pixel is related to imaging capability. Figure 3.29 shows

the SNR estimate under the nominal precipitating electron flux of 105 cm−2 s−1 sr−1 and is scaled

linearly to 104 and 106 cm−2 s−1 sr−1 to show the effects of weaker and stronger precipitation

events, respectively, on the AXIS SNR.

Also plotted in Figure 3.29 is also the Poisson pixel, or imaging SNR, which is a metric that

describes the capability of the instrument to image the source. The pixel SNR is calculated by
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Figure 3.29: Total and pixel (imaging) signal-to-noise ratio (SNR) estimates for the three nominal
precipitation energy cases detailed in Figure 3.15, scaled up and down by one order of magnitude in
electron flux from the nominal flux of 105 cm−2 s−1 sr−1. The SNR is plotted for each precipitating
electron spectrum folding energy E0 of 100, 200, and 300 keV.

considering each pixel as an independent detector, which can be formulated in the following way:

let us replace the signal per detector S with the signal per pixel S′
ij , which we can relate to the

total signal through summation. We’ll treat the background in the same fashion, and also make

the assumption that the signal is distributed in a uniformly random sense across the pixels such

that we can write

S =
16∑
i=1

16∑
j=1

S′
ij = 256× S′

ij (3.17)

for the 16× 16 pixel Redlen detectors. We can now rewrite Equation 3.16 as

SNRPixel = 256
S′
ij

√
ndet ∆t√

256 S′
ij + 256 B′

ij

=
16 S′

ij

√
ndet ∆t√

S′
ij +B′

ij

(3.18)

We can now write the relationship between total and pixel SNR simply as SNRTotal = (1/16) SNRPixel.

It’s found experimentally that a pixel SNR of ∼1.2 is needed to form an image with sufficient con-

fidence to make scientific interpretations. That is to say, the uncertainty in image interpretation

is commonly taken as inversely proportional to the SNR (e.g. Wagner & Brown, 1985; Kellman

& McVeigh, 2005), so we find that imaging SNRs above 1.2 attribute sufficient confidence for
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interpreting the spatial scales of precipitation X-ray patches in simulation.

3.6 AFIRE Electron Detector

The AFIRE instrument is a built-to-print copy of the electron detector instruments used on

the FIREBIRD-II CubeSats (Crew et al., 2016; Johnson et al., 2020). The instrument is comprised

of two electron detectors sensitive to electron energies between ∼200 keV – 1 MeV that share look-

directions but have different fields-of-view, such that a portion of the field-of-view (approximately

0.5 sr) is overlapping. The “surface detector” (so-called because the detector sits at the instrument

surface) has an approximately 2π sr field-of view and the “collimated detector” has a 45◦ field-of-

view. Figure 3.30 shows the electronics stack and detector housing, with the detectors covered for

Figure 3.30: An image of the AFIRE engineering model, showing the electronics board stack and
detector housing, covered by pieces of aluminum to keep dust off the silicon surfaces. The collimated
detector with a 45◦ field-of-view is on the left and the surface detector with a 2π field-of-view on
the right.

cleanliness. The silicon detectors are 1500 µm thick, which can fully stop 1050 keV electrons, and

have a diameter of 32 mm (Johnson et al., 2020). The detector material and front-end electronics
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are manufactured by Micron Technology, Inc.

Figure 3.31: The energy channel threshold edges of the AFIRE instrument’s two detectors. The
odd number channels correspond to the surface detector and the even number channels correspond
to the collimated detector in order to “feather” the 6 channels per detector to provide higher energy
resolution.

The detector energy channel edges are shown in Figure 3.31, where the odd numbered chan-

nels belong to the surface detector and the even numbered channels correspond to the collimated

detector. By interleaving the energy bin edges in this manner, the energy resolution of the final

electron spectrum estimate is increased.

In addition to differential electron spectra in energy, a coarse estimate of the pitch angle

distribution can be made using the semi-overlapping fields-of-view. We’ll assume a physics-based

functional form for the pitch angle distribution f(α) and form an integral that describes the differ-

ential count rate on each detector when the detectors point up the magnetic field line:

Count rate(E) =

∫ ∫
f(E,α) G(α) sin(α) Iα∈FOV(α) dα dθ (3.19)

where Iα∈αi is the indicator function that constrains the integration to pitch angles that fall within

the specific instrument’s field-of-view αi, G(α) is the geometric factor that combines the detection
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area and field-of-view, and f(E,α) is the combined flux spectrum and pitch angle distribution. A

plot showing this calculation in polar space is shown in Figure 3.32. By combining the instruments

Figure 3.32: The AFIRE fields-of-view of the two detectors are plotted with dashed lines on the
unit polar circle, and three proposal pitch angle distributions are shown in polar space. Note how
much of each distribution falls within the collimated field-of-view versus the larger field of view.

angular response through the geometric factor for the collimated detector (col) and the surface

detector (surf), we can form the ratio

Count ratecol
Count ratesurf

=

∫
f(α) Gcol(α) sin(α) Iα∈FOV col(α) dα∫
f(α) Gsurf (α) sin(α) Iα∈FOV surf(α) dα

(3.20)

The angle αcol and αsurf here are the half-angles of the fields-of-view since the 2π integration covers

a full rotation in gyrophase space and cancels out in the ratio in Equation 3.20. This method is

verified by Monte Carlo simulation in GEANT4 using the FIREBIRD mass model of AFIRE. An

example of the spectral ratio calculated with Equation 3.20 resulting from these simulations is

shown in Figure 3.33. The simulated data using a sine pitch angle distribution generally agrees

below the highest energy channels, where electron scattering and bremsstrahlung in the spacecraft

bus and AFIRE instrument itself may force the electron distribution to appear more isotropic in

pitch angle space.

The goal of this calculation is to be able to distinguish the “family” of pitch angle distribution
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that AFIRE is measuring; for example, being able to fit the coefficient n from a sinn(θ) distribution,

or state whether the pitch angle distribution is more isotropic will be a valuable data product even

though it is short of an angular-resolved electron pitch angle measurement. Further simulation and

investigation of the efficacy of this method is the topic of future work.

Figure 3.33: Results of Equation 3.20 from a GEANT4 simulation of a sine pitch angle distribution,
over-sampled relative to the AFIRE energy resolution by a factor of 10. The trend of the simulated
matches the expected value of the ratio at all energy channels except the highest, which is likely
due to scattering within the spacecraft bus and AFIRE instrument.



Chapter 4

Wide Field-of-View Coded Aperture Imaging

The AXIS imaging spectrometer is a novel, wide field-of-view coded aperture imager that will

be mounted nadir-facing on the AEPEX CubeSat spacecraft, where it will make measurements of X-

rays produced by radiation belt electron bremsstrahlung interactions with the neutral atmosphere.

AXIS aims to answer the question of the spatial scales inherent to this process; in order to address

that science question, spatial resolution must be captured in the hard X-ray wavelength range.

AXIS implements the coded aperture mask system to obtain true 2D imaging of X-ray photons.

This chapter describes the theory behind X-ray detection, spectroscopy, and the theory and practice

of coded aperture imaging with respect to the AXIS X-ray optics design.

4.1 Introduction to X-ray Detection and Imaging

Remote observation of X-ray photons have been used for a wide range of scientific inquiries

since their discovery in the late 19th century. By some definitions, X-rays are photons generated

from energetic processes that affect or are a product of the electronic shell of an atom. However

in this work we group photons energies by detection behavior: we assume all photons above ap-

proximately 100 eV are X-rays, and that the behavior of high energy X-rays (e.g. 100s keV) and

gamma-rays (MeV energies and above) is sufficiently similar to be treated with the same detection

techniques (Bearden, 1967; Als-Nielsen & McMorrow, 2011).

X-rays have myriad uses in material science, geology, and micro-manufacturing due to their

short (nanometer or picometer) wavelengths. X-rays also have uses in medical imaging, radiology,
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and material identification (F. Smith, 1999; Bunaciu, UdriŞTioiu, & Aboul-Enein, 2015). However,

there are a number of difficulties in the measurement of energetic photons: the same advantage

X-rays have in their high energy and penetration ability in these fields make them difficult to wield

in other contexts. For many energetic physical processes, remote observations of X-rays can shed

light on specific parameters of the processes. For instance, in astronomy a primary energetic loss

mechanism of galaxies is electron-electron thermal bremsstrahlung radiation (Fabian, 1994; White,

Jones, & Forman, 1997). By observing the X-ray spectrum generated by this process, the average

temperature and other details about the galaxy can be estimated.

At Earth, X-rays are completely absorbed by the atmosphere before they can reach sea level

(Watanabe, 1958). This prevents extra-terrestrial X-ray detection by ground-level instrumentation.

Remote observations of X-rays were thus delayed until the implementation of balloon and rocket

payload-hosted X-ray detectors, which enabled the first direct astronomy observations in the X-ray

wavelength (Bradt, Ohashi, & Pounds, 1992). After the discovery of X-rays through radio-sensitive

films, a new difficulty was revealed: focusing and imaging. In order to obtain angular information,

which in turn is used to determine spatial information of an X-ray source, predictable deviations

in incoming X-ray trajectory angle must measureable in order to form an image (Mould, 1995).

X-rays can only be reflected at very shallow angles of incidence due to their approximately unity

index of refraction in most materials (Bragg & Bragg, 1913). Snell’s law can be used to describe

this phenomenon which is known as total internal reflection (TIR):

n2
n1

=
sin(θ1)

sin(θ2)
(4.1)

where ni are the indices of refraction in two materials and θi are the incidence and transmission

(or reflection) angles relative to the normal of the boundary the photon is incident upon. By

transferring from vacuum propagation with n1 = 1 to an index of refraction of n2 which is very

close to but slightly lower than unity and is wavelength-dependent (1−n2/n1 is within the range of

10−4 – 10−6 for many materials in X-ray wavelengths), the right hand side of Equation 4.1 becomes

approximately unity at most angles, resulting in θ1 ≈ θ2. When the two angles are approximately
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equal, we can conclude that X-ray photons will tend to continue onwards with only a slight deviation

in incidence angle versus the incidence angle with which it arrived at the material, which is the

case of pure transmission.

In order to reflect an X-ray, a shallow incidence angle, known as the critical angle θc is

required. This critical angle is found from

θc = arcsin(n2/n1) (4.2)

which is defined when n2 ≤ n1. This critical angle for X-ray is highly limiting in X-ray mirror

design; for example, a value of n2 ∼ 1−10−4 yields a critical angle of 89.2◦, which leaves a range of

0.8◦ incidence angle from the parallel plane of a mirror surface that can be used to focus the photon.

Another case (not modeled by Snell’s law) is absorption by the material which is described by the

Beer-Lambert absorption law and by capture cross sections of the electric shell transitions which

cause photon absorption and re-emission in the form of characteristic line emissions. These line

emission are unique to the electronic structure and orbital state of a material and can be leveraged

in parameter estimation and inversion problems using remote X-ray observations.

The principle behind Wolter-type X-ray telescope designs is based on leveraging the grazing

incidence angles calculated in Equation 4.2 of photons to make many small deviation in their

angles over a long path length (Chase & VanSpeybroeck, 1973; Werner, 1977). Wolter telescopes

are able to achieve high degrees of focusing but are limited in the wavelengths that they can focus.

Wolter telescopes are also more effective at lower X-ray energies (100s eV – 10s keV) and become

intractable or unmanufacturable for gamma-ray energies due to the high degree of surface polishing

and path lengths needed to focus high energy photons (Aschenbach, 2009). Additionally, Wolter

telescopes require exotic materials and coatings, as well as a high degree of surface uniformity on

the atomic level in order to perform as designed. Large spacecraft are needed to house Wolter

telescope designs, particularly due to the length of the telescope. For example, the Chandra X-ray

observatory is 13.8 m×19.5 m in its deployed state (Weisskopf, Tananbaum, Van Speybroeck, &

O’Dell, 2000). The associated fields-of-view of these instruments are also relatively small (often on
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the scale of arcminutes).

An optical design that is more popular in higher energy, hard X-ray and gamma-ray imag-

ing is the coded aperture mask (Caroli, Stephen, Di Cocco, Natalucci, & Spizzichino, 1987;

Stephen, 1991; Ranieri, Badiali, Cardini, Emanuele, & Auriemma, 1981). This design uses a simi-

lar “focusing” technique as a pinhole imager; that is, a photon’s trajectory is not focused through

reflection or refraction, but is instead only allowed to pass through a transparent element with a

well-known location relative to a position-sensitive detector such that the photon’s angular infor-

mation is recorded by the detector via its energy deposition location in the detector. The drawback

of a single pinhole design is that the pinhole must be small relative to the detector size to have any

angular resolution, and therefore the effective geometric factor of these imaging systems is neces-

sarily small. In contrast, a major advantage of the coded aperture mask is in having many holes,

which increases the geometric factor and enables detection of high energy, low strength signals

(T. M. Cannon & Fenimore, 1980). Another major advantage of the coded aperture mask is that

these imaging systems can have a high level of angular, and therefore, spatial, resolution over a wide

energy range (Accorsi, Gasparini, & Lanza, 2001). A compromise in geometry can be made with

a slit aperture where the transmission element is narrow in one dimension and wide in the other,

instead of one small open element, but imaging capability in the long dimension is lost. Table 4.1

details a qualitative trade-space study of the various X-ray optical designs that were considered for

the AXIS instrument. Not mentioned here, micropore optics (Mutz, Bonnet, Fairbend, Schyns, &

Seguy, 2007; Catenza, 2022) are a series of microchannels on a shaped plate with specified pointing

directions that collimate the field-of-view above a single pixel; these systems are appropriate only

for low energy (soft) X-rays due to material penetration at higher photon energies and are not

suitable for the AEPEX mission.

Instead of changing the geometry of the pinhole, coded apertures increase the open area and

signal-gathering ability of an aperture by including many holes in a carefully-designed pattern.

Coded aperture design and theory are expanded upon in Section 4.2. Further, the scale size of

the optical system here are far from the photon diffractive regime (50–250 keV corresponds to
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Aperture Type Advantages Disadvanges

Wolter Type I or
II Telescope

Highest possible imaging
quality for high-energy photons

Low dynamic energy range,
bigger advantage for soft X-rays,

volumetrically large and complicated

Micropore Optics Simple, low mass
Soft X-rays only, poor

focusing ability

Pinhole Aperture
Simple, low mass,

large dynamic energy range
Small geometric factor

Coded Aperture
Simple, low mass,

large dynamic energy range,
large aperture

Complicated image reconstruction,
only distinct patterns available

Table 4.1: Trade-space Study of X-ray Optical Designs

25 pm–5 pm wavelengths) so geometric optics are assumed for all cases in this chapter.

Another important component to X-ray detection is measuring the energy of the photon. By

measuring the energy of many photons from an energetic source, a differential energy spectrum can

be estimated that holds vital information on the X-ray generation process. In this sense, X-rays

are valuable for their ability to be inverted towards quantities of interest, e.g. galactic tempera-

tures, elemental properties, plasma wave acceleration processes, etc. (Lampton, Margon, & Bowyer,

1976; Arnaud, Smith, & Siemiginowska, 2011). The AEPEX mission utilizes solid state detection

technology to infer electron distributions from X-ray photon measurements, more specifically a

cadmium-zinc-telluride (CZT) pixelated detector where the supporting electronics implement com-

plementary metal-oxide semiconductor (CMOS) circuits to process the analog portion of the signal

chain.

In order to perform spectroscopy with the detector photons, some form of energy sensitivity

must be present in the detection system. There are a number of ways in which energy sensitivity

is achieved in X-ray spectroscopy, a field which has historically been led by astronomers. On older
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rocket and balloon missions, proportional counters have been widely implemented, which were then

upgraded to charge-coupled device (CCD) and solid state technology (Peterson, 1975; Bradt et al.,

1992). Improvements from there have included silicon drift detectors (SDD), which were advanced

by the use of cadmium telluride (CdTe) and various dopants (Sumner, Rochester, & Hall, 1988;

Lutz, 2006). This section covers a brief history of relevant X-ray spectral detection techniques in

order to provide the background for the detector selection and techniques for the AXIS instrument.

The detection of high energy photons typically occurs through the production of ion-electron

pairs from both Compton scattering and the photoelectric effect, which are both scattering inter-

actions in which an incident photon frees a bound electron from a nucleus (e.g. (Kruse, 2005)). For

more details on these scattering mechanisms, see Section 2.2. Historically, proportional counters

provided enough information to meet the open science questions of the time. Proportional counters

work by pressurizing a gas that has a low binding energy to its outermost (valence) electron shell.

Argon and xenon have been used in proportional counters in the past. A high energy photon pass-

ing through the pressurized gas creates a trail of ion-electron pairs, which, under the influence of

an applied electric field, causes charge separation which can be accumulated with charge-sensitive

amplifiers and other pulse-shaping electronics. For certain combinations of electronics, gas species,

and photon energies, the charge collected is proportional to the energy of the incident photon. This

proportional counting phenomenon only occurs in a specific regime of those three variables and

limits the range and accuracy of energy detection, and at higher energies the photons fall into the

Geiger-Müller regime where the detection is only capable of counting photons (i.e. flux detection)

and cannot determine their energy.

With the progression of solid state physics and semiconductor technology, the photoelectric

effect can be leveraged in solid materials in a more exact way in order to increase both detection

sensitivity and the accuracy of spectral measurements. CCDs have remained the predominant

detection device in high-energy astronomy due to their versatility in implementation and stability.

CCDs are implementations of combinations of doped silicon materials which allow charges to move

freely in a semiconductor’s valence band under the influence of an electric field. Silicon materials
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on average have a work function of 3.7 eV per ion-electron pair, meaning that a keV electron would

free hundreds to thousands of electrons that are swept to one region of the material to be detected.

This electron charge production is proportional to energy, and together with electronics that quickly

sweep off the resulting electron charge cloud, enable accurate measurements of both energy and

flux with high confidence. Further, pixelation of these materials enables imaging, making these

devices highly attractive in astronomy.

CCDs work by coupling each row and column to a single readout where timing can be used

to locate the pixel of origin that a charge has come from. In this way, the crystal material is

pixelated and spatial resolution can be gathered from the row and column timing. Some drawbacks

of silicon CCD detectors specifically are in their electronic noise: older detectors require cooling to

low temperatures in order to drive down thermal noise. Various improvements have been made to

CCD detectors, including orienting them in the “back lit” configuration which improves detection

efficiency significantly. CCD readout schemes collect charge by row and column of the CCD array,

which allows these types of detectors to achieve high readout speeds up to rates of 10 MBits per

second (O’Donoghue, 1995).

An additional recent advancement in photon detection technology is the creation of CdTe

dopants, including CZT. This material has a low work function of 4.6 eV which enables high

sensitivity to photon energy and does not require cooling for high energy photon detection (Liang

et al., 2012). This new detector material is used on numerous space missions and in terrestrial

applications and the material is sensitive to photons within 10 keV – 6 MeV at room temperature

(Bolotnikov, Camarda, Wright, & James, 2005). Of note, these detection methods are also sensitive

to energetic charged particles.

The AXIS Redlen CZT detector is chosen for its crystal material and thickness, which enables

the detection of hard X-rays within the range of 50–250 keV, and for the high development level

of the front-end electronics, which include a CMOS ASIC and energy thresholding and binning.

These detector features enable the short design, integration, and calibration cycle that is necessary

for a CubeSat mission.
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4.2 Coded Aperture Theory

Coded aperture imaging can be describe with an analogy to pinhole imaging: the coded

mask can be modeled as a series of pinhole imagers projecting the same image but shifted on the

detection plane (Martinello, 2012). The formulation of Accorsi (2001) is taken here, starting from

the projection of the object distribution array O through an aperture array A to measure a detector

signal R:

O ×A = R (4.3)

where the × operator is a 2D convolution of the two objects. In the case of a pinhole aperture, this

convolution corresponds to the object distribution O but flipped, mirrored, and blurred according

to the finite resolution of the pinhole. In the case of the coded aperture, the detected signal R is

a linear combination of the object distribution, shifted, weighted, and summed together through

the open elements of A; interpretation therefore requires an additional reconstruction step. The

quantities described above are matrices that can be thought of as continuous two dimensional

functions, which are discretized into spatial elements indexed by the ordered pair (i, j) according

to the highest resolution element in the imaging system. This formulation is taken per energy

bin for simplicity, and the behavior of the system in different energies, e.g. mask transmission, is

accounted for later.

In order to represent the process of projecting an object distribution through a coded aper-

ture, the aperture matrix A is made up of elements that can take the values in the range of -1 to

1, although the values are nominally taken as -1, 0, or 1. The topic of non-unity element selection

is discussed in Accorsi et al. (2001) and Marcia, Harmany, and Willett (2009). The non-unity

elements can be a function of the mask transmission at high photon energies and the aperture

function used to describe the AXIS imager is described in Section 4.4.

In order to “undo” the encoding of the object distribution, we would like to describe the

inverse of the aperture function. The decoder function D is an array that behaves according to

A⊗D = δ (4.4)
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where δ is the Kronecker delta in discrete space centered at the middle of the array and ⊗ is the

correlation operation with circular boundary conditions defined by

f(x)⊗ g(x) =

∫ ∫
f(x) g(y ⊕ x) dx dy (4.5)

where ⊕ is modulo addition with period p. For the purpose of this work, the matrix D is prescribed

by the choice of mask pattern. In this work, the calculation in Equation 4.5 is performed by Fourier-

space multiplication via the convolution theorem

f(x)⊗ g(x) = R
[
F−1 (F(f(ω)) ∗ F(g(ω)))

]
(4.6)

where F and F−1 are the forward and inverse Fourier transforms, respectively, R is the real oper-

ator, ∗ indicates point-wise multiplication, and this calculation is treated with circular boundary

conditions.

The delta function is the unity operator in this space, i.e. multiplication of any element

with the unity element returns the original element, and therefore we aim to create an imager that

behaves according to Equation 4.4. We can now perform that extra step, the deconvolution of

the detected signal R according to the coded aperture mask pair (A,D):

Õ = D ⊗R = D ⊗ (O ⊗A) (4.7)

where Õ is the estimate of the reconstruction which, under perfect reconstruction and no back-

ground, is equal to the object distribution O recorded according to the resolution of the detection

system. However, under the effects of the finite and discrete resolution of a detection system,

background noise, and imperfect reconstruction Õ will differ from the original object distribution.

This section describes how, for the AXIS imager, we quantify imperfections in the imaging system

and how we interpret the results of images produced by the coded aperture system for scientific

analysis. For a complete generalized treatment of coded aperture imaging, see Accorsi (2001).

Since this system operates largely by linearity, we’ll analyze the combined effects of discretiza-

tion by the finite resolution detectors and imperfect reconstruction together. The two effects can

be quantified through the system point spread function (SPSF), which describes how well a point



111

source is reconstructed. A model of the SPSF is calculated by Fourier-space multiplication of the

aperture and decoder functions,

D ⊗A = δ + a (4.8)

where a is an array describing the spatial artifacts, keeping in mind each of these quantities are

arrays with indices (i, j), which in the case of the AXIS detectors are within the space R16×16.
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Figure 4.1: An example of the real part of the SPSF generated by the imperfect relationship δ + a
that arises from Equation 4.8, where the central peak is the delta function and the ringing shown
to the sides, above, and below the peak are the artifacts described by the matrix a. Note the
side-lobes shown in the 1D integrations on either side of the 2D SPSF can become negative.

Ideally the multiplication of the decoder with the aperture function is a perfect delta function,

but discretization, manufacturing errors, and other imperfections create spatial artifacts a. Figure

4.1 shows an example of the ringing that can arise from the Fourier-space multiplication method
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of computing Equation 4.8 which leads to the development of side-lobes described by the matrix

a which we aim to quantify and ultimately remove. We can now write the imaging reconstruction

algorithm as

D ⊗R = D ⊗ (A⊗O) (4.9)

which, through Equation 4.8, we can write as

(δ + a)⊗O = δ ⊗O + a⊗O (4.10)

Õ = O + a⊗O (4.11)

The term a⊗O is the imperfection term that is a function of the object distribution that we aim

to describe through testing and simulation. For work on minimizing the effect of this term, see

Section 4.3. These imperfections in the imaging system can appear as banding or ringing artifacts

from a convolution of the SPSF (e.g. like in Figure 4.1 which shows significant side lobes) with a

source in the field-of-view. This topic is explored in Section 4.5.

We can also account for the effects of background on the detectors during the image integra-

tion with the 2D Poisson background process B. Through imaging with the effects of a background,

we can write

(O +B)×A = R′ (4.12)

where R′ is the “real” detector signal, and now the deconvolution process becomes

D ⊗R′ = D ⊗ (A⊗ (O +B)) (4.13)

= D ⊗A⊗O +D ⊗A⊗B (4.14)

= (δ + a)⊗O + (δ + a)⊗B (4.15)

where we can perform the expansion of the imperfect imaging process and regroup the terms to

obtain

Õ = O +B + a⊗ (O +B) (4.16)
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Since we assume that B is a Poisson random process, there is no consistent spatial structure to B

such that both B and the term a⊗B are spatially incoherent. Therefore, we can write B̃ = B+a⊗B

as the total deconvolved background, and we can now write

Õ = O + a⊗O + B̃ (4.17)

where we can model B̃ as a uniform offset term plus Poisson shot noise characterized by an arrival

rate (i.e. background rate) that describes the mean and standard deviation of the noise. The

average noise can be subtracted to obtain a better reconstruction of the object distribution Õ, and

the Poisson shot noise must be tolerated. The subject of mitigating and estimating the background

incident on the AXIS instrument is discussed in Chapter 3.

Coded apertures masks are often the optimal choice of optics for point sources with a high

signal-to-background ratio (i.e. high signal strength sources), but they also provide a significant

benefit for imaging extended sources in other signal-to-background regimes (Accorsi et al., 2001;

Accorsi, 2001).

This formalism described in this section holds for any mask-decoder pair (A,D) that have

the properties mentioned above. However, some coded aperture mask designs have more optimal

properties for different imaging scenarios, which is discussed in the next section.

4.3 Pinhole Image-constrained Deconvolution Algorithm

An algorithm has been developed to perform the general image reconstruction via the de-

convolution described in Equation 4.9 and to correct the image distribution-driven artifacts a⊗O

described in Equation 4.8.

The first part of the algorithm is the direct correlation method described in previous works

on coded aperture imaging. In order to match the size of the arrays for point-wise multiplication

in Equation 4.6, an empty row and column are added to the detector signal R to zero-pad the

array, and the signal is linearly oversampled by a factor of 2 to obtain the 34×34 resolution of the

decoder array, matching the size of coded aperture mask. This operation reduces the ringing when
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performing the fast Fourier transform (FFT). Equation 4.6 is performed using two-dimensional

FFTs and inverted back to the spatial domain with a 2D inverse FFT. The imaginary part of this

multiplication was verified to be less than ∼10−3 in 2-norm magnitude versus the real part of this

multiplication, and the real part is then taken as the reconstructed image. A large imaginary part

to this multiplication would imply a poorly-conditioned detector signal R, where this algorithm is

designed to avoid this scenario, e.g. by “rounding” the edges of the signal to prevent sharp spatial

features which correspond to high spatial frequencies in Fourier space.

The result of the Fourier-space multiplication is a matrix with dimensions of 34×34, which is a

factor of 2.125 times higher than the pixel resolution of the Redlen detectors. Some of these images

in the next sections are kept at this “deconvolution resolution,” although this is for illustrative

testing purposes and care should be taken not to interpret small artifacts in these images. The

science product is ultimately downsampled by the factor of 2.125 to return an image with resolution

16×16.

The selection of coefficients in the decoder array determines how the overall magnitude of

the detector signal R is transformed relative to the reconstruction of the object distribution Õ.

For instance, decoder values of -1, 0, and 1 will produce an object distribution estimate that sums

to zero and the relative heights of peaks and valleys in the image are to be interpreted relatively.

The algorithm developed here integrates the detector signal spatially to calculate the total signal

power and scales the reconstruction according to the signal power to conserve the total signal count

detected. From there, using the detection model, a photon flux can be calculated from count rates

on the detectors, yielding one of the ultimate science products and the subject of Chapter 3.

The second part of this algorithm is based on laboratory characterization of the artifact

matrix a and an iterative estimate of O. How well artifacts can be accounted for depends upon the

extent of the dependence on O; for more background on imperfect encoding by mask-decoder pairs,

see Willingale, Sims, and Turner (1984). Starting from Equation 4.17, we assume the background

can be estimated independently, e.g. by background exposures by AXIS and by the AFIRE count
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rates, and aim to achieve

||Õ − O|| = ||a⊗O|| ↘ 0 (4.18)

where the general goal is to minimize the difference between the image estimate Õ and the true

object distribution O. We can construct an anti-artifact matrix ā that we can use to form a

minimization problem:

ā∗ = argmin
ā

∑
||ā⊗ a⊗O||2 (4.19)

where ā ⊗ a → δ in the limit of a perfect anti-artifact matrix ā∗, which yields the best image

reconstruction of O. This minimization is performed with the Wiener filtering technique (King,

Doherty, Schwinger, & Penney, 1983), starting from an initial guess that ā should behave similarly

to the SPSF plotted in Figure 4.1, and iterating until the above equation is minimized. This

constitutes a “blind” deconvolution technique where there is no knowledge of O besides the estimate

taken by the imager. The CLEAN algorithm is perhaps the simplest implementation of a blind

deconvolution technique applied to this form of imaging (Högbom, 1974).

Along the lines of the CLEAN algorithm, the matrix ā can be applied after the cross-

correlation deconvolution by iteratively selecting the strongest signals within the image and re-

ducing the SPSF artifacts generated by that signal by an adjustable amount. Care must be taken

to not overly apply the iterative artifact reduction to where it reduces the true signal. In order to

provide a constraint on the extent of the artifact reduction and to provide an independent estimate

of the object distribution, a pinhole aperture is implemented above one of the 12 detectors onboard

AXIS. This imager provides an un-encoded, albeit low signal, estimate of O, which can be used

in a theoretical sense to estimate the object distribution in the a ⊗O term, and in practice as an

input for iterative filtering.

For an implementation of the cross correlation algorithm, see Appendix C. The following

sections document the simulation, laboratory testing, and performance characterization performed

to verify the coded aperture design selected for the AXIS instrument. The topic of validating and

tuning the novel pinhole-constrained deconvolution algorithm described here is the subject of future
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work.

4.4 Coded Aperture Optical Design and Manufacturing

Comprehensive reviews of coded aperture mask designs are discussed in Skinner (1984),

Accorsi (2001), and Gottesman (2007), among others. The design chosen for the AXIS imager

is the Modified Uniformly Redundant Array (MURA) (Gottesman & Fenimore, 1989). The base

design for the mask size is 17×17 elements, which abides by the MURA requirements of a prime

number of elements and satisfies n = 4p+ 1 for n elements and integer p. This mask resolution is

chosen since it is the closest viable MURA mask size to the detector’s native resolution of 16×16

pixels, such that the mask slightly oversamples the object distribution relative to the detector. In

this way, the mask design is the maximum rank1 it can be (related to angular resolution) without

the elements becoming difficult or impossible to manufacture, since a higher rank for a fixed mask

size causes the features in the mask to become small. Additionally, very high rank masks with many

open elements must necessarily be made with small blocking elements in order to accommodate

the detector’s form factor: if the elements get too small, self-collimation of the open elements with

respect to the mask thickness becomes an issue, especially with the AXIS large field-of-view design.

However, in theory a MURA pattern must have infinitesimally small connections between

elements, i.e. the transition from 1 to 0 in Figure 4.2, which shows the 17×17 base pattern. With

only a very small amount of material connecting each opaque element, this design is not resilient

to the vibration environment that AEPEX will experience during launch. Instead, the optics

implemented here are the base pattern modified by the no-two-holes-touching (NTHT) technique,

which adds an opaque column and row between each open element. The mask pattern that results

from the NTHT operation is shown in Figure 4.3. The decoding array is similarly modified with a

column and row of zeros between each open element to account for the added material. The mask

rank is now two times higher, and the NTHT MURA pattern implemented for AXIS has 34×34

1 “Rank” here refers to the number of elements per dimension of the mask.
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Figure 4.2: The 17×17 modified uniformly redundant array (MURA) base pattern from which
the AXIS X-ray optics are based. One on the colorbar indicates a transparent element and zero
indicates an opaque element.
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Figure 4.3: (Left) The 34×34 no two holes touching (NTHT) modified uniformly redundant array
pattern that comprises the AXIS instrument aperture. (Right) The decoder array D for the NTHT
MURA pattern, where the inserted column have a decoder coefficient value of zero, opaque elements
have a value of -1 and transparent elements have a coefficient of unity.
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Now, each collection of 2×2 holes projects to approximately one pixel, and the mask over-

samples the object relative to the detector by a factor of 2.125. This modification brings the open

fraction of the mask ρ to 12.5%, which is a significant advantage in geometric factor over a pinhole

imager with the same spatial resolution, although well short of the theoretical maximum of 50%

for the MURA coded aperture shown in Figure 4.2.

In order to quantify the advantage of the coded aperture mask over a pinhole, we can evaluate

the SNR formulation from Accorsi (2001) for the NTHT MURA mask design:

SNRNTHT MURA
ij =

√
nT S

√
ρ/2(1− t)ψij√

(1− t)ρ+ t+ ξ
(4.20)

where nT = 34 × 34 is the total number of open elements in the mask design, S is the signal rate

that arrives at the instrument, ρ is the open fraction of the mask, ψij is the image extent parameter

at pixel (i, j), t is the transmission fraction of an opaque element, and ξ is the background-to-signal

ratio B/S parameter. The parameter ψij is in the range (0, 1] which corresponds to an image where

the entire field-of-view is filled, and ⟨ψij⟩ = n−1
T , to a point source where ψij = 1 at source location

(i, j). It can be written as

ψij =
Oij∑
i,j Oij

(4.21)

where the denominator is the same as the total signal S. For simplicity, we’ll let t = 0 for a perfectly

blocking mask and fill in the NTHT MURA parameters of the AXIS design to obtain:

SNRNTHT MURA
ij =

8.5
√
S ψij√

(1/8) + ξ
(4.22)

which is a function of the imaging scenario (ξ, ψij) only. We take the SNR for a pinhole imager

as a function of the same variables from Accorsi (2001), assuming a pinhole hole size that yields a

comparable spatial resolution:

SNRpinhole =

√
S(1− t)ψij√

(1− t)ψij + t+ ξ
(4.23)

and form a ratio of the two SNRs to estimate the advantage the coded aperture mask will provide

over the space (ξ, ψij), assuming a perfectly blocking mask, i.e. t = 0:

SNRNTHT MURA

SNRpinhole
=

√
(nT /2)(ψ + ξ)

1 + ξ/ρ
(4.24)
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A plot of this result is shown in Figure 4.4 over a range of ξ ∈ [10−1, 101] and ψ ∈ [10−3, 1]. The

SNR advantage over a pinhole imager for the AEPEX imaging scenario has an average of ∼8, which,

according to a Poisson SNR formulation is a signal advantage of 64x. Additional, the worst case

scenario for the coded aperture is a fully-filled field-of-view, i.e. ⟨ψij⟩ = 1/nT , in which case the

SNR advantage is approximately 6. Coded aperture masks are optimal for point source imaging

with high signal, low background targets, but offer significant advantages over pinhole imagers away

from this regime as well.
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Figure 4.4: The SNR advantage of the NTHT MURA coded aperture mask over a similarly sized
pinhole imager is plotted via the ratio of the two quantities. The ratio is plotted over the imaging
scenario space (ξ, ψ), which constitutes the background-to-signal ratio and image extent parameter,
for the fixed value of the AXIS mask design space (ρ, nT ), comprised of mask open fraction and
number of open elements, and assuming the masks perfectly block photons (t = 0).

The coded aperture SNR advantage is at its lowest for distributed objects (i.e. a uniform,

diffuse source) with high signal which is also where a pinhole imager performs well. In order to
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account for this scenario, one detector on the AXIS instrument is equipped with a 6 mm square

pinhole aperture and is held out from the co-addition and downlinked separately. During times

where the imaging scenario is out of this regime, the pinhole image can act as a constraint on the

coded aperture inversion, which is described in Section 4.3.

The thickness of the mask is a component where theory differs from manufacturing. The Beer-

Lambert extinction law describes a tungsten mask’s X-ray attenuation where photon transmission

t is given by:

t =
I

I0
= e−µ(E) ∆x (4.25)

where µ(E) is the mass attenuation coefficient for tungsten in units of cm−1 and ∆x is the total

mask thickness in cm. The fraction I/I0 illustrates that for a beam that initially has flux I0,

a flux of I should be expected after passing through ∆x thickness of material with attenuation

coefficient µ. The transmission as a function of energy is plotted in Figure 4.5, showing a K-shell

electron transition at 69 keV. The mask thickness is chosen such that it offers the lowest level

of photon transmission in its opaque elements without the effects of self-collimation, which occur

when the open elements create channels that have an individual field-of-view smaller than the

desired instrument’s field-of-view. To form a 90◦×90◦ field-of-view (i.e. 45◦ half angle), the mask

thickness must be no greater than the smallest element size. The linear size of the smallest element

is 1.25 mm, so the mask thickness is chosen to be the same. This produces a vignette effect that

causes loss of sensitivity near the edges of the field of view that are accounted for with angular

testing later in this chapter.

The design selected here is the box camera design where the mask pattern matches the

detector size exactly (Hammersley, Ponman, & Skinner, 1992). The mask is manufactured by Elcon

Precision out of 99.9% pure tungsten, and has dimensions 4 cm×4 cm×1.25 mm in length, width,

and thickness, and is placed 2 cm from the detector plane to cover a 90◦×90◦ field-of-view. This

field-of-view will project over a swath approximately 900 km×900 km given a 500 km altitude orbit

imaging the phenomenon of bremsstrahlung occurring at a mean altitude of 50 km. With this field-
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69 keV K-shell transition

Figure 4.5: Photon transmission versus energy in 1.25 mm of tungsten over the Redlen energy
detection range. Note the K-shell emission in which transmission jumps where photons of that
energy exactly match the K-shell electron binding energy.

of-view and a detector linear resolution of 16 pixels, a pixel will project to a linear object distribution

size of 56 km, which is the theoretical lower limit (i.e. best) spatial resolution of this system. In

practice, the imperfect matching of the mask size, manufacturing defects, and background noise

reduces this spatial resolution. Figure 4.6 shows the NTHT MURA coded apertures in their graded-

Z housing for the 1/3-scale AXIS prototype. This setup is used for laboratory testing in Section

4.5.

Tungsten collimators are placed between each detector to ensure a photon from one detector’s

field-of-view does not enter the neighboring detector’s field-of-view. This phenomenon would form

an aliased image on the edges of the field-of-view for high incident-angle photons entering the coded

apertures.
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Figure 4.6: The 1/3-scale AXIS prototype version with 4 Redlen detectors, showing the tungsten
coded apertures and graded-Z shielding. The shielding layers, from the exterior to interior of the
instrument, are HDPE plastic, tungsten-nylon composite, and tin covered with Kapton tape.

4.5 Performance Simulation and Testing

In order to quantify the coded aperture design and imaging system as a whole, a mixture

of simulation and laboratory testing is performed. This section covers simulation and laboratory

testing of radioactive sources and notional EPP object distributions.

4.5.1 Simulation

Two imaging simulations are used to test and characterize coded aperture imaging perfor-

mance. The first of which is a closed-form X-ray raytracing simulation included in the appendix

of Accorsi (2001) that simulates coded aperture imaging by tracing an object distribution through

each open element of the mask and the deposition location on the detector. The effects of photon

penetration of the mask, as well as finite mask thickness collimation effects are simulated. This
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simulation was developed for near-field imaging and is adapted for the simpler far-field case in order

to be used for the AEPEX imaging scenario.

The second simulation is a 3D Monte Carlo photon transport code built using GEANT4. A

finite thickness mask is implemented, along with pixelated CZT detectors and graded-Z shielding

in order to simulate noise and blurring from photon scattering in the housing materials. This

simulation is the same as the one used in Berland, Marshall, Martin, et al. (2023) and Chapter

3 to estimate the background induced by energetic electrons incident on the spacecraft, so the

inclusion of the simulated background is a natural benefit of this model. Figure 4.7 shows the

AXIS instrument with window and shielding removed to show the coded apertures built using

the GEANT4 CLHEP geometry library, alongside the AFIRE instrument. Figure 4.8 shows a

transparent side view of the AXIS instrument with photons simulated through the aperture from

an infinitely far away point source (i.e. the particle trajectories are parallel, starting from the yellow

dots at the top).

The simulation of a point source is paramount in determining the SPSF of the system. Figure

4.9 shows the results of simulating a single X-ray point source with unity strength at the center

of the field-of-view. The leftmost plot shows the object distribution (i.e. the “truth” image), and

the center plot shows the simulated detector signal R, which is a reconstruction of the 34×34

NTHT MURA mask pattern downsampled onto the 16×16 detector, closely resembling the 17×17

MURA base pattern. The rightmost plot shows the image reconstruction using the first half of the

algorithm described in Section 4.3. Note the magnitude of the point source is amplified by being

detected through the many holes of the coded aperture mask, and the subsequent reconstruction

power is greater than unity. The flux calibration relationship discussed in Chapter 3 is necessary

to relate the flux estimated by the reconstructed image to the true flux that arrives at the detector.

The results of Figure 4.9 show that, for a sufficiently small source in the far-field, the imager

can reconstruct the source to one pixel resolution. Therefore, we can say that the system resolution

is limited by the pixelation resolution of the detector, and the mask is designed appropriately

as to not spread a point source to more than one pixel. Since this is a statistical method, the
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Figure 4.7: Image of GEANT4 simulation geometry with graded-Z shielding and beryllium window
removed to show the NTHT MURA coded apertures and CZT detectors built using GEANT4’s
CLHEP geometry system. The rectangular shape on the right side of the image is the backside of
the AFIRE electron detector pointing its aperatures to zenith.

resolution also depends on a sufficient number of photon detections, and a sufficiently high SNR:

the investigation of the reconstruction performance with these parameters is a subject of future

work. The source reconstruction does, however, have banding artifacts in the up-down direction

that ring to either side of the point source. These artifacts are discussed in the previous section

and are the topic of the second part of the imaging algorithm which aims to remove these artifacts

in a routine manner.

Since we cannot determine the SPSF from a single point source due to being detector pixel-

limited, the SPSF and spatial resolution of a point source can be found by simulating two point

sources, moving them progressively closer to each other, and finding the distance at which they

can no longer be distinguished from one another. There exist more strict criteria on this definition

for higher resolution imagers, e.g. the point at which Gaussian fits to the sources are located one
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Figure 4.8: A side view of the AXIS instrument while simulating a point source infinitely far away
through parallel photon trajectories, indicated by the green lines. Note that this simulation shows
high energy photons (1 MeV) to illustrate the tendency towards “catastrophic” collisions at higher
photon energies, that is to say, angular deviations through Compton scattering are unlikely and
photons are either completely absorbed or completely transmitted through the materials.

full-width half-max (FWHM) distance apart. However, for this low resolution system, one pixel

spacing between sources is taken as a sufficient criterion for resolved sources. Figure 4.10 shows

the results of these simulations using the Accorsi raytracing simulation. The spacing between the

points in the three plots are 420, 190, and 130 km respectively from an altitude of 500 km and

a source generation altitude of 50 km. We conclude that the spatial resolution lies between the

last two simulations at approximately 160 km spatial resolution at the sub-spacecraft point. This

distance is the estimate of the FWHM separation given a series of higher resolution simulations

that are downsampled to match the AXIS system resolution. This resolution is measured in the
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Figure 4.9: (a) The original object distribution O in the deconvolution space of 34×34, showing a
point source of unity strength in the middle of the frame. Panel (b) shows the detector signal that
is generated by a point source in the middle of the frame in the far field. (c) The reconstruction of
the point source using the Fourier-space multiplication deconvolution method.

dimension with the banding artifacts, so it is the worse of the two dimensions.
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coded aperture mask. The point source resolution is found from between panels (b) and (c) from
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Now that the spatial resolution of the coded aperture imager is identified, the simulation of

extended objects is desired, since that will likely more closely resemble the object distributions of

patches of EPP. Figure 4.11 shows the simulation of a “line” source, with a band structure that

stretches across the field-of-view. This could correspond to a precipitation patch that is narrow

in latitude but extended in longitude, while the spacecraft orbits in the north-south direction. If

this source is generated at 60 km altitude (corresponding to a lower-energy precipitation event

than the previous simulation), then it has spatial structure of 135 km×880 km. The middle plot

of Figure 4.11 is shown with the deconvolution resolution, while the right plot is shown with the

native 16×16 detector resolution. From the native resolution reconstruction, we can surmise that

the object distribution is between 110 and 175 km wide, due to some uncertainty with the edges of

the bremsstrahlung region. The sharp drop off in the object distribution is likely the cause of the

edge effects; EPP regions dropping off sharply in this manner are likely not physically realistic.

Figure 4.11: Raytracing simulation of an EPP banding structure generated at 60 km altitude
with dimensions 135 km×880 km that stretches across the field-of-view. The left plot shows the
object distribution and the center plot shows the deconvolution space reconstruction of the object
distribution. On the right, the reconstruction is downsampled to the native detector resolution for
interpretation.

The ratio of the MURA SNR over the pinhole SNR becomes less advantageous as the object

distribution fills the field-of-view, so this distribution with low ψ is simulated to verify the imaging

feasibility. Additionally, this simulation allows us to investigate imaging effects near the edges of the

field-of-view, including spatial aliasing. Figure 4.12 shows an object distribution that fills half of the

field-of-view, corresponding to an image extent parameter value of ⟨ψij⟩ = 1.7×10−3. Similar to the
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simulation of the band of EPP, the sharp edge of the half-filled field-of-view induces some banding

artifacts in the left-right direction. In addition to these artifacts, a mixture of lowered geometric

factor near the edges of the field-of-view in the up-down direction cause the image reconstruction

power to fall off at the edge of the field-of-view, and some aliasing is seen that “echos” back near

the bottom of the image. The collimators implemented in the AXIS design should mitigate the

aliasing effects seen by objects near the edges of the field-of-view.

These effects constitute an overall lower imaging performance in the up-down dimension of

the imager. How these concerns are addressed operationally is to place this weaker imaging axis in

the ram direction such that the images in this dimension benefit from the push-broom motion of

the spacecraft, which will image one stationary point in the frame approximately 12 times as the

spacecraft moves overhead.

Figure 4.12: A raytracing simulation of the field-of-view half filled in the object distribution (left)
and the image reconstruction (right). The strength of the signal is uniform across the field of view,
and some banding artifacts and aliasing occur in the image reconstruction.

These simulations serve to estimate the SPSF of the coded aperture design and the span

some realistic spatial distributions of patches of EPP. In order to validate these simulations and

ultimately prove the optics of the AXIS imaging system, laboratory testing is required.
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4.5.2 Laboratory Testing

This section details the imaging testing performed with the AXIS prototype. Details on the

hardware and software implementations of the AXIS instrument are detailed in Chapter 3. In order

to begin testing, an estimate of the background count rate from the laboratory is needed. Figure

4.13 shows a background exposure with no radioactive sources present, taken with the Redlen M1770

detector and with the TimePix2, a high resolution and calibrated solid state detector (Wong et al.,

2020). Two spectral fits are made to the background data; a power law distribution with a spectral

index of -4/5 and an exponential distribution with a folding energy of 200 keV. Both fits estimate

a similar differential flux intensity of 6×10−2 cm−2 s−1 sr−1 keV−1. This background flux comes

from a combination of GCRs and muons generated by GCR reactions in the atmosphere, radon

in Colorado, and potentially trace levels of radioactivity in concrete, along with inherent detector

noise. These measurements and fits constitute a characterization of the laboratory background that

can now be subtracted from radioactive source exposures.

In order to verify the AEPEX imaging scenario, the tests in this section are conducted in the

AXIS instrument’s far-field. The coded aperture imaging technique requires a different treatment

for near-field imaging scenarios, where angular deviations are the product of the spatial distribution

of the object and are also a function of the object’s distance to the imager. In order to determine

the far-field distance of the instrument, the angular spacing between rays traced from the source

to the detector are calculated using the geometric optics equation:

δx = h tan(δθ) (4.26)

where h is the source-to-detector distance and δx is the linear spread on the detector from the effect

of the finite distance h. The determination of the far-field distance hFF for one detector is found

when δx is smaller than the spatial resolution of the imaging system, in this case a 2.2 mm pixel.

Another definition of the far-field used in Accorsi (2001) is when the angle δθ is small enough that

cos3(δθ) ≈ 1. An added element to this determination is in the co-addition of images with multiple

detectors. Not only must h satisfy the single-detector far-field condition, but the source must be
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Figure 4.13: The background spectrum of the CU Boulder laboratory taken with two instruments
independently, the Redlen CZT detectors and a TimePix2 silicon detector with higher spectral
resolution. Two spectral fits are made to the background data; a power law with spectral index
of -4/5 and an exponential with a folding energy of 200 keV.

sufficiently far enough from the instrument that the source appears at the same location in each

image that is to be co-added. As the source distance to meet the far-field condition is not strictly

defined, a simulation is performed to quantify an appropriate distance for laboratory testing that

is not subject to near-field effects.

The simulation is performed using our GEANT4 model where the decay of a 57Co source is

simulated at a range of distances from the instrument. The closed-form calculation estimates that

70 cm is a sufficient distance for the far-field, while simulations show that 75 cm is appropriate. An

example of the imaging scenario where both of the conditions of the far-field, the single detector and

instrument criteria, are not met is shown in Figure 4.14. This figure shows the near-field effect in a

single detector where the point source power is spread out over the image in the form of artifacts,

and the co-added image cannot properly average to the same image.
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Figure 4.14: GEANT4 simulations of a 57Co source at a distance of 20 cm from the AXIS instru-
ment. The top four plots are the results of individual detectors after the direct correlation algorithm
described in Section 4.3. The effect of the source in the near-field of the imager spreads the source
power out over the image in the form of artifacts. The bottom plot shows the co-addition of the
4 detector images, where the image is again blurred due to the source being located at different
spatial locations relative to each detector.

The simulation in Figure 4.14 is performed at a h distance of 20 cm. Figure 4.15 shows the

simulation of a point source at a distance of 75 cm away, which exceeds the far-field calculated for

the 4-detector configuration of 70 cm. Note that each individual detector image, as well as the

co-addition of images, shows the proper image reconstruction of a point source near the center of

the field-of-view. These image reconstructions were performed with the cross correlation algorithm

described in Section 4.2 and are left in the deconvolution resolution, and the effects of imperfect

reconstruction are addressed in coded aperture literature (e.g. Accorsi et al., 2001; Gottesman,

2007). The following laboratory tests are performed at a source-to-detector distance of 75 cm with
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Figure 4.15: GEANT4 simulations of a radioactive disk source at a distance of 75 cm from the
AXIS instrument. Note, in contrast to Figure 4.14, that each individual detector in the top 4 plots
successfully reconstructs the point source, and the co-addition of the 4 detectors in the lower plot
also reconstructs a point source near the middle of the field-of-view.

the 4 detectors, or a distance of 35 cm with one detector, which is found to satisfy the far-field

condition for a singular detector.

The first light test of a 1 µCi activity 57Co disk source is conducted with the source at the

center of the field-of-view at 35 cm from the coded aperture plane (37 cm from the detection plane).

Figure 4.16 shows the detector signal produced from the point source as well as the reconstruction

of the disk source. The detection model is applied here to estimate the X-ray and background flux,

which agrees with the known source strength and background flux in the 109–153 keV energy band

around the 122 and 136 keV 57Co line emissions.

The next tests involve moving the point source within the field-of-view to characterize the
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Figure 4.16: Plot (a) shows laboratory data of the detector signal from a 57Co point source located
in the center of the field-of-view. Plot (b) is the reconstruction of the disk source using the Fourier-
space multiplication method in the 109 – 153 keV X-ray energy band.

detection behavior and artifacts produced as the point source is within different portions of the

image. Figure 4.17 shows the results of moving the source along the center line in the left-right

dimension in 5◦ increments. The left plots shows the detector signal as the mask pattern shift to

the left with the motion of the point source, which is reflected in the central plots where the point

sources are reconstructed. The pixel SNR of the peak of the source distribution is calculated and

labelled above the plots. The rightmost plots show the uncalibrated 122 keV peak of the 57Co

source.

Using the results of the angular testing, the AXIS geometric factor as a function of angle

G(θ) can be calculated to form the flat-field of the imager. Figure 4.18 shows the results of discrete

exposures at 5◦ spacing between on-axis (0◦)and the edge of the field-of-view (45◦). The test is

normalized by the on-axis geometric factor G0 = G(θ = 0◦) to indicate the fraction reduction with

off-axis angle θ. A triangle function (i.e. two linear fits mirrored about θ = 0◦) is fit to the data

with a slope of 1.12 rad−1 which is approximately 0.019 deg−1. This function will be used to adjust

the flux estimate away from the center of the field-of-view due to the reduction in signal strength

that occurs from the reduced effective aperture area.

These tests are part of ongoing work to characterize the AXIS novel wide field-of-view coded
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Figure 4.17: The left plots show the detector signal generated by the 57Co source projected through
the coded aperture mask that shift with source angle. The middle plots show the reconstruction of
the disk source as well as the pixel SNR of the peak above the root mean square of the noise. The
rightmost plots show the (uncalibrated) energy peak of the 122 keV line emission.

aperture imager. The simulation, laboratory testing, and algorithmic enhancement of X-ray images

by the instrument constitutes a novel endeavor in wide field-of-view X-ray imaging from a LEO

orbital platform.
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Figure 4.18: Plot of the AXIS geometric factor G(θ) with off-axis angle θ. The y-axis is normalized
by the nominal geometric factor G0 = G(θ = 0◦) when measured a the center of the field-of-view.
A triangle function is fit to the data with a slope of 1.12 rad−1 ≈ 0.019 deg−1 that describes the
reduction in the geometric factor with angle.



Chapter 5

Energetic Particle Precipitation Modeling

Due to the large spatial scales and fast time scales of both the drivers of this process and the

process itself, EPP is difficult to observe directly or in-situ. In order to quantify the effects EPP

has on the atmosphere, a model is desired to describe the excess ionization of atmospheric neutrals

that occurs from EPP, as well as other measurable quantities such as the production and transport

of bremsstrahlung photons, electrons that backscatter from the atmosphere, and other measurable

quantities caused by precipitating electrons. This section covers the modeling and data analysis

work published in Berland, Marshall, and Capannolo (2023) in detail.

In whole-atmosphere models such as WACCM, EPP is parameterized as an input in order to

account for the energy input and perturbative effect that EPP has on ionization and conductivity

of the ionosphere and middle atmosphere (Liu et al., 2018a). An example set of parameters that

describe EPP can be energy spectrum and flux, over some spatial scale and time duration; this

set yields a total energy input into the atmosphere and energy spectrum can describe the depth of

penetration into the atmosphere where the highest level of ionization occurs. An early analytical

model that performed this calculation for input into TIME-GCM is the Roble and Ridley (1987)

model, mostly aimed at quantifying the impact of auroral electrons (<30 keV). An update to this

model came from Frahm et al. (1997) which included transport of bremsstrahlung photons and

compared to X-ray data from the UARS mission (Sharber et al., 1993).

These models looked specifically at exponential and kappa electron energy distributions, but

are limited to sub-relativistic energies (<MeV). In order to extend model predictions to higher
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energies, Fang et al. (2008) used an analytical approach that considered higher energy electrons

from fixed energy and pitch angle distributions for the WACCM-X model (Liu et al., 2018b). In

Fang et al. (2010), monoenergetic, isotropic pitch angle beams are simulated in order to create

arbitrary input distributions to atmospheric models.

The accuracy of the modeling results was improved by the work of Xu et al. (2018); Xu and

Marshall (2019); Xu et al. (2020) which uses the Energetic Particle Monte Carlo (EPMC) code,

which is well-suited to sampling rarefied high-energy interactions, such as bremsstrahlung, pair

production, and so forth. Finally, Berland, Marshall, and Capannolo (2023) improves on these

calculations by implementing a Geant4 Monte Carlo model with improved particle and photon

tracking, and compares their results to ELFIN, BARREL, and FIREBIRD data. This chapter

covers the model construction, output, results, and inversion methods implemented in Berland,

Marshall, and Capannolo (2023) that validate and verify the model results.
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Figure 5.1: Example of the dynamics of charged particle motion showing (left) pitch angle evolution
with altitude and (right) energy evolution with altitude. α0 is the initial pitch angle at 500 km
altitude, where the dashed line marks 100 km altitude, which is the reference altitude used to define
the loss cone. The energy evolution shows initial particle energies from 10 keV to 10 MeV and the
relative depth of penetration into the atmosphere from collisions with atmosphere neutrals.
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The left plot in Figure 5.1 shows the pitch angle evolution with descending altitude, which

is how a particle would behave near a magnetized and airless body which is devoid of collisional

interactions. The figure shows the change in pitch angle as the particle descends into the stronger

magnetic field, and demonstrates how velocity parallel to the magnetic field line is transferred

to the perpendicular component. The right plot of Figure 5.1 shows the idealized energy loss of

electrons through an exponentially increasing density atmosphere, which highlights the relative

depth of penetration towards Earth of varying energy electrons.

5.1 EPP Model Description

The components that make up the EPP model are a physics solver and geometry handler

framework combined with atmospheric and magnetic field models that defines the environment

or material that a simulation particle (i.e. charged particle or photon) passes through within the

simulation volume. The physics solver and geometry framework chosen for this model is Geant4

(GEometry ANd Tracking), which is a radiation and charged particle transport code that encapsu-

lates radiation’s interactions with matter (Agostinelli et al., 2003; J. Allison et al., 2006). Geant4

propagates particles by taking a semi-classical approach to particle position and momentum at pre-

and post- step points via the incorporation of final state calculations that include quantum effects

on a particle’s state, where the state is comprised of the position r and momentum p at time t.

In order to solve for various quantities of interest that are a product of electron energy,

where interactions occur, and the rate at which these interactions occur, we would like to employ

a framework that allows us to describe the average behavior of many electrons and be able to

describe the variation in that behavior in a formal way. To achieve this goal, we use the phase

space density f , which is a smoothed distribution of electron behavior that is dependent upon

the electron phase space coordinates (r,p, t). This distribution behaves similarly to a probability

distribution function in that operations can be performed on f which do not change its magnitude

and, through tracking the evolution of f , we can draw conclusions about quantities of interest

through statistical inference.
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Figure 5.2: (Top) EPP model simulation volume, showing the Earth-centered Earth-fixed (ECEF)
coordinate system and the magnetic inclined coordinate system, rotated 12◦ with respect to the
ECEF coordinate system and notated with apostrophes. (Bottom) Electron and photon trajecto-
ries, showing bremsstrahlung photon backscatter that can be detected from space.
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The evolution of the phase space density f(r,p, t) over the duration of simulation time interval

(i.e. the time from particle injection into the simulation to either escape out of a boundary or

precipitation) is then calculated through an explicit stepping method that simulates the effects

of electromagnetic forces, random collisions, and other rarefied interactions such as secondary

production. Combining these effects and computing the total derivative in time yields the following

transport equations, which are descriptions of the dynamical evolution of the electron distribution’s

phase space:
Df(r,p,t)

Dt = ∂f
∂t +

p
m · ∇f + ∂f

∂p ·F = 0 Collisionless Boltzmann Equation

=
(
δf
δt

)
coll

Collisional Boltzmann Equation

(5.1)

where F encapsulates the conservative forces affecting the distribution function f , and the term

on the right hand side in the collisional Boltzmann equation parameterizes collisions that alter the

distribution. The collisionless Boltzmann equation is a statement of conservation of f , which is not

an appropriate characterization when secondary production and loss terms change the magnitude

of f .

At high altitudes sufficiently above the majority of the atmospheric density, where collisions

are rare, the main force acting on a charged particle is the magnetic component of the Lorentz

force, F = qv × B. We include a term that accounts for sources (secondary production) and

sinks (precipitation), S(t), to address the non-conservation behavior that describes precipitation to

obtain the Vlasov equation:

∂f

∂t
+

p

m
· ∇f +

∂f

∂p
· q(v×B) =

(
δf

δt

)
coll

+ S(t) (5.2)

for the transport and evolution of charged particles. If we exclude the magnetic force and replace

the momentum to mass ratio with the velocity, we obtain

∂f

∂t
+ v · ∇f =

(
δf

δt

)
coll

+ S(t) (5.3)

which describes the phase space evolution of photons. The relevant collision and source/sink terms

for each particle species is included in Table 5.1. In general, at high altitudes (>100 km), particle
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motion is dominated by magnetized cyclotron motion and at low altitudes (<70 km), the particle

motion is dominated by random collisional motion (“unmagnetized” motion). For photons within

the lower, more dense part of the atmosphere, a fraction of the photon number density will be ab-

sorbed during spatial transport, which is described by the Beer-Lambert law of absorption between

two points: ∫
p
f(r,p, t) d3p = exp

(
−
∫ r

r0

µ ρ(r′) dr′
) ∫

p0

f(r0,p0, t0) d
3p0 (5.4)

where by integrating over momentum space, the left hand side of the equation is the number density

of photons in a differential volume d3r = dx dy dz, µ is the mass attenuation coefficient, ρ(r) is the

atmospheric mass density at point r, and the bounds of integration define the path length travelled

between the two points. The variation in mass density is solely a function of the z directional

component and is determined by the mass density model.

The atmosphere model selected to parameterize ρ(z) is the Mass Spectrometer Incoherent

Scatter Radar-Empirical (MSISe) model (Picone, Hedin, Drob, & Aikin, 2002). This model takes

as inputs the geographical latitude and longitude, altitude, date-time (including time of day),

and solar parameter; the F10.7 cm solar radio flux index, and a geomagnetic parameter; the Ap

index. MSIS outputs the atmospheric state at the position specified, which includes the average

temperature and number density of molecular and atomic nitrogen, oxygen, argon, helium, as well

as molecular compounds found in the atmosphere such as NO, NO2; these outputs are specified

from 0 to 1000 km altitude. Although MSISe00 (Picone et al. (2002) version) may be less accurate

under more active geomagnetic conditions, MSIS (and especially the updated version MSIS2.0

(Emmert et al., 2021)) performs exceedingly well as a climatological, seasonally-averaged model of

the neutral constituents of the atmosphere.

Using the MSIS constituent number density outputs versus altitude, and knowing the mass

of each species, the total mass density ρ and species mixing ratios ψi can be calculated. These

quantities, in addition to MSIS temperature and pressure from the equation of state, are used

to fill a simulation volume that is 500 km diameter × 500 km tall column, with 1 km altitude
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resolution. Particles are injected at 300 km with an initial pitch angle and energy, and are tracked

until they either exit the simulation volume or their energy drops below a threshold, wherein the

particles are considered precipitated.

An example of the pitch angle and energy evolution for various initial conditions through

Equation 5.2 shown in Figure 5.1. The Vlasov equation formulation provides a framework to

understand and describe the properties and behavior of many particles, and this model solves for

the transport and collisional aspects.

Term/
Species

Contributions to (δf/δt)collisions Sources & Sinks S(t)

Electrons
Eq. 5.2

Coulomb scattering
Møller scattering
Bremsstrahlung

(+) Photoelectron generation
(+) Compton electrons
(+) Pair production
(+) Auger electrons

(–) Electron capture (precipitation)

Photons
Eq. 5.3

Compton scattering
Photoelectric effect
Pair production

(+) Bremsstrahlung photon emission
(+) K-shell emission & fluorescence
(+) Electron-positron annihilation

(+) Particle induced X-ray emission (PIXE)
(–) Photoelectron absorption

(–) Pair production

Table 5.1: Terms included in the Vlasov Equation for Electrons and Photons

The average behavior of the distribution function f can be found through Equations 5.2 and

5.3 by assuming an initial conditions f(r,p, t = 0) = f0 and by using a stochastic treatment of

the scattering, source, and sink terms to find a maximum likelihood solution with the Monte Carlo

method. This solution is found by simulating a large but finite number of electrons until both the

average behavior is determined, and until a sufficient number of secondaries of interest are produced

and their average behavior is similarly determined. This simulation does not solve for the quantity

f directly, but instead tracks other precipitation quantities of interest that arise from the evolution

of f and its effects on the atmosphere. Quantities of interest include the rate of excess ionization

(pairs/cm3/sec) from electron collisions in the atmosphere, which is proportional to the energy lost
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from the simulation particles;backscattered electrons that exit the simulation volume at the top

boundary; and photon generation statistics, among other quantities. See Section 5.2 for a full list

of model outputs.

Since various physics processes can occur over vastly different spatial and temporal scales, the

fastest or “shortest” interaction would always dominate the step size, which may be computationally

expensive and a reductive implementation of the many types of physics that affect a particle.1

Instead of limiting the path length transited per simulation step, Geant4 implements a more general

formulation based on the energy lost per simulation step. The steps are ultimately conducted in

proper time, i.e. the time that passes in the frame of the simulation particle, and combining these

factors, the limiting step size is determined via this energy threshold, or “energy cut”.

In order to solve for the helical gyromotion of the charged particles, a Runge-Kutta integrator

is employed. Specifically, the Dormand–Prince 7-4-5 method is used, where a high order integrator is

needed in order to accommodate the Brownian motion that occurs when random collisions dominate

the motion of the particle (Dormand & Prince, 1980; Cartwright & Piro, 1992). Geant4 offers native

selection of integration step size and energy cut limiting. In order to ensure numerical stability,

the magnetic force integrator (akin to temporal step size) and energy cut limit (akin to spatial

step size) must satisfy a Von Neumann stability criterion ∆t ≤ 2(∆x)2. Once this condition is met

by selecting the appropriate integrator step size and energy cut limit, the vast majority (>99%)

of particles have convergent integrator solutions and propagate through the simulation volume.

Geant4 struggles with charged particles propagation through a sparse gas in the presence of a

magnetic field outside of the stable simulation regime, and will kill and log the remaining ∼1% of

particles whose trajectory solutions do not converge.

The method of Xu et al. (2020) is implemented, wherein we simulate a series of mono-energy,

mono-pitch angle electron beams that can be used to reconstruct arbitrary energy and pitch angle

distributions. Electron beams range in input energy from 10 keV to 10 MeV at 19 pseudo-log-spaced

1 For example, prioritizing the simulation of a single collision is relevant when there is a rarefied interaction such
as bremsstrahlung production, but can effectively be summarized over many scattering interactions using continuous
slowing down approximation (CSDA) physics otherwise.
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energies. This energy range is above typical auroral precipitation energies and sufficiently captures

the highest likely radiation belt electron energies (Østgaard et al., 2001; Laundal & Østgaard,

2009). The particles are injected at 300 km altitude, where for our nominal magnetic field model,

the loss cone angle is 72.8◦, so the range of pitch angles is between 0◦ and 75◦ in 5◦ increments.

The input values of the mono-energy, mono-pitch angle beams (E0, α0) serve as the abscissa that

can be combined in a linear weighted fashion to represent an input distribution in energy-pitch

angle space. This is a part of the Green’s function method and is expanded upon in Section 5.3.

An additional feature that is implemented in this model is the non-directional bremsstrahlung

splitting method. This is a biasing method that is necessary at lower beam energies (<100 keV)

where bremsstrahlung is less likely and therefore few photons are created in the Monte Carlo

model. The splitting method samples the bremsstrahlung cross section N times for every true

bremsstrahlung interaction that occurs, and then weights the scoring quantities (deposited energy,

e.g.) of those photons and any secondary particles that are generated by those photons by 1/N .

Bremsstrahlung splitting methods will often offer a bias in the propagation direction of photons,

for example to better understand shielding penetration from forward-propagating X-rays, but no

directional bias is applied to the resulting photons in this case. This type of non-directional brems-

strahlung splitting bias has been used in other works (e.g. Kawrakow, Rogers, and Walters (2004);

Ali and Rogers (2007)) and Geant4 offers a native implementation of this scheme. Figure 5.3 shows

the influence of bremsstrahlung splitting on the smoothness of deposited energy versus altitude pro-

files, at altitude below the primary ionization peak, over 10 electron beam energies with a splitting

factor N = 100.

5.2 Model Outputs and Results

The Geant4 EPP model outputs the energy lost, and therefore deposited into the atmosphere,

from electrons and photons per simulation step which is histogrammed into 1 km altitude bins. The

differential energy flux passing through an altitude-energy bin is also collected for electrons and

photons in order to conserve differential information that can be used later for derived products like
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Figure 5.3: Energy deposition versus altitude for 10 mono-energetic electron beams, ranging from
10 keV to 10 MeV run with 105 electrons. The model is run with no biasing (dashed lines) and
100x bremsstrahlung splitting factor enabled (solid lines). The two model runs converge at higher
energies where the bremsstrahlung interaction becomes increasingly likely.

radiation dose at a given altitude. Table 5.2 shows a collection of quantities of interest that can be

derived from these model outputs. Additionally, by recording differential energy flux instead of, say
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differential number flux, the weights from bremsstrahlung splitting can more easily be interpreted

and applied for later analysis. An example of the energy-altitude histograms is shown in Figure 5.4

for 500 keV and 5 MeV beam energies with isotropic pitch angle inputs.

Figure 5.4: Energy-altitude spectra showing differential number flux of (left column) electrons
and (right column) photons from mono-energy mono-pitch angle beam inputs for (top row) a
500 keV beam energy, isotropic pitch angle beam, and (bottom) row a 5 MeV beam energy,
isotropic pitch angle distribution. Both of these beams represent an input electron number flux of
104 cm

−2 s−1 sr−1 keV−1.
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In order to run a sufficiently large number of particles, the EPP model is run on 5 supercom-

puter nodes that each have 40 cores. Simulating 105 particles over 200 cores using one thread per

core and sweeping over the input space yields run times on the order of 2 – 5 days, with higher pitch

angle particles taking significantly more time than low pitch angle particles due to their increased

path length.

Model Output
Derived Quantity

of Interest

Energy deposition
histograms

Atmospheric ionization rate
Scattering efficiency

Energy-altitude
histograms

Differential electron flux vs. altitude, energy
Differential photon flux vs. altitude, energy

Photons that escape the atmosphere
Bremsstrahlung efficiency

Radiation dose

Electron Statistics
at 500 km

Electron backscatter

Table 5.2: EPP Model Raw and Derived Outputs

To convert from energy deposited in the atmosphere to electron-ion pairs produced via ion-

ization, we need a relationship between energy rate and ionization rate. The typical value used

in Earth’s atmosphere is 35 eV/pair, which is the average first ionization potential for nitrogen

and oxygen (Rees, 1989). However, Earth’s atmosphere varies in composition with altitude, and

additionally the scattering interaction that causes the ionization is not linear with energy. These

two factors combined imply that a different relationship may be appropriate for relativistic elec-

trons, and that the conversion factor may be altitude-dependent. Krause (1998) offers an ionization

relationship that is a function of altitude:

I(h) = I0 +
∂I

∂h
· h (5.5)

where h is altitude in kilometers, I0 = 39.78 eV/pair and the slope parameter ∂I/∂h is -0.03 eV/-

pair/km, where this relationship is valid between 45 and 240 km; beyond these altitude bounds, the

left and right extreme values of Equation 5.5 should be used, respectively. These values vary from
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the constant 35 eV/pair assumption by up to 10% and vary the shape of the ionization profile with

altitude, due to the altitudinal dependence of I. Figure 5.5 shows the energy deposition histograms
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Figure 5.5: Deposited energy distribution versus altitude for a range of mono-energetic, mono-pitch
angle electron beams from 10 keV to 10 MeV and from field-aligned pitch angle (green) to pitch
angles near the edge of the loss cone (blue). Each profile is normalized so they integrate to unity
in altitude.

for selected electron beam energies and pitch angles normalized to unity to illustrate the variation

in deposited energy with the two input quantities. This figure illustrates the major difference be-

tween energy deposition profiles, which is in the altitude of maximum deposition. Figure 5.5 shows

this peak descending in altitude with increasing input beam energy.

In order to convert between the number of simulation particles run in the numerical model

and the physical flux of particles at the input, an additional conversion factor is needed. Since
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there is no in-plane (x-y plane in Figure 5.2) variation in the input location of the electron beam,

we say that all particles pass through a normalized simulation area ∆A = 1 cm2, and a simulation

time of ∆t = 1 second. Then, we can directly relate the number of electrons simulated N to an

integral flux in units of particles-cm−2 s−1 at the top boundary. We would also like to be able to

convert this quantity into units that are differential in solid angle, such that pitch angle distribution

comparisons can be formed. In order to do that, we let our area and time elements be differential,

dAd and dt, and form a vector that represents the simulation surface unit normal, k̂d. We form

a vector in momentum space k̂s that represents the initial condition phase space distribution f .

Finally, we take the differential solid angle that a particle passes through from distribution f into

the simulation volume as dΩd, whereupon the total number of simulation particles is given by:

N = −dt dΩd

(
f(k̂s) k̂s

)
·
(
dAd k̂d

) [
k̂s · k̂d < 0

]
(5.6)

In this equation, the brackets denote the indicator function that follows the property [True] = 1

and [False] = 0, and the negative sign enforces inward particle directionality towards the simula-

tion volume from the distribution f . We evaluate the dot product between the momentum space

distribution and simulation surface normal into f(k̂s) · k̂d = f0 cos(α0), where α0 is the discrete

pitch angle selected for a given run, to obtain the relationship

N

dt dAd
= f0

∫ 2π

0

∫ π/2

0
cos(α0) sin(α) dα dθ (5.7)

where α is the pitch angle and θ is the azimuthal angle. From azimuthal symmetry, we can imme-

diately integrate out the azimuthal angle. The indicator function restricts the limits of integration

to [0, π/2] instead of the full pitch angle range of [−π/2, π/2]. By integrating in azimuthal angle

and rearranging, we can find a relationship between differential flux f0 in units of cm−2 s−1 sr−1

to the number of electrons simulated N at discrete pitch angle α0 :

f0 =
1

2π cos(α0)

N

dt dAd
(5.8)

Note that this quantity remains finite since as the beam angle α0 → π/2 (i.e. locally mirroring

particles), the number of particles passing through the simulation surface N goes to zero. We
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can also note that although the number flux passing through the surface is a function of α0, the

energy flux passing through the surface is identical at all initial beam angles for the same number

of particles, so quantities that are derivative from energy flux do not need this conversion factor.

Using Equation 5.8, we can relate the simulation outputs to the differential flux initial conditions.

A simpler approach can be taken to include a differential unit in energy: the quantity in

Equation (5.8) can be multiplied by an energy distribution that integrates to unity in units of keV−1,

which yields a differential electron spectrum in units of cm−2 s−1 sr−1 keV−1 that fully describes

an input electron flux and is comparable to flux estimates from in-situ electron instruments.

Figure 5.6: (Left) The altitude of maximum ionization h(Imax) surface versus electron beam energy
and pitch angle, showing the lowest h(Imax) altitude is at high energies and low pitch angles. (Right)
The partial derivative with logarithmic beam energy ∂h(Imax)/∂E0, i.e. the descent in kilometers
that occurs from increasing beam energy by a factor of 10, is shown versus pitch angle in the right
panel. This quantity is more sensitive at field-aligned pitch angles, and a polynomial fit f(α) is
shown.

Figure 5.6 shows the variation in the altitude of maximum ionization h(Imax) with input

beam energy and pitch angle. The variation in this altitude with input energy ∂h(Imax)/∂E0

versus input pitch angle is also plotted, showing that at lower pitch angles, the particles penetrate

deeper into the atmosphere. The trend, averaged through pitch angle, shows an approximately

20 km descent in h(Imax) with a decade increase in input beam energy. There is also a weaker

dependence on pitch angle, with higher pitch angles having high h(Imax) altitudes. This trend of
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the descent of the altitude of maximum ionization with beam energy is plotted versus input pitch

angle in the right plot of Figure 5.6. Another quantity of interest is the backscattered electron
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Figure 5.7: Surface showing backscatter percentage versus electron beam energy and pitch angle,
showing backscatter percentages up to 40% for low energies and high initial pitch angles and low
backscatter fractions for high energies and low initial pitch angles.

flux since this quantity is important for studying electron lifetimes, ionospheric conductance, and

the total particle flux balance between the radiation belts and the atmosphere. This population

includes both primary electrons that have their momentum direction turned around completely

towards the zenith direction and effectively re-enter either the anti-loss cone or trapped populations,

and also secondary electrons that are generated from the atmospheric interactions that rejoin the

aforementioned populations. Figure 5.7 shows the efficiency of this backscatter mechanism as

a function of input energy and pitch angle. Note that the backscattered electron number flux

fraction can reach up to 40% at high initial pitch angles and low energies on a single bounce,2

which is an important factor when calculating electron lifetimes and when considering the relative

influence of loss processes.

2 Note that this percentage can theoretically exceed 100% since it includes secondary electrons that are produced
in the upper atmosphere.
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The pitch angle and energy of backscattered electron flux is also coupled. This relationship is

illustrated in Figure 5.8 which shows a correlation between electron energy and pitch angle recorded

at 500 km. This spread of the 2D distribution in each dimesions changes with input pitch angle

and beam energy; the dependencies of the 2D backscatter distributions are expanded upon and

compared with spacecraft data in Section 5.4.3.

Figure 5.8: Energy-pitch angle spectrum of electron backscatter resulting from a 200 keV electron
beam energy with an input pitch angle of 50◦ at 300 km. The colorbar indicates the number of
simulation particles recorded in each energy-pitch angle bin and is not normalized for bin size,
showing the raw output of the simulation.

Figure 5.9 shows 1D integrations, normalizing for bin size, of the 2D profiles for ten input

beam energies which shows the variation in backscattered electron spectra and pitch angle dis-

tribution. The electron spectra show characteristic rising elements before a sharp fall off in flux

above a peak for low to medium energies, and a flatter characteristic spectrum for higher ener-

gies. Additionally, the pitch angle dependence in the electron spectra, and conversely the energy

dependence in the pitch angle distributions, affect both the efficiency of the backscatter process

and the shape of the resulting distributions. Note that a significant amount of flux reenters the

trapped population and does not precipitate on the next bounce, which must be accounted for to
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fully describe the loss process of precipitation.

10 keV
20 keV

50 keV
100 keV

200 keV
500 keV

1 MeV

2 MeV

5 MeV

10 MeV

Increasing α

Increasing E0

Anti-loss coneTrapped

Figure 5.9: One dimensional integrations, in arbitrary flux units, of the 2D distribution shown in
Figure 5.8 to produce (left) energy and (right) pitch angle distributions at 500 km altitude from
backscattered electrons. The pitch angle dependencies in the electron spectra are shown from low
input pitch angle (green) to high (blue), and the energy dependence in the pitch angle distributions
is shown from low input energy (red) to high (blue).

Another important use of this model is in the generation of bremsstrahlung photon spectra

from various input conditions. These distributions aim to support X-ray photon measurements

from both above and within the atmosphere as proxy measurements for EPP. These results can be

derived from the energy-altitude histograms of photon energy flux. Figure 5.10 shows the photon

spectra generated from mono-energy, isotropic pitch angle beams from 25 – 35 km, which is a

typical balloon altitude range, and from 250 – 300 km, which is sufficiently above the atmosphere

to match observations from space. This figure also shows an important phenomenon related to the

invertibility of photon spectra measured from within the atmosphere; the atmospheric “filter” effect

that arises from the reabsorbtion of photons below ∼20 keV. This effect causes the spectrum to be

essentially one-sided above the flux peak that forms at 60 keV. Conversely, above the atmosphere,
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Figure 5.10: Photon spectra that are produced from different input mono-energy electron beams
from 10 keV (green) to 10 MeV (blue), integrated from (left) 25 – 35 km and (right) 250 – 300 km.
Note that electron beam energies of 10 and 20 keV do not produce X-rays that reach 25 – 35 km.

inversion information can be obtained from both the high and low energy tail of the distribution

on either side of the flux peak. Electron flux inversion from X-ray spectra is expanded upon and

compared to balloon X-ray data and in-situ electron in Section 5.4.2.
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Figure 5.11: Variation of ionization profile versus altitude is shown given different atmospheric
profiles. Additionally, the magnetic latitude varies, which produces a varying magnetic inclination
which causes electrons to transit longer path lengths at lower magnetic latitudes. However, the
effect of varying atmospheric profile is the dominant factor here. The magnetic latitude of Poker
Flat Incoherent Scatter Radar (PFISR) station of 65◦ is taken as the reference atmospheric profile.
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One of the important inputs for this model is the MSIS atmospheric profile which primarily

describes the atmospheric mass density as a function of altitude, ρ(h)3 . This quantity is variable

depending on the season, time of day, geodetic location, and geomagnetic conditions, so having the

ability to transform the results to be applicable under those conditions is desirable. In order to

do this, we perform a pseudo-logarithmic transformation by letting the integral of the atmospheric

density itself serve as the abscissa for the quantities of interest, e.g. ionization profile versus altitude,

I(h).

P =

∫ h

∞
ρ(h′) dh′ (5.9)

We can then rewrite any quantity of interest that is a function of altitude as I(P(h)) or I ◦ P. By

performing operations on P to produce P ′, we can alter the quantity of interest to find the quantity

of interest, e.g. I ′, in the new atmospheric profile through I ◦ P → I ◦ P ′.

This method works since P is generated with resolution such that the density value is unique

at all altitudes and is monotonically increasing with decreasing altitude. A similar atmospheric

rescaling method is performed and validated in Xu et al. (2020).

Another effect investigated in this work is the variation of quantities of interest with magnetic

inclination, which is a product of magnetic latitude. The magnetic inclination as a function of

magnetic latitude λ is described in Chapter 3, and can be used geometrically to find the excess

linear distance travelled by an electron ∆d/d as a function of λ:

∆d

d
= sec

(π
2
− tan−1(2 tan(λ))

)
(5.10)

where λ is the magnetic latitude in the tilted dipole model. The function is minimized at the poles

where λ = π/2 and the magnetic field is oriented radially outwards, and maximized at the magnetic

equator where λ = 0. Precipitation realistically only occurs at radiation belt latitudes and above,

so L = 2 or λ = 45◦ is taken as the minimum value in this range to investigate. The nominal

3 When using CSDA (continuous slowing down approximation) physics mass density is the key parameter. How-
ever, when considering rarefied interaction such as bremsstrahlung, the scattering target species is vital, and the
atmosphere changes composition in the diffusive region above ∼80 km, so it is important to consider atmospheric
mixing fraction.
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atmosphere profile and magnetic inclination above PFISR at 65◦ magnetic latitude is taken as the

reference as a mid-point between L = 2 and the poles.

This effect is studied using the same reference atmosphere as the nominal profile generated

at λ = 65◦ but by varying the magnetic inclination at λ = 0◦ and λ = 45◦. The results are then

rescaled with MSIS atmospheric profiles generated from the those latitudes. Figure 5.11 shows

the results of ionization profiles versus altitude from the two test cases. The vast majority of the

variation in the quantities of interest from the three magnetic latitudes comes from the variation

in atmospheric profile, so we conclude that the effect of the excess path length transited by the

electrons is minimal and the effect of a specific atmospheric profile is dominant.

5.3 Green’s Function Inversion Methods

In order to translate mono-energetic and mono-pitch angle electron beams, we need a frame-

work to interpret modeled impulse responses from the atmosphere in terms of input, or forcing,

distributions of our choice, with the end goal being to both estimates of quantities of interest from

a input spectrum and to estimate the input spectrum from a measurement of a quantity of interest.

We desire a form that lets us recreate an arbitrarily shaped energy or pitch angle spectrum in f in

order to study the effects of realistic precipitating electron spectra on the atmosphere. Specifically,

if we use our quantity of interest u to recreate a model output that is measurable, this formulation

can be used to invert measurement in an estimate of the original forcing spectrum f(E,α). The

observability, or how much information that can be uniquely inverted from u to estimate f , varies

depending on the quantity of interest chosen as well as the measurement quality (e.g. SNR, spectral

resolution, etc.). The formulation chosen here is the Green’s function method (not to be confused

with Green’s theorem), which is a method used to solve a known partial differential equation given

boundary conditions.

We describe precipitation as a linear differential process denoted by L that operates on an

input forcing electron spectrum f(E,α) to produce a quantity of interest u. Below, we’ll let the
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quantity of interest be the photon spectrum u(ℏω) at a given altitude.

L[u(ℏω)] = f(E, α) (5.11)

We assume that the inverse of L exists and is also differentiable, and is a reasonably smooth

function. By ansatz, we’ll claim that L−1 acting on a Dirac delta function δ(E − E0, α− α0), for

all bounded and finite E0 and α0, is equal to our Green’s function G:

L [G] = δ (5.12)

L−1[δ(E − E0, α− α0)] = G(E,E0, α, α0) (5.13)

where G(E,E0, α, α0) constitutes one point of a multi-dimensional response surface to E and α for

a chosen quantity of interest. Since we claim that L is linear, L−1 is therefore also linear, such

that we can rearrange combinations of the arguments of Equation 5.13, introducing a function

S(E,α) : R2 → R1 that will be used to weight the contributions from the input tuples (E,α):

L−1
[∫

E

∫
α S(E

′, α′) δ(E − E′, α− α′) dE′ dα′]
=
∫
E

∫
α S(E

′, α′) L−1 [δ(E − E′, α− α′)] dE′ dα′

=
∫
E

∫
α S(E

′, α′) G(E,E′, α, α′) dE′ dα′

(5.14)

the function S(E,α) is continuous, finite, and abides by the rule of∫
E

∫
α
S(E′, α′) dE′ dα′ = 1 (5.15)

so that multiplication with S will not change the amplitude of another function. This is the most

general continuous-space combination of terms that we can show can be used to solve L for any

bounded and finite boundary conditions f(E,α).

However, finding such a function G(E,E0, α, α0) that is valid everywhere — over all energies

and pitch angles — is intractable. Instead, we will approximate G at discrete input points (Ei, αj)

and rely on the smoothness of G to allow a finite set of delta function evaluations of G to describe

the continuous surface in the local vicinity of the evaluation point. The integration over E and

α becomes a discrete sum of N and M evaluation points, respectively. Our weighting function S
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becomes a matrix of discrete evaluations of the function S(Ei, αj) to form Sij ∈ RN×M and we can

write our integration instead as
N∑
i

M∑
j

Sij G(E,Ei, α, αj) (5.16)

where the step size between evaluation points ∆E ∆α is incorporated into G for simplicity. We

now have a framework to describe the Green’s function response surface G that we claim is a valid

inverse of L[f(E,α)] near a discrete evaluation point (Ei, αj). Ultimately, we want to use this

surface to describe the relationship between the input or forcing spectrum f and our quantity of

interest u. We can form an approximate representation of f by writing the sum:

f(E,α) ≈
N∑
i=1

M∑
j=1

Sij δ(E − Ei, α− αj) (5.17)

where Sij are now the function evaluations of f(E,α) at the abscissa (Ei, αj), which in the case

of precipitation represents differential electron flux. The two sides become equal in the limit

N,M → ∞. Finally, from the framework we can now write a representation of our quantity

of interest using the Green’s functions and weighting matrix:

u(ℏω) =
N∑
i=1

M∑
j=1

Sij G(E,Ei, α, αj) (5.18)

where u is written as a function of photon energy ℏω. The question becomes, how do we approximate

G? In this work, we use the Geant4 forward model described in the previous section to evaluate a

variety of quantity of interests u at N energies and M pitch angles. Table 5.2 details the quantities

of interest recorded or derived from the model outputs, many of which are directly of interest to the

atmospheric modeling community or can be used to match to a remote or in-situ measurement for

inversion problem estimates of the precipitation spectrum. Figure 5.12 shows a photon spectrum

as the quantity of interest u(ℏω) at three different altitudes for a Green’s function evaluation of

the exponential energy input spectrum f(E) ∝ e−E/E0 with folding energy E0 = 100 keV and with

an isotropic pitch angle distribution. The “resolution” of this estimation can be measured by the

size of the coefficient matrix, i.e. Sij ∈ R19×15. For more details on how the resolution changes

the quality of the Green’s function estimates, see Patrick (2022) for X-ray and Xu et al. (2020) for

ionization profile quantities of interest.
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Figure 5.12: (Left) shows the energy-altitude photon number flux spectrum produced by a
105 cm−2 s−1 sr−1 keV−1 electron flux precipitation event with an exponential energy distribu-
tion with folding energy 100 keV. The lines and their colors relate to (right) the plot showing
photon spectra at 30, 60, and 150 km altitudes, which are averaged over a 10 km bin size. Note
the slope of the high energy tail is similar for each altitude, but the low energy tail differs in flux
significantly.

In order to invert a measurement that can be related to model quantities, we must convert

from a specific quantity such as instrument counts to a more general, physical quantity such as

photon differential flux or column ionization rate. Once this quantity is obtained, it can be directly

compared to linear combinations of the Geant4 model output, where the goal is ultimately to find

the matrix of coefficients Sij that most closely reproduces a measurement. The N ×M coefficients

can be found algorithmically by minimizing a cost function C that relates model output u(xk) for

generalized abscissa xk to measurement g(xk):

C =
∑
k

(u(xk)− g(xk))
2 =

∑
k

∑
i

∑
j

Sij G(E,Ei, α, αj)


k

− g(xk)

2

(5.19)

which forms the least squares error function. The problem formulation can then be written simply

as

SML
ij = argmin

Sij

C (5.20)

where SML
ij is the maximum likelihood matrix of coefficients that minimize the cost function C.

Since many of these processes relate to rare events acting on non-thermal distributions, the spectral
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outputs tend to be an exponential processes, i.e. the high energy component drops off quickly and

is small relative to the low energy component. For this reason, we implement a logarithmic cost

function that emphasizes the important but smaller magnitude numbers in the high energy tail of,

say, a photon distribution:

SML
ij = argmin

Sij

∑
k

( log u(ℏωk)− log g(ℏωk) )
2 = argmin

Sij

∑
k

log

(
u(ℏωk)

g(ℏωk)

)2

(5.21)

This inverse method is general in form and is not limited to 1-dimensional quantities. The Limited-

memory Broyden–Fletcher–Goldfarb–Shanno (L-BFGS) is a global minimization algorithm that

is used to minimize the cost function (Dai, 2002). The algorithm allows for a large number of

beams to be run from a personal laptop. A method implemented in the next sections to improve

convergence of this algorithm are seeding the initial guesses with physics-based distributions in

the local vicinity of the data. The initial proposal solutions are randomly perturbed and this

minimization is performed in a Monte Carlo fashion in order to achieve the most likely true global

minimum solution, since there is no guarantee of uniqueness in this generalized inversion procedure.

The improvement of this inversion method and numerical investigation of uniqueness is left as future

work once real data is obtained from the AEPEX mission.

The following section implements the methods described herein to present ionization profiles

vs. altitude for realistic electron spectra and invert measurements of model observables towards

estimates of electron forcing spectra.

5.4 Model Verification and Validation

We aim to verify that the ionization results are reasonably accurate and ionization profiles vs.

altitude are the correct shape, so we compare with previous work, and validate the model results

with data. The following section covers these steps: comparison with previous work, inversion

with remote photon measurements and in-situ electron spectra, and inversion from in-situ pitch

angle-resolved electron spectral measurements.
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5.4.1 Comparison with Previous Models

The work of Xu et al. (2020) presents ionization profiles for a range of mono-energy mono-

pitch angle beams to which we can compare the Geant4 EPP model results. Additionally, Xu

et al. (2020) compares with the work of Fang et al. (2010), which in turn compares to the older

work of Roble and Ridley (1987). Figure 5.13 shows the comparison between the Fang and Xu

methods, where the difference is slight in ionization profile shape and altitude shift. However,

these differences are vital in atmospheric forcing and therefore are an important quantity to refine

through higher fidelity modeling (e.g. Thorne, 1980; Mironova et al., 2015; C. Randall et al., 2005,

2006, 2007, 2009).

Ionization profiles that account for electrons that are more energetic than the auroral popula-

tion (>30 keV) are vital to predicting and interpreting quantities such as NOx and HOx production

in the mesosphere and stratosphere. Figure 5.14 shows a comparison of the ionization profiles that

result from mono-energetic electron beams with this work and Xu et al. (2020). Of note, the latter

work does not include bremsstrahlung transport, although the EPMC model does consider the term

in the stopping power formulation.

Another key difference between the works of Xu et al. (2020) and Xu, Marshall, and Tobiska

(2021) and the work herein are in cross section implementations and particle transport. The entire

list of Geant4 cross section implementations are included in Section 5.2, and a full comparison is

outside the scope of this work. Instead, the differences are seen in the quantities of interest output

by the models. A specific case study is in the EPMC and Geant4 bremsstrahlung implementations,

which are detailed in the appendix of Köhn and Ebert (2014). The EPMC model relies on a

non-relativistic formulation that is valid in the regime of ℏω ≪ Ee, i.e. the photon energy is

a small fraction of the incident electron energy. Figure 5.15 shows how the difference in the

bremsstrahlung and photon transport implementation play out in ionization profile: the altitude

of maximum ionization is consistently predicted to be higher from Geant4 versus EPMC, and the

magnitude of the secondary ionization peak is predicted to be slightly larger for energies under
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Figure 5.13: Comparison between Fang et al. (2010) and Xu et al. (2020), showing from Xu et
al. (2020), showing the differences in the Energetic Particle Monte Carlo (EPMC) code versus
the analytical Fang et al. (2010) method. Of note here are the differences that various pitch angle
distributions impart on the ionization profile and how the altitude of peak ionization shifts between
the two methods.

10 MeV4 . From Köhn and Ebert (2014), the bremsstrahlung formulation used in EPMC splits

the total cross section into two decoupled terms: a differential term in electron and photon energy,

and a separate term from J. D. Jackson (2007) that parameterizes the photon angular emission

direction, assuming a dipole radiation pattern. However, that angular formulation is classical in

that it is intended for slowly moving charges and does not account for the beaming that occurs

4 The highest electron energies are where the EPMC bremsstrahlung production formulation is most accurate, but
where the directional sampling suffers due to the method of separation ansatz used in the EPMC implementation,
discussed shortly after this footnote.
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Figure 5.14: (Left) Comparison of ionization profile vs. altitude between the EPMC model (dashed
lines) from Xu et al. (2020) and Geant4 (solid lines). Of note, photon transport is not included in
the EPMC model, but the stopping power effects of bremsstrahlung are. (Right) Altitude of peak
ionization vs. mono-energetic beam energy, showing agreement at energies of 50 keV – 100 keV,
but disagreement at lower and higher beam energies.

for relativistic electron energies. This has important implications for backscattered photon signals

estimated from EPMC that are resolved by Berland, Marshall, and Capannolo (2023).

5.4.2 X-ray Production in the Stratosphere with BARREL Data

X-ray production is a consequence of energetic electron interactions with neutral atmospheric

particles, specifically, the bremsstrahlung interaction between a free, high energy electron and the

atomic nucleus. Due to correlations between the photon and electron spectra, X-rays can be used

as proxy measurements for EPP. The purpose of this study is to compare measurements of X-ray

production in the stratosphere when in-situ “truth” data of the precipitating electron spectra is

available. The Geant4 model results and inversion method can be used in order to validate both
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Figure 5.15: Comparison of ionization profiles produced by the Green’s function method using the
Geant4 forward model (solid lines) with those published in Xu et al. (2021) (dashed lines) that
include the secondary ionization peak produced from bremsstrahlung photon transport to lower
altitudes. The electron beam eneriges are 100 keV, 1 MeV, and 10 MeV for the black, blue, and
red lines, respectively.

the X-ray production and transport processes, as well as the Green’s function inversion method

detailed in Section 5.3. This case study uses X-ray spectra measured from within the atmosphere

by the BARREL mission and in-situ electron data from the FIREBIRD-II CubeSat mission during

microburst precipitation.

The Balloon Array for RBSP Relatvistic Electron Losses (BARREL) mission was a series

of balloon launches at high latitudes, from both Antarctica and Sweden, that aimed to quantify

precipitation losses from the radiation belts by measuring X-rays generated in the atmosphere

(Millan et al., 2013). The balloons flew in the stratosphere between 30 – 40 km altitude at latitudes

that map to high L-shells, and many of these flights were chosen so that they flew in magnetic

conjunction with the Van Allen Probes mission (a.k.a the Radiation Belt Storm Probes mission
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or RBSP) (Fox & Burch, 2014). A series of these campaigns were flown from 2013 to 2014, with

additional one-off campaigns flown after that.
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Figure 5.16: (Top) BARREL instrument counts per energy bin are shown as orange dots, above
the background noise model which is shown as a solid red line. The black dashed and dotted lines
correspond to the X-ray spectra generated by a power law and exponential precipitating electron
spectra, respectively. The blue step plot indicates the X-ray spectra generated from an exponential
energy electron spectrum added to the background model, which includes the 511 keV annihilation
line peak. (Bottom) The residuals between the Geant4 X-ray spectrum and background model
versus the BARREL measurements, showing that, within the fitting region of 30 keV – 10 MeV,
the residuals are less than 20%.

The BARREL payload instruments include NaI (sodium iodide) scintillators, which operate

on the principle of converting X-ray to optical photons, which are then recorded with photodiodes

or photomultipliers. The BARREL instruments have 256 energy channels ranging from 20 keV –
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10 MeV energies that sampled at a fast time cadence (50 ms exposures) to study the behavior of

microburst precipitation, an impulsive form of precipitation that is characterized by hard electron

spectra (X.-J. Zhang et al., 2022; Seppälä et al., 2018; Shumko et al., 2018).

In order to convert between instrument counts and a physical unit like photon flux, the

geometric factor and instrument response must be well-characterized. The BARREL spectrum

is estimated by dividing the differential count rate per energy channel by the geometric factor of

860 cm2 sr (McCarthy, personal communication, 2023) and adjusting for the energy-dependent

detection efficiency of NaI (Akkurt, Gunoglu, & Arda, 2014). The geometric factor is also energy-

dependent since at high photon energies the sides of the detector housing becomes transparent,

which is difficult to account for in the effective geometric factor. These regions are outside of the

fitting energies, so this effect does not contribute substantially to the inversion process.

Figure 5.16 shows the raw count rate per channel (adjusted by the geometric factor to match

the order of magnitude of the photon flux estimate), the estimated photon flux spectrum, and

the Green’s function reconstruction estimate from the Geant4 profiles. A background model (red

line) shows the average X-ray and particle background at the altitude of BARREL during the

measurements. The components of the background model are described in Berland, Marshall, and

Capannolo (2023). A Savitzky-Golay filter is also applied to the X-ray data in order to smooth the

jaggedness of the high energy tail of the spectrum since the noise is likely due to the nature of low

photon detection data among atmospheric and instrument noise (Press & Teukolsky, 1990). The

residuals of the X-ray to inversion fit are less than 20% for the power law and exponential input

electron spectra.

The one-dimensional cost function detailed in Section 5.3 is implemented that takes as in-

puts the BARREL X-ray spectral measurement and the modeled proposed spectrum. A proposed

distribution is entered as the initial guess to the global minimization algorithm and then perturbed

point-wise with a randomly generated Gaussian variable with variance proportional to the value at

the spectral point. In this way, the global optimization algorithm is used in a Monte Carlo sense

and the minimum value of those cost function evaluations is taken as the maximum likelihood
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X-ray spectrum. The pitch angle dimension of the input spectral beams is averaged to represent

an isotropic pitch angle distribution, as the pitch angle distribution from an X-ray spectrum mea-

sured within the atmosphere is unobservable. The Green’s function coefficients can then be used

to generate the maximum likelihood precipitating electron spectrum, which can be compared with

in-situ “truth” data.

Figure 5.17 shows the range of fits that are deemed optimal with respect to the log-least

squares cost function. The optimal range of parameters are shown: energy-integrated fluxes f0

and spectral parameters, and spectral index α for the power law and folding energy E0 for the

exponential distribution. This inversion is non-unique, likely because of the lack of measurement

above the background in the high-energy tail of the X-ray distribution where these two electron

energy distributions vary significantly.

The source of in-situ electron data is the Focused Investigations of Relativistic Electron

Bursts: Intensity, Range and Dynamics II (FIREBIRD-II) CubeSat mission, which is a pair of two

1.5 U NSF-funded spacecraft that aimed to quantify various aspects of microburst precipitation.

These spacecraft launched January, 2015 and operated for approximately 5 years. This mission

orbited at 632 km by 433 km with an inclination of 99◦ (Crew et al., 2016). The payload onboard

each of these spacecraft is a pair of electron detectors with coincident field-of-views.

This work describes a reanalysis of data used in the study of Anderson et al. (2017) and is

published in Berland, Marshall, and Capannolo (2023). This study involves remote X-ray spectral

measurements from BARREL while the FIREBIRD spacecraft, measuring in-situ electron spectra,

were in magnetic conjunction with the footpoint of the field line in the vicinity of BARREL. The

FIREBIRD spacecraft each carried two electron detectors: the first is the “surface detector” with

a nearly 2π field-of-view, and the second is the “collimated detector” with a 45◦ field-of-view. The

geometric factors as a function of energy from Johnson et al. (2020) are applied to the raw data in

order to convert from instrument counts to differential electron flux. The electron spectra over the

time duration when FIREBIRD was in the vicinity of the magnetic conjugate region are shown in

Figure 5.17 averaged in time. Figure 5.17 also shows the Geant4 inversion estimate of the electron
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spectrum that generated the BARREL-observed photon spectrum.

5.4.3 Atmospherically Backscattered Electron Analysis with ELFIN Data

An important data product that the EPP model outputs is backscattered electron energy-

pitch angle spectra. For a given initial condition, the coupled energy-pitch angle distribution is

recorded at 500 km and can be inverted using a similar error minimization method as performed

in the previous section. The difference here is that the inversion quantity is two-dimensional, so

the fitting method is now a surface instead of one-dimensional curve.

Backscattered electrons come from two populations: primary reflected electrons that were

initially in the loss cone, and secondary electrons which are generated in the upper atmosphere and

their stochastic momentum direction is in the zenith direction. Both of these electron populations

primarily enter the anti-loss cone, although some can rejoin the trapped population at higher

pitch angles, if they scatter above 100 km. To a LEO spacecraft, these two populations may be

indistinguishable, as their spectra are similar. The exact energetic fraction that is backscattered

has important implications for radiation belt modeling, magnetosphere-ionosphere coupling, and

electron lifetime calculations (R. S. Selesnick, Looper, & Albert, 2004; R. Marshall & Bortnik,

2018; Khazanov et al., 2018).

For this study, in-situ electron data is desired in order to quantify both the precipitating and

backscattered electron populations. We would like to validate the modeled electron backscatter,

and provide a framework for generating atmospheric ionization profiles from LEO energetic electron

data. The CubeSat selected is the Electron Loss and Fields Investigation with a Spatio-Temporal

Ambiguity-Resolving (ELFIN-STAR, or ELFIN) mission, which are a pair of CubeSats that spin

with solid state detectors to resolve electron pitch angle (Angelopoulos et al., 2020). ELFIN spins

with a 3 second period to quickly resolve the entire pitch angle distribution between 50 keV and

5 MeV, which sufficiently covers the radiation belt electron energy range. The spectrum measured

is denoted as f(E,α) which is in differential units of cm−2 s−1 sr−1 MeV−1. ELFIN orbits at

450 km in a polar orbit that precesses sufficiently to achieve coverage in MLT. The events selected
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for this study are specific electromagnetic ion cyclotron (EMIC) wave-driven events.

Precipitation from EMIC wave-driven events preferentially scatter ∼MeV energy electrons

into the loss cone, and EMIC events are also associated with proton precipitation at lower latitudes

(L. Blum, Remya, Denton, & Schiller, 2020; Carson, Rodger, & Clilverd, 2013; Capannolo, Li,

Ma, Chen, et al., 2019; Capannolo, Li, Ma, Shen, et al., 2019). EMIC wave events cataloged in

Capannolo et al. (under review 2023) are selected for this study. This catalog contains event data

that are selected and calibrated to remove the effects of instrument error (e.g. low channel counts,

high background rates).

Figure 5.18 shows the 2D spectra of the differential pitch angle-energy flux f(E,α) averaged

over the EMIC event duration for two discrete events, and (bottom row) for 144 events averaged

together. The loss cone at 450 km and ELFIN’s angular resolution is between 0◦ – 66◦; the anti-loss

cone is between 114◦ – 180◦; and the trapped population lies within the angles between the loss cone

and anti-loss cone populations. These boundaries are denoted with dashed lines in the rightmost

panels, with the trapped region in the middle. Also shown in Figure 5.18 are 1D integrations in both

energy and pitch angle space to show the pitch angle distribution per energy bin and energy spectra

per pitch angle bin, respectively. The characteristic MeV-enhancement on top of an exponential

distribution is shown, as well as power law-like distributions.

In order to validate the model and inversion method, two analysis methods are performed:

the first involves inverting the backscattered electron spectra to obtain an estimate of the precipi-

tating population. From there, the precipitating spectrum estimate is compared with the “truth”

spectrum that is directly measured by ELFIN. The second method involves direct forward modeling

of the measured loss cone population through the atmosphere to obtain the model estimate of the

backscattered spectrum. Now, this backscattered estimate can be compared with the measured

spectrum in the anti-loss cone pitch angle range. The fit to the backscatter data and residuals are

shown in Figure 5.20, and these methods are explained pictorially in Figure 5.19.

A cost function C : R2 → R1 that maps the the 2D data f(E,α) to a one dimensional score is

implemented in order to minimize the fit residuals of the proposal surface. In this case, the variation
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in the energy dimension is much greater than the variation in pitch angle dimension, where the

energy can vary by a factor of 103 whereas the pitch will vary by perhaps 101. A logarithmic

transform is performed on the data in order to capture the variation in energy in the fitted surface,

as the generated ionization profile is much more sensitive to the gradient in the energy dimension

of Green’s coefficient matrix than the gradient in the pitch angle dimension. The cost function

then is

C =
∑
n

∑
m

(
log f(En, αm)− log f̃(En, αm)

)2
(5.22)

=
∑
n

∑
m

log f(En, αm)− log

∑
i

∑
j

Sij G(E,Ei, α, αj)


n,m

2

(5.23)

where f̃(E,α) is the reconstructed surface generated from the Green’s function matrix Sij . Figure

5.21 shows the ionization profiles generated from applying methods 1 and 2 to the data from Figure

5.18. The ionization profiles generated from the two methods overwhelmingly agree in shape and

magnitude; only small adjustments are made in order to match the two methods. These adjustments

are studied as a proxy for the backscattered model results and inversion method below.

It is found that the pitch angle distribution does not strongly affect the ionization profile

or the backscatter population, so although the backscattered electron population is important, it

is not strongly observable relative to the electron energy spectrum. We would like to formally

quantify this effect, so we define the following statistic R that measures the Geant4 model and

inversion method performance.

We start by integrating the differential flux spectrum to obtain the total input energy flux

into the atmosphere, T , on the top boundary of the model:

T =

∫
Ω

∫
E
f(E,α) E dE dΩ (5.24)

where Ω is the solid angle of the loss cone, i.e. dΩ = 2π sin(α) dα for α between 0 and αLC and

rotated 2π in gyrophase:

T = 2π

∫ αLC

0

∫
E
f(E,α) E sin(α) dE dα (5.25)
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The ELFIN processed data f(E,α) is numerically integrated with the respective pitch angle bin

and energy channel sizes in order to obtain energy flux at the top boundary in units of eV cm−2 s−1.

This quantity should match the model output

T̃ = 35 eV cm/pair ·
∫
Imodel(h) dh (5.26)

which is the total column integrated ionization rate multiplied by the ionization efficiency to return

the energy flux. We can form a ratio between these two quantities R that represents the deviation

between the measured or inverted initial conditions and the model result:

R =
T̃

Ti
(5.27)

where the denominator index i refers to the loss cone and anti-loss cone energy fluxes. Figure 5.22

shows the R statistic plotted for eight EMIC events alongside the loss cone and anti-loss cone to

trapped ratios. When the R statistic has a value of unity, the inversion correctly estimates the

total energy flux input into the atmosphere. The worst-case R statistic is 0.1, which is still within

an order of magnitude of the correct flux estimated from data. A full statistical study of the model

performance with the 144 EMIC events from the catalog published in Capannolo et al. (under

review 2023), as well as precipitation during other wave-driven events, is the topic of future work.

The results of the inter-model comparison and the two data analysis studies both verify and

validate the Geant4 model results and inversion methods. This modeling effort can now be applied

more widely to other observations of EPP in order to study atmospheric effects from precipitation.

Further, this work supports the future AEPEX mission data and inversion procedure that aims

to answer the science question, “how much energy is input into the upper atmosphere through

radiation belt EPP?”
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Figure 5.17: (Top) The log-least squares cost function evaluation score for the parameter space of
(α, f0) and (E0, f0) for power law and exponential energy distributions, respectively. The regime of
minima indicate equally likely inversion spectra estimates. (Bottom) In-situ electron measurements
from the FIREBIRD 180◦-FOV surface detector electron spectra and 45◦-FOV collimated detector
electron spectra during the approximate conjunction between FIREBIRD and BARREL, where
earlier spectra are in blue and progress to red, and the spectra are averaged over 13 seconds
windows. The cyan region shows the regime of viable electron power law distributions and the
green shows viable exponential energy distributions.
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Figure 5.18: ELFIN data is shown from: (top row) ELFIN-a on 2020-10-06/23:51 UT, (middle
row) ELFIN-a on 2020-12-13/14:16 UT, and (bottom row) ELFIN data averaged over 144 events
during EMIC wave-driven precipitation. (N.B. the top and middle panels correspond to events 2
and 5, respectively, in Figure 5.22) The left column is the 2-D electron energy-pitch angle coupled
spectrum, the middle column is integrated per pitch angle bin to show energy spectra, and the
right column is integrated over energy bin to show pitch angle distribution.
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ELFIN Data Analysis 
using GEANT4

● Method 1
a. 1. Fit minimum surface to ELFIN (E, α) backscatter 

data
b. 2. See if it matches precipitating (E, α) spectrum

● Method 2
a. 1. Forward model ELFIN loss cone (E, α) data
b. 2. See if backscatter data matches GEANT4 prediction
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Figure 5.19: Diagram explaining the data inversion methods used to analyze ELFIN data. Method
1 uses as initial condition the backscattered electron flux and generates the precipitation spectrum
for comparison with data, and method 2 uses the loss cone data as an initial condition for the
model and produces backscattered electron flux for comparison.
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Figure 5.20: The top row shows the anti-loss cone portion of the 144 event-averaged ELFIN data
from Figure 5.18 (solid lines) and a 2D surface fit (dashed lines) to the data, where the left plot
is an integration of the 2D data over pitch angle to show the energy spectra and the right plot is
an integration over the energy dimension to show pitch angle distributions. The various series in
the left plot are using 20◦ bin sizes and the black line is the integral over the entire pitch angle
dimension. Similarly, the right plot shows varying energy bin size and the black line is the integral
over the entire energy range. The bottom row of plots show the residuals between the data and
the surface fit per data series.
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Figure 5.21: Ionization profiles inverted from ELFIN electron-pitch angle spectral measurements,
using methods 1 and 2. The left plot here corresponds to the top row in Figure 5.18, the middle
to the middle, and right panel to the bottom row.
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statistic for inversion performance for 8 EMIC wave-driven precipitation cases, with unity (exact
reproduction) denote with a line.



Chapter 6

Energetic Particle Precipitation at Jupiter

The search for universal processes in magnetospheric physics takes us to Jupiter. By ex-

panding beyond Earth, we can highlight the importance of studying processes that are unique to

Earth’s magnetosphere versus processes that occur at all magnetized bodies in the universe. Is the

protection from charged particles and radiation at ground level that Earth’s magnetosphere and

ionosphere have provided a universal property of magnetospheres?

For the loss process of energetic particle precipitation at Jupiter, the open questions are

similar to those at Earth: what is the contribution to atmospheric energy input by EPP versus

solar inputs? How do acceleration processes in the magnetosphere affect magnetospheric plasma

populations and atmospheric constituents seasonally and climatologically? In this chapter, an EPP

model at Jupiter is described along with simulation results using that model, and X-ray signal

characteristics are calculated and discussed as they pertain to the Comprehensive Observations of

Magnetospheric Particles Acceleration, Sources, and Sinks (COMPASS) concept study for a future

Jupiter-orbiting space mission.

6.1 Introduction to EPP at Jupiter

In contrast to Earth, where the dominant source of charged particles is the solar wind and

ionospheric outflow, the primary source of plasma at Jupiter is from Io’s volcanic emissions. These

emissions are comprised mostly of SO2 molecules, which are ejected from the surface of the moon

and escape its rarefied atmosphere, where they disassociate into sulfur and oxygen atoms (Mekler
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& Eviatar, 1980). These atoms are then ionized into their constituent nuclei and electron(s) by

solar photons via photoionization, and by radiation belt electrons via impact ionization (Cheng,

1982). Through impact ionization, the high energy electrons of Jupiter’s radiation belt can ionize

atoms more than once, creating high charge state sulfur and oxygen ions, e.g. to q = +9, i.e.

nine unbound electrons are produced per atom (Clark, Mauk, Paranicas, Kollmann, & Smith,

2016) and highly-charged positive ions such as O8+ (XX etc). Once singly or multiply ionized, the

charged particles are subject to electromagnetic forces from the magnetosphere and are accelerated

by a combination of radial diffusion, plasma wave interactions, and electric field-aligned systems

and currents (Birmingham, Hess, Northrop, Baxter, & Lojko, 1974; D. N. Baker & Goertz, 1976;

Gurnett, Kurth, & Scarf, 1979; B. H. Mauk et al., 2020).

A balance of magnetic and centrifugal forces form the Io plasma torus at a distance of

approximately 6 Rj (Jupiter radii RJ ≈ 70,000 km ≈ 10 REarth), and an interchange instability

occurs that causes turbulence and wave generation that links the Io plasma torus to the resistive

auroral regions of Jupiter’s atmosphere through Alfvén plasma waves, thereby closing Jupiter’s

magnetospheric current system (Shemansky, 1980; Siscoe et al., 1981; Sulaiman et al., 2020).

The effects of wave acceleration in the Jovian magnetosphere system are enhanced by the

strong magnetic field (the magnetic dipole moment is approximately 10,000 times stronger than

Earth’s), which causes electrons to routinely reach 10s – 100s MeV kinetic energies and ions to reach

GeV/nucleon kinetic energies (Scarf, 1976; Saur et al., 2018; Elliott et al., 2018), at least an order

of magnitude more energetic than Earth’s radiation belts. Since the magnetosphere of Jupiter is so

large (100s RJ ≈ 1000s REarth), and due to the distance from the sun, the magnetopause remains

far beyond the outer boundary of the radiation belts; thus, charged particles are not sufficiently lost

outside the system via magnetopause shadowing, and therefore the dominant loss mechanisms are

through precipitation to the atmosphere and charged particle collisions with the moons (Simpson

& McKibben, 1976; Horanyi et al., 1988; Bell & Armstrong, 1986).

Both of these loss processes affect both the plasma population and the target of their colli-

sions. EPP at Jupiter results in photon emissions that range from infrared wavelengths, driven by
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collisional and Joule heating of the atmosphere, to X-ray and gamma-ray wavelengths, where high

energy processes including bremsstrahlung generate both characteristic and continuous emissions.

6.2 X-ray Sources at Jupiter

By observing X-rays generated from energetic processes at Jupiter, it is possible to remotely

study Jupiter’s magnetosphere, precipitation processes, and other aspects of planetary science such

as moon composition. Figure 6.1 shows a variety of X-ray science targets at Jupiter, including

auroral X-rays, diffuse emissions from inverse Compton scattering, and particle induced X-ray

emissions (PIXE) from Jupiter’s moons.

Figure 6.1: Sources of X-ray emission from the Jovian system, showing X-ray emissions from charged
particle collisions with moons, inverse Compton scattering from solar optical photons energized by
Jupiter’s ultra-relativistic electrons, and auroral X-rays from electron and heavy ion precipitation
Figure from Clark et al. (2023).
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Another important emission that is common at Jupiter is heavy ion charge exchange. The

charge exchange collision is the process in which a high energy ion transits in the vicinity of a neutral

atom and an electron is transferred from the neutral to the ion, either neutralizing the ion or lowering

the ion’s charge state (Rapp & Francis, 1962). The excess energy from the captured electron once

it reaches its ground state in its specific electron shell is released as an X-ray photon. For heavy

ions in Jupiter’s magnetosphere, namely highly ionized oxygen and sulfur, charge exchange occurs

with neutral constituent both in Jupiter’s upper atmosphere and in the Io plasma torus. The

characteristic emissions are in the 100s eV – 2 keV range and are specific to the species and charge

state transition of the ion (Cravens et al., 1995). Charge exchange spectroscopy can be used as

a plasma diagnostic to probe the extent of EPP and magnetospheric loss that is occurring from

the ion portion of the population (Isler, 1994). Additionally, if the ion is a singly ionized species,

such as a proton, then after charge exchange the ion can become an energetic neutral atom (ENA)

(Gruntman, 1997). Observations of ENAs can also be used a plasma diagnostic, e.g. to study

charge exchange and ionization in Europa’s neutral gas torus (B. Mauk, Mitchell, Krimigis, Roelof,

& Paranicas, 2003).

In addition to charged particle losses to the atmosphere, charged particles can be lost via col-

lisions with the Galilean moons of Jupiter, which orbit within the Jovian magnetosphere. Charged

particle collisions with moons can be used to probe the surface composition of Jupiter’s moons

through the spectrum of their bremsstrahlung and particle-induced X-ray emissions (PIXE) (e.g.

R. Elsner et al., 2005; Nulsen et al., 2020), which has spectral characteristic unique to the materials

in the moons’ regolith.

A diffuse X-ray emission is generated from the radiation belts themselves. This emission

is unlike the synchrotron radio emission from the ultra-relativisitic electrons in Jupiter’s strong

magnetic field; the X-ray generation mechanism arises from photon interactions with high energy

electrons. This process is known as inverse Compton scattering, which occurs when Compton

collisions between ultra-relativistic electrons (10s MeV) and low energy photons (∼eV) accelerate

the photons to X-ray energies (Jones, 1968). This process causes a diffuse X-ray emission from the



181

vicinity of Jupiter, a few RJ to either side within the ecliptic plane, corresponding to the inner

part of the electron radiation belt (Ezoe et al., 2010; Numazawa et al., 2021b). This process does

not occur at Earth due to the lower electron energies present, but is well-studied in extra-galactic

magnetized objects such as active galactic nuclei and around pulsars (Moskalenko & Strong, 2000).

The science target for comparison between Earth and Jupiter relevant to this work is EPP.

There are many acceleration mechanisms shared between the two systems and some unique to

Jupiter. For instance, at Jupiter, strong, quasi-static electric fields accelerate charged particles up

to MeV energies, which subsequently precipitate into the atmosphere. At Earth, on the other hand,

auroral electrons are rarely accelerated above 30 keV (Clark et al., 2020; Østgaard et al., 2001).

A large variety of X-ray observations of electron and heavy ion precipitation have been made of

Jupiter (e.g. Branduardi-Raymont et al., 2004; R. F. Elsner et al., 2005; Branduardi-Raymont et

al., 2008; Dunn et al., 2017)) arguably more than at Earth, so a study of Jovian X-rays can shed

light on the process of X-ray production at Earth. A study by Mori et al. (2022) performs an

inversion between remote X-ray observations of electron bremsstrahlung with in-situ measurements

of charged particle spectra with an atmospheric forward model, similarly to the studies performed

in Chapter 5 of this work.

Figure 6.2 shows a background-subtracted X-ray lightcurve from a Jupiter observation by

XMM-Newton when the Juno spacecraft was 110 RJ away from Jupiter. The lightcurve is shifted

in time to account for the speed-of-light transit time, and the electron and proton fluxes are shown

as time series. This figure shows that electron and proton flux enhancement at higher energies

and X-ray power from Jupiter are temporally correlated, even at the farthest reaches of Jupiter’s

magnetosphere. The power is calculated using a similar formulation to Branduardi-Raymont et al.

(2008):

P =

∫ E2

E1

2π (4.4 AU)2 f(E) dE (6.1)

where f(E) is the differential X-ray flux observed between energies E1 and E2 at 4.4 AU, which

is the Jupiter-Earth distance at the time of this observation. These studies show that X-ray
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Figure 6.2: (Black line) XMM-Newton X-ray Observatory background-subtracted and smoothed
X-ray lightcurve (smoothed from the instrument counts shown in blue), converted to power in
the X-ray band from Jupiter and shifted to account for the Jupiter-Earth transit time overplotted
with Juno electron and proton differential intensity. Note the correlation in charged particle flux
enhancement with X-ray power.

observations can be a powerful diagnostic tool to remotely probe the magnetospheric acceleration

and loss processes occurring of Jupiter. In Section 6.3, the EPP model described in Chapter 5 is

modified to be used at Jupiter in order to study Jovian X-ray emissions from EPP.

6.3 EPP Model Extension to Jupiter

The EPP model described in Chapter 5 is comprised of the GEANT4 framework, which

serves as the physics solver and geometry handler, combined with an atmospheric model and a

magnetic field model. In order to adapt the usage of this model for Jovian precipitation, atmo-

spheric and magnetic field intensity models are chosen that describe the Jovian environment. The

energy range of electrons at Jupiter is encompassed by the simulation physics list chosen for terres-

trial precipitation electron energies. Additionally, the energy range of initial conditions, including

parameterizations of characteristic energies from spectral distributions, is increased to correspond

with the higher-energy electrons at Jupiter. Figure 6.3 shows the difference in the atmospheric
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density profile versus altitude at Earth and Jupiter. Note that the loss cone definition is based

on the altitude at which the atmospheric density has increased to the point where electrons are

more likely to precipitate than to escape, although in Chapter 5 we show that that definition does

not account for energy and pitch angle dependencies. The atmospheric mass density at 100 km at

Earth is reached at ∼350 km above the one bar pressure surface at Jupiter, implying the loss cone

altitude should be calculated at this altitude at Jupiter.
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Figure 6.3: Comparative atmospheric density profiles between Earth and Jupiter, showing a “knee”
in the profiles where the rate of change of mass density with decreasing altitude increases sharply
at approximately 100 km at Earth and 400 km at Jupiter. Of note, the major constituents in
the most dense part of the atmosphere at Earth are oxygen and nitrogen versus Jupiter where its
hydrogen and helium.

The Jovian atmosphere model chosen is based on Galileo spacecraft probe measurements as

it descended into Jupiter’s atmosphere (Seiff et al., 1996, 1998). Figure 6.4 shows the atmospheric

state and composition of Jupiter’s atmosphere from 0 to 1000 km altitude, where the altitude is

referenced to the one bar pressure level. The atmospheric scattering targets for EPP are determined
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by the atmospheric composition: Jupiter’s upper atmosphere is comprised of approximately 90%

molecular hydrogen (H2) and 10% helium, as well as small percentages of ammonia, sulfur, methane,

and other trace solar elements (Lindal et al., 1981; Atreya, Mahaffy, Niemann, Wong, & Owen,

2003).
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Figure 6.4: Jovian atmospheric state and composition model from Galileo probe in-situ data de-
tailed in Seiff et al. (1996). The constituents in the upper atmosphere are primarily hydrogen and
helium gas, and atomic hydrogen. Methane gas and other organics become more prominent below
400 km near the cloud-tops of Jupiter.

The magnetic field model chosen is the VIP4/VIPAL model from S. Hess, Bonfond, Zarka, and

Grodent (2011) and is plotted for Jovian surface values in Figure 6.6. This field model primarily

characterizes the more complicated magnetic field structure away from Jupiter’s surface shown in

Figure 6.5 and is similar to a dipole model near the Jovian surface. The electron energy range and

distribution characteristic energies are selected from B. H. Mauk et al. (2017). Maxwellian energy

distributions of the form

f(E) =
1

E2
0

E e−E/E0 (6.2)

and monoenergetic beams are simulated through the Jovian atmosphere. Electrons with this form

of Maxwellian distribution can be randomly generated to obtain a sample Es drawn from the

distribution described by the characteristic energy E0 by inverting the cumulative distribution
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Figure 6.5: Illustration of the Jovian magnetosphere model, showing the solar wind interacting
with the bow shock, Io plasma torus, and stretched magnetic field-lines trailing the planet. Figure
made by Fran Bagenal and Steve Bartlett.

Figure 6.6: Surface magnetic field intensity in System III coordinates from S. Hess et al. (2011),
showing the “Great Blue Spot” of weaker magnetic field strength where Jovian disk photon emission
from precipitation are enhanced.

function F (E):

F (E) = 1− (1 + E/E0)e
−E/E0 (6.3)
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and drawing the sample

Es = R
[
−E0

(
1 +W−1(U e−1)

)]
(6.4)

where W−1 is the -1 branch of the Lambert-W function, U is a random number drawn from a

uniform random distribution between [0, 1], and R is the real operator (Corless, Gonnet, Hare,

Jeffrey, & Knuth, 1996).
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Figure 6.7: Normalized ionization rate profiles generated from exponential energy, sine pitch angle
distribution, electron inputs. The profiles are normalized such that each ionization rate profile
integrates to unity.

With these input distributions, the modified Geant4 Jupiter precipitation is run and we

extract ionization rate profiles versus altitude, X-ray spectra and emission rates, etc. for the

purpose of studying EPP at Jupiter. An example of ionization rate profiles are shown in Figure 6.7

over a range of folding energies spanning 10 keV – 0.9 MeV. The X-ray spectra that result from

simulating exponential electron energy distributions for characteristic energies within the range of

10 keV to 500 keV are shown in Figure 6.8. A comparison between the X-ray spectra generated



187

from exponential and Maxwellian distributions energy electron distributions is shown in Figure 6.9.
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Figure 6.8: Geant4 modeling results of normalized bremsstrahlung X-ray spectra that escapes
Jupiter’s atmosphere from energetic electron precipitation, varying the input electron spectra char-
acteristic energy for an exponential energy, sine pitch angle distribution. Note the “knee” energy
of ∼6 keV where the spectra pivot about as the input electron energy increases.

This model does not consider the characteristic emission from heavy ion charge exchange

that dominate the X-ray signal below 2 keV; the simulation of these emissions is usually performed

by separate models that simulate hot, collisional plasmas. In Figure 6.8 the X-ray spectra are

normalized to integrate to unity, and there are a variety of interesting identifiable features. The

energy of peak flux, or “pivot point” at lower precipitating electron energies of the X-ray distribution

is at ∼6 keV, almost exactly a factor of 10 lower than that of Earth’s, which occurs at 60 keV. This

energy is a function of the atmospheric composition, and thus the difference is due to the fact that

Earth’s atmosphere is primarily nitrogen and oxygen (ZEarth = 7 – 8) while Jupiter’s atmosphere

is primarily hydrogen and helium (ZJupiter = 1 – 2). Thus we find that (ZEarth/ZJupiter)
2 ≈ 10,

and we know that the bremsstrahlung spectral dependence is proportional to Z2.

The total bremsstrahlung efficiency is calculated in Figure 6.10, showing the efficiency (brems-
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Figure 6.9: Comparison of the X-ray spectra that escapes Jupiter’s atmosphere and generated from
exponential (dashed lines) and Maxwellian (solid lines) electron energy distributions. The high
energy tail matches, which corresponds to the matching high energy tail of input spectra, but the
low energy portion of the exponential input distributions has a higher flux than a Maxwellian input.

strahlung photons produced per electron) as a function of exponential folding energy and monoen-

ergetic beam energy. Two power law curves are fit to the bremsstrahlung efficiency versus char-

acteristic energy trend with spectral indices of 1.14 and 1.25 for monoenergetic and exponential

distributions, respectively. The exponential distribution randomly samples significantly more high

energy electrons, which is the cause of the order of magnitude higher efficiency for exponential

energy inputs versus monoenergetic.

Figure 6.11 shows the descent of the altitude of peak ionization rate with increasing folding

energy from an exponential energy distribution. The peak bremsstrahlung production is correlated

with peak ionization rate, so this quantity can be used to account for the optical depth at which

photons are produced, and therefore the fraction of the flux that is extinguished as the photons

leave the atmosphere.

These results can be used to characterize X-ray observations of Jupiter and to study how

precipitation affects the upper atmosphere of Jupiter. The X-ray spectral results are used in the
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Figure 6.10: Geant4-modeled Jovian bremsstrahlung photon production efficiency versus electron
distribution characteristic energy and monoenergetic beam energy. The blue and red series refers
to the input electron spectral distribution, and power law distributions are fit to the efficiency.

next section in comparison with older models of auroral X-rays produced at Jupiter in order to aid

the design of the COMPASS mission.

6.4 COMPASS Concept Mission X-ray Imager Design

The COMPASS (Comprehensive Observation of Magnetospheric Particle Acceleration, Sources

and Sinks) mission is a NASA-funded Heliophysics Mission Concept Study (HMCS) proposing a

mixed in-situ and remote sensing mission to Jupiter (Clark et al., 2023; Dunn et al., 2023; Koll-

mann et al., 2022; Turner et al., 2022). The PI institution is the Johns Hopkins University Applied

Physics Laboratory (JHU/APL) leading the mission and spacecraft engineering design. The remote

sensing portion is achieved by the inclusion of an X-ray imaging spectrometer to observe a variety

of X-ray generation mechanisms that occur in the Jovian magnetosphere, and relate them to the

sources, sinks, and acceleration of charged particles.

AXIS is chosen as the heritage instrument on which the COMPASS X-ray Imager (XRI)
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Figure 6.11: A plot of the altitude of peak ionization from an electron exponential energy, sine
pitch angle distribution input with folding energy E0. Altitude here is above the 1 bar pressure
surface. A logarithmic fit is performed to show the slope of the line is -87.5 km/decade keV with
increasing folding energy.

instrument is based, and as such a variety of sources are analyzed in order to modify and confirm

the instrument sizing choices made for the COMPASS XRI. The primary difference between AXIS

and the XRI instrument designed for Jupiter is in detector selection and the amount of shielding

necessary to mitigate the intense radiation environment of Jupiter.

The following X-ray generation mechanisms were investigated in-depth for this concept study:

i) EPP, from both the auroral zone and the Jovian disk; ii) inverse Compton scattering (ICS), which

involves solar photons scattering off the ultra-relativistic electrons in the radiation belts, which can

convert IR-vis-UV band photons to X-ray energies (Ezoe et al., 2010; Numazawa et al., 2021b);

iii) charged particle losses to Jupiter’s moons, which emit photons from the PIXE and electron

bremsstrahlung processes from charged particle impacts with Jupiter’s Galilean moons (Nulsen et

al., 2020; R. Elsner et al., 2005); and iv) a variety of scattering interactions including electron-

electron, electron-ion, and electron-neutral bremsstrahlung scattering and charge exchange of the
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constituents in Io’s plasma and neutral torii. Figure 6.12 shows the ICS emissions imaged from

Earth with the Suzaku X-ray telescope.

Figure 6.12: Figure from Numazawa et al. (2021b), showing the extent of the ICS emissions from
Jupiter’s radiation belt. The left column shows the spectral indices of a fit to the observation, and
the right column shows integrated X-ray power between 1 – 5 keV for two observations (top and
bottom rows).

Figure 6.13 shows a collection of previous X-ray modeling efforts alongside X-ray observations

of Jupiter. The precipitation models have their input energy flux adjusted to 10 ergs cm−2 s−1 in

order to compare spectral shape and bremsstrahlung efficiency between models. The X-ray obser-

vations were performed by the Einstein X-ray and XMM-Newton observatories from the campaigns

of Metzger et al. (1983) and Branduardi-Raymont et al. (2004), respectively. These spectral esti-

mates of auroral bremsstrahlung photons are used to scale the necessary detection characteristics

of the XRI instrument and the COMPASS mission, such as detector area and exposure time for

example.

Achieving spatial and energy resolution of the X-ray targets mentioned above requires a
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Figure 6.13: A survey of previous Jovian X-ray models and observations, including Waite Jr et
al. (1983), Barbosa (1990) and Singhal et al. (1992). The input energy flux is normalized to
10 ergs cm−2 s−1 for comparison purposes, and this flux is taken as observed from a distance of
10 RJ . X-ray observations are performed by the XMM-Newton and HEAO-2 observatories.

lower energy, higher resolution X-ray detector selection and a higher rank optical design than

the AXIS instrument. Table 6.1 shows the other heritage instruments studied for the XRI, and

their associated aperture/focal techniques, energy resolution, and SWaP (size, weight, and power)

properties. The concept study report is published under Clark et al. (2023). The optical properties

of the XRI are drawn from the ability to perform the X-ray measurements to answer questions

related to various charged particle loss mechanisms.

The field-of-view must be 22◦×22◦ with <1◦ angular resolution, and must detect photons

between 0.2 – 10 keV with better than 100 eV resolution in the range of 0.2 – 2 keV to detect heavy

ion charge exchange lines. Observations will primarily be made at altitudes that are between the

extrema of the orbit: orbit altitudes range from 1.3 RJ at perijove and 60 – 90 RJ at apojove. In

order to achieve this spatial resolution, a detector system with >24 pixels per dimension is needed
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that is hardened against radiation. The electronics must also be hardened, likely to a >300 krad

dose level, and shielded from radiation in a “vault,” much like the electronics of the Juno mission

(S. Bolton, Team, et al., 2010). The XRI must have the detection sensitivity and dynamic range to

detect the range of signal fluxes shown in Figure 6.13 among substantial background noise. In order

to achieve this detection sensitivity, an array of detectors with shared fields-of-view are designed,

much like the AXIS instrument, to co-add their integrated images to boost signal statistics. A

similar SNR formulation as the one used in Chapter 3 is chosen here; the background flux is

derived from the JOSE model of the Jovian magnetosphere (Sicard-Piet, Bourdarie, & Krupp,

2011) combined with a 1D shielding radiation transport model using SPENVIS (Lei et al., 2002).

Figure 6.14: The science concept of operations of the COMPASS mission from Clark et al. (2023),
showing the operation periods of the XRI to perform remote measurements at 10s RJ versus the
in-situ instruments throughout the Jovian magnetosphere.

Two X-ray pointing campaigns are shown in Figure 6.14 and will be performed at altitudes

between the two maxima, where the radiation belts, aurora, and Galilean moons can be spatially

resolved and imaged simultaneously. Measurements of opportunity can be performed during the

Jupiter orbit insertion, such as imaging of charge exchange lines as Jupiter’s magnetopause interacts

with the heavy ion species of the solar wind. Solar photon albedo from Jupiter in the soft X-ray

regime must be removed in order to determine auroral precipitation contributions to the X-ray
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signal. This can be performed by estimates made by observations of the Jovian disk concurrent on

their own and with other X-ray monitors, e.g. the GOES X-ray monitor (Bornmann et al., 1996)

as performed in Bhardwaj et al. (2005).

The XRI instrument is developed to a concept-level design, including size, mass, and power

consumption details in order to perform the X-ray spectral imaging measurements necessary to

meet the science requirements of the COMPASS mission. An example of an acceptable geometry

for the XRI instrument is shown in Figure 6.15. The box-camera design is implemented here with

a higher resolution detector and higher rank mask and more shielding to account for the intense

radiation environment of the Jovian system.

Figure 6.15: Example CAD design of the COMPASS XRI, showing the box camera design, array
of co-pointing detectors, radiation shielding, and fields-of-view.
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Mission
Instrument

Description Energy SWaP

BepiColombo
MIXS-C
MIXS-T

Combination of two X-ray
imaging spectrometers

Aperture
MIXS-C: wide FOV
(∼10◦ FOV
& resolution) ,
radial collimator
MIXS-T: Wolter type-I
telescope
(1.1◦ FOV,
9 arcmin resolution)

Detectors
Silicon Depleted P-channel
FET detectors, needs to be
cooled to -40◦C

Range
0.5 – 7.5 keV
Resolution
dE/E =10%
(100 eV at 1 keV)

Power
∼20 W
Mass
10.9 kg
Size
MIXS-T: 1.05 m
MIXS-C: 0.55 m

SMILE
SXI

Wide FOV imager for solar
wind CX, uses micropore
optics
Detectors
2 CCDs
Aperture
Lobster eye
15.5◦ x 26◦ FOV

Range
0.2 – 5 keV
Resolution
dE/E ∼10%
(50 eV at 0.5 keV)

Mass
26 kg
Size
30 cm focal
length

ASTRO-H
SXI

Detectors
CCD camera

Range
0.4 – 12 keV

POLAR
PIXIE

Detectors
Position-sensitive
proportional counting
chambers and scintillators
Aperture
Multiple pinhole apertures
for varying FOV and spatial
resolution with moving
plates
21◦ FOV

Range
2 – 60 keV

Power
11 W
Mass
24.5 kg

AEPEX
AXIS

Detectors
Solid-state CZT
Aperture
Tungsten coded apertures
and pinhole aperture
90◦ FOV

Range
50 – 250 keV
Resolution
dE/E ∼6.5%
(3 keV at 50 keV)

Power 15 W
Mass 7 kg
Size

JMO
JUXTA

Concept instrument from JAXA

Aperture
Wolter type-I telescope

Range
0.3 – 2 keV
Resolution
(100 eV at 1 keV)

Table 6.1: COMPASS XRI Heritage Instrument Trade Study



Chapter 7

Summary and Conclusions

7.1 Summary

This thesis provides an introduction to Earth’s magnetosphere and the process of EPP, which

couples the magnetosphere, atmosphere, and ionosphere. In Chapter 1, the universality of EPP is

touched on to motivate the study of magnetospheres at magnetized bodies beyond Earth, such as

Jupiter. Chapter 2 introduces charged particle motion in a magnetic field, and a range of energetic

scattering interactions are covered in order to provide context for EPP as well as EPP-generated

bremsstrahlung. Fundamental topics such as the loss cone and pitch angle and energy distributions

are introduced, which are relevant to the generation of the photons which will serve as the proxy

measurement for precipitating electrons, and the focus of much of this work.

The inversion of bremsstrahlung photons in order to estimate precipitating electron charac-

teristics is the topic of the design of the AEPEX CubeSat mission, which aims to quantify the

energy input into the atmosphere and the spatial scales of radiation belt electron precipitation.

The AXIS instrument onboard the AEPEX mission, which will perform the X-ray spectral and

imaging measurements, is described in detail in Chapter 3, in addition to the publication Berland,

Marshall, Martin, et al. (2023). The instrument design, estimated signal analysis, and background

simulations are performed in order to estimate the SNR of the X-ray measurements to ensure that

the science questions are answerable by the AEPEX mission and AXIS instrument.

In order to support the design of the AXIS instrument, the instrument is designed within

the GEANT4 radiation transport simulation framework to simulate the charged particle conditions
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that induce background on the instrument in the low Earth orbit environment where AXIS will

perform its measurements. Additionally, a laboratory experiment was performed using the NASA

Goddard Radiation Effects Facility 2 MV electron accelerator to illuminate the instrument in two

configurations; this experiment was used to verify the graded-Z shielding electron and photon

attenuation capabilities and to validate the predicted background spectra.

The AFIRE instrument, the electron detector from the FIREBIRD-II missions, is briefly

reviewed as the second instrument onboard the AEPEX CubeSat. AFIRE will provide in-situ

electron spectral measurement with two detectors, which, due to the partially overlapping fields-

of-view, enables a coarse estimate of the in-situ pitch angle distribution.

In order to perform the measurements of X-ray spectral images, Chapter 4 describes how the

AXIS instrument onboard the AEPEX mission is designed and tested with novel, wide field-of-view

coded aperture optics to image extended source regions in the atmosphere. X-ray imaging theory

is introduced to provide context for coded aperture imaging, and the algorithmic image reconstruc-

tion process is described. Coded aperture mask manufacturing is described and a combination of

simulation and laboratory testing is performed in order to validate the design and verify the X-ray

spectral imaging performance.

To support the future AEPEX measurements and to provide a deeper understanding of the

atmospheric effects of precipitation, Chapter 5 describes how an EPP model is built using GEANT4

that provides high accuracy X-ray spectra and ionization profiles versus altitude from energetic

electron inputs. This model improves the latest EPP modeling work using the EPMC code by

updating secondary electron and bremsstrahlung production cross sections and by using higher-

fidelity numerical methods for charged particle and radiation transport. The model results and an

inversion method based on Green’s function solutions are described here and in Berland, Marshall,

and Capannolo (2023), and verification and validation of the results and inversion methods are

performed using three case studies: comparison with ionization profile generated from previous

EPP models; an inversion of X-ray production in the stratosphere measured by an atmospheric

balloon; and an analysis of spectral pitch angle distributions measured by a spinning, low Earth
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orbiting spacecraft.

This precipitation and X-ray transport model is extended beyond Earth in Chapter 6 to

study EPP at Jupiter. The input spectra, and therefore the driving acceleration processes, have

numerous similarities but also many differences between Earth and Jupiter, which provides a venue

to study the universality of particle acceleration processes in planetary magnetospheres. This thesis

is concluded by the extension of this work to benefit the COMPASS mission, a concept study of

a Jupiter-orbiting spacecraft mission with an X-ray imaging spectrometer. The AXIS instrument

design, coded aperture optics, and the EPP modeling work performed here are used to demonstrate

the concept design of an X-ray imaging spectrometer capable of performing X-ray measurements

in the Jovian system.

7.2 Conclusions and Future Work

This thesis covers the design of a novel, wide field-of-view X-ray imaging spectrometer that

is modular and can fit within the CubeSat form factor enables its inclusion on a variety of future

missions. The RADICALS mission (I. Mann et al., 2022) looks to implement a version of the AXIS

instrument for further observations of EPP bremsstrahlung, and a modified version of the AEPEX

mission is being proposed by other institutions to quantify microburst precipitation. Necessary

modifications to the AXIS instrument include fast spectral imaging that yield engineering challenges

related to software and hardware implementation. Finally, the inclusion of an AXIS-like instrument

on board the COMPASS concept mission would allow this design to be used to study heliophysics

beyond Earth.

The coded aperture imaging of extended objects and the algorithmic reconstruction of these

object distributions under various constraints is the subject of current research. This work will be

continued throughout the AEPEX mission lifetime and beyond for follow-on mission opportunities

and in order to implement this instrument, or a version of this instrument, on future missions.

Coded aperture imaging is currently being explored for imaging charged particle and ENA distri-

butions to expand the scientific purview of this technology (e.g. Reid, Marshall, Blum, & Berland,
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2022).

The future measurements of the AEPEX mission will be inverted using the modeling efforts

and methods described herein. A large variety and number of combined in-situ electron and remote

photon measurements are needed to fully characterize and understand the relationship between pre-

cipitation electrons and the subsequent bremsstrahlung photons produced. Key questions include

the following: how much information on the precipitation spectrum can be inverted from photon

measurements? Can these inversions be performed in all atmospheric types, or is there an advan-

tage to lower atomic number planetary atmospheres, such as the inversion performed at Jupiter in

Mori et al. (2022)?

The EPP modeling efforts described by this work can be extended to other planets either by

scaling or implementation of that planet’s atmospheric profile. For instance, Uranus has a similar

hydrogen-helium atmosphere and trapped energetic electron population compared to Jupiter. The

first definitive detection of X-rays from Uranus was recently published in Dunn et al. (2021); X-ray

spectral measurements can provide immense value to an in-situ or flyby mission to Uranus, and

further the Planetary Science Decadal Survey for 2023 – 2033 has selected the study of the Uranian

magnetosphere as a high-priority science target (National Academies of Sciences, Engineering,

and Medicine and others, 2022). The study of many magnetospheric systems with an energetic

population of charged particles can benefit from X-ray spectral measurements.

A major advantage of the CubeSat framework is in its modularity; CubeSats can be designed,

built, and launched much more rapidly than larger spacecraft missions, and instruments can be

modified to accommodate follow-on missions in similarly short time frames. At the projected launch

date of AEPEX, a number of CubeSat missions will be in-orbit that are equipped with particle

and wave detection instruments. Synergistic measurements made in conjunction with AEPEX can

provide insight into the inter-connected magnetospheric system and can provide immense value for

measurements-of-opportunity. Furthermore, a variety of X-ray detection balloon missions are slated

to overlap with the lifetime of AEPEX. A variety of other ground-based instrumentation, including

ground-based incoherent scatter radar, which can measure the D-region during precipitation events
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(Sanchez et al., 2022; Ma et al., 2022), and can be coordinated with AEPEX fly-overs to conduct

conjunction science. With the possibility of a no-cost mission extension to AEPEX beyond its

nominal 1 year lifetime, the number of these coincident opportunities will increase.
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Appendix A

Bremsstrahlung Implementations

From Koch and Motz (1959), the differential bremsstrahlung spectrum produced from a

classical approach can be written as the radiation produced from ne electrons passing through the

Coulomb field of ni ions:

4π jν =
π3Z2q6neni

c3m2
e

∫ ∞

ν

f(ν)

ν
dν

∫ bmax

bmin

db

b
(A.1)

integrating over photon frequency ν and impact parameter b, given the scattering target’s atomic

number Z, to obtain the omnidirection flux jν . The differential cross section in energy, integrated

over solid angle and in units of cm2 keV−1, is then

σ(ℏω,E) =
σ0Z

2

ℏωE
ln

1 +
√
1− ℏω/E

1−
√
1− ℏω/E

(A.2)

which is the non-relativistic Bethe-Heitler bremsstrahlung cross section, where photon energy is

ℏω, electron energy is E, and σ0 = 7.9× 10−25 cm2-keV, under the condition of ℏω < E and γ ∼ 1

(the non-relativistic case). This is perhaps the simplest bremsstrahlung cross section formalism

since added complexity is needed when bmin gets small which represents the electron approaching

sufficiently close to the scattering target nucleus where a wave-like description of the electron is

needed. This formalism also breaks down when electron or photon energies become relativistic, or

when differential solid angle and photon emission direction are included.

Repeated from Chapter 2, a more complete description of the bremsstrahlung cross section

comes from treating both the electron with a wave function. However, this formulation still is not

full description of bremsstrahlung, as electronic screening, i.e. the influence of the target nucleus
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bound electron shells screening the charge of the nuclei, is not included here. The Bethe-Heitler

cross section under the first Born approximation is

dσ

d(ℏω) dΩk dΩp
= Z2 α

( r0
2π

)2
(1− F (q, Z))2

1

ℏω
1
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p
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+

2(ℏω)2(p2 sin2 θ + p20 sin
2 θ0 − 2pp0 sin θ sin θ0 cosϕ)

(E − p cos θ)(E0 − p0 cos θ0)

}
(A.3)

where F (q, Z) is an atomic form factor, and the total momentum transferred to the nucleus q is

defined as

q2 = p2 + p20 + (ℏω)2 − 2p0ℏω cos θ0 + 2pℏω cos θ − 2p0p(cos θ cos θ0 + sin θ sin θ0 cosϕ) (A.4)

where α ≈ 1/137 is the fine structure constant, r0 is the classical electron radius, p0 and p are

initial and final momentum of the electron, E0 and E are the initial and final electron energies

respectively, θ0 and θ are incident and final in-plane electron angles with respect to the photon

emission direction, and ϕ determines the rotation of the plane of emission. This equation is in

canonical units (e.g. momentum in units of m0c) such that photon energy and electron momentum

are directly comparable.

We would like to quantitatively check the validity of the GEANT4 numerical implementation

of the bremsstrahlung cross section. We can integrate the double differential cross section given in

Köhn and Ebert (2014) in photon frequency ω and in photon emission angle θ with respect to the

incident electron plane at electron kinetic energy Ee that more describes the bremsstrahlung cross

section:

σTot(Ee) =

∫ ∫
1

ℏ
dσ

dω dθ
(Ee) sin(θ) dθ dE (A.5)

where ℏ is the reduced Planck’s constant that converts photon frequency to energy and σTot is the

integrated cross section at electron energy Ee for all incident angles and photon energies in m2.



226

A classical scattering experiment can be performed to estimate the frequency of bremsstrahlung

photon productions by integrating the number density of scattering targets in the column

L = σTot(Ee)

∫ 0

∞
n(h) ds (A.6)

where L is the luminosity or event rate of bremsstrahlung in units of photons/electron, n is the

number density of scattering targets in m−3, and ds is the linear path length travelled by the electron

through the density n gas at altitude h. The path length s is a function of electron pitch angle and

magnetic field inclination angle, so we’ll take an approximation of it as ds = dh sec(I) F (E,α),

where I is the magnetic dip angle and F (E,α) is a energy- and pitch angle-dependent modifier

that accounts for the additional path length travelled by an electron’s helical motion.

This calculation is performed for the three profiles in Figure 5.15 at 100 keV, 1 MeV, and

10 MeV and the double differential cross sections dω/(dE dθ) shown in Figure A.1.

Figure A.1: Bremsstrahlung differential cross section that describes the photon generation likeli-
hood given photon emission angle and energy at three incident electron energies. Note that the
forward beaming behavior becomes more pronounced at higher incident electron energies.



Appendix B

Simulation Flux Normalization Integral

In order to contextualize our results, we must perform the following calculation to find the

ratio of simulated particles to “real” particles. That is to say, when we chose a number of particles

to simulate in Geant4, how does that correspond to the actual number of electrons that would be

incident on the spacecraft per second? The simplest 3D case would be an isotropic distribution

in a spherical simulations surface, which we calculate at the end to check this work. Here, we

take a sine pitch angle distribution (in cylindrical coordinates) and project that distribution onto

a spherical simulation surface. We let the background magnetic field be in the +Z direction, and

assume azimuthal symmetry in our distribution. We take the following integral over the simulation

surface and the target distribution to find the Monte Carlo equivalent particles rate:

∆N

∆t
= −∆Ωs

(
f
(
k̂s

)
k̂s

)
·
(
∆Adk̂d

) [
k̂s · k̂d < 0

]
(B.1)

∆N

∆t
= −

∫
D
dAd

∫
Ss

dΩsf
(
k̂s

)
k̂s · k̂d

[
k̂s · k̂d < 0

]
(B.2)

We notate the simulation boundary surface D and unit normal to the distribution surface k̂d,

and our source distribution S with unit direction vector k̂s, and f0 = |f(k̂s) k̂s| is our nominal flux,

in this case 105 cm−2 s−1 sr−1 integrated over the entire energy range [0,∞). Terms in brackets are

the indicator function, i.e. 1 when the term within brackets is true and 0 otherwise, which enforces

inward particle directionality. Our simulations surface is a sphere with radius R which we’ll treat

in terms of area later. Our source geometry however is better suited to cylindrical coordinates, and

we’ll write the outward surface normal for the curved sides of a cylinder (we’ll later see that the
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sine pitch angle distribution goes to 0 at ±Z so we do not need to treat the top and bottom of the

cylinder):

k̂s = ⟨cos(θs) , sin(θs) , 0⟩ (B.3)

Our simulation surface is the typical spherical area element, dAd = r dΩd = r sin(θd)dϕd rdθd,

1

f0

∆N

∆t
= −R2

∫
D
dΩd

∫
Ss

dΩsf
(
k̂s

)
k̂s · k̂d

[
k̂s · k̂d < 0

]
(B.4)

We’ll now introduce our sine pitch angle probability distribution function in a cylindrical

coordinate system with polar angle θs, parameterized by our loss cone angle θLC :

f(θs) = f0 sin(θs) , θs ∈ [0, π] (B.5)

where 1/f0
∫
f(θs)dθs is unity on the domain of θs. We’ll later find that the domain is truncated to

[0, π/2] via the indicator function. We can now substituting these unit normals and our sine pitch

angle distribution to produce

1

f0

∆N

∆t
= −R2

∫
D
dΩd

∫
Ss

dΩs sin(θs) ⟨cos(θs), sin(θs), 0⟩ · k̂d
[
⟨cos(θs), sin(θs), 0⟩ · k̂d < 0

]
(B.6)

The normal element k̂d here is in spherical coordinates, which we can write as

k̂d = ⟨sin(θd) cos(ϕd), sin(θd) sin(ϕd), cos(θd)⟩ (B.7)

Since our problem is azimuthally symmetric, we can ignore variation terms in ϕd. Substituting this

element and performing the inner product yields

1
f0

∆N
∆t = −R2

∫
D dΩd

∫
Ss
dΩs sin(θs) ⟨cos(θs), sin(θs), 0⟩ · ⟨sin(θd), sin(θd), 0⟩

[⟨cos(θs), sin(θs), 0⟩ · ⟨sin(θd), sin(θd), 0⟩ < 0]

(B.8)

which becomes
1
f0

∆N
∆t = −R2

∫
D dΩd

∫
Ss
dΩs sin2(θs) (cos(θd) + sin(θd))

[sin(θs)(cos(θd) + sin(θd)) < 0]

(B.9)
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Now we’ll break out the solid angle integration into an appropriate coordinate system, in this

case we’ll again chose a spherical system, which will introduce an additional factor of sin(θs) to

account for the annulus size formed at a given polar angle:

1
f0

∆N
∆t = −R2

∫ 2π
0 dϕs

∫ π
0 dθd

∫ 2π
0 dϕs

∫ π
0 dθs sin3(θs) sin(θd) (cos(θd) + sin(θd))

[sin(θs)(cos(θd) + sin(θd)) < 0]

(B.10)

We’re almost there! The integral is computed with 20 Monte Carlo simulations using 107

evaluation points each (see Figure B.1) and is found to be I = −5.65±0.1%. Therefore, the Monte

Carlo flux normalization factor Nreal/Nsim can be calculated. The simulation starts particles on a

sphere of radius R = 25 cm and input flux of f0 = 105 cm−2s−1sr−1, so we have

1

f0

∆Nreal

∆t
= −R2I = 3.5× 103 cm2sr (B.11)

∆Nreal

∆t
= (105 cm−2s−1sr−1)(3.5× 103 cm2sr) = 3.5× 108 s−1 (B.12)

which indicates the actual number of electrons that would pass through a 25 cm sphere, given a

sine pitch angle distribution. The simulation uses Nsim = 108 electrons such that the ratio that

the background electron hit results need to be modified by is

∆Nreal/∆t

∆Nsim/∆t
=
Nreal

Nsim
=

3.5× 108

108
= 3.5 (B.13)

We can check this equation is true as it must be bounded from above by the isotropic case.

Starting again with

∆N

∆t
= −

∫
D
dAd

∫
Ss

dΩsf
(
k̂s

)
k̂s · k̂d

[
k̂s · k̂d < 0

]
(B.14)

and assuming f(k̂s) = f0, we can write

1

f0

∆N

∆t
= −∆Ad

∫ 2π

0
dϕs

∫ π

0
dθs sin(θs) cos(θs)[cos(θs) < 0] (B.15)

1

f0

∆N

∆t
= −∆Ad (2π)

∫ π

π/2
dθs sin(θs) cos(θs) = −∆Ad (2π)(−1/2) (B.16)

1

f0

∆N

∆t
= ∆Adπ (B.17)
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We’ll tile a sphere with our area elements such that ∆Ad = 4πR2,

∆N

∆t
= 4π2R2f0 (B.18)

and for the same case as above, R = 25 cm and f0 = 105 cm−2 s−1 sr−1 we have

∆N

∆t
= (2.5× 104 cm2sr)(105 cm−2s−1sr−1) = 2.5× 109 s−1 (B.19)

So for Nsim = 108, we would have the Monte Carlo factor Nreal/Nsim = 25, which is indeed above

our sine pitch angle distribution case. Calculations like this are standard practice in normalizing

results from Monte Carlo, but a special thanks to Michael McCarthy for guidance on this calcula-

tion! E.g., a similar calculation is performed using Geant4 spacecraft background radiation results

in (Lund & Jevremovic, 2019).
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Figure B.1: Monte Carlo convergence plot of the first 10 solutions to the integral I. The lower plot
refers to the relative convergence to the average value obtained at 107 evaluation points.



Appendix C

AXIS Coded Aperture Deconvolution Algorithm

Listing C.1: Python coded aperture deconvolution method

import numpy as np

from s c ipy . ndimage import zoom

def f f t c o n v ( rawImage , decoder ) :

# Stack an empty row and column onto the d e t e c t o r image

# in order to have an i n t e g e r mu l t i p l e o f the decoding mask

rawImage = np . hstack ( [ rawImage , np . z e r o s ( [ 1 6 , 1 ] ) ] )

rawImage = np . vstack ( [ rawImage , np . z e r o s ( [ 1 , 1 7 ] ) ] )

# sc ipy . ndimage . zoom used here to upsca l e image 2x

re s i zedImage = zoom( rawImage , 2)

# Fourier space mu l t i p l i c a t i o n

image = np . r e a l (np . f f t . i f f t 2 ( np . f f t . f f t 2 ( re s i zedImage ) ∗ \

np . f f t . f f t 2 (np . rot90 ( decoder , 2 ) ) ) )

# Set minimum va lue to 0

image += np . abs (np .min( image ) )
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# Sh i f t to by h a l f o f image l en g t h a f t e r convo lu t i on to recen t e r

return s h i f t ( image , int ( len ( image )/2)+1 , int ( len ( image )/2)+1)

def s h i f t (m, hs , vs ) :

’ ’ ’

m: input image

hs : h o r i z on t a l s h i f t

vs : v e r t i c a l s h i f t

Adapted to Python from the Matlab ve r s i on in Accorsi , 2001

’ ’ ’

# Get o r i g i n a l image s i z e

rm , cm = np . shape (m)

# Sh i f t each quadrant by amount [ hs , vs ]

return np . b lock ( [ [m[ rm−vs : rm , cm−hs : cm ] , m[ rm−vs : rm , 0 :cm−hs ] ] ,

[m[ 0 : rm−vs , cm−hs : cm ] , m[ 0 : rm−vs , 0 : cm−hs ] ] ] )



Appendix D

Calculation of Inverse Compton Scattering X-ray Signal at Jupiter

This appendix describes a recalculation and reanalysis of the inverse Compton scattering

(ICS) interaction between solar photons and ultra-relativistic electrons in Jupiter’s radiation belt

that was originally performed in Numazawa et al. (2021a), but the calculation was not explic-

itly published. This reanalysis was performed in order to inform the COMPASS X-ray science

goals which involved estimating the signal strength and spectrum of various X-ray targets. Code

to plot and evaluate this calculation can be found at https://www.github.com/GrantBerland/

InverseComptonScattering.

Our starting point is the power spectral density of the Sun, assuming blackbody radiation:

Sλ =
2πc2h

λ5
1

ehc/λkT − 1
[W/m2/nm] (D.1)

and we’ll impose that the integration of Sλ over wavelength must be equal to the total spectral

irradiance at Earth:

ISun, Earth =

∫
λ
Sλ dλ = 1360.8 W/m2 (D.2)

We use the following relationship to scale the solar photon intensity ISun from Earth to Jupiter:

ISun(rJupiter) = ISun(rEarth) ·
(
1 AU

5 AU

)2

(D.3)

We are interested in the individual photons at each wavelength, so we divide by the energy per

photon, E = hc/λ [J/photon]:

Nλ = Sλ · λ
hc

[photons/m2/s/nm] (D.4)

https://www.github.com/GrantBerland/InverseComptonScattering
https://www.github.com/GrantBerland/InverseComptonScattering
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Figure D.1: (Left) The solar blackbody photon spectrum at Earth. (Right) The photon number
density disribution versus energy at Jupiter.

And integrate over infinitesmal wavelength bins dλ to obtain the continuum number of photons at

each wavelength:

N =

∫ ∞

λ′
Nλ · dλ =

∫ ∞

λ′
Sλ · λ

hc
· dλ [photons/m2 − s] (D.5)

To get the volumetric number density of photons at Jupiter, we assume that in 1 second the photons

(which at 5 AU are a parallel beam from an infinitely far point source) transit a box the size of

∆x = c∆t = 3× 108 m, where ∆t is unity. We’ll then divide by the box side length and multiply

by the duration of unity to obtain

Nph = ∆t · 1

c∆t
N =

1

c
N [photons/m3] (D.6)

Figure D.1 shows the solar blackbody spectrum at Earth and the photon density distribution

versus energy at Jupiter. From Blumenthal and Gould (1970) the differential cross section for

photon production from inverse Compton scattering (i.e. Compton scattering in the high-energy

electron limit) is

dNγ,e

dtdϵ
=
πr20c

2γ4
N(ϵ0)dϵ0

ϵ20

(
2ϵ ln

ϵ

4γ2ϵ0
+ ϵ+ 4γ2ϵ0 −

ϵ2

4γ2ϵ0

)
(D.7)

where the very first term becomes

πr20c

2γ4
=

3σT c

16γ4
(D.8)
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by substituting the Thomson cross section in place of the classical electron radius, r0, where ϵ0 is the

incident photon energy in[J ], ϵ1 is the scattered photon energy in [J ], N(ν0) is the incident photon

field number density in [photons/m3], γ is the electron relativistic factor, and σT = 8/3 πr20 =

6.6524 × 10−25 cm2 = 6.6524 × 10−29 m2 is the Thomson cross section. The photon spectra for

optical and UV photons scattering from an ultra-relativistic electron popluation is shown in Figure

D.2. NB: this spectral integration assumes the Thomson cross section for electrons is valid, that is

Figure D.2: The photon spectral distribution after scattering between discrete photon wavelengths
and 50 MeV electrons using the Thomson scattering cross section.

to say the photon energy after the first Lorentz boost:

γ ϵ0 ≪ mc2 = 511 keV/c2

and if the above condition is true, the final photon energy in the lab frame gains another

factor of γ such that the final energy is ϵ1 = γ2 ϵ0. Averaged over all solid angles, the average
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energy after scattering is then

⟨ϵ1⟩ =
4

3
γ2 ϵ0

If we instead use the Klein-Nishina cross section in place of the Thomson cross section, we obtain

a result that is true for both the Thomson scattering regime and for higher photon energies:

dNγ,e

dtdE1
=

3σT (mc
2) c

4γ

n(ϵ)dϵ

ϵ

[
2q ln q + (1 + 2q)(1− q) +

1

2

(Γeq)
2

1 + Γeq
(1− q)

]
(D.9)

where we are writing the scattered photon energy in terms of the initial electron energy

ϵ1 = γmc2E1 (D.10)

and we have the terms

Γe =
4ϵγ

mc2
, q =

E1

Γe(1− E1)
(D.11)

where this expression is valid for all Γe (where Γe ≪ 1 =⇒ Thomson scattering), under the

assumption that we have high-energy electrons; γ ≫ 1. Figure D.3 shows the photon spectrum

formed when the solar blackbody spectrum scatters with monoenergetic electron populations.

Figure D.3: The solar blackbody photon spectrum after scattering with an electron population that
has discrete kinetic energies.

In order to combine the photon spectrum with an electron spectrum, we can write, again
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from Blumenthal and Gould (1970):

dNTot

dtdϵ1
=

∫ ∫
dNe

dNγ,e

dtdϵ1
(D.12)

we’ll chose integration over electron gamma factor, i.e. dNe = Ne(γ)dγ, and use our spectrum from

above,

dNTot

dtdϵ1
=

∫ ∫
Ne(γ)dγ

dNγ,e

dtdϵ1
(D.13)

where below we present Jupiter’s electron spectra as a function of L-shell and electron γ. We

implement the Jovian electron distribution from Divine and Garrett (1983), which is shown plotted

over L-shell and electron energy in Figure D.4. The resulting diffuse photon emissions, integrated

Figure D.4: Jovian radiation belt electron model from Divine and Garrett (1983).

between 0.2 – 10 keV and mapped spatially from L-shell to 2D coordinates is shown in Figure D.5.
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Figure D.5: Estimate of spectral power between 0.2 – 10 keV from inverse Compton scattering
between solar photons and Jupiter’s radiation belt.
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