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Modern optical imaging systems make extensive use of computational power for analog pre-

processing, analog to digital conversion and digital post-processing. The joint design of these 

elements can be used to optimize the information throughput of optical imaging systems. This 

paradigm, termed computational optical imaging, aims at optimizing the output of optical 

systems in the form of imaging metrics, multidimensional imaging, feature detection, 

compressive sensing, etc. However, most optical imaging systems rely on the scalar wave theory 

of light to analyze these modern systems. Light, being an electromagnetic wave is vectorial in 

nature leading to significant errors in the scalar model when the propagation medium is 

anisotropic, inhomogeneous or non-linear. Electromagnetic optics, on the other hand, is an all-

encompassing theory of light in the classical limit that takes into account the coupled nature of 

electric and magnetic fields. 

In this respect, the effects of anisotropic emission from a fixed dipole emitter on high 

numerical aperture super-resolution microscopy are investigated. Wide field microscope 

configurations that allow simultaneous acquisition and measurement of the 3D position and 

orientation parameters of multiple fixed dipole emitters are proposed. The performance limits of 

these systems for the 5D imaging of fixed dipole emitters are quantified through comparison of 

the Cramer-Rao lower bounds in a photon limited environment. Further, experimental validation 

is provided for simultaneously estimating the 5D dipole parameters using the double-helix phase 

mask. Binary multi-level fabrication of efficient phase modulation elements to engineer the 

Green's tensor response of the system to a dipole input is demonstrated.  
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High numerical aperture objectives give rise to steep incident angles on lens surfaces, 

leading to resolution losses in imaging systems due to aberrations caused by the incorrect 

assumption of linearity between the incident and refracted angles at material interfaces. A new 

paradigm, termed infinitely refraction-linear artificial material (IRAM), is proposed to tackle this 

problem. IRAM maintain the linear relationship between incident and refracted angles beyond 

the paraxial limit. The inherent anisotropic material parameter requirements for IRAM are 

summarized. The performance of IRAM lenses is compared to that of conventional isotropic 

lenses by simulating the diffraction limited spot size of these lenses in Zemax. It is shown that 

with proper design IRAMs have the potential to improve the resolution of optical imaging 

systems. Further, another class of artificial metamaterials that use magnetic resonance to realize 

exotic optical properties is discussed as candidates for super-resolution using the super-lensing 

effect. 
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Fig. 2.10 Lower bound of the precision (standard deviation) for estimating the azimuthal  

angle ( ) polar angle ( ), and the 3D position ( ) w.r.t to defocus (z0) for a dipole oriented 

along (A) Θ=90
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and (B) Θ=45

o
, Φ=45

o
. Blue solid curves represent the standard PSF 

case and dashed red curves represent the DH case. The plots on the left are shown for zero 
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Chapter 1 Introduction 

Optical Imaging in the classical sense can be thought of as establishing an isomorphism 

between a source and its output. The three basic components of any conventional imaging 

system are an optical electromagnetic source, an optical system that maps that source to an 

output and a sensor array. However, the technological progress and inventions of the past few 

decades have revolutionized the imaging world in a way that a more modern definition is 

necessary in order to encompass the emergent field of computational optical imaging. 

Computational optical imaging, can be generalized as the modulation, transfer, collection, and 

processing of an optical signal, originating from an object due to emission, absorption, reflection, 

or scattering, in order to extract valuable and specific information about the (possibly 

inaccessible) object.   

 

Fig. 1.1 Schematic of a modern computational optical imaging system: It generally consists of 

controlled illumination; spherical/aspherical lenses; SLM, phase masks, holograms, etc. for 

signal modulation; detector and a signal processing and reconstruction unit. The goal of a 

modern system is to jointly optimize all these components to increase its information throughput. 

The optimization can be either active or passive depending on the application. 

 

Modern computational optical imaging systems typically are composed of five 

components: controlled illumination; passive devices like spherical/aspherical lenses; Spatial 
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light modulator (SLM), phase masks, holograms, etc. for signal modulation; detectors; and a 

signal reconstruction and processing unit (see Fig. 1.1). The rationale behind this approach stems 

from the fact that a joint design of these elements can provide gains in information[1]–[8]. 

For decades, geometrical optics and scalar wave optics have been the prime theories used 

to design and explain most of the imaging phenomena. However, as we push the limit of optics 

towards subwavelength designs, single molecule imaging, novel optical metamaterials, etc., the 

complexity of optical components has increased, requiring a more rigorous and fundamental 

approach, namely electromagnetic optics. In electromagnetic optics, the vectorial nature of light 

is not neglected as opposed to the scalar approximation in wave optics. For example, high 

numerical aperture objectives with NA ~ 1.4 are commonplace in single molecule fluorescence 

experiments and it can be shown that unlike the predictions of the scalar theory the point spread 

function (PSF) of high NA systems is non-symmetrical in the transverse plane[9]. Also, in single 

molecule experiments, when the fluorescence protein is rotationally immobile, the emission 

pattern is anisotropic and resembles that of a dipole. The impulse response due to anisotropic 

emission also requires a complete vectorial theory of optics. In the past decade, there has been 

tremendous interest in exploring a new regime of artificial materials, known as metamaterials 

that exhibit properties not readily available in nature and can be used as building blocks for 

exotic lenses. Owing to the fact that metamaterials derive their properties from structure rather 

than composition, most metamaterials are inhomogeneous, anisotropic and spatially dispersive. 

On the contrary, the scalar approximation of electromagnetic optics holds when the medium is 

isotropic and homogeneous and thus there is a need to study these materials from the perspective 

of the vector theory. 
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1.1 Historical perspective of imaging 

The advent and progress of computational optical imaging has been long coming and can 

be attributed to the various revolutions in imaging[10].  

The three main components of any traditional optical imaging system are an input, a 

mapping device and a detector (ex: the human eye). The input most likely is either a remote 

source or a source whose information cannot be collected directly. The earliest form of imaging 

device was the pin-hole camera, also known as Camera Obscura. The main issue with the pin-

hole setup was the poor light-collection efficiency thus requiring extremely long exposures. 

Although, lenses were in existence over 2700 years ago, they were mainly used as a burning 

device by focusing the sun’s light. The use of lenses for imaging wasn’t realized until Brewster 

used it to take the first photograph in 1800. This led to the first revolution in imaging: the birth of 

simple optical instruments like the microscope and telescope. These devices were mainly used to 

enhance human vision. The fact that readily available glass is extremely transmissive in the 

visible spectrum made it so that a plethora of such optical imaging devices were conceived. 

However, storing and exchanging images was still a challenge. 

The second revolution in imaging came with the invention of the photographic film. Up 

until the invention of the film, most image exchanges occurred through man-made traces. The 

first use of the photochemical process was made by Niepece and later improved by Daguerre. 

The exposure times required were long and only stationary subjects could be captured. In the 

latter years, huge improvements were made to the film and its development process. With the 

introduction of flash photography and faster optical elements, dynamic scenes could now be 

imaged. From there on photographic films served a three-fold purpose of sensing of an image, 

storing an image and as a modulation device for optical information processing. Although, the 
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film did a pretty good job in all three areas, with the advent of electronic sensors, a more 

homogeneous optical processing device was in order. There are mainly two types of light 

modulators in use today: one’s that use liquid crystals and other that use deformable mirrors. 

These electronic modulators have almost completely replaced the photographic film for optical 

information processing purposes.  

The third revolution came about with the invention of the active senor pixel. This can be 

attributed to the advent of the CCD/CMOS sensors[11]. These sensors generally consist of two 

dimensional arrays of active pixels that act as photo-detectors. In both types of sensors, an 

electronic charge is generated when the light hits an active pixel creating a voltage at that pixel. 

The electronic circuitry in the detector then converts this voltage into digital values. The 

electronic sensor has helped in the seamless integration of a complete optical imaging system, 

where image detection can be done on much faster time scales than previously possible. 

We are now entering a new revolution of imaging termed as computational optical 

imaging. The miniaturization of computers combined with the ever increasing processing power 

and data storage capacity has been a key factor in the development of computational optical 

imaging systems. The earliest use of computers was in digitizing analog data to produce digital 

images that could be easily stored, reproduced and transmitted; thus giving birth to new 

disciplines such as machine vision and digital image processing. It was soon realized that apart 

from just analyzing captured images, computers can be utilized as a pre-processing tool as well. 

Thus, the goal of a computational optical imaging system is to jointly optimize the analog 

preprocessing, analog-to-digital conversion and the digital post-processing for gains in 

information. This gain can be in the form of imaging metrics (spatial resolution, depth of field, 

field of view, etc.); multidimensional imaging (2D to 3D images, spectral/polarization map etc.); 
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feature detection (object shape, size, color, etc.); compressive sensing, etc.  In this thesis I will 

mainly be focusing on the imaging metrics aspect of computational optical imaging, specifically 

on spatial resolution. The following few sub-sections will elaborate on a few key terms that will 

be used throughout this work.  

1.1.1 Diffraction limit   

The resolution of all optical imaging systems is limited by what is known as the 

diffraction limit. This limit can be attributed to the fact that information about subwavelength 

features is encoded in the form evanescent waves. These waves decay exponentially and all the 

information about structures smaller than the wavelength of light is lost in the far-field. Due to 

the pioneering work of Abbe[12] and Rayleigh[13], the resolution limit due to diffraction was 

established to the order of ~λ/2, λ being the wavelength of light.  Thus for visible light, the 

smallest resolvable features are on the order of ~200-400nm. 

1.1.2 Optical Aberrations  

The diffraction limit is a fundamental limit and assumes a perfect optical imaging system. 

However, achieving this fundamental limit is also challenging due to imperfections introduced 

by optical lenses. These imperfections manifest themselves as optical aberrations and can be 

broadly divided into chromatic and Seidel aberrations. Chromatic aberrations are the result of the 

wavelength dependence of refractive index leading to a wavelength dependent shift in the focal 

point. On the other hand, Seidel or wavefront aberrations are a result of the paraxial 

approximation used in the design of lenses. In the paraxial limit, the sine of the angle of ray of 

light at an interface is approximated to the angle itself. Thus the higher order terms of the sine 

function are neglected. For rays, that subtend large angles at optical lenses, this approximation 

fails leading to third and higher order aberrations. Aberrations have the effect of further 

degrading the spatial resolution of optical systems.    
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1.1.3 Optical super-resolution 

 “Super-resolution”, as the name suggests implies resolution beyond the diffraction limit. 

In the last couple of decades there have been significant breakthroughs in overcoming the 

diffraction limit. By altering the source or the optical systems itself, it is now possible to resolve 

subwavelength features in certain systems. The phenomena of super-resolution can be mainly 

divided in two categories as: far-field and near field super-resolution.    

Far-field super-resolution 

The recent emergence of “super-resolution” far-field optical microscopy techniques has 

provided a means for attaining resolution beyond the diffraction limit (~250 nm) in noninvasive 

fluorescence imaging of biological structures[14], [15]. A subset of these techniques 

(STORM[16], PALM[17], f-PALM[18], PAINT[19], and BLINK[20]) relies on precise 

localization of sparse subsets of single-molecule emitters to surpass the diffraction limit by up to 

an order of magnitude (precisions of tens of nm).  

 

Fig. 1.2 Far-field super-resolution: Conventional image vs. super-resolved image. The figure 

shows the working of far-field super-resolution system where sparse subsets are imaged 

separately and later combined to form an image that is not limited by diffraction. Also shown on 

the bottom left is the image using a conventional microscope. 
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 These methods typically employ image fitting that assumes an isotropic emission pattern 

from the single emitters as well as control of the emitter concentration. Fig. 1.2 illustrates the 

general working principle of the function super-resolution method. Computational techniques are 

used in post-processing time-multiplexed images, image-fitting, and for addressing 

correspondence issues between multiple frames. 

Near-field Super-resolution: 

This method refers to imaging beyond the diffraction limit by extracting information that 

would otherwise be lost in the evanescent waves. Since evanescent waves decay on the order of 

wavelength of light, these techniques generally work in the near field. Microscopy methods such 

as (apertureless) near-field scanning optical microscopy (A/NSOM), 4pi microscopy, superlens, 

etc., fall under the category of near-field super-resolution methods. Of these, superlens 

microscopy requires use of novel metamaterial lenses[21]–[26] whose properties are derived 

from its structure rather than just its composition. Thus the shape, size, arrangement and 

composition provide many degrees of freedom for optimizing the properties of metamaterials 

using computational techniques.  

1.1.4 Point spread function (PSF) engineering 

 PSF engineering refers to the modulation of the impulse response of an optical system in 

order to recover some information that was previously inaccessible. As an example, PSF 

engineering can be used as a means to extract or extend the depth information of optical systems. 

As shown in Fig. 1.3, the PSF of a standard optical system consisting of a circular aperture is the 

well-known airy-disc. As the point object moves away from focus, the airy-disc gets blurred 

further making it challenging to estimate the position of the object for photon-limited systems.  
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Fig. 1.3 PSF engineering: The figure shows the PSF for the standard and non-standard apertures 

as the point object is defocused within a 1 micron depth range. The standard aperture’s PSF is 

the well- known airy-disc that blurs with defocus. Astigmatism introduces asymmetry in the 

transverse focus. Introduction of the double-helix phase mask causes the PSF to split into two 

symmetric lobes that rotate as a function of defocus. The cubic phase is used to extend the depth 

of field by creating a PSF that remains constant with defocus. 

By inserting an appropriate amplitude/phase element in the pupil it is possible to modify 

the behavior of the PSF. Astigmatic PSF[27], [28], as the name suggests, introduces asymmetry 

in the response of the PSF making it possible to distinguish between positive and negative 

defocus. The double-helix phase mask[29]–[31] consists of phase discontinuities placed in a way 

that the energy is redistributed between two lobes that rotate as a function of axial defocus. The 

transverse position of the point object can be found by finding the center of the two-lobed 

pattern, whereas the angle between the two lobes determines the amount and direction of 

defocus. The cubic-phase mask[32] differs from the astigmatic and double-helix in the sense that 

it is primarily used to extend the depth of field. As shown in the figure, the PSF remains constant 

as a function of defocus and by deconvolving the constant PSF with the obtained image it is 

possible to obtain an image that remains relatively sharp for a large depth of field. 
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1.2 Electromagnetic Optics 

In the classical sense, light is just a form of electromagnetic radiation and follows the 

same laws as all other electromagnetic waves and is governed by Maxwell’s equations. Thus 

light consists of electric and magnetic vector fields that are coupled together and are in general 

perpendicular to the direction of propagation of light. The entire electromagnetic spectrum 

covering waves from low frequency radio waves to ultra-high frequency gamma rays is shown in 

Fig. 1.4(a). Optics, in general, deals with radiation that lies between the UV and Infrared. The 

spectrum between 400 to 800 nm is termed as visible light.  

  

 Fig. 1.4 (a) Shows the electromagnetic spectrum ranging from very low frequency (~10
3
 Hz) to 

gamma rays (10
21

 Hz). Optical frequency covers a small region of this spectrum with 

wavelengths ranging from the infrared (10
12

 Hz) to the ultra-violet (10
16

 Hz). Visible light covers 

wavelength ranges from ~200nm to ~800nm (b) Shows the various theories of optics in a Venn 

diagram. Ray Optics is an approximation of Wave Optics which is the scalar approximation of 

Electromagnetic Optics.. 

 

There are several different theories that can be used to describe the nature of light. Each 

theory has its advantages and disadvantages in terms of its simplicity and applicability. 

Although, it is not always obvious which theory should be used, apriori knowledge about the 

problem at hand can prove to be extermely viable. A Venn diagram of different approximate 

theories of optics is show in Fig. 1.4(b). The most simplified theory of light is called ray optics 

also commonly known as geometrical optics. The underlying assumption of ray optics is that the 

phase and amplitude changes of the light wave occur on spatial scales much larger than its 
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wavelength, and a set of geometrical rules can adequately describe the nature of light. Thus in 

the ray-optics limit the wavelength of light is assumed to be zero. Using ray optics it can be 

shown that in a constant medium, light rays always travel in straight lines. Another major result 

of ray optics is the Snell’s law that relates the incident angle of a ray to the reflected/refracted 

angle near dielectric boundaries. Ray optics can also be used to find the location of an image in 

an imaging system but the effects of diffraction cannot be explained using ray optics.   

Wave optics or physical optics is a more comprehensive description of electromagnetic 

waves and it also encompasses ray optics. Optical phenomena like diffraction and interference 

can be easily explained using the wave nature of light. The finite wavelength of light is an 

important factor in determining the outcomes of the wave theory and structures that are on the 

order of wavelength of light can be studied using wave optics. Although wave optics can explain 

most physical phenomena, a major assumption is that the vectorial nature of light can be replaced 

by a simpler scalar assumption based on the fact that the coupling between the various vector 

fields is small.  

Electromagnetic optics, on the other hand, is that branch of optics that takes into 

consideration the vectorial nature of light and is an all-encompassing theory in the classical limit. 

However, certain phenomena require a more rigorous theory comprising of the quantum nature 

of light. This can be termed as quantum optics but is out of the scope of this thesis. 

Electromagnetic optics is important to explain several optical phenomena such as a complete 

description of light at boundaries of dielectric media, propagation inside non-linear and/or 

dispersive media, magnetically active metamaterials, polarization effects, etc. Thus, electro-

magnetic optics encompasses wave optics which in turn encompasses ray optics. To illustrate the 
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difference between scalar and vector optics let’s look at Maxwell’s equations. In absence of free 

charge the four Maxwell’s equations are given by 
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Here,  and are the vector electric and magnetic fields respectively with components 

in the x, y and z directions. The medium in which the wave propagates is characterized 

completely by its permittivity  and permeability . Note that the fields are a function of space 

and time. For a linear, isotropic, non-dispersive and homogeneous medium, it can be shown that 

by taking the curl of eq. (1.1) (1.2) and substituting eq. (1.3) (1.4) we obtain the vector wave 

equations given by   
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Where, the refractive index of the medium is defined by 
0 0n εµ ε µ= and c is the speed 

of light given by 
0 01c ε µ= . From the above equations it is clear that each component of the 

electric and magnetic field satisfies the wave equation individually with no coupling between the 

various fields and the scalar form can be written as  
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 represents the scalar field components and is a function of position and 

time. Thus as long as the propagation medium is linear, isotropic, non-dispersive, and 

homogeneous, the scalar approximation of the wave equation is generally valid.  However, when 

E
��

H
���

ε µ



12 

 

one or more of the above four conditions is not satisfied, a coupling is introduced between the 

various scalar terms rendering the scalar optics approximation invalid. The scalar approximation 

also introduces errors when boundaries conditions are introduced and thus care has to be taken 

while applying the scalar theory at the edges of apertures. Although, the scalar theory of light 

finds applications in a wide variety of scenarios and has been successfully applied to a wide 

variety of imaging problems, there is a need to study polarization based modern imaging systems 

using the electromagnetic optics approach. In the following section, I will elaborate on the 

situations where the vector approach is needed and this also forms the basis of the main 

motivation behind this thesis. 

1.3 Motivation and main contributions 

1.3.1 Anisotropic emission of molecular dipoles  

As shown in section 1.1.3, far-field “super-resolution” methods have been able to 

overcome the diffraction limit by isolating single molecules and fitting them to find the true 

position of the molecules, thus improving the resolution by an order of magnitude. The major 

assumption for single-molecule fitting is that the emission pattern of single molecules is 

adequately described by the scalar Green’s function of a point source, i.e. a spherical wave.  

However, anisotropic single-molecule emission patterns arise from the transition dipole moment 

when the dipole is rotationally immobile, depending highly on the molecule’s three-dimensional 

(3D) orientation and z position. For point dipoles, it is important to consider the dyadic Green’s 

function that takes into account the polarization of the molecular dipoles.  Failure to account for 

this fact can lead to significant lateral (x, y) mislocalizations (up to ~50-200 nm)[33], [34]. This 

systematic error can cause distortions in the reconstructed images, which can translate into 

degraded resolution.  
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The 3D orientation and location of individual molecules also serves as an important 

marker for the local environment and the state of a molecule. The photo-physical properties of 

individual fluorophores depend on both the orientation and location of the molecule with respect 

to its environment. Therefore, direct measurement of these properties is of interest[35], [36] for 

sampling the local environment, detecting chemical reactions, measuring molecular motions, 

sensing conformational changes and as a means to realize optical resolution beyond the 

diffraction limit[16]–[18], [27], [37]. Furthermore, using wide-field microscopy for single-

molecule detection allows for parallelized information throughput from a three-dimensional 

volume, potentially containing many events of interest. Therefore dipole localization and 

orientation estimation is important for biological sensing and imaging. However, previously 

reported single-molecule orientation techniques normally operate within a reduced depth of 

defocus [38]–[40] and/or on one molecule at a time[40], [41] , significantly limiting their 

applicability. While some of these techniques could be extended to operate in a longer field of 

view, our study shows that they are not optimal or sensitive enough. These limitations restrict the 

number of available degrees of freedom to analyze a three dimensional (3D) volume including a 

multitude of molecules.  

The joint imaging of the 3D location and 2D orientation[42]–[47] is termed as 5D 

imaging of single-molecules and is presented in Chapter 2. We propose and analyze wide field 

microscope configurations to simultaneously measure the position and orientation of multiple 

fixed dipole emitters. Examination of the images of radiating dipoles reveals how information 

transfer and precise detection can be improved. We use an information theoretic analysis to 

quantify the performance limits of position and orientation estimation through comparison of the 

Cramer-Rao lower bound (CRLB) in a photon limited environment. Further, experimental 
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verification is provided for simultaneously estimating the position and orientation of fixed 

dipoles using the double-helix phase mask. The fabrication of efficient phase masks as 

diffractive optical elements using the binary multi-level exposure method on glass substrates is 

demonstrated in Chapter 3. 

1.3.2 Magnetic resonance required for NIM using metamaterials 

Metamaterials are artificially structured materials whose properties can be engineered by 

altering the shape, size and composition of the structural units composing it. In the long 

wavelength limit; where the wavelength of light is much greater than the periodicity of these 

units; metamaterials can be assigned macroscopic optical constants. Such materials, if properly 

designed, can exhibit non-conventional properties, like negative refractive index[48], [49] and 

ultra-low refractive index[50], [51]. This could lead to applications such as imaging with 

subwavelength resolution using a flat lens[48], optical nanocircuits[52], and cloaking[53]–[57]. 

In this regard, materials that exhibit magnetic resonance have recently attracted interest for 

synthesizing exotic optical properties of metamaterials. However, none of the known naturally 

occurring materials are magnetic near optical frequencies. In Chapter 4, we present a 

metamaterial architecture that exhibits strong magnetic resonance at optical frequencies[58], 

[59]. The metamaterials structure proposed here consists of silver nano-wires whose properties 

depend on the polarization of the incoming light making wave optics an incomplete theory to 

characterize the properties of metamaterials. 

1.3.3 Infinitely refraction-linear artificial materials (IRAM)  

Classical optical imaging systems consist of a series of refracting (or reflecting) surfaces 

interfacing among homogeneous isotropic materials that generally have a common axis of 

rotational symmetry. The surfaces are used to bend light rays originating in an object according 

to the laws of geometrical optics to form an image. According to the Gaussian optics 
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approximation[60], the angle that a ray from a point object makes with the optical axis or a 

surface normal is considered small so that the law of refraction takes a simple form. The rays 

traced in this approximation are called paraxial rays and all the rays diverging from a point 

object and propagating through the system converge to a point named the Gaussian image point. 

However, if the rays are traced according to the exact geometrical optics laws, they generally do 

not converge to an image point resulting in aberrations.  

Traditional optical design aims at correcting such aberrations via multiple surface and/or 

multiple material systems that meet a set of performance requirements and constraints[60]. 

Modern lens design can also take advantage of aspheric[61], graded index[62], diffractive or 

holographic lenses[63] to reduce aberrations and overall complexity and size. Techniques that 

incorporate these uncommon lenses have become increasingly attractive for high-end 

applications such as medical endoscopes or lightwave communications, while pervasive in 

consumer electronics such as cell-phone cameras. However, even with all these techniques at 

hand, optical designs are still based on ray tracing optimizations over tens or hundreds of 

dimensions that typically result in tradeoffs in terms of performance, size, weight, and form 

factor.  

In Chapter 5, we propose a new paradigm for optical design based on artificial materials 

determined by design. The proposed infinitely refraction-linear artificial materials (IRAM) 

enable three-dimensional or high NA optical elements to maintain a linear relationship between 

input and output angles of refraction over a large field of view. By using first-order 

approximation, it can be shown that IRAMs are inherently anisotropic and thus polarization 

characteristics of light, accounted for by electromagnetic optics, need to be considered. 

A summary of the thesis and future work is presented in Chapter 6. 
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Chapter 2 5D imaging: 3D localization and orientation estimation of 

single-molecules  

 

2.1 Introduction 

Single molecules that freely move exploring all possible orientations can be modeled as 

point emitters as a result of the rapid and random orientation changes on a time scale much 

shorter than the integration time of the detection device. Standard optical microscopes have been 

used to localize isotropically emitting molecules and extended to all three dimensions with the 

use of point spread functions (PSF) engineered specifically for 3D localization of isotropic 

emitters. Techniques that use multiple defocused image planes [12, 13], astigmatic optics[27], 

and Double-Helix PSFs [4, 14, 15] have been particularly successful in demonstrating that the 

optical system response can be tailored to enhance 3D localization performance [68]. Efficient 

estimators have demonstrated experimentally the possibility of reaching the fundamental limit of 

3D localization precision provided by the Cramer-Rao Lower Bound (CRLB) [17, 18]. The use 

of an accurate system model, proper estimators, and calibration are critical to achieve the 

localization precision limit and avoid bias [15, 17–19].  

However, the application of these techniques to dipole emitters such as fixed single 

molecules, where the isotropic assumption is not valid, is not straightforward and if the proper 

model and estimator are not used they can lead to orientation-dependent systematic errors[33], 

[34], [72], [73]. Enderlein et al.[33] have shown that fitting such a single-molecule image to a 

2D Gaussian can result in position errors of tens of nm for molecules located in the microscope’s 

focal plane. Even more strikingly, Engelhardt et al.[34] noted that with modest defocusing (z = 

±300 nm), the position error associated with fitting to a centroid can exceed 100 nm for certain 
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single-molecule dipole orientations. If labels are sufficiently rotationally mobile such that they 

explore much of the orientation space within a single acquisition, this effect is averaged away 

and accuracy can be recovered. However, in some cases labels of biological structures can 

exhibit well-defined orientations[74]. Furthermore, fluorophores can be purposely anchored to 

convey orientation information about biological macromolecules, such as in various SM studies 

on motor protein translocation[75]–[77].  

There are many established methods for determining dipole orientation of single 

fluorophores. Approaches have been developed which rely on excitation and/or emission with 

multiple polarizations[20], [78], introducing defocus and pattern matching[71], direct imaging of 

pupil functions[40], and using annular illumination to create characteristic field distributions[79], 

to name a few. The alternating measurement of 2D position and orientation has also been 

addressed[80]. Two groups considered simultaneous 2D localization and orientation fitting for 

molecules located in the focal plane[39] or for molecules at a known defocus[69]. However, 

most of these methods rely on imaging the total intensity of the dipole emission pattern, thus 

ignoring any polarization sensitive information that is inherently encoded in the Green’s tensor 

response of a rotationally immobile molecular dipole.  

This chapter addresses the design of optical microscope systems for the specific task of 

estimating the location and/or 3D orientation of multiple fixed dipoles in a wide field system. 

The goal is to create a system (or systems) that can precisely distinguish among different dipole 

positions and orientations in 3D space. The response of a system to a dipole input for different 

positions and orientations is the dipole spread function or more precisely the Green’s tensor. 

Thus Green’s tensor engineering for the estimation of dipole localization and orientation is the 

generalization of PSF engineering for the case of isotropic emitters (see Fig. 2.1(a)). The key 
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difference is the a priori assumption about the nature of the emitting particles and its implications 

for the optical system design. PSF engineering assumes the imaging of point emitters and has 

demonstrated the possibility of generating information efficient responses that encode the desired 

parameters. Similarly, Green’s tensor engineering addresses the possibility of shaping the optical 

response to fixed dipoles at varying orientations. With the additional degrees of freedom in 

dipole orientation, the prior PSF designs may no longer provide optimum information efficient 

solutions, hence opening opportunities for novel task-specific designs. We present solutions 

based on polarization encoded imaging that overcome the limitations of polarization insensitive 

systems currently in use [8–10, 19, 20, 24]. In section 2.2, we describe the analytic expressions 

used to model microscope systems that image the field distributions of fixed dipoles. We present 

the field distributions for representative dipole orientations and for specific microscope systems. 

In section 2.3, we use the CRLB to compare these systems based on their ultimate capacity to 

estimate the location and 3D orientation of fixed dipoles. It is established that the precision lower 

bounds using a double-helix microscope are much lower than the standard systems and 

experimental validation is provided in section 2.4. In section 2.5, we analyze the CRLB of the 

spiral (vortex) phase mask that contains a single phase discontinuity.  
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Fig. 2.1 Point Spread Function Engineering versus Green’s tensor engineering: (a) The PSF is 

the response of the system to a point source whereas the Green’s tensor is the response of the 

system to a dipole input. The output of the Green’s tensor system is a vector function of the 

dipole orientation. Each of the rows, shown at the output, corresponds to a unique dipole 

orientation, showing the total intensity and the intensity of two transverse orthogonal 

components of the electric field. (b) The position and orientation of a dipole with respect to an 

objective lens defines the input space. The origin (0,0,0) is at the focal point of the objective lens 

with the z-axis parallel to the optical axis. Here (x0, y0, z0) represent the position of the dipole and 

(Θ, Φ) represent the polar and azimuthal orientation angles respectively. 

 

2.2 Optical system model and analysis 

The electric field distribution resulting from dipole radiation has known analytic 

solutions[9]. Given the position (x0, y0, z0) and orientation (Θ, Φ) (see Fig. 2.1 (b)) of a dipole 

immersed in a medium of refractive index , the far-field radiation pattern in the spherical 

coordinate system is given by, 

    (2.1) 

   (2.2) 

where  and  denote the polar and azimuthal fields, respectively, and angles θ and φ 

denote the polar and azimuthal angle spherical coordinates. The superscript o represents the 

fields on the object side. Similarly, fields at the back aperture are represented by the subscript b.  

 is the phase factor introduced due to the position of the dipole and is given by, 

1n
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   (2.3) 

The lens acts as a coordinate transformation element that maps the fields from spherical 

coordinates (object space) to cylindrical coordinates (pupil plane). Accordingly, the fields at the 

pupil plane of the microscope objective are[9] 

   (2.4) 

where  is the refractive index after the microscope objective and the ratio 

 is required for energy conservation. The  and  fields obtained are in 

cylindrical coordinates but for convenience we decompose the fields in orthogonal linear 

polarizations.  

   (2.5) 

The Green’s tensor can now be modified by placing a polarization element described by 

Jones matrix JOE as follows  

   (2.6) 

Furthermore, a phase/amplitude mask of transmittance function PMask(x,y) in the Fourier 

plane can also modify the transfer function as follows:  and 

. In either case, the field at the pupil plane is then focused on the detector 

using a tube lens which performs to a good accuracy a scaled Fourier transform (FT) of the field 

at the pupil plane, i.e. and . The total intensity at the detector is 

given by
 

   (2.7) 
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From the above equations, it is clear that the emission pattern of the dipole, the intensity 

I, and intensity of the two linear polarizations |Ex|
2
 and |Ey|

2
 depend on the dipole orientation. Fig. 

2.2 shows the associated intensity distributions for a dipole located at the focal plane (Fig. 2.2(a)) 

and at 0.2µm from the focal plane (Fig. 2.2(b)). Each row provides the resulting intensity 

distributions for each unique dipole orientation, namely, O1: dipole along  (Θ=90
o
 Φ=90

o
); 

O2: dipole along  (Θ=0
o
 Φ=0

o
); O3: dipole along Θ=45

o
 Φ=45

o
). Fig. 2.2 also shows different 

intensity distributions demonstrating the variability when using either total intensity or two 

different polarization state decompositions. Here, all systems in consideration have been 

standardized to use an objective lens with numerical aperture (NA) of 1.4 and assume the 

emission wavelength of the emitter at λ=532 nm. The dipole is assumed to be immersed in a 

medium of refractive index =1.52. 

For a dipole oriented along  the intensity |Ex|
2
 is zero and all the energy lies in |Ey|

2
. 

This owes to the fact that the electric field of a dipole is linearly polarized along the dipole axis; 

which is true even when the dipole is defocused, implying that there is no information about the 

z-position of the dipole in |Ex|
2
 for a dipole along . In order to make sure that irrespective of the 

orientation of the dipole, neither of the two orthogonal polarizations states have zero intensity; 

we propose a set of elliptical polarization images. The elliptical polarizations are obtained by 

superposing the orthogonal linear polarizations and can be realized by using a quarter wave plate 

with principal axis at 45
o
 with the x-axis followed by polarizers along the x and y axes, 

   (2.8) 

From the above equations it can be seen that  and form an orthogonal basis set. 

The intensity distributions of these two elliptical polarizations are shown as the fourth and fifth 
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ŷ

ŷ
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columns in Fig. 2.2(a) and Fig. 2.2(b). It can be seen that for the dipole orientations considered 

here, the elliptical polarization method results in a more uniform energy distribution between the 

two images. 

 

Fig. 2.2 Simulation of the dipole spread function along three representative orientations: I is the 

detected total Intensity (single channel system), |Ex|
2
, |Ey|

2
, |E1|

2
, and |E2|

2
 (left to right) 

correspond to images obtained in two-channel systems when using either orthogonal polarizers 

(|Ex|
2
, |Ey|

2
) or a quarter waveplate with orthogonal polarizer (see text for details), whereas 

 and  represent the intensity distributions of the two orthogonal linear 

polarizations using the double-helix phase mask (DH). In (a), the dipole is at the focal plane, 

while in (b) it is located 0.2 µm from the focal plane. The dipole is oriented along (from top to 

bottom)  (Θ=90
o
, Φ=90

o
),  (Θ=0

o
, Φ=0

o
) and Θ=45

o
, Φ=45

o 
 

  

The Green’s tensor response can also be tailored by using phase masks. For instance, the 

last two columns of Fig. 2.2 show a polarization sensitive (PS) system that uses a double helix 

(DH) phase mask[66] in the Fourier plane. The DH phase mask has been extensively used for 3D 

2
DH

xE
2

DH

yE

ŷ ẑ
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localization of isotropic emitters over an extended depth range. Here we analyze its use for 

Green’s function engineering applied to fixed dipoles. Owing to the design of the DH mask, it 

generates two lobes that rotate as the dipoles are defocused, but for fixed dipoles the relative 

strength and lobe shape are significantly affected by the dipole orientation.  

The simulated images in Fig. 2.2 reveal that dipole localization/orientation information is 

carried in the images at the orientations investigated and that the total intensity microscope, the 

linear polarization microscope (with or without the phase mask), and the elliptical polarization 

microscope are worth investigating as potential candidate solutions.  

In what follows we compare different optical systems which are designed to employ 

either total intensity images, linear polarization images, or elliptical polarization images (Fig. 

2.3) as a means to retrieve information from the system towards localization/orientation 

estimation. In addition to investigating the utility of polarization modulation, we propose 

including the bi-focal microscope configuration, i.e. simultaneously capturing the images at two 

different focal planes. This configuration has already been demonstrated to be useful for axial 

localization of isotropic emitters [12, 13]. It is noteworthy that a myriad of different systems 

could be realized. The systems considered here represent an interesting subset and act as a proof 

of principle of the possibilities available for Green’s tensor engineering. Also, because of the 

inherent low signal collection in single-molecule imaging, each system is selected so that no 

photons exiting the objective pupil are lost beyond the neglected minor losses at the passive 

devices (polarizers, waveplates, lenses, and beam splitters).  
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Fig. 2.3 Schematic of the systems considered for dipole location and orientation estimation: (a) A 

traditional microscope system with a signal processing unit for Green’s function engineering. 

Category A shows three signal processing units that focus at the same plane whereas Category B 

shows the three signal processing units that focus at two different planes leading to a bifocal 

system. Parts (b) and (e), represent systems that measures the total intensity, parts (c) and (f) 

represent systems with two orthogonal polarization channels, imaging the intensities |Ex|
2
 and 

|Ey|
2
 separately, and parts (d) and (g) represent the systems with two polarization channels 

imaging the intensities of the elliptical polarizations components, (|Ex+iEy|
2
)/2  and (|iEx+Ey|

2
)/2 

separately. (h) Shows the linear polarization system with a double-helix phase mask in the 

Fourier plane. (i) Shows the five dipole orientations used to compare these six systems on a unit 

sphere. TL - tube lens, L1, L2 -relay lenses, OL1 - objective lens, DM – dichroic mirror, PBS – 

polarizing beam splitter, QWP – Quarter wave plates with fast axis along 45
o
 from x-axis. 

 



25 

 

The schematic in Fig. 2.3(a) shows the excitation laser and the microscope objective and 

represents the signal processing unit as a black box. Seven optical signal processing systems are 

split into three categories for analysis purpose. Category A (Fig. 2.3(b), Fig. 2.3(c), and Fig. 

2.3(d)) requires that the system collects information from a single focal plane. Category B ((Fig. 

2.3(e), Fig. 2.3(f), and Fig. 2.3(g)) uses two images located at two different focal depths. Also, as 

shown, the systems in Fig. 2.3(b) and Fig. 2.3(e) image the total intensity without polarization 

sensitivity. The systems in Fig. 2.3(c) and Fig. 2.3(f) consider the use of two imaging channels 

with orthogonal linear polarization states where the dipole emission is collected by a microscope 

objective and split by a polarizing beam splitter in the pupil plane. The systems in Fig. 2.3(d) and 

Fig. 2.3(g) show the use of two imaging channels that employ orthogonal elliptical polarizations 

as described in eq. (2.8). The emission light goes through a quarter wave plate with fast-axis 

aligned at 45
o
 and is then split using a polarizing beam splitter; each channel is imaged 

separately using a pair of tube lenses. Category C considers the use of linear polarization system 

with the addition of phase masks. In particular, Fig. 2.3(h) shows the PS-DH system[37], [66] 

with a DH phase mask place in the Fourier plane. 

The intensity distributions in Fig. 2.2 show that for dipoles oriented along O1:(Θ=90
o
, 

Φ=90
o
) and O2:(Θ=0

o
, Φ=0

o
) some of the systems in Fig. 2.3 might be lacking in information 

about the dipole’s position and/or orientation whereas there is always finite information for 

dipoles oriented along O3:(Θ=45
o
, Φ=45

o
). We further consider the results for two intermediate 

orientations at O4:(Θ=30
o
,Φ=30

o
) and O5:(Θ=60

o
, Φ=60

o
). Fig. 2.3(i) shows these five dipole 

orientations. These orientations were chosen as a representative set of the full 4pi steradian solid 

angle. 
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2.3 Cramer-Rao Lower Bound 

2.3.1 CRLB theory 

Cramer-Rao lower bound (CRLB) is an information theoretical measurement that will be 

used to compare various optical systems. By definition, CRLB is a lower bound on the variance 

of all unbiased estimators. Thus CRLB is independent of the estimator and can be used as a 

measure of performance of an optical system.  

Let’s consider the single parameter estimation case first. Given a random sample X1, 

X2,…Xn from a distribution with pdf pi,j(x|ψ). If we estimate the parameter ψ with any unbiased 

estimator , the theorem states that,  

   (2.9) 

The term on the left hand side of eq. (2.9) represents the variance of any unbiased 

estimator; whereas the term on the right is the CRLB. Here, E refers to the expectation and ln the 

natural logarithm. Since, the random sample appears only in the denominator, it is said to contain 

all the information about the sample and is termed as the Fisher Information (FI). Thus CRLB is 

the inverse of the Fisher information (FI). For an optical system, we generally deal with multiple 

parameters. For example, a point optical source is completely characterized by its position (x0, y0, 

z0) whereas; a point dipole is characterized by its position and orientation (x0, y0, z0, Θ, Φ). 

Moreover, for a typical optical system the final image is formed on an electronic detector and the 

space over which the fisher information is calculated can be described in terms of the detector 

pixels. Thus, in a multivariable case the FI can be written in a matrix form as [28]  
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where  is the unknown parameter to be estimated. Thus, for an N-parameter estimation 

problem, the FI is a NxN matrix. Here pi,j(k|ψ) is the probability density function (PDF) for the 

pixel in i
th

 row and j
th

 column. An important property of FI is that it is additive and thus the 

summation denotes the addition of the FI over all the pixels of the detector. If the optical system 

is split in more than one channel (ex: using a beam splitter), the FI of the system is calculated by 

adding the FI of each channel. Different noise sources can be added by appropriately choosing 

the pdf. The CRLB for the multivariable case is then given by, 

   (2.11) 

Another important measure of performance is the standard deviation which is just the 

square root of the variance. Thus the lower bound on the standard variation is given by the 

square root of the CRLB,  

   (2.12) 

The standard deviation directly yields the error lower bound in the same units as the 

measured data. We assume the imaging systems to be shift-invariant in the transverse direction, 

which is a good approximation in the central region of the field of view. Hence, the CRLB 

remains constant with transverse shifts. For 3D imaging and localization, we are interested in the 

minimum localization volume. One measure of this uncertainty volume is 

   (2.13) 

Here, , , and  represent the lower bound standard deviation along the three 

Cartesian co-ordinates and  is the volume ellipsoid generated by using the these standard-

deviations as the three semi-principal axis. Similarly, for estimating the orientation of a dipole, 

we can define the solid angle error as, 

   (2.14) 
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Here, and  are the lower bound standard deviation for the polar and azimuthal 

angles and  represents the solid angle of the cone generated using these values as the polar 

and azimuthal angles. Fixed dipoles lead to a 5-parameter estimation problem and defining the 

quantities in the above equations facilitates the analysis, comparison, and visualization. 

2.3.2  Numerical calculation of CRLB 

References[42] and [81] introduced information theoretic analyses for the study of the 

limits of precision in dipole orientation. In Ref. [42] we analyzed the 5D dipole estimation 

problem for the polarization system of Fig. 2.3(c). Meanwhile, Ref. [81] performed Fisher 

information calculations for orientation estimation using configurations that allow estimation of 

only one molecule at a time. Therefore the analysis did not include localization estimation or the 

effects of defocus. In contrast, here we analyze both the orientation and localization precision 

limits as functions of defocus and orientation for multiple configurations. All the systems 

analyzed allow for widefield imaging and hence the estimation of location and orientation of 

multiple dipoles in parallel.  

As described in section 2.3.1, CRLB is a function of the fisher information (FI). In this 

section, we describe in greater detail the numerical computation of FI, followed by CRLB and 

standard deviation. A flowchart for calculating the FI matrix for a point dipole input is presented 

in Fig. 2.4.  

σΘ σΦ

σΩ
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Fig. 2.4 Flowchart for calculating the Fisher Information matrix, Cramer-Rao lower bounds and 

standard deviation for a general imaging system consisting of a single channel or polarization-

sensitive system with multiple channels.  
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In order to calculate the CRLB, an accurate system model is required to generate the 

image I(i, j; ψ) at the detector, where ψ represents the dipole input parameters. It should be noted 

that, depending on the system configuration, the image I could either represent the total intensity 

or the intensity of each channel of the imaging system separately. The image at the detector is 

calculated by accurately modeling the electric field in the pupil plane P(p,q)*Ep(p,q;ψ) generated 

due a point dipole in the object space. Here, p x q represent the total no of pixels in the pupil 

plane, P(p,q) represents the pupil plane function which allows for the inclusion of a 

phase/amplitude mask. The intensity at the detector due to each channel can be found by a two-

dimensional Fourier transform of the field in the pupil plane. Given the image at the detector, the 

partial derivatives can be found using central difference methods, 

   (2.15) 

where ∆ψk is the numerical step size chosen for parameter ψk. To make sure that the 

derivative is independent of the chosen step size, it was calculated for decreasing step sizes and 

the step size where the derivative reaches the asymptotic limit was chosen. It was found that an 

appropriate step size for position variables (x0, y0, z0) is 1 nm and 1 mrad for orientation variables 

(Θ, Φ). Once the partial derivatives are calculated w.r.t. to each of the five variables, the 

generalized FI matrix in eq. (2.10) can be reduced to an approximate form for joint Gaussian and 

Poisson processes in an imaging system as [82]  

   (2.16) 

 where µ is the standard deviation of the Gaussian noise and R [Volts/photons] is the 

responsitivity of the pixel. A pure Poisson noise model can be considered when µ=0. The 

assumptions for the derivation of eq. (2.16) are that each detector pixel is considered to be an 

independent random event with uniform standard deviation across the detector array, which 
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allows for the addition of the FI across the pixels. This procedure is used for each channel of the 

system and the total FI of the system is obtained by adding them. The CRLB is then obtained by 

inverting the FI matrix. The CRLB values along the diagonal provide the estimator variances of 

each independent parameter and are frequently quoted when analyzing system performance. The 

standard deviation σ is then calculated taking the square root of the diagonal elements of the 

CRLB.  

The number of photons captured by the objective lens depends on the numerical aperture 

and the orientation of the dipole with respect to the lens because the intensity of dipole radiation 

varies as sin
2
θ, where θ is the angle from the axis of the dipole. Thus, a dipole that is 

perpendicular to the optical axis will have more photons detected than all other dipole 

orientations as long as the half-angle of the captured cone is less than 90
o
. Thus, among the 

representative orientations considered, the dipole along  (Θ=90
o
 Φ=90

o
) will have the most 

photons captured and the pdf is normalized with respect to the dipole along  for CRLB 

calculations. We use a total of 5000 photons for the dipole perpendicular to the optical axis. It 

should be noted that the normalization of the captured photons based on dipole orientation does 

not affect the relative comparison of error bounds between different optical systems.   

The CRLB for the isotropic point emitter is calculated in a similar way using the Poisson 

noise model. But, since localization of an isotropic point source is a 3-parameter problem, the 

unknown parameter in this case is given by  leading to a FI matrix of size 3x3. 

The CRLB comparison between a point source and a dipole emitter is presented in Appendix 2A 

to the chapter. 

ŷ

ŷ
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2.3.3 Estimation error bounds as a function of defocus   

We compare the CRLB for dipole position and orientation in the shot noise limit using 

5000 photons per image for the systems previously discussed. Fig. 2.5(a) and Fig. 2.5(b) show 

the average of the standard deviation for 3D position estimation  and solid angle estimation 

 respectively, over the five
1
 dipole orientations shown in Fig. 2.3(h). These are respectively 

denoted as  and . It can be seen from Fig. 2.5 that, for an in-focus molecule, 

the 
 
and  for the single channel system [TI np: Fig. 2.3(b)] and the linear 

polarization system [Lin pol: Fig. 2.3(c)] increases rapidly, whereas for the elliptical system [Elp 

pol: Fig. 2.3(d)] they have a relatively smaller value. These high averages are due to the fact that 

near focus, these three systems carry either none or very little information about z-position 

variations of the dipoles that lie in the x-y plane (Θ=90
o
) and dipoles that are oriented along the 

optical axis (Θ=0
o
). Also, far from focus, the linear and elliptical polarization systems exhibit 

more precise localization than the total intensity system On the other hand; the PS-DH system 

shows a finite  and  over the complete defocus range. In a smaller defocus 

range and away from focus, the  is less precise than the clear aperture polarization 

sensitive systems. As for the solid angle error, the PS-DH system has the lowest and most 

uniform . Thus, if we need uniform performance over a defocus range of –z to +z, the 

widely used single channel system [8–10, 19, 20, 24] will not be the best candidates. 

  

                                                           
1
 For solid angle estimation, we average over four dipole orientations because for a dipole  along the optical axis 

(Θ=0
o
), sinΘ=0

o
, and the solid angle error is indeterminate  
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Fig. 2.5 Estimation error bounds as a function of defocus: (a) Average of volume localization - 

 (b) Average of Solid angle error - for the five 

representative dipole orientations with respect to the axial position of the dipole. For the bifocal 

systems, the two focal planes were offset by 0.4 µm and the x-axis represents the center of the 

two planes. The legends represent the systems compared here, namely single measurement-total 

intensity (TI np: solid blue), linear polarization (Lin pol: green o), elliptical polarization (Elp pol: 

red dash-dot), bi-focal total intensity (Bf-TI np: solid cyan), bi-focal with linear polarization (Bf-

Lin pol: magenta dash), bi-focal with elliptical polarization (Bf-Elp pol: yellow +), and linear 

polarization system that used a double helix phase mask in the Fourier plane (PS-DH-Lin pol: 

black ∆). 

 

In order to analyze the bi-focal systems, a defocus of 0.4 µm was chosen by optimizing 

the average CRLB for the dipole oriented along O3:(Θ=45
o
, Φ=45

o
). This orientation was chosen 

since it gives a finite CRLB for all the different systems and for all defocus values. Among the 

three bi-focal systems, the system that measures the total intensity has a substantially higher 

 
and  throughout the defocus region compared to the bi-focal systems that 

employ polarization. The bi-focal systems with linear and elliptical polarization present a more 

uniform curve in the region of interest with the linear polarization system showing a lower CRLB 

than the elliptical one for solid angle estimation. It is noteworthy that the bi-focal linear curve is 

asymmetric about z0=0 and has a spike at defocus -0.2 µm. Since the radiation of a dipole is 

linearly polarized, the Ex channel of the bi-focal linear system, for a dipole along  (Θ=90
o
, 

Φ=90
o
), has no information at focus and this coupled with the Ey channel at z0=-0.4 µm results in 

a spike in the CRLB curve at z0=-0.2 µm. Thus, for 3D localization, depending on the region of 
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interest, either the bi-focal elliptical system or one of the single-plane linear or elliptical systems 

would be suitable candidates. However, for orientation estimation, the PS-DH system shows the 

lowest CRLB among the systems considered followed closely by the bi-focal linear polarization 

system.  

2.3.4 Estimation error bounds as a function of azimuthal and polar angles 

Localization and orientation estimation of a dipole are functions of both, the dipoles 

position and orientation. In Fig. 2.6, we show the lower bound of the standard deviation for 

volume localization  and the orientation solid angle  for a dipole with respect to the 

azimuthal and polar angles. Fig. 2.6(a) and (b) show and  respectively, with the top row 

displaying them as a function of angle Φ for Θ=90
o
, and the bottom row displaying them as a 

function of angle Θ for Φ=0
o
. Note that at Θ=90

o
 an in-focus dipole has rapidly increasing 

CRLB, thus these plots were made for a defocus of z0=0.1 µm to gain a qualitative insight. Both 

 and  have a nearly constant CRLB for all seven systems as a function of azimuthal angle 

Φ. For estimation of the solid angle, the Lin pol, the Bf-Lin pol system and the PS-DH system 

show the lowest CRLB followed by the Elp pol and TI np systems. Indeed, as the dipole rotates 

in Φ, the intensity distributions of the (Bf-)TI np and the (Bf-) Elp pol system rotate, thus 

rotating the major-axis of the elliptical pattern of the dipole emission, whereas for the (Bf -) Lin 

pol and PS-DH systems, there is energy exchange between the two channels. As for volume 

localization, the Elp pol and Lin pol systems that focus at the same plane have a better precision 

but only over a short range in the axial dimension (see Fig. 2.5(a)). 
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Fig. 2.6 Estimation error bounds as a function of dipole orientation angle: (a) Volume 

localization -  and (b) Solid angle error - as a function 

of the azimuthal angle Φ (top row) and polar angle Θ (bottom plot). For the plots of category A, 

where system collects information from a single focal plane chosen at a defocus z0 = 0.1µm. For 

plot against Φ the angle Θ = 90
o
 and for the plots against Θ the angle Φ was chosen to be 0

o
. For 

the bifocal systems, the two focal planes were offset by 0.4µm and the x-axis represents the 

center of the two planes. The legends represent the systems compared here, namely single 

measurement- total intensity (TI np: solid blue), linear polarization (Lin pol: green o), elliptical 

polarization (Elp pol: red dash-dot), bi-focal total intensity (Bf-TI np: solid cyan), bi-focal with 

linear polarization (Bf-Lin pol: magenta dash), bi-focal with elliptical polarization (Bf-Elp pol: 

yellow +), and linear polarization system that used a double helix phase mask in the Fourier 

plane (PS-DH-Lin pol: black ∆). 

 

The bottom row in Fig. 2.6 shows the volume and solid angle estimation precision w.r.t 

to the polar angle Θ. As shown in Fig. 2.6(a), for volume localization w.r.t. Θ, all systems except 

the non-polarization sensitive systems provide a pretty uniform and low CRLB, implying a better 

lower bound for estimation error. On the other hand, from Fig. 2.6(b) it can be seen that, as a 

function of Θ, the estimation of the solid angle becomes difficult using the non-polarization 

sensitive systems, whereas the PS-DH system has the smallest lower bound in estimating the 

solid angle. Thus, overall the PS-DH system has the lowest and most uniform  for solid angle 

estimation but not far from the Bf-Lin pol system. 

2.3.5 Estimation error bounds as a function of defocus and polar angle   

For shift invariant systems, and  are in general functions of Θ, Φ, and z. 

Therefore, they could be represented in a 3D space for joint optimization. The cross sections 

3
(4 3 )

D x y z
σ π σ σ σ⋅ ⋅ ⋅ (sin )σ σ σΩ Θ ΦΘ⋅ ⋅

σΩ

3D
σ σΩ



36 

 

presented in Fig. 2.5 and Fig. 2.6 are representative of the behavior of the systems and help 

identify the best systems. However, the 2D plots were either averaged for a representative set of 

dipole orientations or computed only for fixed orientation or defocus parameters. A more 

complete representation would be to study the volume and solid angle errors as functions of all 

three variables. However, such a plot would be visually challenging to represent. It was seen in 

Fig 2.5 that the estimation error bounds were a relatively slowly varying function of the 

azimuthal angle Φ. Therefore, we calculate the error bounds as a function of the three variables 

and for each z and Θ, we find the maximum and minimum error bounds for all Φ, thus making it 

possible to visualize the error bounds as surface plots. As shown in Fig. 2.7(a) and Fig. 2.7(b), 

the lower bounds for the commonly used single channel imaging system [8–10, 19, 20, 24] and 

the best two-channel systems identified above are represented as surface plots as functions of z 

and Θ. These plots show the striking improvement in precision achievable by design via the 

CRLB metric. Typical improvements are threefold in 3D position estimation and fourfold in 

orientation estimation. It is also noteworthy that even when the azimuthal angle is spanned 

through a rotation of 2π, the improvements in the estimation remain nearly unchanged. Also 

from Fig. 2.5(a) it can be seen that the Bf-Elp pol system has a more uniform CRLB than the Lin 

pol system, although it performs worse near focus. We compare the volume localization of these 

two systems as a function of polar angle and defocus in Fig. 2.7(c). Similarly, for solid angle 

error (Fig. 2.6), the PS-DH system and the Bf-Lin pol system are the strongest contenders. In 

Fig. 2.7(d) we compare these two systems as functions of defocus and polar angle Θ. This 

analysis can be extended to include parametric surfaces as a function of specific system 

parameters, such as number of photons, background noise, etc., which could be used for further 

system optimization. 
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Fig. 2.7 3D localization and orientation estimation design via the CRLB: Parts (a) and (c) show 

the volume localization lower bound- . Parts (b) and (d) show the solid 

angle lower bound error - as a function of the polar angle Θ and defocus (z0). 

Each system considered here is represented by a unique color and for each system (color), the 

two surface plots represent the maximum and the minimum error calculated over all azimuthal 

angles Φ. The systems compared in the above plots are the single channel total intensity system 

(TI np: blue surface), Linear polarization system (Lin Pol: green surface), bifocal linear 

polarization system (Bf-Lin Pol: red surface), bifocal elliptical polarization system (Bf-Elp Pol: 

brown surface), linear polarization with the DH mask (PS-DH: yellow surface), and the DH 

system for the isotropic emitter (Iso-DH: cyan surface). For the bifocal system, the two focal 

planes are separated by the distance dz=0.4 µm and z0 represents the center of the two planes. 

 

2.4 Experimental validation using a double-helix mask 

In the previous sections we show that the Green’s function for a dipole input can be 

efficiently engineered by either using simple polarization optics or by using phase masks that can 

3 (4 3 )D x y zσ π σ σ σ⋅ ⋅ ⋅

(sin )σ σ σΩ Θ ΦΘ⋅ ⋅



38 

 

encode the information in a non-standard form or a combination of both. Particularly, the double-

helix point spread function (DH-PSF) stood out as a strong candidate for simultaneously 

estimating a dipole’s position and orientation. Both the volume and solid angle CRLBs of the 

DHPSF showed superior performance over the defocus range of 2 microns. Moreover, since the 

DH-PSF mask itself works by imparting a sizeable distortion on the wavefront, the associated 

images are more robust to minor disturbances of the wavefront caused by aberrations[31]. 

The results described in this section were performed in collaboration with Ginni Grover, 

Sean Quirin, and W. E. Moerner’s group at Stanford, including Matthew Lew, Michael 

Backlund, Adam Backer and Steffen Sahl. Experiments were performed both at CU-Boulder and 

Stanford University. My participation was in simulating the response and the CRLB of the 

DHPSF, in general discussions, and in the experiments performed at CU-Boulder.  

2.4.1 Experimental setup 

The experimental setup consisted of a standard microscope that creates and image at the 

intermediate plane (IIP) followed by a 4f system. The DHPSF was placed in the Fourier plane of 

the 4f system owing to the fact that the phase mask has been optimized to perform at its best at 

the Fourier plane.  A phase-only reflective liquid crystal spatial light modulator (SLM)[83]–[85] 

is used to realize the DHPSF. This type of SLM can only modulate vertically polarized, hence 

the emission was split by a polarizing beamsplitter and the horizontally polarized channel was 

rotated with a half wave plate. Each polarization channel was then reflected separately off the 

SLM[86]. To ensure maximal channel symmetry between the two polarization channels, a novel 

setup was used as shown in Fig. 2.8B. The square pyramidal mirror is used to deflect the beams 

out of the plane into the w direction (as marked in Fig. 2.8B-D) and onto the SLM mounted from 

above with its face toward the mirror (Fig. 2.8C-D). This forces the two polarization channels to 
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have the same angle of incidence on the SLM. For each measurement, the phase mask was used 

in two orthogonal orientations (Fig. 2.8B inset) for reasons described below.    

 

Fig. 2.8 DH-PSF imaging system. (A) 4f optical system schematic, where IIP is the intermediate 

image plane formed by a standard inverted microscope, L1 and L2 are focal-length-matched 

achromatic lenses, DH-PSF PM is the DH-PSF phase mask, and IP is the resulting image plane 

that is recorded on an EMCCD camera. The sample for the experiments described consisted of 

DCDHF-N-6 molecules (middle inset) embedded in a thin layer of PMMA (left inset). 

Orientation angles (Θ, Φ) are defined in the right inset and have ranges [0, 90°] and [-180, 180°), 

respectively. (B) The high efficiency dual-polarization detection DH-PSF setup used for these 

experiments (inverted microscope omitted for simplicity). The collected fluorescence is split by a 

polarizing beamsplitter (PBS) into reflected (R, blue) and transmitted (T, red) channels. Input 

Cartesian unit vectors  define molecular orientation (Θ, Φ) and are propagated 

differently through the various reflections in the two polarization channels ( and 

). The two electric field polarization axes  and  are projected identically onto the 

phase mask (inset). The inset shows how each polarization axis (blue and red arrows) is oriented 

relative to the mask’s axis of phase discontinuities (dashed orange) when the mask is upright (i; 

polarization perpendicular to discontinuities) and rotated (ii; polarization parallel to 

discontinuities). (C-D) Two side-on views of the SLM portion of the setup, showing the square 

pyramidal mirror (figure extracted from [45]).  
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The simulations of DH-PSF dipole response show dependence on -field polarization 

(Fig. 2.2) due to the asymmetry of the phase mask. However, the polarization axis of each 

polarization channel is identical in the SLM plane due to the geometry of the setup. Therefore 

depending on the orientation of the mask both the channels are rendered with either parallel or 

perpendicular type behavior (Fig. 2.8B inset). Thus to capture the full behavior of the DH-PSF 

response to dipole emission patterns, each single molecule was measured with the mask oriented 

upright (perpendicular) and also with the mask rotated by 90° (parallel). Since the molecular 

coordinates are projected differently onto the mask in the two channels, none of these four 

images are identical and they do not convey degenerate information. Hence, non-degenerate 

information is provided from four different images (two acquisitions of two polarization 

channels) of each single molecule to produce a single estimate of the molecule’s position and 

orientation. 

2.4.2 Cramer-Rao lower bound for four channel Double Helix system.  

As described in the previous section, the setup shown in Fig. 2.8 is effectively a four 

channel system where two of the channels are imaged using one orientation of the DHPSF phase 

mask and the other using an orthogonal variation of it. Here we quantitatively compare it to 

established methods that use a clear aperture, standard PSF system[39], [71]. We calculate the 

photon-limited precision that can be achieved in estimating the position and orientation of a 

dipole using the Cramer Rao Lower Bound (CRLB)[87]. 

For the CRLB simulation, the dipole is assumed to be immersed in a medium of index 

1.52 (no interface) and the emission wavelength is at λ = 610 nm. The objective lens has a NA of 

1.4. The pixel size is 160 nm in the object plane. In all calculations, the number of photons 

detected in the standard system is the same as that in the DH-system, properly divided among the 

four channels. 

E
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Fig. 2.9 shows the orientation (  and ) and 3D localization ( ) error lower 

bounds as a function of the polar angle (Θ), with and without background. The amount of 

defocus for either system is chosen to optimize the precision based on the lowest CRLB. Thus, 

the axial defocus for the standard (clear aperture) system is z0 = 100 nm, whereas the DH-system 

performs best at focus (z0 = 0). Our calculations also show that the localization and orientation 

errors are relatively constant as a function of the polar angle Φ. In order to make a fair 

comparison we choose Φ = 45
o
 in Fig. 2.9 to evenly distribute the light between the two linear 

polarization channels.  

 

Fig. 2.9 Lower bound of the precision (standard deviation) for estimating the azimuthal angle (

), polar angle ( ), and the 3D position ( ) w.r.t to the polar angle theta (Θ). Blue solid 

curves represent the standard PSF case and dashed red curves represent the DH case. The plots 

on the left are shown for zero background whereas the ones on the right have background of 5 

photons per pixel. The standard PSF case is defocused by 100nm, and the DH case is in focus. 

The polar angle in both cases is Φ=45
o
. 

 

 It can be clearly seen that the DHPSF outperforms the standard system for both 

localization and orientation precision over the complete range of orientation angles considered 

σΘ σΦ 3D
σ
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here. For polar angles approaching 0
o
, the standard system seems to have slightly better precision 

but the difference is negligible in comparison to the performance over the considered range. In 

presence of background the precision worsens but DHPSF still stands out as a better candidate 

for estimating both the location and orientation. The standard system performance is calculated 

for the optimal defocus so it will substantially deteriorate with variations in z. On the contrary, 

the DH system has a slower variation with defocus and hence provides a relatively uniform 

performance with defocus. 

The precision lower bounds w.r.t to defocus for the two systems, with and without 

background, is shown in Fig. 2.10. Since the polar angles have a substantial effect on the 

precision lower bounds, we show the lower bounds for dipole oriented (A) Perpendicular to the 

optical axis (Θ, Φ = 90°, 90°) and (B) dipole oriented at (Θ, Φ) = (45°, 45°).  The lower bound of 

the error for angle estimation and 3D position using the four-channel polarization-sensitive DH 

system is substantially lower than that of the standard PSF case. It can be seen that the DH-

system performs better than the standard system over most of the defocus range with and without 

background. Moreover, for dipoles oriented perpendicular (Θ = 90°) to the optical axis, the 

standard system fails to precisely locate dipoles in focus and the best estimate of the dipoles 

position is the depth of focus. But owing to the rotating nature of the DHPSF, the DH-system 

does not suffer from the precision loss.     
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Fig. 2.10 Lower bound of the precision (standard deviation) for estimating the azimuthal  angle (

) polar angle ( ), and the 3D position ( ) w.r.t to defocus (z0) for a dipole oriented along 

(A) Θ=90
o
, Φ=90

o 
and (B) Θ=45

o
, Φ=45

o
. Blue solid curves represent the standard PSF case and 

dashed red curves represent the DH case. The plots on the left are shown for zero background 

whereas the ones on the right have background of 5 photons per pixel. 

 

As described earlier, the error bounds are a relatively constant function w.r.t to the 

azimuthal angle. Moreover, we assume that the optical systems are shift invariant. Thus, the 

variation of precision error is small w.r.t to the transverse co-ordinates (x, y). Therefore, we plot 

both the solid and volume angle error as functions of the defocus and polar angle with and 

without background using surface plots as shown in Fig. 2.11. These plots help visualize the 

improvements the DH system provides over that of the standard ones. With increase in 

background, the standard system has a slightly better precision for dipoles aligned along the 

optical axis but rapidly decreases as the orientation angle changes. The volume precision shows 

about 2-3x improvement whereas a 3-4x improvement is seen in estimating the solid angle. Thus 

it can be concluded that the polarization sensitive 4-channel DHPSF system can significantly 
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improve the precision in estimating the dipole’s parameters as compared to the commonly used 

standard system.   

 

Fig. 2.11 Surface plots showing the lower bound of the precision (standard deviation) for 

estimating the 3D position ( ) and solid angle ( ) w.r.t to defocus (z0) and is polar angle (Θ). 

(A) Zero background noise. (B) Background of 5 photons/pixel. Blue surfaces represent the 

standard clear aperture system whereas the green surfaces represent the 4-channel double helix 

system used for this experiment.  

 

2.4.3 Estimation parameters 

It was shown earlier that as the emitter is moved in z, the two lobed PSF of double helix 

phase mask [37], tracing out a double helix along the optical axis. The z-position is encoded in 

the rotation angle and the transverse position is encoded in the location of the two lobes. As 

described earlier, the emission of fixed dipole is polarized along its dipole momentum. 

Therefore, splitting the emission into orthogonal polarization channels yields some information 

about the azimuthal (Φ; Fig. 2.8A inset) orientation based on the computed linear dichroism, 

3D
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   (2.17) 

 Where NT and NR are respectively the numbers of photons detected above background in 

the transmitted and reflected polarization channels defined relative to the PBS (Fig. 2.8B). To 

measure polar orientation (Θ; Fig. 2.8A inset), another parameter must be measured which is 

offered by the DH-PSF, namely, the relative intensity of the two lobes of the DH-PSF which is a 

function of (z, Θ, Φ) of a single molecule emitter. Unlike an isotropic emitter that yields lobes of 

equal intensities for all z, the dipole emitter exhibits large lobe asymmetries that depend on (z, Θ, 

Φ) as show in Fig. 2.2. We quantify the lobe asymmetry as 

   (2.18) 

in which and are the amplitudes of lobes 1 and 2 of the DH-PSF, respectively. By 

measuring (z, LD, LA) from DH-PSF images of an emitter, we are thus able to determine the 

molecule’s orientation.  

2.4.4 Methods 

The sample consisted of DCDHF-N-6[88] spun in thin (30-35 nm by ellipsometry) layer 

of PMMA which restricted the motion of molecules effectively making them dipole sources. The 

objective was scanned over a 2 µm depth range centered about the focal plane in steps of 50 nm 

Images were recorded at every z-step such that for each SM, many different sets of observables 

(xapparent, yapparent, z, LA, LD) were recorded. From each single measurement of this set, the 

orientation and 3D position were estimated using the prescription provided by the simulated 

images of (xapparent, yapparent, z, LA, LD) for each orientation and defocus, ultimately subtracting 

lateral shifts (∆x, ∆y) from the apparent positions. Since we do not expect the orientation or 

lateral position of a SM to change on our imaging timescale for PMMA at room temperature, 

each independent measurement should produce the same (xtrue, ytrue, Θ, Φ) within some precision. 
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In other words, our method is validated if the determined (xtrue, ytrue, Θ, Φ) of a SM are each 

constant functions of z. 

Using the DH-PSF-based method, the orientation of six molecules (two are shown in Fig. 

2.12, the other four are described in the SI of Ref. [89]) was estimated. To distinguish the four 

images colors were assigned to each mask orientation/polarization channel combination: mask 

parallel/transmitted polarization is the “red channel”, mask perpendicular/transmitted 

polarization is “gold”, mask parallel/reflected polarization is “green”, and mask 

perpendicular/reflected polarization is “blue”. Fig. 2.12A and C show representative images of 

the DH-PSF for each example molecule in the four channels at a single z position, while Fig. 

2.12B and D show the corresponding clear-aperture defocused images. For both example 

molecules, each measurement of LD (Fig. 2.12E-F) and LA (Fig. 2.12G-H) as a scatter point 

plotted vs. z are shown. For each quartet of LA measurements and associated LD measurements, 

there is a corresponding estimation of (Θ, Φ). The mean orientation of the Gaussian fit of these 

distributions of (Θ, Φ) yields the solid overlays in Fig. 2.12E-H. The full distributions of DH-

PSF-extracted (Θ, Φ) are shown in Fig. 2.12I-J. Also displayed for each molecule in Fig. 2.12 is 

the orientation estimated from the independent defocused measurement (purple arrows). We see 

excellent agreement between the defocus-determined orientation and the DH-PSF-based 

measurements: (ΘDH-PSF = 42° ± 12°, ΦDH-PSF = -76° ± 7°) and (Θdefocus = 40° ± 2°, Φdefocus = -81° 

± 4°) for molecule 1; (ΘDH-PSF = 61° ± 2°, ΦDH-PSF = 141° ± 4°) and (Θdefocus = 63° ± 3°, Φdefocus = 

143° ± 5°) for molecule 2. 
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Fig. 2.12 Orientation fitting results for example molecule 1 (left column) and example molecule 

2 (right column). All scale bars 1 µm. (A) Four example DH-PSF images (which constitute one 

measurement of orientation) of molecule 1 at z ≈ -250 nm as it appears in each of four mask 

orientation/polarization channel combinations: parallel/transmitted (red), perpendicular/ 

transmitted (gold), parallel/reflected (green), and perpendicular/reflected (blue). Note that only 

one lobe is easily visible in the red and gold channels. (B) The transmitted (top) and reflected 

(bottom) polarization defocused standard PSF images used for independent orientation 

measurement. (C) The equivalent of (A) for example molecule 2 at z ≈ 0 nm. (D) The equivalent 

of (B) for example molecule 2. (E-F) Each measurement of LD (scatter) and the predicted LD 

based on the mean fit orientation (solid) for each molecule. (G-H) Each measurement of LA in 

each channel (color code same as in A) and the overlaid predicted LA for the mean fit 

orientation. (I-J) Histograms of Θ and Φ extracted from DH-PSF based measurements. Magenta 

line is Gaussian fit, which gives mean values (ΘDH-PSF = 42° ± 12°, ΦDH-PSF = -76° ± 7°) (error is 

S.D.) for molecule 1 and (ΘDH-PSF = 61° ± 2°, ΦDH-PSF = 141° ± 4°)
 
for molecule 2. Purple arrow 

denotes orientation extracted from defocused imaging: (Θdefocus = 40° ± 2°, Φdefocus = -81° ± 4°) 

for molecule 1 and (Θdefocus = 63° ± 3°, Φdefocus = 143° ± 5°) for molecule 2 (figure extracted from 

[45]. 

 

Thus using the DHPSF, the dipole orientation and location were estimated within the 

limits of acceptable standard deviations and the measurements were further validated using clear 

aperture defocused images of the same. This was the first demonstration of simultaneous 

measurement of the 5D parameters associated with dipole imaging.  
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In the next section we show the vortex phase mask as another example of engineering the 

Green’s tensor, and also present alternatives to the SLM implementation of phase mask to 

simplify optical design and capture light efficiently from single molecule emitters.   

2.5 Engineering the Green’s tensor using a spiral (vortex) phase mask 

In the previous sections it was seen that the Green’s tensor of a dipole input can be 

efficiently engineered to extract information about the dipole position and orientation using the 

double-helix point spread function (DHPSF). The phase singularities induced by the DHPSF 

phase mask causes redistribution of energy from an airy-disc like PSF to a double lobed pattern 

that has a null in the center. The DHPSF was designed by superimposing the propagating modes 

in the Laguerre-Gaussian modal plane and optimizing the PSF over a range of defocus 

values[90]. However, it was later shown that similar double-lobed patterns can be realized by 

generating phase masks using strategically placed phase discontinuities[91]. The simplest form 

of a phase discontinuity is the well-known spiral (vortex) phase which is also the (1, 0) mode of 

the Laguerre polynomials. There has been a growing interest in the generation and applications 

of the vortex beams in optical microscopy[92], optical cooling and trapping[93], [94], optical 

tweezers[95]–[97]. In this section we study the vortex phase mask vis-à-vis dipole localization 

and orientation estimation 

As the name suggests, the spiral phase has an azimuthal phase variation given by exp(-

imφ), where φ is the azimuthal angle and m is an integer known as the charge of the spiral phase. 

When m=1, we get the single charge spiral phase shown in Fig. 2.13(a). The point source 

response of the spiral phase is the doughnut shaped intensity distribution profile shown in Fig. 

2.13(b). As the point source is defocused axially, the central null of the vortex distribution 



49 

 

remains unchanged and a relatively tighter intensity distribution is observed as compared to the 

airy-disc. From here on, we will refer to the spiral phase profile as vortex mask.  

 

Fig. 2.13 Simulation of PSF of a spiral (vortex) phase mask: (a) Phase of the spiral phase mask. 

(b) PSF of the spiral phase as a function of defocus. 

 

The simulation of the intensity distribution for a single channel total intensity system and 

the polarization sensitive two channel systems using the vortex phase mask along the three 

representative dipole orientations is shown in Fig. 2.14. Here, (a) shows the distribution for a 

dipole in focus and (b) for a dipole 0.2 µm from focus. For a dipole oriented along the optical 

axis (Θ=0
o
 Φ=0

o
), the response looks similar to the response of a point source but has a smaller 

spread as it is defocused. For dipoles perpendicular to the optical axis (Θ=90
o
 Φ=90

o
) it exhibits 

the characteristic donut profile that gets skewed with defocus, whereas for intermediate 

orientations Θ=45
o
 Φ=45

o
) a crescent shaped image of the dipole is seen. The images suggest 

that unlike the standard optical system, the response of the vortex phase mask varies 

continuously as the dipole traced through focus. The CRLB curves shown in the next section 

further clarify this effect.  



50 

 

 

Fig. 2.14 Simulation of the dipole spread function along three representative orientations using 

Vortex phase mask: (I) is the detected total Intensity (single channel system), |Ex|
2
, |Ey|

2
, (left to 

right) correspond to images obtained in two-channel systems when using orthogonal polarizers. 

In (a), the dipole is at the focal plane, while in (b) it is located 0.2 µm from the focal plane. The 

dipole is oriented along (from top to bottom)  (Θ=0
o
 Φ=0

o
), Θ=45

o
 Φ=45

o
, and  (Θ=90

o
 

Φ=90
o
) 

  

2.5.1 CRLB for the vortex phase mask 

In this section, we compare the estimation lower bounds of the Vortex phase mask with 

that of the DHPSF and the clear aperture system. Since it has already been established that 

polarization sensitive systems are superior to total intensity systems, we compare them using the 

two channel orthogonal polarization systems. The CRLB is calculated in the shot noise limit with 

a total of 5000 photons and a background of five photons/pixel. As shown in Fig. 2.15, (a) 

represents the average of the volume standard deviation along the five representative orientations 

whereas (b) represents the solid angle standard deviation; both as a function of defocus (z0). Plots 

(c) and (d) show these as a function of polar angle Θ. The error bounds are relatively constant as 

a function of azimuthal angle Φ and do not convey any new information. The three curves shown 

represent the linear-polarization system (solid blue), polarization sensitive DHPSF (dot-dashed 

green), and vortex phase mask (dashed red).  

ẑ ŷ
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Fig. 2.15 Estimation error bounds for the vortex phase mask: The figure shows the lower bound 

of the standard deviation for the vortex phase mask (dashed red), DHPSF (dot-dashed green) and 

the two channel linear polarization system (solid blue). The top row represents the error bounds 

as a function of defocus and the bottom row shows them as a function of polar angle Θ. The left 

column is the average of the volume standard deviation along the five representative orientations 

shown in Fig. 2.3(i). The right column is the solid angle standard deviation. 

 

The linear polarization system exhibits the smallest error lower bound but since the 

standard PSF does not change near focus, the best estimate, for dipoles perpendicular to the 

optical axis, is the depth of focus. This translates to an infinity at the focus in the volume 

standard deviation curve. The vortex phase mask on the other hand shows a pretty low and 

uniform performance over the range of defocus and polar angle. Moreover, the vortex phase 

mask does not suffer from depth of defocus problem. A surface plot showing the comparison of 

the vortex and DHPSF is shown in Fig. 2.16. It is clear from these plots that the vortex phase 

mask uniformly performs better than the DHPSF within the defocus range of 0-0.5 µm and for 

polar angles between 0
o
 to 90

o
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Fig. 2.16 Surface plots of the error bounds for vortex phase mask and DHPSF: The plot shows 

the volume (left) and solid angle standard deviation for vortex phase mask and DHPSF as a 

function of polar angle (Θ) and defocus (z0).  

 

2.5.2 Implementation in an imaging system 

The vortex phase mask was implemented in a 4f relay system added to a standard 

microscope. The setup is similar to that shown in Fig. 2.8(A) except that instead of implementing 

the phase mask using the SLM, a 16-level vortex phase mask is fabricated using the binary 

multi-level exposure method. The fabrication details are given in Chapter 3. A 1.4 NA objective 

is used with a 100x magnification to image both point sources and fixed dipole emitters. The 

resulting images are shown in Fig. 2.17. Before imaging the molecules with the vortex phase 

mask, they are imaged with clear aperture at a defocus value of ~1.2 micron from the focal 

position. As expected, we see the blurred air-disc function. The vortex mask is then inserted in 

the Fourier plane of the 4f system. The PSF is now the donut shaped intensity distribution that 

has a null in the center. The vortex mask was then used to image DCDHF-N-6 molecules 

embedded in PMMA that act as fixed dipole emitters whose emission pattern depend on their 

orientation as well. As shown in Fig. 2.17, we observe the crescent shaped images of fixed 

dipoles similar to simulated images shown Fig. 2.14.    
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Fig. 2.17 Experimental images using the vortex phase mask: The experimental setup is similar to 

the one shown in Fig. 2.8(A). The fabricated vortex phase mask DOE was used instead of the 

SLM. (a) and (b) shows the image of fiduciary beads with a standard clear aperture and a vortex 

phase mask respectively at a defocus of 1.2 microns. (c) Shows the image of DCDHF-N-6 

molecules embedded in PMMA creating fixed dipole emitters.    

 

As shown earlier, the vortex phase mask has a lower CRLB than that of the DHPSF 

meaning that if we use the best unbiased estimator for the vortex and DHPSF, the estimates 

obtained using the vortex phase mask will be less prone to estimation errors. However, unlike the 

DHPSF the vortex does not present us with a straightforward metric like the lobe asymmetry. 

Hence, other estimation methods like maximum likelihood estimation (MLE), matching pursuit, 

convex optimization etc. are better candidates for use with the vortex phase mask[70], [98]–

[103].  

 

2.6 Conclusion and Outlook 

In conclusion, we have investigated the 5D (3D localization + 2D orientation) super-

resolution of fixed dipole emitters. In comparison to the 3D localization of point sources, with 

appropriate optical systems, the 5D estimation shows better estimation precision as long as the 

systematic errors due to orientation are taken into account. 
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The CRLB analysis provides a powerful tool for the design of fixed dipole 

localization/orientation imaging systems. The main conclusion from this analysis is that when 

imaging fixed dipoles under shot noise limited conditions, systems that are sensitive to 

polarization are stronger candidates for estimating the 3D position and orientation of the dipole. 

In particular we have shown that the commonly used systems that acquire the total intensity of a 

defocused single image provide the poorest localization and orientation performance among the 

systems considered here. Clearly, this is primarily due to the fact that the light emitted from a 

fixed dipole is polarized. Hence, splitting the emitted radiation in orthogonal polarization states 

helps estimate these parameters more efficiently by making the system more sensitive to changes 

in position or orientation.  

Furthermore, we quantified the performance limits from a set of candidate imaging 

systems by comparing their CRLB. We also demonstrated the importance of multifocal imaging 

in terms of the CRLB for localization and orientation estimation. The CRLB analysis establishes 

that position estimations can be uniformly improved by using a two channel bi-focal polarization 

sensitive system, while a single focus plane polarization system might provide a lower CRLB for 

a short range defocus region. On the other hand, the orientation of a dipole is best estimated 

using a two channel bi-focal linear polarization sensitive system or a polarization-sensitive 

double-helix or vortex phase mask system. Since the double-lobed shape of the DH-PSF is 

conserved over various dipole orientations and axial positions, the orientation precision of the 

DH-PSF is uniform over a large range of defocus. Although, the estimation of 3D location of a 

point source is dissimilar to the 5D parameter estimation of a dipole source, a CRLB comparison 

of them (Appendix 2A to the chapter) provides insight into the fundamental precision limits of 

isotropic and anisotropic sources. 
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With the help of direct experimental demonstration, we also show that the DH-PSF can 

be used to simultaneously extract precise 3D localization, estimate dipole orientation, and 

dramatically reduce (x, y) systematic errors due to the orientation effect over an extended z 

range.  With the correction of localization errors from the SM dipole orientation effect, far-field 

super-resolution microscopy is one step closer toward attaining molecular spatial resolution[104] 

to reveal the nanoscale machinery at work within living cells.  

 

APPENDIX 2A LOCALIZATION OF ISOTROPIC POINT EMITTER VS. DIPOLE 

EMITTER 

A freely and randomly rotating dipole can be modeled as an isotropic point source 

emitter. The localization of isotropic emitters constitutes a different problem than that of the 

localization of fixed dipoles because isotropic emitters lead to a three-parameter estimation 

problem, while fixed dipoles require the estimation of five parameters. Therefore, because the 

prior knowledge about the object to be localized is different, special care has to be taken in 

understanding the limitations of a performance comparison.   

Here we compare the CRLB of the dipole localization with that of a point source emitter. 

A point source emits a spherical wave making the intensity equal in all directions, unlike that of 

a dipole where the intensity varies as sin
2
θ, where θ is the angle measured from the axis of the 

dipole. We assume that the total number of photons emitted by the point source and the dipole is 

equal. Thus, for a dipole oriented perpendicular to the optical axis we derive the ratio of the 

number of photons captured by the lens as 

 
2Dipole Photon Count

 1 cos cos
Point source Photon Count

m mt t= + +   (2.19) 
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where, tm is the half-angle of the cone captured by the objective lens. For a system with 

NA=1.4 and index of immersion medium n=1.52, tm ≈ 67
o
 and the above ratio ≈ 1.5. Thus, if the 

number of detected photons for the fixed dipole oriented perpendicular to the optical axis is 

5000, for the isotropic case it will be ≈ 3333. The CRLB is calculated in a similar way using 

Poisson noise and the lower bound of the volume localization error calculated as in eq. (2.13) 

 

Fig. 2.18 Comparison of CRLB for 3D localization for a fixed dipole and an isotropic emitter: 

The 3D volume localization lower bound-  is plotted as a function of the 

polar angle Θ and defocus distance (z0). The systems compared in the above plots are the linear 

polarization with the DH mask (PS-DH: blue surface), and the DH system for the isotropic 

emitter (Iso-DH: green surface). For this comparison it is assumed that both emitters emit the 

same number of photons leading to varying number of detected photons. 

 

Fig. 2.18 shows the volume localization error for a fixed dipole compared with that of the 

isotropic emitter. The localization of the isotropic emitter is clearly independent of the dipole 

orientation (Θ, Φ). Because we assume the fixed dipole and the isotropic emitter emit the same 

number of photons, the fixed dipole can be localized more precisely at orientations around the 

normal to the optical axis, which are the directions of maximum radiation. Similarly, fixed 

dipoles oriented between 0
o
 and 50

o
 from the optical axis have poorer localization accuracy. The 

relative difference is explained by the fact that the number of photons detected for the dipole is 

3
(4 3 )

D x y z
σ π σ σ σ⋅ ⋅ ⋅
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larger as long as the dipoles are oriented closer to the transverse plane (Θ=90
o
), while the 

difference in image shape has only a second order effect. 
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Chapter 3 Phase masks as a diffractive optical element (DOE) 

3.1 Introduction 

In Chapter 2 we established that engineering the Green’s tensor by the introduction of 

phase masks can aid in precisely estimating the dipole orientation and location. In this section we 

present a method for fabricating these wavefront modulating elements as diffractive optical 

elements (DOE). The fabrication was done as a part of the NNIN-REU summer program with the 

assistance of Aubrey Shapero at the Colorado Nanofabrication Laboratory (CNL) at CU-

Boulder.  

Previously, PSF engineering phase masks were either loaded on SLM[37], [86], [105], 

[106] (Fig. 2.8) or realized using amplitude holograms[29]. The major drawback of using SLM is 

that they are polarization sensitive, and hence in general reject about 50% of the incoming 

light[30], [37], [90] unless the incident light is carefully controlled to modulate and collect all 

polarization states[86], [89]. However, in single molecule imaging, the number of photons 

available for precisely estimating the imaging metrics is only on the order of a few thousand. It 

can be shown that, for photon-limited systems, the localization precision varies as the square of 

number of photons captured[107]. Hence, there is a need to realize optically efficient phase 

masks.   

An alternative way of implementing phase masks is by using them as diffractive optical 

elements (DOE) realized as surface relief structures in an optically transparent material. In the 

paraxial and thin element limit, these phase masks are polarization independent. Another 

advantage of DOEs is that they can be fabricated using low absorption materials like glass, 

quartz or polymer. The phase change imparted by the DOE is related to its depth profile and is 

given by 
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   (3.1) 

Where, λ0 is the wavelength of operation, n(λ0), is the refractive index of the substrate and 

ψ(x,y) is the required phase variation.  Since phase changes can always be expressed between 0 

and 2π, the maximum height profile required to impart any given phase is on the order of ~ 2λ0 

making it possible to implement DOEs in extremely thin substrates.   

Diffractive optical elements have previously been fabricated using a number of 

techniques that include gray-level lithography[67], [98], [108], multi-step binary exposures[63], 

Ion beam etching[109], direct diamond turning of a surface[110][111], etc.  Direct-write methods 

such as Ion beam etching and diamond turning are both scanning type methods and require 

extremely long fabrication times. On the other hand, maskless gray-scale lithography is 

extremely promising and was previously used to fabricate DHPSFs[67], [98]. The benefit of 

gray-level lithography is that it allows fabrication of continuous height relief and therefore was 

thought to be better than conventional binary lithography. However a major limitation of the 

gray-level method was found to be the inconsistent performance of the lithographic 

instrumentation and also the lack of optimal photoresists developed for continuous surface 

reliefs. This resulted in point defects throughout the fabricated phase mask which lead to 

unwanted scattering of light in experiments. Hence we turn to the multiple binary exposure 

lithography method to fabricate high efficiency 16-level phase mask.  

3.2 Diffraction efficiency of DOE  

In the binary multiple exposure method, the lithography process is repeated multiple 

times to approximate a continuous relief structure by 2
M

 steps, M being the number of binary 

amplitude masks used. The multi-step procedure is shown in Fig. 3.1. The transverse resolution 

that can be achieved using this method is typically on the order of ~1 µm. 
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Fig. 3.1 Multiple steps in typical binary multi-exposure lithography. The number of discrete 

levels is 2
M

, where M is the number of binary amplitude masks used. 

 

The quality of the binary DOE depends on the number of discrete steps used to 

approximate a continuous profile[63]. In general the quality is determined by the percentage of 

energy transmitted in the first diffraction order and is also termed as its diffraction efficiency. 

For an N-level phase mask, the diffraction efficiency is given by[112] 

   (3.2) 

The diffraction efficiency for up to 16-levels is shown in Fig. 3.2. The diffraction 

efficiency for an 8-level phase mask is about 95% and for a 16-level phase mask is around 99%. 

Since single molecule experiments are extremely demanding in terms of the number of available 

photons, we fabricate a 16-level mask to maximize the efficiency.  

 

Fig. 3.2 Diffraction efficiency (η) as a function of number of discrete phase levels used to 

approximate a continuous profile. 
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3.3  Alignment of binary masks 

The 16-level phase mask requires four binary amplitude masks. In each step, the 

amplitude mask is aligned on top of the intermediate phase mask. Misalignments manifest 

themselves as errors in the transmitted wavefront. Hence, aligning tolerance of the binary 

amplitude masks affect quality of the phase mask. The fabrication process involves first 

converting the gradient pattern into four binary amplitude patterns for lithography[98]. These are 

made into the binary mask using the Heidelberg DWL 66FS. An image of lithography mask with 

appropriate marks for alignment is shown in Fig. 3.3. The lithographic mask is designed to 

accommodate four phase masks on a single 1” x 1” substrate. The purple areas denote the areas 

that will be etched away after development, thus forming the binary amplitude pattern. It should 

be noted that the multi-level binary method works well with both positive and negative photo-

resists. In a positive photo-resist the exposed area is washed away after development whereas for 

negative photo-resist, the exposed area remains on the substrate. If a negative photo-resist is 

desired, the polarity of the designed mask can be changed using the software in Heidelberg DWL 

66FS. This will cause the purple areas to become opaque after development and etching. 

The central pattern in Fig. 3.3(a) shows the circular binary amplitude that is used to 

create an aperture in the chrome deposited on the substrate. The circular aperture is used to block 

any stray light from entering the final phase mask when it is used in the optical setup. It also 

helps in aligning the center of the phase mask with the optical axis. Also shown in part (a) are the 

four binary amplitude masks used for the vortex phase mask. In order to minimize propagation 

errors induce due to misalignment, two sets of markers are used. The crosses shown in (b) are 

used for coarse alignment whereas the ones shown in (c) are used for finer alignment. The 
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decreasing size of the crosses can be used to align the binary amplitude masks with micron order 

precision.  

 

Fig. 3.3 Design of the binary amplitude mask. (a) Design showing the amplitude mask to create 

and aperture in chromium mask and the four binary amplitude masks required to generate the 16-

level phase mask. (b) Coarse alignment markers used to align the phase mask in the center of the 

aperture. (b) Fine alignment markers used to align the binary amplitude masks on each other.  

     

3.4 Fabrication of the phase mask 

The fabrication of the 16-level phase mask requires using a 4 amplitude mask exposures. 

Moreover, to create a circular aperture, an additional initial exposure is required. Therefore, the 

first step in the fabrication of the phase mask is depositing chromium on the glass substrate. This 

is done using the thermal evaporation (deposition) method. In this method, the deposition 

material is heated in a vacuum chamber (~5e-6 Torr). The heating causes the material to 

evaporate and condense on the cooler substrate. Vacuum helps in making sure that the 

evaporated vapors do not collide with any background gas and directly travel to the substrate. 

Using this procedure a 40nm layer of chromium is deposited on one side of the glass substrate.  

Once chromium is deposited, the substrate is subjected to the 5 exposure steps mentioned 

earlier. Each of the exposures is a 5-step process as illustrated in Fig. 3.4. The first exposure is 
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carried out on the chromium side of the substrate whereas for subsequent exposures the glass 

side is used.  

 

Fig. 3.4 Step-by-step procedure for exposing a single binary amplitude mask: The steps involved 

in each of the exposure steps is shown. The substrate used here is quartz; photo-resist is the 

positive Clariant AZ4210. The photo-resist is spin-coated for 30s at 6000 rpm to create a ~1.8 

micron thick layer. UV light is exposed onto the photoresist for 12s using a160W light source. 

The exposed mask is developed in a 1:4 solution of AZ400K and DI water for 2 minutes. 

Reactive ion etching used to etch in glass whereas chemical etching using CR-7S is used to etch 

away chromium to create a circular aperture. The photo-resist is stripped using acetone in the 

final step. 

 

3.4.1 Spincoat photoresist 

The first step to any lithographic process is deposition of an appropriate photo-resist. We 

choose the positive Clariant AZ4210 photoresist to ensure that minimal amount of material is 

removed during the development process. It has been shown that positive photo-resists are 

capable of finer resolution and unlike negative photoresists do not swell during 

development[113].  The photo-resist is spin-coated for 30s at 6000 rpm. The coating thickness 

was measured around ~1.8 micron which is adequate for the etching step as explained later. The 
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adhesion between chromium and AZ4210 is strong whereas between glass and AZ4210 is weak. 

Therefore, an adhesion layer of hexamethyldisilazane (HMDS) is spincoated on glass before the 

photoresist. The photoresist is then soft-baked on a hotplate for 90s at 100
o
 C. This procedure is 

also known as pre-baking owing to the fact that it is baked before the exposure. Pre-baking 

minimizes the solvent concentration of photoresist which helps in avoiding mask contamination, 

sticking to the mask, and improves adhesion. Unlike certain other photoresists, AZ4210 does not 

require a post-exposure bake.  

3.4.2 Exposure 

The substrate is allowed to cool down for a couple of minutes before exposing it using 

the SUSS MJB3 mask aligner. The main challenge in this lithography method is the demanding 

alignment requirements. However, with the help of properly designed alignment markers (Fig. 

3.3), the phase masks were shown to be extremely reproducible with minimal errors. The 

exposure time depends on the photoresist thickness and the intensity of UV light used. It was 

found that a 12s exposure using a 160W source was appropriate for the 1.8 micron thick 

photoresist layer. Exposing the photoresist to UV light causes a chemical change in the 

photoresist making the exposed regions soluble (using appropriate developer) in the case of a 

positive photoresist. 

3.4.3 Photoresist development 

Photoresist development refers to the process of washing away the exposed (or 

unexposed) regions in case positive (or negative) photoresist. In the case of AZ4210, the 

appropriate developer is the AZ400K. Development exposes the regions of the substrate that 

need to be etched in the next step. Hence, it is important to make sure that the photoresist has 

been completely developed by observing the color contrast between the photoresist and the 

substrate under an optical microscope. The development time typically depends on the 
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photoresist thickness, developer concentration and the age of the developer. We found that using 

a 1:4 concentration of AZ400K and de-ionized water, the development time was 2 minutes. The 

sample is lightly stirred during development for efficient removal of photoresist. 

3.4.4 Etching 

In this step, the sample is etched either on the glass side or the chromium side depending 

on the exposure step. For etching in chromium, a chemical etch is used by submerging the 

sample in CR-7S and lightly stirring it for ~90s. The sample is observed under the microscope to 

make sure that no chromium residue is left and a clear circular aperture is obtained.  

The glass side is etched by reactive ion etching (RIE) using the RIE II Plasmatherm at 

CNL. RIE is a dry etching process that uses reactive chemical gases that attack the substrate 

removing material from it. RIE is an anisotropic etching process meaning that the vertical etch 

rate >> horizontal etching rate. Hence straight edges can be etched extremely well using RIE. A 

mixture of 16 SCCM of CHF4 and 4 SCCM of CF3 is used for etching in glass. The etch rate 

was calibrated to be about 13nm/min and typically doesn’t vary over periods of months. It is 

important to calibrate the etch rate of the photoresist as well to make sure the photoresist doesn’t 

get completely etched exposing the substrate. The etching time depends on the required etching 

depth and the etching rate. In each consecutive exposure the phase mask is etched to a depth 

given by , where M is the mask number and  corresponds to an etch depth that 

imparts a phase difference of 2π, i.e. . 

3.4.5 Photoresist stripping 

Once the etching process is completed, any remaining photoresist on the substrate is 

dissolved using acetone followed by isopropanol. The substrate is then cleansed using oxygen 

plasma to remove any residual organic impurities. 

2 2Mh π 2h π

( )( )2 0 0 1h nπ λ λ= −
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The substrate is now ready for the next exposure and the process is repeated for each of 

the binary amplitude masks. A major drawback of the binary multi-exposure method lies in the 

fact etching into the substrate is a permanent process and a single over or under etched step can 

induce significant errors in the sample. Hence, the binary multiple exposure method needs to be 

carried out diligently. The total time required for fabricating a single phase mask is around 10 

hours but multiple substrates can be exposed and etched as long as they have the same 

wavelength of operation increasing the total throughput. 

3.5 Fabricated mask testing 

The procedures developed earlier are followed to manufacture the vortex phase mask that 

works for a wavelength of 633nm. The depth profile of the fabricated mask is measured using a 

white light interferometer. The resulting profile is shown in Fig. 3.5. Part (a) shows the actual 

depth profile shown on the profilometer. The refractive index of quartz at 633nm is ~ 1.542. 

Therefore the step height for a 16-level phase mask is given by 633e-9/(0.542*16) = 73nm which 

as shown in the part (b) is very close to the measured height of 75nm.Using the obtained depth 

profile, the corresponding phase variation imparted can be calculated by inverting eq. (3.1) and is 

shown in Fig. 3.5(c).   
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Fig. 3.5 Profilometery measurement of vortex phase mask: A white light interferometer is used 

to measure the depth profile of the fabricated vortex phase mask. The figure shows (a) 2d cross 

section of the fabricated mask. (b) The 1d depth variation is shown along the white line in (a). (c) 

Using the depth profile the relative phase difference is calculated. (d) 3d view of the fabricated 

phase mask. 

 

The depth profile and the corresponding phase profiles act as test of the fabricated phase 

mask. Another simple test that measures the quality of the phase mask is the CRLB comparison 

of the fabricated phase mask compared to the ideal vortex phase mask as shown in Fig. 3.6. The 

solid angle and volume standard deviations are plotted as a function of polar angle Θ.  The red 

and green curves represent the fabricated and the ideal vortex phase mask respectively. The solid 

lines represent the single channel total intensity system whereas the dashed lines represent the 

polarization sensitive two channel system. A strong agreement is seen between the ideal and the 

fabricated phase mask.   
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Fig. 3.6 CRLB comparison of the ideal vs. fabricated vortex mask: Lower bounds of the (a) 

volume standard deviation and (b) solid angle standard deviation for the ideal vortex phase mask 

(green) and the fabricated vortex mask (red) is shown for the single channel total intensity 

system (solid) and the linear polarization system (dashed). 

 

3.6 Conclusion 

Fabrication of optically efficient phase masks using the binary multi-level exposure 

method is demonstrated. The diffraction efficiency is maximized by using 16 phase levels to 

approximate a continuous phase profile. The depth profile of the fabricated phase masks showed 

strong agreement with the ideal designs. The transmittivity of these phase masks were calculated 

to be about ~90%.   
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Chapter 4 Negative Permeability with Arrays of Aperiodic Silver 

Nanoclusters 

4.1 Introduction 

In the previous chapter we showed the importance of using electromagnetic optics for 

computational imaging when the source emission is anisotropic in nature. In this and the 

following chapter we present an analysis of another degree of freedom of optical imaging 

systems; i.e. the material used to make optical lenses. The analysis is in regards to materials that 

are not typically available in nature and are termed as metamaterials.  

Metamaterials are artificially structured materials whose properties can be engineered by 

altering the shape, size and composition of the structural units composing it. In the long 

wavelength limit; where the wavelength of light is much greater than the periodicity of these 

units; metamaterials can be assigned macroscopic optical properties. Such materials, if properly 

designed, can exhibit non-conventional properties, like negative refractive index[49], [114] and 

ultra-low refractive index[50], [51].  This could lead to applications such as imaging with 

subwavelength resolution using a flat lens[114], optical nanocircuits[52], and cloaking[53]–[57].  

Lately, quasiperiodic and disordered structures have become attractive because they provide 

additional flexibility in the design of optical material properties[115]–[119]. 

4.2 Requirements for negative refractive index 

The refractive index of a material depends on two material constants, dielectric 

permittivity "' εεε i+= ε = ε' + iε''and magnetic permeability "' µµµ i+=  and is defined by 

µε=n . The sufficient condition for obtaining negative refractive index is given by 

0'' <+ εµµε [120], [121] and can be satisfied even if only either the effective permittivity or 
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effective permeability is negative. However, it can be shown that the figure of merit (FOM) 

defined as "' nnFOM =   which is a performance index for negative index materials, is generally 

greater for materials having both negative permittivity and permeability and thus are generally 

better candidates for obtaining negative refractive index.  

One of the first solutions to achieve negative 'µ  was by using a split ring resonator 

structure[122]. However, operation at optical frequencies requires SRR in the nanometer scale, 

making the fabrication extremely challenging. Instead an architecture consisting of a periodic 

array of pairs of thin parallel silver strips has been implemented[123], [124]. Another 

metamaterial architecture that utilizes the magnetic dipole-like Mie resonance of a cylindrical 

structure has been proposed recently[125]–[128]. The magnetic response in this architecture is 

attained by using a TE wave (H field parallel to the axis of the wires) incident upon periodically 

arranged clusters of silver nanowires, where the wires within the clusters are also placed in a 

periodic fashion. This architecture is particularly interesting owing to the tunability of the 

resonance parameters attained by changing the metal filling fraction. 

However, all the magnetic resonance structures that have been proposed to date are based 

on periodic unit cells. Interestingly, owing to the nature of the effective medium approach, the 

inclusions in a metamaterial structure do not need to be periodic. Here, we show that a (periodic) 

array of aperiodic clusters of silver nanowires can give rise to negative effective permeability in 

the optical regime. More importantly, we show by a design example that a unit cell composed of 

aperiodic inclusions can give rise to stronger resonance peaks than their periodic counterparts. 

4.3 Design of the aperiodic metamaterial  

The basic design of the aperiodic metamaterial was based on the periodic cluster designs 

proposed in [125], [129]. In order to tune the resonance frequency in the optical region, the nano-
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wires chosen were composed of silver, with a radius of r=5nm and the mean center-to-center 

spacing as 12nm.  In this regime, there is significant field penetration into the metal nanowire 

and the metal wires support an electric-dipole-like Mie resonance whose resonance frequency 

falls in the optical frequency region. The Drude model was used for the permittivity of silver, 

with a plasma frequency 151018.22 ×=πω p  Hz and the damping coefficient 

121035.42 ×=πγ  γ 2π⁄ = 4.35 × 10��Hz. 

4.3.1 Algorithm used to generate the aperiodic island 

In order to generate the aperiodic island, we used a normal distribution of nanowires, 

where the mean of the distribution was 20% (2nm) of the wire diameter and the variance 5% 

(0.5nm). We start with a wire centered at (0,0) and use the normal distribution condition to find 

the radial position, and a uniform distribution to find the angle of the next wire relative to current 

one.  The same procedure is followed by randomly selecting a wire from the existing ones. To 

make sure that no two wires overlap, the distance of every new wire from all other existing wires 

is verified to be greater than 10nm. Using this algorithm a distribution of over 100 nanowires 

was generated and all nano-wires in a square region of 55 x 55 nm
2
 around the center were used 

for the aperiodic island. Different realizations of the aperiodic unit cell were constructed and a 

particular realization that yielded a strong magnetic resonance was chosen. The top performing 

aperiodic cluster we consider here consists of 19 silver nanowires whose co-ordinates are given 

in the Table 4.1. 
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No. x (nm) y (nm) 
 

No. x (nm) y (nm) 
 

No. x (nm) y (nm) 

1 0 0 
 

8 15.88 -13.24 
 

15 -10.3 17.36 

2 4.38 -10.17 
 

9 16.68 17.66 
 

16 -0.67 23.72 

3 12.05 -2.3 
 

10 22.16 -23.8 
 

17 -15.09 -24.66 

4 -7.48 -8.21 
 

11 -15.03 -0.1 
 

18 -20.9 14.36 

5 10.07 8.64 
 

12 24.7 -5.9 
 

19 -17.85 -14.6 

6 20.69 5.73 
 

13 -5.38 -19.14 
    

7 7.83 -20.71 
 

14 -0.23 12.8 
    

Table 4.1 Cartesian co-ordinates (x, y) in nm for the center of each of the 19 nanowires used to 

generate the aperiodic island 

 

In order to simulate the complete metamaterial structure, periodic boundary conditions 

were applied to this unit cell of the aperiodic cluster. For a fair comparison, the periodic cluster 

was then chosen to closely match the aperiodic structure in terms of its spacing and number of 

wires. The resulting metamaterial structures for the aperiodic and periodic cases are shown in 

Fig. 4.1(a) and (b) respectively. The aperiodic cluster consists of a cluster of silver nanowires 

randomly arranged, while these clusters themselves are arranged in a periodic fashion with a 

period, a, of 70nm. The periodic unit cell consists of 20 silver nanowires arranged in an array of 

4x5 matrix. The nanowires are placed 11 nm apart and the clusters have the same periodicity of 

70 nm. 
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Fig. 4.1 Metamaterial structures for magnetic resonance: The structures compared are (a) 

Aperiodic unit cell (b) Periodic unit cell. The nanowires have a diameter of 10nm and are 

composed of silver. The islands in both cases are arranged periodically with a period of 70nm. 

 

4.4 Effective parameter calculation 

The effective permeability and permittivity were retrieved using the reflection and 

transmission coefficients from the far field[130]. With this method we retrieved all four 

parameters required for an unambiguous and consistent effective medium characterization, 

namely the real and imaginary parts of the impedance and refractive index. In order to retrieve 

the effective parameters for a given structure, we first calculate the steady state field distribution 

using a finite element solver[131] and then calculate the reflection and transmission coefficients 

in the far field (at distance 900nm for a resonance wavelength λres of 350nm). Fig. 4.2(a) shows 

the simulation conditions that were used to compute the steady state field distribution of the 

metamaterial unit cell. Perfect Electric conductor (PEC) and Periodic boundary conditions (PBC) 

were respectively used to simulate free space and infinite periodicity in the vertical direction. 

Low reflection boundary conditions are used on the left and right surfaces of the simulation area 

to avoid unwanted reflections from the virtual edges. Here, (Rf) and (Tr) represent the planes 

where the reflection and transmission parameters are evaluated 
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Fig. 4.2 (a) Simulation conditions for the FEM. Perfect Electric Conductor (PEC) and Periodic 

Boundary Conditions (PBC) are applied to the top and bottom surfaces of the unit cell. (Rf) and 

(Tr) are the planes in the far field (900nm for a λresonance of 350nm) where the reflection and 

transmission coefficients are respectively evaluated. (1) and (2) are two different reference 

planes used to determine the reflection coefficient and hence the effective refractive index. (b) 

Real part of the effective refractive index over a broad frequency range for reference plane at 

distance 35nm (black) and 30nm(blue) from the center of the unit cell for the aperiodic structure 

(c) Effective impedance for the corresponding aperiodic structure where the number of periods in 

the propagation direction are 1 (blue), 3 (black) and 5(red) 

 

Once we calculate the reflection and transmission coefficients, they can be inverted to 

find the effective index and effective impedance of the structure[130]. Retrieving the impedance 

and imaginary part of the effective index is trivial, but the real part of the effective index has 

multiple branches due to the arccosine function. Another complication with retrieving the 

effective parameters of metamaterials is that they do not have well defined surfaces and thus the 

reference plane used to calculate the effective parameters is arbitrary. We overcome this obstacle 

in the following way. 
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As shown in Fig. 4.2(a), (1) and (2) are two different reference planes used to evaluated 

the reflection coefficient and hence the effective refractive index. The real part of the effective 

index is then plotted over a broad frequency range (Fig. 4.2(b)). The resonance occurs around 8.5 

x 10
14

 Hz; thus the effective index curve should be nearly constant and free of any discontinuities 

for much lower frequencies. Even if the discontinuities do occur, they should be removable by 

replacing that portion of the curve with a different branch of n (again due to the arccosine 

function). If this is not the case, we displace the reference plane till we encounter such a 

situation. In Fig. 4.2(b) it can be seen that a reference plane of 30nm from the center of the unit 

cell leads to irremovable discontinuities whereas a reference plane of 35nm presents us with a 

continuous and flat curve. The validity of the reference plane is now verified by applying it to 

multiple cell simulations and by comparing it to the rigorous band structure. Also as shown in 

Fig. 4.2(c) the complex impedance for multiple cells (1, 3 and 5) shows a strong agreement with 

each other. 

4.4.1 Anisotropy of the aperiodic structure 

The aperiodic unit cell is asymmetric and hence we expect the effective parameters to be 

anisotropic. Unlike a photonic crystal these properties should also be independent of the 

periodicity of the unit cell. Accordingly, Fig. 4.3 shows the real part of the effective permeability 

for a range of incidence angles for a single unit of the aperiodic structure (no periodic boundary 

conditions). Part (a) shows the effective permeability for angles ranging from 10
o
 to 40

o
. It can 

be seen that the magnetic resonance is retained for these incident angles. The lowest effective 

permeability was observed for normal incidence at 8.47 x 10
14

. Part (b) plots the value of the 

effective permeability for a range of incidence angles at 8.47 x 10
14

 Hz. It can be seen that the 

characteristic magnetic resonance is retained for different incident angles but the there is a slight 



76 

 

shift in the resonance frequency. Thus at steeper incident angles, the effective permeability 

becomes non-negative. 

 

 

Fig. 4.3 Comparison of the effective permeability of the aperiodic structure for a range of 

incident angles: (a) Effective permeability as a function of frequency for incidence angles 

ranging from 10
o
 to 40

o
 in 10

o
 intervals. The resonance feature is retained. (b) Effective 

permeability at 8.47 x 10
14

 Hz for incidence angles ranging from 0
o
 to 75

o
 in 5

o
 intervals. The 

chosen frequency is the one at which the effective permeability is the strongest negative for 

normal incidence. 

 

4.4.2 Validation of effective medium approach 

To validate the effective medium approach and the calculation via reflection/transmission 

coefficients, the band structure was calculated using two different methods for the aperiodic 

realization in Fig. 4.1(a). The first approach was based on the rigorous computation of Bloch 

modes using a finite element method. The second approach used the effective refractive index n, 

calculated from reflection and transmission parameters to determine the band structure from the 

relation ka = 2πaλn c , where c is the speed of light. As shown in Fig. 4.4(a), the two band 

structures are in good agreement. This is consistent with previous reports that showed that the 

effective medium theory has a wide range of validity even near the photonic band gap[128].  
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Fig. 4.4 Validation of effective medium approach and comparison of effective permeabilities: (a) 

Photonic band structure of the aperiodic configuration using effective parameters (blue line) and 

using rigorous photonic band structure calculation (blue dots). (b) Comparison of effective 

permeability for the aperiodic structure (blue) and for a periodic structure with wire spacing 

11nm (black) and 11.4 nm (green). The inset shows the effective permeability for a single unit 

cell of the aperiodic structure. Solid(-) and dashed(--) lines represent the real and imaginary parts 

of the effective permeability respectively. 

 

4.5 Performance comparison of periodic and aperiodic structures 

The chosen aperiodic unit-cell metamaterial realization shows a magnetic resonance at 

8.49 x 10
14

 Hz, with 65.0' −=µ  and µ" =1.63, μ' = -4.2 as shown in Fig. 4.4(b) (blue curve). It 

can be seen that in certain frequency regions the imaginary component of effective permeability (

"µ ) becomes negative. But since µε=n , negative "µ  does not represent gain and it can be 

shown that the imaginary effective index ( "n ) is still positive. In order to distinguish from the 

photonic crystal effect and validate the use of effective medium theory, we performed 

simulations of the aperiodic unit cell without applying periodic boundary conditions. Unlike a 

photonic crystal, the metamaterial response should be primarily local and the unit cell of a 

metamaterial should retain the characteristics of the bulk structure. As shown in the inset of Fig. 

4.4(b) (red curve) the isolated aperiodic unit cell has a resonance peak of 68.0' −=µ   at 8.47 x 
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10
14

 Hz. It is noteworthy that the peak of negative 'µ  lies above the band gap region. A 

comparison between periodic and aperiodic systems was made by computing the effective 

parameters for the aforementioned structures. A negative peak 28.0'Per −=µ  )56.0"( Per =µ  was 

observed for the periodic case (black curve) as compared to the 65.0' −=µ  for the aperiodic one. 

We also see that the resonance frequency for the periodic nanocluster has blue shifted to a value 

of 7.65 x 10
14

 Hz. To confirm that the aperiodic realization gives a stronger resonance, we match 

the resonance frequencies of the two structures by changing the wire spacing of the periodic 

structure to 11.4nm, preserving all the other parameters. As shown in Fig. 4.4(b) (green curve), 

the modified periodic structure shows a magnetic resonance at 8.45 x 10
14

 Hz. The negative peak 

in this case is 034.0' −=µ )43.0"( =µ , thus confirming that the aperiodic structure shows a 

stronger resonance than the periodic one. Owing to the varying distances between the inclusions, 

the aperiodic and periodic structure exhibit weak multiple resonances. This effect can be seen in 

Fig. 4.4(b) where green (periodic) and blue (aperiodic) curves exhibit weak resonances at higher 

frequencies. 

  

4.6 Perturbation analysis  

Minor changes in the positioning of the nanowires change the strength of the resonance 

and can critically affect the strength of the magnetic resonance. Hence, the sensitivity of the 

magnetic properties to nanowire position was analyzed for the periodic and aperiodic structures. 

The peak effective permeability was calculated for five different perturbation cases. Each 

nanowire was displaced radially by a distance chosen from a uniform distribution between 0 and 

P with P ∈ {0.1, 0.2, …, 0.5nm}. The direction of the perturbation was chosen using a uniform 

distribution between 0-2π. Each new realization was verified to make sure that none of the 
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nanowires overlap and the effective permeability of the resulting structure was computed. The 

(negative) effective permeability peak was extracted for each of the perturbation distances using 

20 realizations for the periodic case and 30 realizations for the aperiodic case. Whenever the 

resonance frequency coincided with the band gap for the perturbed aperiodic case, the 

information about the frequency and resonance strength could not be extracted, and such cases 

were neglected. The results for the periodic and aperiodic structures are plotted in Fig. 4.5(a) and 

(b) respectively.  

 

Fig. 4.5 Sensitivity analysis: The plots show the effective permeability at the resonance 

frequency after perturbation of (a) the structure with the aperiodic unit cell, and (b) the structure 

with the periodic unit cell (wire spacing is 11nm). 

 

The average 'µ  for the aperiodic case is 
Aper

'µ = -0.005, whereas the average 'µ  for the 

periodic case is 
Per

'µ = -0.239. The standard deviations for the aperiodic and periodic case are 

Aperσ = 0.34 and Perσ = 0.15 respectively. This shows that the aperiodic metamaterial structure is 

more sensitive to perturbations than the periodic counterpart. 
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4.7 Steady state field distributions 

 The magnetic resonance behavior can also be seen by plotting the steady state field 

distributions for these structures along with the electric field vector with components (Ex, Ey). 

Fig. 4.6(a) and (d) show these plots for the periodic and the aperiodic case, with color 

representing the relative strength of the magnetic field. The electric field vector loops around the 

structure in the unit cell and the magnetic field is concentrated within the structure. It can be seen 

that albeit over a smaller area, the flux of the magnetic field is greater for the aperiodic structure 

as compared to the periodic one and hence it yields a stronger magnetic resonance. The magnetic 

field distribution and the electric field vectors for perturbed structures are also shown in Fig. 4.6. 

The perturbed structures (periodic and aperiodic) that have the strongest magnetic resonance are 

shown in Fig. 4.6 (b) and (e) whereas (c) and (f) show the perturbed structures with the weakest 

resonance. These results confirm that the strength of the resonance depends on the flux of the 

magnetic field within the structure. For the aperiodic case this flux is very sensitive to the 

relative positioning of the nanowires. However, from Fig. 4.6 it is clear that the perturbed 

aperiodic structure can yield a resonance strength of up to 'µ  = -1.3 whereas the periodic 

metamaterial resonance strength can provide 'µ  = -0.73.  
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Fig. 4.6 Magnetic field distributions and electric field vector plots for the aperiodic and periodic 

structures at their respective resonance frequencies (fresonance). The color map represents the 

relative strength of the magnetic fields. (a), (b) and (c) represent the original, best case (perturbed 

structure that yields lowest ), and worst case (perturbed structure that yields highest ) 

designs for the periodic structure whereas (d), (e) and (f) represent the corresponding designs for 

the aperiodic structure. 

 

4.8 Conclusion 

These results suggest that with proper design, aperiodic structures can yield strong 

magnetic resonance but proper care has to be taken with respect to fabrication tolerances. 

Furthermore, the fact that the effective medium matches the rigorous calculations suggests that 

any or all of the unit cells can be replaced by different aperiodic arrangements of nanowires with 

the same effective medium properties. As a consequence, aperiodic arrays of nanowires where 

each unit cell is different from the others could be created while still maintaining the same 

photonic band structure and effective negative permeability. 

'µ 'µ
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 In conclusion, we have shown that optical metamaterial structures with aperiodic 

inclusions are strong contenders for negative permeability, and hence negative refractive index. 

By tailoring the aperiodicity of each cell they have the potential to generate stronger magnetic 

resonances than periodic structures. 
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Chapter 5 Infinitely-Refraction Linear material (IRAM): a new 

optical design paradigm for non-paraxial imaging 

 

5.1 Introduction 

In this chapter, we present a new paradigm for optical design based on artificial materials 

determined by design. During the last years there have been multiple attempts at incorporating 

metamaterials to improve lens performance, mostly directed at the capture of near field 

information[23]–[26], [48], [132]–[136]. In far-field imaging it is noteworthy the work by 

Smith’s group showing the advantages of negative index metamaterial lenses to reduce 

aberrations[136].  Recent work has also shown that placing a two dimensional thin metallic 

grating at the interface between two media can help control the direction of rays beyond Snell’s 

law of refraction[137], an idea that can be applied in lens design[21]. However, even if 

appealing, these techniques are based on the use of negative refractive index and metal 

structures, which as shown in the previous chapter, are inherently lossy in the optical regime, and 

hence limit their applicability.  

Here we propose infinitely refraction-linear artificial materials (IRAM) to enable three-

dimensional or high NA optical elements to maintain a linear relationship between input and 

output angles of refraction over a large field of view. Because the material properties are 

dependent on the input angle, IRAMs are intrinsically anisotropic and the wavefront and energy 

propagation directions are different. Thus, polarization characteristics of light play an important 

part in the design of IRAM. In section 5.2, we briefly describe the assumptions in Gaussian 

optics and, using simulations in Zemax, show the effect of increasing incidence angles on the 

size of the PSF for a singlet lens. In section 5.3, we describe the properties of two different kinds 
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of IRAM that we respectively call phase linear-refraction materials (PLRM) and linear Poynting 

materials (LPM). We then show that uniaxial materials with appropriate refractive index and 

birefringence approximate the linearity property of IRAM for incident angles up to 70
o
 as 

opposed to 30
o
 for isotropic materials using flat-interfaces (Non-planar shaped IRAMs are 

discussed in Appendix 5B to the chapter). Form birefringence is proposed as a means to achieve 

arbitrary birefringence within the limits of naturally available refractive indices. Uniaxial 

materials are then simulated using Zemax in conditions similar to the isotropic singlet and we 

show that a spot size improvement of over 200% is achieved with singlet lens for on-axis 

imaging. Lastly, an example of a real-life application of IRAM is demonstrated. 

5.2 Gaussian Approximation 

The major assumption in Gaussian optics is that the angle of incidence of the rays on the 

lens surface is small so that the sine of the angle can be approximated by the angle itself. Thus if 

a ray is incident from air, Snell’s law at the lens surface can be written as θ1=n⋅ θ2, where θ1 and 

θ2 are respectively the angles of incidence and refraction. This linear relation between the 

incident and refracted angle turns to simplify all the development of Gaussian optics leading to 

seemingly perfect imaging without aberrations and is only limited by diffraction. However, this 

approximation is only valid for incidence angles up to about 30
o
 (using ~5% deviation) for most 

practical purposes and the Gaussian approximation fails for large incidence angles. In order to 

exemplify this point further we use an optical ray tracing tool to show the effect of increasing the 

incidence angle on the PSF. Zemax is a commercially available ray tracing software that can be 

used for the design and analysis of optical imaging systems. Although ray tracing is valid in the 

geometrical optics limit, Zemax has some modules that can be used to study the effects of 

diffraction.  
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We demonstrate these modules by first modeling an ideal paraxial thin lens as shown in 

Fig. 5.1. The table, also known as the lens prescription, shows the object and image distances, 

stops, curvatures and, the lens material. In this example, we choose a lens with focal length of 50 

mm and object and image distances at 100mm (2f ). The resulting layout is shown in Fig. 5.1(a). 

The diffraction encircled energy plot in Fig. 5.1(b) shows the fraction of energy enclosed as a 

function of distance from the image centroid. Also shown is the encircled energy of the 

diffraction limited spot. In an ideal lens the two curves show 100% overlap. The spot diagram, 

shown in Fig. 5.1(c), is a graph showing where the rays from a point object hit the image surface. 

An aberration free lens would show a single image point within the numerical limit. Also 

outlined by the black circle is the relative size of the airy disc. Well-designed systems will have 

rms spot sizes close to the diffraction limited spot size whereas systems that are dominated by 

aberrations will have much larger rms spot sizes. The rms spot size of the ideal lens is on the 

order of 10
-14

 showing that the performance of this lens is limited by diffraction. The cross 

section of the actual PSF is shown in Fig. 5.1(d).   
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Fig. 5.1 Zemax simulation of a perfect paraxial lens: The lens focal length was chosen to be 

50mm. (a) The object and image are 2f away from the lens. (b) The diffraction encircled energy 

shows that all the power is within the diffraction limited spot size.  (c) Airy disc is shown in 

black and the system is not limited by aberrations (d) Cross-section of the diffraction limited 

PSF. 

 

In what follows, we analyze the performance of a real lens that is susceptible to 

aberrations. As shown in the lens prescription (Fig. 5.2), the first surface of the lens is chosen to 

be flat (R1 = ∞) so the incident angles do not depend on the lens curvature. The stop is placed 

right at the surface. Also, instead of the standard surfaces, birefringent in and birefringent out 

surfaces were chosen. The reason for choosing birefringent surfaces will be apparent later but 

Zemax is capable of accurately tracing the ray through birefringent surfaces. The c-axis defined 
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by the X-,Y-,Z-cosine lies along the optical axis and Mode defines whether the ordinary (Mode 

0) or the extra-ordinary (Mode 1) ray is being traced. The material used here was added to the 

Zemax catalog and has ordinary and extraordinary refractive indices of 1.5 and 1.2. However, for 

the o-ray the index would be a constant 1.5 simulating a generic lens. In order to show the effect 

of shallow and steep angles on the PSF, the object was placed very close (10 mm) to the first 

surface. However, this causes the rays to diverge making it harder to study the spot size and the 

encircled energy. This was overcome by adding the ideal paraxial lens that brings the rays back 

into focus. Since the ideal lens does not introduce any artifacts, the performance of the system 

only depends on the real lens.  

The surface stop was chosen at 4 mm making the highest incident angle at tan
-1

(4/10) ≈ 

22
o
 which should be close to the paraxial regime. The thickness of the lens was chosen to be 15 

mm (small compared to the two surface radii) to emulate a thin lens. The second surface of the 

lens and the image distance were used as optimization variables to reduce wavefront errors and 

obtain a strongly focused image. The resulting system layout is shown in Fig. 5.2(a). As seen in 

the encircled energy plot (Fig. 5.2(b)) and the spot diagram, most of the energy is contained in 

the diffraction limited spot. The rms spot size is 1.8 µm whereas the radius of the airy disc, 

which depends on the size of the aperture, is about 2.4 µm. Thus, this exemplifies the well-

known fact[60], [138] that for small incident angles, real lenses are limited by diffraction rather 

than aberrations.  
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Fig. 5.2 Isotropic thin lens in the paraxial regime: The maximum angle of incidence is given by 

tan
-1

(4/10) ≈ 22
o

. (b) Most of the energy is contained in the diffraction limited spot which is also 

seen in (c). The rms spot size is 1.8 µm and the airy disc radius is 2.4 µm       

 

In order to demonstrate the effect of steeper incidence angles, the surface stop is then 

changed to 20 mm leading to incident angles as large as 63
o
 as shown in Fig. 5.3. Since the 

object is an on-axis point, the only aberrations encountered by the system are spherical and 

defocus. These two aberrations are competing and the smallest spot size lies in the plane known 

as the circle of confusion. The first optimization was performed by keeping the radius of 

curvature constant and only optimizing the image distance. The results of this optimization are 

shown in Fig. 5.3(a) and (b). The rms spot size for this optimization is 3727 µm which is much 
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larger than the airy disc size of 0.6 µm showing that aberrations clearly dominate the 

performance of this lens. Also, due to the large size of the PSF the maximum available sampling 

for the encircled energy and cross section of the PSF were inadequate to represent them and 

hence are not shown here. For completeness, a second optimization was performed using both 

the image distance and the surface curvature as variables. The results of the optimization are 

shown in Fig. 5.3(c) and (d). The rms spot size for this case is 1031 µm compared to the 0.73 µm 

radius of the airy disc confirming that PSF is limited by aberrations rather than diffraction.      

 

 Fig. 5.3 Isotropic lens for large incidence angles (63
o

). (a) and (b) show the results with only the 

image distance optimized whereas in (c) and (d) both the surface curvature and the image 

distance was optimized. The rms spot size (and airy disc size) for the two cases are 3727 µm  

(0.6 µm) and 1031 µm (0.73 µm). 

Thus, we have shown how large incidence angles can lead to large aberrations, especially 

in singlet lens systems. Aberrations are caused due to the failing of the paraxial assumption that 
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approximates a linear relationship between input and output refraction angles. In the next 

section, we make a case for a novel material that maintains the linear relationship for all 

incidence angles.  

5.3 IRAM theory 

5.3.1 Phase Linear-Refraction Material:   

Here, we hypothesize a lens material that always follows a linear relation between the 

input and the refracted angles [Fig. 5.4(a)]. One might argue that such a lens would always act 

like a paraxial lens and thus provide a perfectly diffraction limited image. Let us assume for the 

moment that we can build such a lens and let the linearity constant be K. Without loss of 

generality, we can assume that the material lies in the  plane with -axis pointing inside the 

plane of paper and the material interface is perpendicular to the -axis. For a wave incident at an 

angle θi to the surface normal, the wave vector in free space can be written as 

, where k0 is the free space wavenumber.  The Snell’s law for a flat 

interface between air and the phase-linear material can be written as 

 ( ) ( )sin sini in Kθ θ= ⋅   (5.1) 

In order for this condition to be satisfied, the refractive index has to depend on the 

incident angle and can be written as 

 ( )
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A material following this equation is termed a Phase Linear-Refraction Material (PLRM) 

because it produces linearity in terms of the k-vector direction, which is normal to the phase 

fronts. As  approaches 0, the index of refraction tends to K. Since the refractive index of 

commonly used optically transparent materials ranges between 1 and 3, we take the constant K 
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between these values and plot the angle dependence of the refractive index as shown in Fig. 

5.4(b). These plots show the prescription for index variation as a function of incident angle for a 

PLRM. It is clear from the above discussion that IRAMs are inherently anisotropic. To visualize 

the effective index surface (k-surface) we write eq. (5.2) in terms of the phase-refraction angle 

 ( )
( )
( )lin

sin

sin

r

r

r

K
n

θ
θ

θ
=   (5.3) 

The refractive index as a function of the phase-refraction angle and the corresponding 

effective index surface are shown in Fig. 5.4(c) and Fig. 5.4(d). The medium surrounding the 

IRAMs is air and the maximum refraction angle occurs for grazing incidence i.e. max(θr) = 

90
o
/K. Therefore, the refractive index and the effective index plots are shown up to the maximum 

phase-refraction angle.  

 

Fig. 5.4 Phase Linear-Refraction Material (PLRM) – (a) Schematic of the linear relationship 

between the angles of incidence and refraction. (b) Variation of the refractive index for a PLRM 

with respect to the incident angle (θi) for two different linearity constants. (c) Refractive index 

variation as a function of phase-refraction angle (θr). (d) The effective index surfaces for these 

materials. PLRMs guarantee that the direction of the refracted k-vector is in a linear angular 

relationship with the incident k-vector. 
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It is clear that, for a flat PLRM surface, the curvature of the effective index surface 

increases with increase in the value of the linearity constant K. Interestingly, it can be seen that 

for a small incidence angles, the index surface cross-section (Fig. 5.4(d)) resembles an ellipse 

similar to that traced by the extra-ordinary index of an anisotropic birefringent material with c-

axis along  for a negative uniaxial material or along  for a positive uniaxial material.  

PLRMs guarantee that the direction of the refracted k-vector is in a linear angular 

relationship with the incident k-vector. However, PLRMs are clearly anisotropic and hence the 

direction of energy flow given by the Poynting vector is not aligned with the k-vector. Further, 

the Poynting vector direction is provided by the normal to the index surfaces for a given incident 

vector. Thus we define a linear Poynting material (LPM) as a material with the Poynting vector 

direction linearly related to the incident Poynting vector for all angles of incidence.  

5.3.2 Linear Poynting Material:  

The direction of energy flow in an anisotropic material is along the normal to the 

momentum-surface at a given point which typically is different from the direction of phase front 

propagation.  Here we derive the equation for a material with the direction of energy flow linear 

with respect to the incidence angle.  Assuming that such a momentum surface exists, we could 

plot kz (nz) as a function of kx (nx) for ky = 0 (without loss of generality) as shown in Fig. 5.5(b). 

zɵ ɵy
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Fig. 5.5: Linear Poynting material (LPM). (a) Schematic of the relationship between angle of 

incidence and angle of Poynting vector (b) Schematic of a hypothetical k-surface relationship 

between air (green curve) and an LPM (red curve). The dotted lines represent conservation of 

transverse momentum (kx) (c) The index curves for LPM calculated at increasing approximation 

and showing convergence to the solution. 

 

The green curve represents the k-surface of air and the red curve represents the k-surface 

of an LPM. Using Snell’s law we have 

 ( ) ( )sin 1 sin
r i

n θ θ⋅ = ⋅   (5.4) 

where 
. The angle of the normal to the curve, Φ, as measured from the  

axis is given by, 
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For linearity Φ should be a linear function of θi so 
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Substituting eq. (5.4) in eq. (5.6) we get, 

 ( )( )1d 1
tan sin sin

d

z
r

x

n
n

n K
θ− 

− = ⋅ 
 

  (5.7) 

But, the refraction angle is related to the projection of effective index along  and  by 

. Substituting back we get 
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Noting that  leads to 
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Integrating eq. (5.9) we get, 

 ( )11
tan sin dz x xn n n

K

− 
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∫   (5.10) 

This remarkable simple equation defines the desired material property. Unfortunately it is 

not easily integrable, so we use the following approximation for the tan series 

 ( )
3 5 72 17

tan  
3 15 315

y y y
y y= + + + ⋯   (5.11) 

A ray that is incident normal to the surface of the lens has kx as 0. Thus the index 

observed by the ray is nz and causes a change in the momentum but not the direction. Thus we 

can assume that when nx is 0, nz tends to K which can be used to find the integration constant. In 

Fig. 5.5(c) we plot this momentum surface for increasing number of terms in the tan() series. All 

the curves start at the chosen nz of 1.5 (picked on purpose for this solution). For small angles all 

the curves follow the same trend, while at large angles, the curves deviate but show clear 

convergence as the number of terms increases.   

It is clear that the refractive index properties of PLRM and LPM are different but 

nevertheless; we term these new classes of materials as infinitely refraction-linear artificial 

material (IRAM). As mentioned earlier, a striking feature of IRAM is the similarity of the 

refractive index properties to birefringence materials. Although naturally occurring birefringent 

materials such as calcite could emulate IRAM reasonably well (see Appendix 5C to the chapter), 

the space of birefringent materials is explored here using materials by design. Almost arbitrary 
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birefringence (within certain limits) can be attained using periodic nanostructures[140]–[144]. 

Given a 1-D periodic array of two materials of indices n1 and n2 with periods a and b, the 

structure effectively behaves like a birefringent material with the following indices [145] (in the 

long wavelength limit): 

 

( )

1/2

1

1/2 1/2

2

1o

e

n n a

n n ba b

 ⋅ 
=   

⋅+   
  (5.12) 

Thus the ordinary and extra-ordinary indices can be tailored by the refractive indices of 

the constituent materials and their relative periodicities. In particular the use of form 

birefringence[140]–[142] is an attractive approach to approximate the ideal IRAM.  

5.4 Uniaxial crystals as PLRM:   

In section 5.3.1, we saw that the effective index curve for PLRM resembles an ellipse 

where the refractive index is a decreasing function of the incidence and hence the refraction 

angle. This is equivalent to the effective index curve of a negative uniaxial crystal with c-axis 

along the surface normal or a positive uniaxial crystal with c-axis perpendicular to the surface 

normal. For simplicity, we only consider the case of negative uniaxial crystal, keeping in mind 

that the positive crystal will yield the same results with the o- and eo- refractive indices 

switched. It can be shown that even for c-axis approximately parallel to the surface-normal, the 

effective index curves would match closely. However, only transcendental solutions exist for 

cases where the c-axis does not lie parallel or perpendicular to the interface (see Appendix 5A). 

Therefore, we consider the case where the angle between the c-axis and the surface normal is 0
o
 

as shown in Fig. 5.6. The angle of phase-refraction and the Poynting vector for the eo-ray are 

denoted by θe and θS respectively.  
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Fig. 5.6 Index ellipse of the eo-ray refracted at an angle θe. The c-axis is along the surface 

normal. 

 

Following the development in Appendix 5A, the generalized Snell’s law for this case can 

be written as 
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Inverting and squaring the above equations we get, for θi > 0 
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When the wave is incident normal to the surface, i.e. θi = 0, eq. (5.13) can be directly 

used to get θe = 0. For non-normal incidences, eq. (5.14) can be written as, 
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This equation can be further simplified as, 
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This simple analytical equation can be used to calculate the phase refraction angle of the 

eo-wave for c-axis along the surface normal. The direction of energy propagation is given by the 

surface normal to the effective index curve at the point where the transverse momentum is 

conserved (see Fig. 5.6). The two components of the index ellipse nz and ny are just projections 

of the effective index on the ẑ- and ŷ-axis respectively, i.e. 
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Thus, the index ellipse can also be written in the following form 
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It can easily be shown that the direction of Poynting vector is related to the derivative of 

the index ellipse by the following equation, 
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Differentiating eq. (5.18), we get 
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Substituting eq. (5.17) in eq. (5.20), we get 
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Substituting eq. (5.21) in eq. (5.19), we get the equation for direction of Poynting vector 

of the extra-ordinary ray in terms of its phase-refraction angle or in terms of the incidence angle 

(using eq. (5.16)) as follows 
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The relation between the Poynting vector and incidence angle for the eo-ray is similar in 

form to that between the phase-refraction angle and incidence angle. A similar procedure can be 
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used to determine the direction of energy propagation inside an ideal PLRM. The effective 

refractive index of an ideal PLRM as a function of the refraction angle θr is given by eq. (5.3). 

The components nx and nz can then be written as 
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The equation for ny is just Snell’s law. Using a similar procedure as before, the direction 

of Poynting vector θS for a PLRM is given by 
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  (5.24) 

Again, the angle of Poynting vector for the case of a PLRM is given by a simple 

analytical function of the incidence angle and the linearity constant. Equipped with these 

equations, we can now compare the properties of a negative uniaxial material to that of an ideal 

PLRM. 

 

Fig. 5.7 PLRM vs. negative uniaxial material: (a) Comparison of the effective index curve for 

PLRM (solid blue and red) with effective index of the eo-wave (dashed blue and red) and o-wave 

(dashed black) of a uniaxial material. The linearity constants considered for PLRM are K=1.2 

(blue) and K=1.5 (red). The o- and eo- refractive index are chosen to roughly match the index of 

PLRM. The phase-refraction (solid) and Poynting vector angles (dashed) for PLRM (blue) and 

the o- (black) and eo-wave (red) for the uniaxial material are shown in (b) K=1.2 and (c) K=1.5.    

 



99 

 

The effective index curves for an ideal PLRM and for the o-wave and eo-wave of a 

negative uniaxial material are shown in Fig. 5.7(a). For consistency, we again consider the two 

PLRM cases with linearity constants K=1.2 (solid blue) and K=1.5 (solid red). The effective-

index of the o-wave (solid black) is a sphere with refractive index equal to the linearity constant. 

The eo- refractive indices are chosen to match the effective index of the eo-wave (dashed blue 

and red) with PLRM. A strong overlap is seen between the effective index curves of the ideal 

PLRM and that of the eo-wave of the chosen negative uniaxial crystal making them strong 

contenders for the realization of IRAM. However, a good measure of the performance of IRAM 

candidates is the comparison of the refraction angles as a function of incidence angle. The phase-

refraction (solid) and the Poynting vector (dashed) angles for an ideal PLRM (blue) and the o-

(black) and eo-wave (red) of the negative uniaxial crystal are shown as functions of the incident 

in Fig. 5.7(b) for K=1.2 and Fig. 5.7(c) for K=1.5. The Poynting and phase refraction angles for 

the o-wave are equal and also represent the performance of an isotropic material with refractive 

index no. It is noteworthy that even though the PLRM was designed for linear phase refraction, 

the direction of Poynting energy also shows a strong linear behavior albeit with a different 

linearity constant than K. This owes to the fact that the curvature of the effective index curve is 

in a linear relationship to the input and phase-refracted angles. Also as expected, the chosen 

negative uniaxial material does a good job of approximating the ideal PLRM. For both K=1.2 

and K=1.5, the chosen material shows linearity between the input and output phase angles for 

incidence angles of up to 75
o
 (using ~5% deviation) in contrast to isotropic material that stays 

linear for incidence angles of up to 40
o
. As for the Poynting angles, the self-consistency of 

isotropic materials makes them linear for up to 40
o
 as well. On the contrary, the Poynting vector 

of the uniaxial material shows linearity up to angles of 50
o
 with a slight kink for incidence angles 
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between 10
o
 and 30

o
. These results conform well with our original hypothesis that negative (or 

positive with c-axis perpendicular to surface normal) uniaxial materials are a good 

approximation for the IRAM behavior. In the next section, we will test our hypothesis by 

comparing the performance of uniaxial lenses to the conventional lenses in Zemax using the lens 

system described earlier. It should be noted that lenses require at least one curved surface to be 

able focus the rays. The development of curved PLRM surfaces is more involved and is 

presented separately in Appendix 5B to the chapter. It is clear that anisotropy provides us with a 

degree of freedom to explore the space of ideal refraction linear materials. Similarly chirality can 

be utilized as another degree of freedom to further steer materials towards the perfect IRAMs. 

The properties of chiral materials and the chirality values required for IRAM are discussed in 

Appendix 5C to the chapter. In the next few sections, we present simulations of uniaxial lenses 

using Zemax. 

5.4.1 Uniaxial material IRAM lens  

In section 5.2, we showed that the paraxial approximation fails at steeper angles leading to 

extremely large and aberrated PSFs. A uniaxial material on the other hand closely follows an 

IRAM for angles that are twice as large as that for an isotropic material. Hence we expect the 

performance of uniaxial material lenses to be superior to conventional lenses in terms of the size 

of the PSF. Following our earlier development in Zemax, we now trace the extra-ordinary ray by 

switching to Mode 1 and re-optimizing the image distance to account for the change in marginal 

ray angles as shown in Fig. 5.8.  We also saw that a uniaxial material with ordinary and extra-

ordinary refractive indices of 1.5 and 1.2 is a strong candidate for the IRAM approximation and 

is the material of choice for the uniaxial lens. The maximum incidence angle is on the order of 

22
o
 keeping the system in the paraxial regime. After the optimization it can be seen that the 

encircled energy is completely contained within the diffraction limited spot size. Moreover, the 
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rms spot size in the case of the uniaxial lens is 0.57 µm compared to the rms spot size of 1.8 µm 

(Fig. 5.2(c)) for the conventional isotropic lens. Clearly the uniaxial lens shows better 

performance owing to the approximate linearity property between the input and refracted angles. 

 

 

Fig. 5.8 Uniaxial thin lens in the paraxial regime: The maximum angle of incidence is given by 

tan
-1

(4/10) ≈ 22
o

. (b) Most of the energy is contained in the diffraction limited spot which is also 

seen in (c). The rms spot size is 0.57 µm and the airy disc radius is 1.579 µm 

 

We will now show that even outside the paraxial regime, the uniaxial material shows 

smaller PSF sizes than their isotropic counterparts. As shown in Fig. 5.9, the stop size is changed 
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to 20mm increasing the angle of incidence to 63
o
. The system was optimized in two different 

ways: keeping surface curvature constant and optimizing the image distance (Fig. 5.9(a) and (b)) 

and optimizing the curvature and image distance simultaneously (Fig. 5.9(c) and (d)). In the 

optimization using only the image distance, the rms spot size was 1641 µm as compared to the 

rms spot size of 3727 µm for the conventional case (Fig. 5.3(b)). When both the curvature and 

image distance were optimized, the rms spot size was seen to be 495 µm as compared to 1031 

µm in the conventional case (Fig. 5.3(d)). Thus the uniaxial lens shows about a 200% 

improvement in spot size as compared to the conventional lenses. 

 

Fig. 5.9 Uniaxial thin lens for large incidence angles (63
o

): (a) and (b) show the results with only 

the image distance optimized whereas in (c) and (d) both the surface curvature and the image 

distance were optimized. The rms spot size (and airy disc size) for the two cases are 1641 µm 

(0.49 µm) and 495 µm (0.52 µm). 
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5.4.2 Uniaxial IRAM lens behavior for off-axis field points  

In the last section we saw the effect of using a uniaxial lens with no=1.5 and ne=1.2 when 

imaging an on-axis point. In order to further evaluate the performance of uniaxial materials we 

calculate the rms spot size of uniaxial lenses with increasing birefringence for on-axis as well as 

off-axis field points. The range of possible birefringence was increased by choosing a high 

ordinary refractive index of 2.7. For each new birefringent material, we optimize the wavefront 

using the radii of the two surfaces as parameters for optimization. In addition, the lenses are 

optimized for an object placed at infinity and the image plane constrained at 100mm from the 

lens surface. Only the on-axis point was given a weight during optimization. After optimization 

we extract the spot size for image heights up to 40mm for both the ordinary and extraordinary 

rays.  

 Fig. 5.10 shows the variation of the spot size as a function of image height for different 

birefringent materials. It can be noted that as the birefringence is increased, the spot size 

decreases. At the image height of 40mm, for a material with indices 2.7 and 1.5, the spot size 

shows a 33% improvement relative to the isotropic lens with index 2.7. We also show the spot 

size for the ordinary ray of the optimized lens design, showing about 20% improvement for an 

image height of 40mm. This is remarkable as both polarization images can be improved for wide 

angles. 
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Fig. 5.10 Artificial dielectric lenses improve spot size for highly nonparaxial rays. The left plot 
shows the extraordinary rays rms spot size as a function of the difference between ordinary and 

extraordinary indices ∆n. The right plots show the spot size for the ordinary rays. Interestingly, 

both rays improve spot size for large fields of view. 

 

In Fig. 5.11 we also show the spot size as a function of relative birefringence, which we 

define as , where  is the permittivity of the material. Each curve represents a different 

image height and the spot size is normalized according to the spot size observed for the isotropic 

lens ( =0) for the respective field height. Since each of the birefringent materials were 

optimized for the on-axis point (Field=0mm), the blue curve shows a very drastic change in the 

spot size at a relative birefringence of 0.2 and then remains constant henceforth. All the other 

image heights show a similar trend for spot size reduction. The figure on the right shows these 

curves for the ordinary ray. For field heights up to 15mm, the spot size seems to grow with 

increase in birefringence but for larger field heights, the ordinary ray starts to show a similar 

behavior to the extra-ordinary ray. This suggests that even though birefringent materials are very 

polarization sensitive, with proper design, they can yield a better performance than their isotropic 

counterparts irrespective of the polarization state of the ray used. 

ε ε∆ ε

ε∆
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Fig. 5.11 RMS spot size as a function of relative birefringence: Left plots are for extraordinary 

rays while right plots are for ordinary rays. 

 

Apart from a smaller spot size, a good lens is characterized by the lack of aberrations. A 

good measure for the various lens aberrations are the Seidel coefficients. Fig. 5.12 shows the 

following Seidel coefficients as a function of relative birefringence: Spherical (blue curve), 

Coma (green curve), Astigmatism (red curve), and Distortion (magenta curve). This type of 

study is critical for the optimal design of specific imaging systems. Systems that have Seidel 

coefficients close to zero are less prone to aberrations. The region where all the coefficients are 

low is between relative birefringence of 0.3 and 0.4. But if distortion is not a concern, then 

relative birefringence between 0.1 and 0.2 show a superior performance. Thus, Seidel 

coefficients provide another metric to evaluate the performance of IRAM lenses.  

 

Fig. 5.12 Seidel aberrations as a function of relative birefringence 
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5.4.3 Real life, high impact application of the IRAM paradigm 

The calculations and simulations so far show that artificial material lenses, owing to the 

superior performance of its extraordinary polarization have the potential to reduce the 

complexity of multi-lens systems. We test this hypothesis by trying to match or improve the 

design of a high end lens. For this purpose we pick one of the lenses used on the Mars rover 

Curiosity[146]. The lens is primarily used in navigation camera. These lenses have been 

carefully designed so any gain in performance, size, or weight could have a strong impact. 

The original lens works for a range of wavelengths, ranging from 0.6 to 0.8 micron but 

after observation of the rms spot size, it shows best performance at 0.7 micron. For a fair 

comparison, we used the 0.7 micron wavelength to optimize the spot size. Also, the original 

Zemax design of the lens consisted of an on-axis and an off-axis object point at 30mm. Two 

additional off-axis object points at 10 and 20 mm were added for a more complete analysis. 

The lens setup is shown in part A of Fig. 5.13. It consists of two filters in the front and 

then a 4-lens system. Also shown is the spot size of the four fields. The image distance was 

optimized to account for the addition two off-axis field points.   
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Fig. 5.13 Comparison of Mars rover navigation lens with alternative IRAM lens: The three 

columns show the full view, zoomed view of the lens system and the spot diagram for the 

navigation lens on the Mars Rover. Row A shows the original configuration consisting of four 

lenses. Row B shows the configuration that uses two IRAM lenses instead. A reduction in spot 

size is observed using the alternative IRAM configuration. 

 

As shown in part (B), the IRAM design using a modified uniaxial setup replaces the 4-

lens system with a 2-lens system with the radii of the lens optimized to get the lowest spot for the 

given field of view. By comparing the spot diagrams it can be seen that the modified uniaxial 

lens has a tighter focus for on-axis and off-axis fields. Table 5.1 shows the various spot sizes for 

both configurations at different field points. Improvement in the rms spot size is observed over 

the whole field of view with highest reduction of about 6 times observed for the on-axis field 

point. 

Lens/field Field 1 (µm) Field 2(µm) Field 3(µm) Field 4(µm) 

Mars rover 0.6 0.57 0.53 0.63 

Uniaxial IRAM  0.088 0.12 0.33 0.52 

Table 5.1 Comparison of R.M.S. spot size of the original Mars rover lens system to the reduced 

element IRAM design. The four field points represent object heights at 0, 10, 20 and 30 mm 

respectively 
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It is remarkable that a very preliminary design can perform better with a much simpler 

system in terms of number of surfaces. It should be emphasized that still great efforts should be 

invested before such a lens can even be prototyped. Further, the original lens could have been 

optimized with respect to other (unknown to us) constraints, so this comparison should be 

considered only as an illustration and not construed as an absolute statement that an IRAM 

solution will be always the best. However, we believe this example serves as strong motivation 

for the capabilities of IRAM for simpler and better lens designs based on the added degrees of 

freedom in material design. 

 

5.5 Conclusion 

In conclusion we have shown that approximations to infinitely refraction linear materials 

exist via proper use of anisotropies. We have further emphasized the distinction between k-vector 

linearity and Poynting vector linearity and found analytical expressions. We also established that 

properly designed IRAM lenses indeed show better performance with simpler and lighter designs 

that outperform current state-of-the-art isotropic multi-element options. Further, in some 

situations both polarization states can be optimized to create very efficient lenses. By using the 

example of a known lens, we showed that IRAM lenses have the potential to simplify complex 

lens systems while improving performance. While this approach is clearly unconventional, it 

provides an opportunity to explore a new way of thinking both in optical and material design.  

 

APPENDIX 5A PROPERTIES OF UNIAXIAL CRYSTALS 

In this section we briefly describe the properties of a uniaxial anisotropic material. Unlike 

isotropic media, the characteristics of an electromagnetic wave in an anisotropic media depend 



109 

 

on the direction of propagation. Anisotropy in crystals arises due to the unequal response of the 

optical material to the incident electric field along the different crystal axes. This implies that the 

material properties (permittivity and permeability) that define the constitutive relations are no 

longer scalar quantities and the constitutive relations are described tensors. The displacement 

vector and the electric field vector are related by the following equation 

 
0

D Eε ε=   (5.25) 

where  is a 3x3 tensor that relates the components of the displacement vector to each 

component of the electric field vector. We will only concern ourselves with non-magnetic 

materials and thus the relation between magnetic flux  and the magnetic field  is a scalar 

one. It can be shown that by appropriately choosing the axes, the permittivity tensor can be 

diagonalized leading to the following relation 
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This new set of axes is called the principal axes and εx, εy, and εz are the principal 

dielectric constants. When the three principal dielectric constants are equal, i.e. εx = εy = εz we get 

back the scalar constitutive relation of an isotropic material, whereas when εx ≠ εy ≠ εz, the 

material is known as a biaxial material. The intermediate case when εx = εy ≠ εz is known as a 

uniaxial material where, without loss of generality, the principal axes can always be chosen to 

make the dielectric constant along  different from the constants along  and . In the case of 

uniaxial materials, we can write εx = εy = εt = (no)
2 

and εz = (ne)
2
, where εt is also known as the 

transverse dielectric permittivity and no and ne denote the ordinary and extra-ordinary refractive 

indices of the uniaxial crystal. From here on we will only consider the case of uniaxial crystals. 

The crystals where no<ne are termed as positive and the ones where no>ne are termed as negative 

ε

B H
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uniaxial crystals. Therefore, electromagnetic waves that are polarized along the -axis, also 

known as the c-axis, propagate with a phase velocity of c/ne, whereas the ones polarized 

perpendicular to the c-axis propagate with a phase velocity of c/no, c being the speed of light in 

vacuum. Consider now the case when the electromagnetic wave propagates at an angle θ to the 

optical axis. Note that in the case of uniaxial materials, the properties of the wave only depend 

on the polar angle it subtends with the c-axis. Therefore, without loss of generality we can 

consider the plane of propagation to lie in the  plane. The two Eigen solutions of such a 

wave are known as the ordinary wave (o-wave) and the extraordinary wave (eo-wave). The 

polarization of the o-wave always lies perpendicular to the c-axis (i.e. along ) and the refractive 

index observed by the o-wave is no. The polarization of the eo-wave is at an angle to the c-axis 

and the refractive index observed is given by 

 
( )

( ) ( )2 2

2 2 2

cos sin1

eff o e
n n n

θ θ

θ
= +   (5.27) 

where neff(θ) is the effective refractive index and θ is the angle that the wave vector 

makes with the c-axis. It is clear from eq. (5.27) that effective index curve traces an ellipse with 

the major and minor axis equal to the ordinary and extra-ordinary refractive indices of the 

crystal. For waves propagating parallel to the c-axis, the angle θ = 0
o 

and refractive index of both 

the eo-and o-wave is equal to no; whereas for waves propagating perpendicular to the c-axis, eo-

wave propagates with refractive index neff = ne.   

Now consider the case when an arbitrarily polarized wave is obliquely incident at the 

interface between air and a uniaxial material. As shown in Fig. 5.14, the angle of incidence, the 

normal to the interface and the refracted angle lie in the  plane. Without loss of generality 

we can assume that the -axis is perpendicular to the uniaxial surface. The incident wave at an 
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angle θi, gives rise to two refracted waves, the o-wave at angle θo and the eo-wave at angle θe 

respectively. The c-axis of the uniaxial material is assumed to lie at an angle θc.    

  

Fig. 5.14 Refraction at the interface of a negative uniaxial material: (a) Schematic of the incident 

and refraction angles at the interface between air and a negative uniaxial material. (b) k-space 

diagram at the interface. This is also used as a graphical solution to find the phase-refraction 

angles and the direction of energy propagation. 

 

In order to find the refracted angles θo and θe we apply conservation of transverse 

momentum (Snell’s law) for the o-wave and eo-wave at the interface giving, 

 
( ) ( )

( ) ( ) ( )

sin sin

sin sin

i o o

i eff e

n

n

θ θ

θ θ θ

=

=
  (5.28) 

The refractive index seen by o-wave equals the ordinary refractive index of the material 

and thus follows the linear Snell’s law. As for the eo-wave, the effective refractive index is given 

by the index ellipse in eq. (5.27), where θ is the angle between the propagation direction and the 

c-axis. This relationship is not necessarily linear in sin(θi) and sin(θe) and is known as the 

generalized Snell’s law. Since the c-axis is at an angle θc to the -axis, the effective index is now 

a function of the refraction angle θe and the c-axis angle θc. In the case shown in Fig. 5.14, θc. is 

positive for c-axis lying on the same side of normal as the incident angle and negative when it is 
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on the other side of normal. Therefore the effective angle for the index ellipsoid for the case 

considered is given by θ = θc + θe. and neff is given by 

 
( ) ( )

( ) ( )2 2

2 2 2 2

cos sin1 1

,

c e c e

eff eff c e o e
n n n n

θ θ θ θ

θ θ θ

+ +
= = +   (5.29) 

Substituting back in eq. (5.28), with a few algebraic manipulations, we get, 

 ( )
( ) ( )

( )
2 2 2 2

sin sin
sin cos

o e
i e

o e c e e c

n n

n n
θ θ

θ θ θ θ
=

+ + +
  (5.30) 

The above equation is a transcendental equation in θi and θe which cannot always be 

solved analytically. The graphical solution for the case considered is show in Fig. 5.14(b). The k-

surface for the waves in free-space and for the o-wave and the eo-wave in the uniaxial medium 

are shown. The c-axis is at the point of intersection of the k-surfaces for the o and eo-wave. We 

know that in any given medium, the k-vector of the wave is proportional to the refractive index 

seen by the wave, i.e. k = nk0, where k0 is the free space wave-number. Therefore the graphical 

solution is obtained by plotting the effective index surfaces. For a refractive index that is 

independent of the angle of incidence or refraction, the surfaces are spheres (circles in cross-

section) with radius proportional to the refractive index. As for the k-surface of the eo-wave, it is 

the index ellipsoid (ellipse in cross-section) described in eq. (5.30). Therefore, to find the 

solution graphically, we find the transverse momentum of the incident wave by finding the 

projection of k-vector along the -axis, which in case of air is proportional to sin(θi). Using 

conservation of transverse momentum, a straight line, parallel to the -axis, is drawn from the 

intersection of the k-vector with the unity circle in air to the k-surfaces in the material. The o- 

and eo- refraction angles can be found from the intersection of the momentum conservation line 

with the k-surfaces in the medium. It should be noted that the angles θo and θe in the medium 

represent the phase-refraction angles i.e. they define the direction perpendicular to the phase-
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fronts. The direction of energy propagation, which is also along the Poynting vector, is given by 

the surface normal to the k-surface at the point where the phase-angle intersects the k-surface. 

For isotropic k-surfaces, the direction of phase and energy propagation is the same, but for 

anisotropic surface, these two directions might differ and hence we denote the direction of 

energy propagation as θS. In general, the direction of energy propagation for the o-wave and eo-

wave is different and this leads to a phenomenon known as birefringence (also known as double-

refraction). Birefringence causes two images of the same object to be seen when we look through 

a non-opaque uniaxial material (ex: calcite). This difference in direction of energy and phase 

propagation can lead to a phenomenon known as spatial walk-off, where even for normal-

incidence, the eo-ray travels at an oblique angle to the propagation direction for crystals where 

the c-axis is neither parallel nor perpendicular to the direction of propagation[139]. 

 

APPENDIX 5B CURVED UNIXIAL SURFACES AS IRAM 

The calculations for uniaxial materials as IRAM candidates shown in section 5.2 are valid for a 

planar interface. However, most lenses have at least one surface that is curved. For a curved 

surface the angle of incidence is a function of the origin of the rays and the normal to the surface 

at the point of incidence. The equations for curved surfaces can be derived in a similar fashion as 

the equations for planar surfaces by taking into account the curvature. As shown in Fig. 5.15, 

consider a ray incident from an on-axis point at an angle θi towards a curved surface with radius 

R. Let the distance of the on-axis point from the surface be f and the angle subtended by the 

normal to the surface at the point of incidence be normal be θR. The situation for a convex and a 

concave surface are shown in Fig. 5.15(a) and (b) respectively.  
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Fig. 5.15 Schematic of convex and concave spherical surfaces: The source is considered to be 

on-axis at a distance f from the surface. The angle of incidence at the surface is θi + θR for the 

convex surface and |θi - θR | for the concave surface. The normal from the point of incidence to 

the optical axis has a height of h and the distance between the surface and the normal is hR.   

 

It is clear from the above schematic that when the radius of curvature and the distance of 

the source from the surface are comparable, the curvature of the surface cannot be neglected 

anymore and the thin lens approximation fails. The angle of incidence at the convex (concave) 

surface is given by θi + θR (|θi - θR |). In order to find θR given f and R, a normal to the optical 

axis, h, is drawn from the point of incidence. Let the distance from the normal to the surface 

along the optical axis be hR. We will derive the equations for the convex case and then apply the 

results for the concave case. Using simple trigonometry we have, for the convex case 

 ( )tan
i

R

h

f h
θ =

+
  (5.31) 

The distance hR can be written in terms of the R and h as . Substituting 

in eq.  and with some algebraic manipulation, we can obtain a quadratic equation in h as 

 ( ) ( ) ( ) ( )2 2 2
2 cotco e 0c 2s i ih f R h f Rfθ θ+ + + =−   (5.32) 

2 2

Rh R R h= − −
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One of the factors important for calculating the properties of the curved surface is the 

ratio of the radius of the lens surface (R) to the distance between the surface and the on-axis 

object point (f), which we call α. Dividing eq.  by R, we get 

 ( ) ( ) ( ) ( )
2

2 2

2
2 1 cotc s c 0e 2o

i i

h

RR

h
θ θα α α+ + + =−   (5.33) 

Therefore, we now have a quadratic equation in (h/R) which is also the sine of angle θR. 

The two solutions for the above equation are given by 

 ( ) ( ) ( ) ( ) ( )
221sin 1 cos sin 1

i i i

h

R
α αθ θ θ± = − + ± 

 
+   (5.34) 

It is clear from Fig. 5.15 that if the incident ray does not miss the convex surface, it will 

intersect the surface at two different points. It can be shown that the first intersection point is 

given by the (-) solution in the above equation. Thus angle θR is given by 

 ( ) ( ) ( ) ( )( )
21 2

sisin 1 sin 1n 1 cos
convex

R i i i
θ αθ α θ θ−=

  + −  
 

−


+   (5.35) 

By using a similar procedure for the concave case, it can be shown that 

 ( ) ( ) ( ) ( )( )
21 2

sinsin 1 sin 11 cos
concave

R i i i
θ θ α θ θ α−   − +  

 
− −


=   (5.36) 

In order to simplify notation, the curvature angle for the two surfaces can be written as 

 ( ) ( ) ( ) ( )( )
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sin 1 sinsin 1 cos 1
R i i i

αθ θ α θ θ± −   ± +  
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= ±


−   (5.37) 

Where + denotes the convex surface and – denotes the concave surface. Thus the angle of 

incidence at the two surfaces can be written as . It should be noted that the angle θR 

is real if the discriminant is non-negative, i.e.  for the convex case and 

 for the concave case. This implies that, for a given α, there is a 

maximum allowable incidence angle that does not miss the curved surface. Thus, for a given 

convex surface, α is related to the numerical aperture of the surface. An important assumption 

CS i R
θ θ θ ±= ±

( )( )
221 sin 1 0

i
θ α− + ≥

( ) ( )
221 sin 1 0

i
θ α− − ≥
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here is that the surfaces are not limited by an external aperture in which case the angle of 

incidence will depend on the aperture size. From the above equation, the maximum allowable 

angle for the two cases are given by 

 ( ) 1 1
sin

1
max

i
α

θ −±
 
  ± 

=   (5.38) 

The solutions of the above equations are graphically depicted in Fig. 5.16. The increasing 

value of α is equivalent to either the source moving away from the surface and/or a decrease in 

radius of curvature R. As expected, for the convex case, as alpha increases, the maximum 

allowable angle decreases continuously. However, for the concave case, the maximum allowable 

angle only starts to decrease after alpha >=2. This implies that for a source closer to the surface, 

the concave surface can accept steeper angles of incidence than the convex surface.   

 

Fig. 5.16 Maximum allowable incidence angle θi that is refracted as a function of parameter α 

for the convex (blue) and the concave (green) case .   

 

Using the equations developed above, we can compare the phase refraction angles for an 

ideal PLRM and the o-wave and the eo-wave of the uniaxial material. By the definition of 
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PLRM, the phase refraction angle is proportional to the angle of incidence. Thus the phase 

refraction angle for the convex and concave case is given by . However, in the case 

of a uniaxial material, the refractive index seen by the eo-wave is a function of the angle 

subtended by refracted wave on the c-axis of the crystal. In order to ensure that every cone of 

rays emanating at an angle observe the same effective refractive index, the c-axis was chosen to 

lie along the optical axis. The angle between the c-axis and the surface curvature is also given by 

θR. Denoting the phase refraction angle by θe and using eq. (5.30), the generalized Snell’s law at 

the interface of the convex surface can be written as 
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sin sin
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o e
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o e R e e R
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  (5.39) 

Thus, the phase refraction angle can be calculated by solving the above transcendental 

equation. Since for the convex case, the c-axis lies on the same side of the surface normal as the 

refracted angle, the angle between the c-axis and refracted angle can be calculated as |θe - θR|. 

The absolute function can be dropped since these angles appear in squares of trigonometric 

functions. In case of the concave surface, the transcendental equation can be written as 

 ( )
( ) ( )

( )

( ) ( )
( )

2 2 2 2

2 2 2 2

sin , 1
sin cos

sin

sin , 1
sin cos

o e
e

o e R e e R

i R

o e
e

o e R e e R

n n

n n

n n

n n

θ α
θ θ θ θ

θ θ

θ α
θ θ θ θ

− −

−

− −


>

− + −
− = 

 <
 + + +


  (5.40) 

When α=1, the source lies on the center of curvature and angle of incidence |θi - θR|=0 

and thus the refracted angle is |θe - θR|=0. However, depending on whether the source lies to the 

left or right of the center of curvature, the c-axis lies on the same or opposite side of the phase-

refracted angle respectively. This is taken into account by applying the appropriate sign in eq. 

i R Kθ θ ±±
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(5.40). The phase-refraction angle for the ordinary wave is calculated using the ordinary 

refractive index in Snell’s law.  

For a typical thin lens, the focal length of a single surface is given by R = (n-1)f, thus for 

a typical glass lens, α ≈ 0.5.However for completeness we also consider two other extremes 

where α = 0.1 and α = 5.  The resultant phase refraction angles are show in Fig. 5.17. As before, 

we consider two uniaxial materials with no=1.2, ne=1.08 (top row) and no=1.5, ne=1.2 (bottom 

row). The black and blue curves represent the convex and concave surfaces respectively. The 

dots (.) represent the phase refraction angle of an ideal PLRM; whereas the solid (-) and the 

dashed (--) lines represent the refraction angles of the eo-wave and o-wave of the negative 

uniaxial material.  

  

Fig. 5.17 Linear refraction performance at a spherical interface with a birefringent material. The 

c-axis is along the propagation direction both convex (black) and concave (blue) curved surfaces 

are considered. Three different ratios of source distance to the radius of the lens α = 0.1, 0.5 and 

5 (left to right) are shown. The uniaxial materials considered are no=1.2, ne=1.08 (top row) and 

no=1.5, ne=1.2 (bottom row). The dots (.) represent ideal PLRM, the solid (-) lines represent the 

eo-wave phase vector direction for the uniaxial material and the dashed (--) lines represent the o-

wave phase vector direction.  
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It is clear from eq. (5.40), that the relationship between the output refraction angles with 

α and o- and eo- refractive indices of a uniaxial material is a complicated one. However, for all 

the cases considered, it is clear that the eo-wave of the uniaxial material follows the ideal PLRM 

much more closely than an isotropic material. These calculations show that, even with curved 

surfaces, a uniaxial material is a strong candidate for IRAM.  

 

APPENDIX 5C CALCITE AS AN IRAM 

One of the most common anisotropic materials used in optics is Calcite owing to its 

transparency, large birefringence and its ubiquitousness. In this section, we explore the 

properties of calcite as an IRAM, specifically as a PLRM. The ordinary and extra-ordinary 

refractive indices for calcite are no=1.58 and ne=1.486 [145]. As shown in Fig. 5.18, performance 

of flat interface of calcite with c-axis perpendicular to the interface is compared to an ideal 

PLRM. The linearity constant for the ideal PLRM is chosen to be equal to the ordinary index of 

calcite. The effective index curves in Fig. 5.18 (a) show that although the eo-ray of calcite 

follows PLRM more closely than the o-ray, the overlap is not as significant as the arbitrary 

birefringent materials chosen in the chapter. Fig. 5.18 (b) shows the phase-refraction and 

Poynting vector angles as functions of incidence angles confirming the results shown by the 

effective index curves.   
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Fig. 5.18 PLRM vs. calcite (Flat interface): (a) Comparison of the effective index curve for an 

ideal PLRM (solid blue) with effective index of the eo-wave (green) and o-wave (black) of 

calcite. The ordinary and extra-ordinary refractive indices of calcite are no=1.658 and ne=1.486.  

The linearity constant considered for PLRM is K=1.658 (blue) (b) The phase refraction angles 

(solid) and Poynting vector angles (dashed) for an ideal PLRM (blue), o-ray (black) and eo-ray 

(red) for calcite.    

 

Next we compare the properties of curved calcite surfaces with c-axis along the optical 

axis. The equations for curved surfaces were developed in Appendix 5b. The parameter α 

represents the ratio of the source distance to the radius of curvature and also defines the 

maximum incidence angles that do not miss the curved surface. Three different values of α (0.1, 

0.5 and 5) were chosen as shown in Fig. 5.19. Curved surfaces naturally help maintain the 

linearity between incidence and phase-refracted angles. However, the eo-ray of calcite does show 

a greater overlap than the o-ray.   
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Fig. 5.19 Linear refraction performance at a spherical interface with calcite. The c-axis is along 

the propagation direction for both convex (black) and concave (blue) curved surfaces. Three 

different ratios of source distance to the curvature of the surface, α = 0.1, 0.5 and 5 (left to right) 

are shown. The dots (.) represent ideal PLRM, the solid (-) lines represent the eo-wave phase 

vector direction for calcite and the dashed (--) lines represent the o-wave phase vector direction. 

 

Finally, a singlet calcite lens is simulated in Zemax and the performance is compared 

with a standard single and a doublet lens. The object is at infinity and the image is formed at a 

distance of about 100mm from the lens. The lens diameter is 40mm, making it an f/2.5 lens. To 

compare the performance over a large field of view, the image heights are assumed to be at 

focus, at 15 mm and, at 30 mm from the optical axis. In order to achieve best performance for 

each lens, the radii of curvature of the lens were optimized using the local optimization algorithm 

in Zemax. The wavefront is optimized for the on-axis image point. The table below shows the 

relative spot size for the different lenses for three different image heights. It can be seen that at 

focus, the birefringent lens has a smaller spot size than the singlet lens but larger than the 

doublet. As the image height increases, the spot size of the birefringent lens gets smaller 

compared to that of the singlet and doublet lenses.  
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Spherical lens type c -axis spot size at 0mm spot size at 15mm spot size at 30mm 

Singlet lens - 15 µm 228 µm 913 µm 

Doublet lens - 3.4 µm 243 µm 942 µm 

Birefringent lens z 9.5 µm 207 µm 821 µm 

Table 5.2 Comparison of R.M.S. spot size of conventional singlet, doublet and a birefringent lens 

made of calcite.  

 

It is clear that calcite has favorable properties for emulating an IRAM. However, the 

large space of form-birefringent material presents with a degree of freedom to control the amount 

of birefringence making them stronger candidates for realization of IRAM.  

 

APPENDIX 5D IRAM IMPLEMENTATION USING CHIRAL MATERIALS 

In our previous discussions we saw that anisotropy provides a degree of freedom that can 

be exploited to tune the k-surface of the anisotropic material to satisfy or approximate the IRAM 

condition. Similarly, the chirality of a material provides an additional degree of freedom to 

specify the elements of the permittivity tensor. In this section we explore chiral materials as 

potential candidates for realizing the IRAM condition. By definition chirality implies non-

superimposable mirror images of the material substructure[147]. The eigen-polarizations of an 

isotropic chiral material are the right hand circular (RHC) and left hand circular (LHC) 

polarization states[148]. This implies that an input linear polarization can be decomposed in its 

orthogonal circular polarizations where the phase difference between LHC and RHC causes 

rotation of the linear polarization. This phenomena associated with chiral media is known as 

optical activity[147]. 

An isotropic chiral material is also known as a bi-isotropic medium. A more general 

linear medium, however, is the bi-anisotropic medium whose constitutive parameters are 
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uniaxial dyadic. In what follows, we will explore the BI and uniaxial bi-anisotropic medium as 

possible candidates for IRAM. In each case, the interface between air and the chiral medium is 

considered to be flat.  

Bi-Isotropic material 

 A bi-isotropic material is an isotropic chiral medium with no preferred direction for the 

chirality. The constitutive parameters for such a medium are scalars. It can be show that, for a 

non-magnetic bi-isotropic material, the effective refractive index of the material is given 

by[148]–[151] 

 ( )1n n κ± = ±   (5.41) 

 

Where n represents the refractive index of the host-medium, κ is the chirality constant 

and ± represent the two eigen-polarizations. Clearly, a BI medium is an isotropic medium with 

two different refractive indices for the two eigen-polarizations. Thus, a BI medium does not 

provide any additional degree of freedom for IRAM approximation. 

Bi-anisotropic medium 

A bi-anisotropic medium can be realized, for example, by randomly distributing metal 

helices[148] in a host medium where the axes of the helical insertions can either be parallel to 

the z-axis or perpendicular to the z-axis with random orientations in the transverse plane. For 

simplicity we assume that the medium under consideration is only axially bi-anisotropic, i.e. the 

axes of the helical inclusions are along the z-axis. The constitutive relationship for a lossless, 

reciprocal and axially bi-anisotropic chiral medium can be written as[148] 
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ɵ ɵ ɵ ɵ
  (5.42) 

where εt, εz, µt, and µz are the transverse and axial permittivities and permeabilities and  κ 

is the transverse chirality. It can be shown that at the interface of the uniaxial bi-anisotropic 
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medium, the relationship between the incident and the phase refraction angle is given by[148], 

[152], [153] 

 
2 2

sin
sin

cos sin
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=
+

  (5.43) 

where, θi and θr are the incident and phase-refracted angles respectively and no ( )tε  and 

ne ( )zε   represent the ordinary and extra-ordinary refractive indices respectively. Here, ± 

represent the two eigen modes and the term ρ±  is known as the self-dual parameter that depends 

on the axial impedance (and hence admittance) of the material and aids in finding the two plane 

eigen-wave solutions of the bi-anisotropic medium. The proof of the above equation can be 

found in Chapter 8 of reference [148]. The above equation is the generalized Snell’s law for a bi-

anisotropic medium. The non-linearity arises due to the fact that the effective refractive index for 

the extra-ordinary ray of a uniaxial material is a non-linear function of the sine of refraction 

angle. The expression for the self-dual parameter in a non-magnetic media (µt,µz=1) is given 

by[148], [152], [153] 
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  (5.44) 

For an achiral uniaxial material, eq. (5.43) reduces to the well-known cases of the 

uniaxial material. By substituting κ=0 in eq. (5.44) we get, for the two eigen modes, 2 2

e o
n nρ+ =  

and ρ-=1. Substituting back in equation (5.43), we get 
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 sin sin
i o r

nθ θ− −=   (5.46) 

As expected, the two eigen modes represent the extra-ordinary and ordinary rays and 

Snell’s law for the two are consistent with that of a uniaxial material with c-axis along the axial 
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direction. Also, for an isotropic medium this relationship reduces to the linear Snell’s law and the 

two eigen modes collapse into a single sphere.  

Here we analyze a more general case of anisotropic chiral medium. The phase-refraction 

angle for this medium is shown as a function of the incidence angle in Fig. 5.20. Note that only 

the mode that approximates IRAM well is shown in the figure. The other mode deviates from an 

ideal IRAM with increasing chirality. Similar to the case of the achiral uniaxial medium, we 

consider two different host mediums for a bi-anisotropic material. The o- and eo- refractive 

indices for the first host medium (Fig. 5.20 (a)) are no=1.2 and ne=1.15 and for the second host 

medium are no=1.5 and ne=1.25 (Fig. 5.20 (b)). Slightly higher values of the eo-index are chosen 

to demonstrate the effect of increasing chirality. For completeness we also include the curve for 

the isotropic case where the refractive index is equal to no. Interestingly, the phase-refraction 

angle tends faster towards the ideal IRAM with increasing chirality. However, a similar effect 

can be observed by tuning the eo-refractive index ne. This can be shown by equating the 

parameter ρ+ for a uniaxial media with that of a bi-anisotropic media keeping the ordinary index 

no same, i.e.  
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This can be further simplified to, 
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 Therefore, the improvement seen by using a bi-anisotropic medium can be achieved by 

increasing the birefringence of a uniaxial material. Nevertheless, chirality can be utilized in 

conjunction with the birefringence to fine tune the effective anisotropy of the material to 

approximate IRAM behavior.  



126 

 

 

Fig. 5.20 Linear refraction performance at a planar interface with a uniaxial bi-anisotropic 

material: Phase-refraction angle as a function of angle of incidence with increasing chirality for 

(a) no=1.2, ne=1.15 and (b) no=1.5, ne=1.25.  
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Chapter 6 Conclusion and Outlook 

The aim of this work was to demonstrate the power of electromagnetic approaches in 

modern computational optical imaging systems. It was shown that by jointly optimizing the 

electromagnetic optical elements of a computational imaging system, it is possible to improve 

upon the current techniques used for far-field and near-field super-resolution microscopy and in 

minimizing aberrations. The commonly used scalar model of optics was extended to include 

effects of polarization sensitive sources and systems with the help of the more rigorous 

electromagnetic optics approach. 

It was concluded that if the anisotropic nature of emission from fixed dipole emitters is 

ignored, systematic errors are introduced in super-resolution microscopy leading to localization 

errors of up to 100s of nanometers. The dipole was therefore modeled using a complete vectorial 

approach to account for the asymmetric emission patterns. The Green’s tensor response of the 

dipole input was engineered by addition of polarization optics and phase modulating elements. 

The CRLB was used as a metric to measure the performance of engineered systems and it was 

concluded that polarization based systems that use the double-helix or the vortex phase mask are 

attractive candidates for the 5D imaging of dipoles. These systems typically show a threefold 

improvement in dipole localization and a fourfold improvement in orientation estimation over 

the commonly used polarization insensitive standard systems. In order to facilitate efficient 

information transfer, the phase modulating elements were fabricated on a quartz substrate using 

the binary multi-level exposure method.  The diffraction efficiency of a 16-level mask is around 

99% and for mask fabricated on the quartz substrate a transmission efficiency of ~90% was 

observed. Thus, phase masks used as diffractive optical elements are extremely promising for 

efficiently engineering the Green’s tensor in the photon-limited environment of single molecule 
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imaging. Experimental validation of improvement in estimation parameters using the 

polarization sensitive DHPSF was also demonstrated. By correcting each localization based on 

an estimated orientation, an improvement in standard deviations in lateral localization from ~2x 

worse than photon-limited precision (48 nm vs. 25 nm) to within 5 nm of photon-limited 

precision is observed.  This research has opened up a myriad of new possibilities for engineering 

the response of Green’s tensor response to efficiently extract the dipole localization and 

orientation parameters leading to 5D super-resolution microscopy in the far-field. 

In the near-field, however, the super-lensing effect of negative refractive index 

metamaterials has become prevalent in the past decade. Aperiodic metamaterial structures that 

give rise to strong magnetic resonance to realize negative refractive index in metamaterials were 

analyzed. These aperiodic structures were shown to have stronger a magnetic resonance than 

their periodic counterparts but were found to be more sensitive to fabrication errors. 

Nevertheless, aperiodic metamaterials provide an alternative approach to NIM design by relaxing 

the periodicity requirements. 

Apart from the fundamental limit imposed by the diffraction limit, the resolution of 

imaging systems suffers due to aberrations introduced by the assumption of linearity between the 

incident and refracted angle in the small angle approximation. A new class of artificial materials 

termed as infinitely refraction-linear artificial material (IRAM) whose properties are designed to 

match the linear relationship for large incident angles was proposed. The first-order 

approximation of IRAMs was provided by using negative uniaxial materials. Simulations of 

IRAM lenses in Zemax show a 200% improvement in spot size for on-axis imaging and about 

30% improvement for large field of views over conventional lenses. IRAMs also have the 
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potential to reduce complex multi-element lens structures to simple single element lenses 

reducing the need to optimize over a multitude of parameters. 

Thus, it was shown that computational optical imaging has played an important role in 

achieving nanometer accuracies in super-resolution microscopy and in the design and simulation 

of artificial materials for imaging, etc. It was demonstrated that electromagnetic optics is an 

important tool that should be utilized whilst studying this modern paradigm of imaging to avoid 

inaccuracies and extend its applicability.  
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