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Millimeter wavelength radiation holds promise for detection of security threats at
a distance, including suicide bombers and maritime threats in poor weather. The high
sensitivity of superconducting Transition Edge Sensor (TES) bolometers makes them ideal
for passive imaging of thermal signals at millimeter and submillimeter wavelengths.

I have built a 350 GHz video-rate imaging system using an array of feedhorn-coupled
TES bolometers. The system operates at standoff distances of 16 m to 28 m with a
measured spatial resolution of 1.4 cm (at 17 m). It currently contains one 251-detector
sub-array, and can be expanded to contain four sub-arrays for a total of 1004 detectors.
The system has been used to take video images that reveal the presence of weapons
concealed beneath a shirt in an indoor setting.

This dissertation describes the design, implementation and characterization of this
system. It presents an overview of the challenges associated with standoff passive imaging
and how these problems can be overcome through the use of large-format TES bolometer
arrays. I describe the design of the system and cover the results of detector and optical
characterization. I explain the procedure used to generate video images using the system,
and present a noise analysis of those images. This analysis indicates that the Noise
Equivalent Temperature Difference (NETD) of the video images is currently limited by
artifacts of the scanning process. More sophisticated image processing algorithms can
eliminate these artifacts and reduce the NETD to 100 mK, which is the target value for the
most demanding passive imaging scenarios. I finish with an overview of future directions
for this system.
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Chapter 1

Introduction

This dissertation demonstrates that practical passive video imaging at millimeter and
submillimeter wavelengths can be achieved through the use of large-format arrays of
cryogenic detectors. This wavelength regime has been the subject of intense interest
for military and security imaging applications for over 30 years. The reason for this
interest is that the spectral region from 100 GHz – 1000 GHz offers a good compromise
between transmission through obscuring materials (favoring lower frequencies) and
spatial resolution (favoring higher frequencies) [1]. “Obscuring” here could refer to dust
or fog for, e.g., helicopter landing assist systems, or clothing for concealed weapons
detection. This region also contains spectral lines associated with the vibrational modes
of molecules such as explosives that are of security interest [2, 3]. This interest has helped
to drive technological advances in sources, detectors, and other technologies at these
wavelengths [4–6]. This advancement has taken place in both spectroscopy and imaging
applications, including “active” imaging, in which an observation target is illuminated by
light and the reflections from that target are detected, and “passive” imaging, in which
the target’s thermal emissions are detected.

The millimeter and submillimeter astronomical community has also been interested
in these wavelengths. In particular, the desire to make more and more detailed maps of
the Cosmic Microwave Background (CMB) radiation has motivated this community to
build instruments capable of higher and higher sensitivities. During the 1980s and early
1990s individual cooled bolometric detectors capable of achieving photon-noise-limited
performance were developed. By 1994 it was clear that for astronomical applications the
only way to increase map sensitivity was to develop arrays of detectors, but at that time
no technology for the production of monolithic arrays was yet available [7].

1



1. Introduction

The development of voltage-biased superconducting Transition Edge Sensor (TES)
detectors enabled the development of large-scale cryogenic detector arrays [8]. These
detectors use superconducting films as the bolometer’s thermometer element, and can
be fabricated in large arrays using standard lithographic techniques. The basics of TES

operation and their advantages for passive imaging are described in Section 2.2 and
Section 2.3. Chapter 3 provides more details on their behavior and operation. To read out
these detector arrays, multiplexed readout systems based on Superconducting Quantum
Interference Devices (SQUIDs) have been developed [9, 10]. The last few decades have also
seen advances in the development of mechanical cryocoolers capable of reaching liquid-
helium temperatures, removing the need to transport liquid cryogens to the often remote
locations that are used for ground-based millimeter and submillimeter astronomy. This
entire suite of technology — TES detectors, multiplexed SQUID readout, and cryogenics —
is now mature and is routinely deployed on both ground and balloon-borne experiments
in arrays containing up to 10,000 detectors [11].

The development of this technology offers new opportunities for passive imaging
for security and other applications. Specifically, it is now possible to develop focal
planes capable of video-rate imaging with temperature resolution of 100 mK or less. This
dissertation describes the design and development of the National Institute of Standards
and Technology (NIST) 350 GHz Video Imager, a system developed to detect concealed
weapons at distances of 16 m – 28 m by producing video-rate images at 350 GHz. It will
be used as a “gold standard” system for investigating the phenomenology of passive
video imaging in order to determine the specifications for specific operational scenarios.
It will also serve as a test-bed for evaluating new capabilities such as using polarization
and spectroscopy to improve image contrast.

An outline of this dissertation is as follows. This chapter provides an overview of
passive millimeter and submillimeter wavelength imaging for security applications, and
describes the reasons for using detectors operating at cryogenic temperatures. Chapter 2
describes the specifications of the 350 GHz Video Imager and gives an overview of the
approach used to meet those specifications, as well as a brief summary of other passive
imaging systems that use cryogenic detectors. Chapter 3 presents the TES theory required
to understand this dissertation. The overall design of the system is described in Chapter 4
and the design of the detectors and focal plane is covered in Chapter 5. Chapter 6
describes measurements taken to characterize the first of four planned 251-detector sub-
arrays. The goal of this project is to generate video images at 350 GHz, and Chapter 7
describes how the 350 GHz Video Imager is used to do this, including quantitative

2



1.1. Security Imaging

evaluation of image quality. Chapter 8 provides a brief summary of the achievements of
this project and gives directions for future work.

The system described in this dissertation is the result of work done by a number of
different people both at NIST and at other institutions. The project was started by William
Duncan, who also designed, procured, and assembled the optics. Bob Schwall designed
the cryogenic system. The author of this dissertation was responsible for commissioning
the cryogenic system, designing the feedhorns used to guide light onto the detectors,
the design of both the prototype and production detectors (including optical coupling
components), layout of the detectors and the focal plane wiring, design and assembly
of the focal plane, characterization of both the prototype detectors and first production
detector sub-array, and optical testing of the system including the generation of video
images. Hsiao-Mei (Sherry) Cho fabricated the detectors. The acknowledgments at the
end of Chapter 4 and Chapter 5 highlight important contributions from additional people
both at NIST and elsewhere.

1.1 Security Imaging

The frequency range 100 GHz – 1000 GHz is attractive for detection of concealed weapons
or contraband because common clothing materials have high transmission in this range
[12]. As shown in Figure 1.1, transmission through clothing steadily decreases as fre-
quency increases. This trend tends to push systems toward lower frequencies. A familiar
example is the L3 ProVision systems operating at airport screening areas within the USA.
These are “holographic radar” systems operating at 30 GHz, intended for close-range por-
tal screening, and are based on technology developed at the Pacific Northwest National
Lab (PNNL) [13, 14]. For applications in which it is acceptable to require individuals
to pass through and pause at a particular location, these systems have excellent image
quality for concealed items that are thick enough to provide radar contrast. Although
the ProVision system takes still images with ∼ 2 s image acquisition time, similar portal
screening systems with video-rate capabilities are also under development [15].

But there are other applications and operational scenarios in which portal screening
systems are not feasible. These include detection of suicide bomb belts and packs, crowd
surveillance or imaging through fog or dust, all scenarios in which is it either desirable
or required to make a detection while the object being observed is some distance away. In
these scenarios it is not always reasonable to expect observation targets to be stationary,

3



1. Introduction

Figure 1.1: Plot of clothing transmission vs frequency. As frequency increases, transmis-
sion through different kinds of clothing decreases. The −10 dB observation band of the
350 GHz Video Imager is highlighted (318 GHz – 376 GHz). Taken from [12].

so video-rate imaging is also required. These applications are generally referred to as
“standoff” detection because the imaging system “stands off” some distance from the
target being imaged.

For these applications the choice of optical frequency is less clear than for portal
imaging, because the lower frequencies favored by clothing transmission also imply
worse spatial resolution for a fixed optical aperture size. The angular full-width-half-
maximum (FWHM) θ of the beam produced by a circular aperture of diameter D observing
at wavelength λ is [17],

θ ∼ 1.0λ/D. (1.1)

For portal screening this is not prohibitive; the L3 Provision system has an effective
aperture of 1.7 m [14]. But for standoff distances of 10 m or more, a system operating
at 30 GHz would need an aperture of size ∼ 10 m in order to achieve 1 cm resolution.
This strongly drives the choice of frequency for standoff detection to frequencies above
100 GHz.

A final factor to consider in the choice of operating frequency is atmospheric trans-
mission. As shown in Figure 1.2, not only does transmission through clothing fall with
increasing frequency, but transmission through the atmosphere does as well, although
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Figure 1.2: Plot showing attenuation through the atmosphere at sea level pressure for
different weather and particulate conditions. Under the worst conditions in the 350 GHz
Video Imager’s band (curve labeled “Humid”), attenuation would be ∼ 1.2 dB over 16 m,
and a 0.15 dB under standard conditions (curve labeled “STD”). In the 640 GHz band,
which would allow better spatial resolution, attenuation under standard conditions
is already 1.2 dB and under the worst conditions is almost 10 dB at 16 m. The −10 dB
observation band of the 350 GHz Video Imager is highlighted (318 GHz – 376 GHz). Taken
from [16].

the trend is not monotonic. For the 350 GHz band used by the 350 GHz Video Imager,
under the worst atmospheric conditions (hot and humid weather) transmission over 16 m
is ∼ 75 %. Indoors, in the dry winter climate of Boulder, CO, transmission over 16 m will
be close to 100 %.

Security imaging systems for standoff applications broadly fall into two categories:
“active” and “passive” [16, 18]. Active systems illuminate the target to be imaged with
light and use the reflected light to obtain an image. Passive systems detect thermal
blackbody emissions that are naturally emitted by all objects. Passive systems have the
advantages that they are inherently covert, and do not suffer from public resistance due
to worries about the health effects of illumination by millimeter-wavelength “radiation”.
Active systems would seem to have an inherent signal-to-noise advantage over passive
systems, due to the low temperatures of the objects being observed (∼ 300 K). But active
imaging suffers from two problems that to-date have allowed passive imaging systems to
generally exceed the image quality achieved with active systems.
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1. Introduction

Active Standoff Imaging

Both problems stem from the fact that active imaging systems generally use single-moded
coherent sources of light; see [19] for a good overview of the issues. The first problem is
generally referred to as “specular reflections”. This refers to the fact that the intensity of
light that is reflected from the target and subsequently detected by the active imaging
system is strongly dependent on the angle of incidence of the illuminating beam to the
target. This leads to strong highlight areas in active images which can be 40 dB or more
higher than neighboring areas, making images difficult to interpret.

The second problem is known as “speckle”. When a coherent light source is diffusely
reflected from a surface which varies on distance scales comparable to or larger than a
wavelength, some areas of the surface will randomly be oriented more favorably than
others for reflecting light back to the system. The resulting random distribution of bright
spots in the image is called speckle [20]. This phenomenon acts as a kind of noise in
active images, and the signal-to-noise ratio of active imaging systems is often limited by
speckle rather than noise inherent in the detection system itself.

The active imaging community has long been aware of these issues and is working
to address them. One recent approach uses modulated multi-moded illumination to
avoid these issues [21, 22]. Another approach is to use active illumination to build a
radar system. Because radar systems detect time-of-flight or phase differences rather
than intensity differences, they should be less susceptible to specular reflections and
speckle. The active imaging system that at this time is closest to producing video-rate
imaging largely free of specular-reflection and speckle artifacts is the 675 GHz radar
system developed at the Jet Propulsion Laboratory [23]. This system operates at standoff
distances of 16 m achieving a spatial resolution of 1 cm at 4 frames per second.

1.2 Required Image Noise for Passive Imaging

Passive imaging does not suffer from the problems of specular reflection and speckle.
Instead, the primary challenge for passive imaging is implementing sufficiently sensitive
detectors to achieve low-noise images at video frame rates. One commonly used figure-
of-merit for noise in a passive imaging system is the Noise Equivalent Temperature
Difference (NETD) of the image, defined as the smallest difference in the temperature
distribution on the observation target that can not be distinguished from noise in the
image. Few detailed studies of the NETD required for detection of concealed weapons or
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1.2. Required Image Noise for Passive Imaging

other contraband have been published, but the “lore” in the field is that for non-metallic
concealed threats in an indoor environment, image signals are 0.5 K – 1.0 K, with 200 mK
or lower NETD required for detection. One published estimate gives 100 mK as the
required noise level [24] under some scenarios. The remainder of this section justifies this
lore quantitatively.

To estimate the required NETD for a passive imaging system we must investigate both
the required signal-to-noise for detection and the expected contrast (signal) in passive
imaging scenarios. The required signal-to-noise ratio for object detection depends on the
size of the object [25]. This is explored in a simple way in Figure 1.3. This figure shows a
sequence of simulated images with a 22.5 cm (9 in) knife in the middle left of the image,
and a 2× 2 bright pixel block in the upper right. At a signal to noise ratio of 1, the knife
is barely visible if you know where to look for it. At a signal-to-noise ratio of 2, the knife
becomes visible but the much smaller block is not. The block can barely be made out at
S/N 4, and at S/N 6 both block and knife are clearly visible. Based on this, I assume a
required S/N of 4 for detection; this means that to reliably detect an object with a thermal
contrast of 1 K in an image, the required NETD is 0.25 K.

The contrast in a passive image is set by the temperatures, emissivities and trans-
mittivities of the objects being imaged, along with the temperature of the surrounding
environment. Although passive imaging systems detect optical power, not the tempera-
ture of objects directly, these systems operate in the Rayleigh-Jeans limit where the optical
power per mode is directly proportional to temperature; see Section 1.3. Figure 1.4 depicts
the situation schematically. We consider an object at temperature T1 with emissivity
ε1, covered by an object at temperature Tcov and transmittivity τcov. The entire scene is
illuminated by blackbody radiation at temperature Tamb. We assume that the covering
object has no reflection, so that εcov = 1− τcov. The total temperature seen by an observer
looking at the object through the covering will be

Ttot,1 = (1− ε1)τ
2
covTamb + (1 + τcov(1− ε1))(1− τcov)Tcov + τcovε1T1 (1.2)

A second object behind the cover with temperature T2 and emissivity ε2 will appear to
have a temperature given by Equation 1.2 with the subscript 1 replaced by 2 everywhere.
The contrast seen between these two objects will then be

∆T1,2 = τcov [(ε2 − ε1)τcovTamb + (ε2 − ε1)(1− τcov)Tcov + (T1ε1 − T2ε2)] (1.3)

This equation shows that in order for contrast to appear in the image, we require a
difference in temperature or emissivity or both between the two objects.
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Figure 1.3: Exploration of signal-to-noise ratio (S/N) required for object detection. Each
simulated image contains 100× 100 pixels. In the middle left of each image is a simple
22.5 cm model of a knife. In the upper right a 2× 2 block of pixels has been set to be
bright. Gaussian noise was added to each image with a level appropriate for the S/N
listed in the title. At S/N = 1 the knife is perhaps visible if you know where to look but
the block is not. At S/N = 2 the knife become visible but the much smaller block is not.
The block begins to become visible at S/N = 4, and is clearly visible at S/N = 6.

We consider the case where the objects have the same temperature but different
emissivities. This would be the case for objects strapped next to skin, underneath clothing
for a period of time so that objects come into thermal equilibrium with the body. In this
case Equation 1.3 reduces to

∆T1,2 = τcov(ε1 − ε2) [(1− τcov)(T − Tcov) + τcov(T − Tamb)] . (1.4)

In security screening scenarios we would typically expect T > Tcov > Tamb, so the
rightmost factor will be positive. If we further assume that Tcov is midway between T and
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1.2. Required Image Noise for Passive Imaging

Figure 1.4: Schematic showing total temperature seen looking at an object at temperature
T1 with emissivity ε1 through a cover at temperature Tcov with transmittivity τcov, all
illuminated by ambient temperature Tamb. The Rayleigh-Jeans limit is assumed to hold,
so that emitted optical power is directly proportional to the temperatures of the emitting
sources. The object is assumed to have no transmission and the cover to have no reflection.
The black arrows indicate transmission of ambient light through the cover, reflecting
off the object, and passing back through the cover to the detecting system. The red
arrows show the emission of the cover, which reaches the detector both directly and after
reflecting off the object. The blue arrows show the emission of the object itself.

Tamb, then this further simplifies to

∆T1,2 =
1
2

τcov(1 + τcov)(ε1 − ε2)(T − Tamb). (1.5)

The factor of 1
2 represents the fact that at low τ, under these assumptions, the contrast is

dominated by the difference in temperature between the cover and the object, which is
half of the difference between the object and the ambient light.

In outdoor applications, Tamb will have contributions both from the ground (or struc-
tures/vegetation at ground level) and from the sky. The sky temperature depends
strongly on the weather, and at 350 GHz could be as low as 100 K on a clear winter day, or
approach 310 K on a hot day with high humidity [16]. Depending on the temperature and
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1. Introduction

emission properties of local ground cover, under the worst-case scenario Tamb outdoors
could be very close to human body temperature. This means that requirements on NETD

for outdoor imaging in the worst-case scenarios could easily be 200 mK or lower, which
motivates the search for imaging systems with NETD at or below 100 mK for outdoor
applications.

Indoors, Tamb will be determined by the temperature of the room, typically 295 K =

72 ◦F. We can take as a challenging scenario the detection of plastic explosives hidden
beneath a woolen sweater. From [12] we use τcov = 0.5 and from [16] we can take
εexplosive − εskin = 0.08, a case where the emissivity of the explosive is higher than that
of skin. Equation 1.5 gives ∆T1,2 = 0.45 K, or a required NETD of 112.5 mK assuming a
required S/N of 4. If the explosive material is cooler than body temperature then the
requirements on NETD will be eased, but it is the worst-case scenarios that should drive
system requirements.

From this we conclude that NETD values of 100 mK or lower are required for the most
challenging passive imaging scenarios. The above analysis represents a simplification of
any real-world scenario. It does not address requirements for object detection on more
complicated backgrounds which may confuse an observer. The 350 GHz Video Imager
will be used to investigate these requirements. But in the absence of any published studies
of measured contrast in a variety of scenarios, we are justified in using these estimates
as guidelines for the development of a system intended to perform those studies. The
question remains as to what technology is capable of reaching this level of sensitivity.

1.3 Passive Imaging Technology

One option for the detection of light at 100 GHz – 1000 GHz is the use of incoherent direct
detectors, including photo-diodes and other photon detectors as well as bolometers. These
devices are square-law detectors, sensitive to the square of the incident electromagnetic
field, i.e. to incident optical power. They can be characterized by a Noise Equivalent
Power (NEP), defined as the detected signal power equal to the standard deviation of the
detector noise in a 1 Hz post-detection bandwidth. To convert the NEP of the detectors to
an NETD for an image, we must first have a conversion between detected optical power
and source temperature. For a detector sensitive to M polarization-dependent spatial
modes of the electromagnetic field and with total optical efficiency ηtot, the optical power
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1.3. Passive Imaging Technology

detected per unit optical frequency is given by the Planck law in the form [7]

Pν(ν, T)dν = ηtotMhν
1

e
hν

kBT − 1
dν, (1.6)

where h is Planck’s constant, kB is Boltzmann’s constant, and T is the temperature of
the source. If the detector is sensitive to all light incident from all directions, then
M = 2πν2/c2, where c is the speed of light, and the result is Planck’s law. The 350 GHz
Video Imager’s detectors are at the back of single-moded waveguide, and sensitive to
both polarizations, so M = 2.

For detection of light around 350 GHz, and source temperatures in the range 50 K –
300 K, the Rayleigh-Jeans approximation

1

e
hν

kBT − 1
≈ kBT

hν
(1.7)

holds to within 20 %, so that the total optical power in an optical bandwidth reduces to

Pν = ηtotMkBT∆ν. (1.8)

This allows us to convert a detector NEP to a Noise Equivalent Temperature (NET) via

NET =
NEP

ηtotMkB∆ν
. (1.9)

To convert this detector NET to an NETD for an image, we make the assumptions that
noise for each detector can be modeled as an uncorrelated Gaussian noise source, so that
the noise for a given pixel in the image will be given by the NET divided by the square
root of twice the integration time for that pixel across all detectors1. We consider an
image covering an area A with square pixels of side length s, produced by an imaging
system with N detectors and video frame rate of FPS. The integration time per pixel τint

will then be given by

τint =
N/FPS

A/s2 , (1.10)

1The factor of 2 accounts for the fact that NEP is defined to give the total variance of a signal when
integrated to only the Nyquist frequency, whereas the full bandwidth up to the sampling frequency is
available for reducing noise.

11



1. Introduction

and so the NETD of each image will be

NETD =
NET√

2τint
(1.11)

=
NET√
2 N/FPS

A/s2

(1.12)

=
NEP

ηtotMkB∆ν

1
s

√
A FPS

2N
. (1.13)

Micro-bolometers have an advantage in that they can be fabricated in arrays with
relative ease. Typical NEP values for uncooled micro-bolometers in the millimeter-wave
region are 10 pW/

√
Hz–100 pW/

√
Hz [5, 26]. To convert this NEP into an NETD we must

make some assumptions. In order to achieve sufficient spatial resolution, detectors at
these wavelengths are typically sensitive to two modes, one per polarization, so we set
M = 2. We can generously assume a non-scanning array with one detector per image
pixel, so that

√
A/N/s = 1. A very good optical efficiency would be ηtot = 0.5, and a

typical bandwidth at 350 GHz is 35 GHz. The minimum frame rate for video imaging is
approximately 6 frames per second. Plugging these numbers into Equation 1.13 leads to
an NETD of 50 K for the best-case scenario of 10 pW/

√
Hz NEP. This is more than two

orders of magnitude higher than the requirements discussed in Section 1.2.
Perhaps the most promising approach for room-temperature direct detection of

millimeter and submillimeter light is an approach using backward tunnel diodes for
operation at 90 GHz, which has achieved 0.1 pW/

√
Hz NEP with a 32-channel linear

array [27, 28]. Under the same assumptions as in the previous paragraph, a non-scanning
array would achieve 5 K NETD, still insufficient to achieve the NETD requirements of
Section 1.2.

A second option for room-temperature passive imaging is the use of coherent het-
erodyne detectors [5, 6]. This technology has advanced sufficiently that commercial
systems are available today. The most promising option to-date is the ThruVision2 family
of imagers operating at 250 GHz [29, 30]. Video frame rates are 6 frames per second
and claimed NETD is 1 K. The system also has the ability the average consecutive video
frames when the target being observed is stationary, in order to reduce noise. The system
has standoff distances up to 15 m, but with poor spatial resolution due to apertures that
are only ∼ 20 cm in diameter.

The Microsemi GEN 2 system3 is another commercial system operating at 90 GHz.
2Digital Barriers plc, London, UK. http://www.digitalbarriers.com/products/thruvision
3Microsemi Corporation, Aliso Viejo, CA. This technology was acquired from Brijot systems in 2011.
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This system achieves 5 cm resolution at 4–12 frames per second at standoff distances of a
few meters. NETD is not quoted, but is presumably not better than 1 K. The performance
of these two room-temperature imaging systems is listed in Table 2.1, along with other
cryogenic passive imaging systems and the 350 GHz Video Imager described in this
dissertation.

The conclusion is that to achieve sufficient NETD and spatial resolution for passive
standoff imaging at distances of 10 m and greater, room temperature detectors to-date do
not have sufficient noise performance. For this reason the 350 GHz Video Imager uses TES

bolometers operating at cryogenic temperatures. The next chapter gives the specifications
for our system and explains how TES bolometer arrays meet those specifications.
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Chapter 2

System Specifications and Solutions

The 350 GHz Video Imager’s specifications were chosen to allow the system to serve as
a “gold standard” for investigating the phenomenology of passive video imaging. The
system will eventually be used to take video images of a variety of concealed weapons
and other objects, hidden beneath different types of clothing, in realistic operational
scenarios. The goal of these studies will be to gain a thorough understanding of trade-offs
between video frame rate, image resolution, and noise. This understanding will then aid
the design of future systems for use in specific operational scenarios.

To that end, the system has been designed to achieve high resolution images with
NETD that is limited by photon noise. This chapter describes the specifications for the
350 GHz Video Imager, and summarizes the technical approach taken to meet those
specifications.

2.1 Specifications

The first goal of the 350 GHz Video Imager is to achieve uncompromised noise perfor-
mance through the use of a large number of photon-noise-limited detectors. As discussed
below, this requires the use of detectors at cryogenic temperatures. We have chosen to
use 1004 Transition Edge Sensor (TES) bolometers as the detectors. The detectors will be
installed as four individual 251-detector sub-arrays. This dissertation discusses results
using one of these four sub-arrays.

The atmospheric window at ∼ 350 GHz (∼ 860 µm) was chosen for the optical band.
As can be seen from Figure 1.1 and Figure 1.2, this band is a good trade-off between
transmission through the atmosphere and clothing (which favors lower frequencies) and
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2.2. Transition Edge Sensor Bolometer Basics

spatial resolution (which favors higher frequencies). A 35 GHz full-width-half-maximum
(FWHM) band was chosen to fit within this atmospheric window.

The design standoff distances from the observed target are 16 m – 28 m, configurable
by changing the distance between the cryostat containing the detectors and the rest of the
optical system. This range of standoff distances was chosen to provide separation from
observation targets such as a suicide bomber, without requiring an unreasonably large
optical aperture. A desirable spatial resolution at 16 m standoff would be 1 cm. However,
at the center wavelength of the observation band of λ0 = 863 µm (see Section 4.3), using
the criterion of Equation 1.1 leads to a required aperture size of

D = 1.0× 863 µm× 16 m
1 cm

= 1.4 m. (2.1)

The chosen diameter for the mirror was somewhat smaller than this at 1.3 m. After
accounting for the fact that the outer edge of the primary mirror is not illuminated
(Section 4.2), the predicted resolution of the system is 1.2 cm (Section 4.4).

Security applications can require observing a moving target, so video frame-rates are
needed. Exactly how fast the frame-rate needs to be in order to support accurate tracking
can vary based on the scenario. The components of the 350 GHz Video Imager have all
been designed to allow frame rates of up to 20 frames per second. The design field of
view at 16 m is 1 m× 1 m.

In order to achieve all of these requirements, other aspects of the system design
were compromised. In particular, the desire for high spatial resolution at longer standoff
distances requires a large optical aperture, which increases the size of the system, reducing
portability. Although the system is mounted on rollers so that it can be moved within
the lab or into other labs, the location at which it points can not be steered in real-time.
Additionally, the focus distance can only be changed by reconfiguring the mounting
structure that connects the cryostat to the optics. In a deployable system the aperture
could be made lighter through the use of different materials, and the focus and steering
could be changed in real-time by an automatic mount, either at a fixed point or mounted
on a vehicle.

2.2 Transition Edge Sensor Bolometer Basics

A bolometer detects optical power by measuring the temperature of an isolated object
which absorbs the optical power. Figure 2.1 shows a schematic illustration of a bolometer.
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Figure 2.1: Schematic illustration of a bolometer. The bolometer detects optical power
Popt by absorbing it in an absorber with heat capacity C. The absorbed optical power
causes the absorber temperature to rise to a temperature T above a thermal bath held at
Tb. The rise in temperature is determined by the thermal conductance G.

Optical power Popt falls onto an absorber with heat capacity C. The optical power is
thermalized in the absorber, causing its temperature T to rise. The temperature T to
which it rises is determined by the thermal conductance G which connects the absorber
to a thermal bath at temperature Tb. See [7] for an excellent overview of bolometric
detectors.

In a Transition Edge Sensor (TES) bolometer a thin superconducting film is used as a
thermometer to measure the temperature T. A superconductor is a material which loses
all electrical resistance when its temperature falls below a critical temperature Tc [31].
This phase transition from the “normal” to “superconducting” state can be very narrow.
The steepness of the transition is characterized by the logarithmic temperature sensitivity
α given by

α =
T0

R0

∂R
∂T

. (2.2)

Typical values of α for TES detectors are 100 – 1000.

The first demonstration of a TES bolometer was in 1941 [32], and the first demonstra-
tion using Al (the material used for the detectors in this dissertation) was in 1977 [33]. But
operation of a TES detector requires maintaining the temperature of the TES within the
narrow transition, which proved challenging. An increase in the temperature of the TES

— caused by an increase in absorbed optical power — causes a rise in the temperature of
the TES. When current-biased, this rise in temperature causes an increase in I2R Joule
heating, causing the temperature of the detector to rise further, leading to instability.

Thus, TES bolometers did not come into widespread use until the development of
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the voltage-biased TES sensors [8] coupled with Superconducting Quantum Interference
Device (SQUID) readout systems. When voltage-biased, a rise in TES temperature leads
to a decrease in Joule heating, which lowers the temperature of the device. With a
sufficiently steep transition, this electrothermal feedback process allows any change in
incident power to be exactly matched by an opposite change in Joule heating, so that the
device self-stabilizes at a new current level in the normal-to-superconducting transition
while leaving the device temperature unchanged.

Because the device is voltage-biased, absorbed optical power causes a current change,
so that a current amplifier is required for readout. This is accomplished through the use
of SQUIDs, which are very sensitive magnetometers and so can be used to detect small
changes in current. The use of SQUIDs for some applications is inconvenient because
of the requirement to operate them at cryogenic temperatures. But they are ideal for
the readout of cryogenic bolometers, because they operate at the same temperature and
dissipate much less power than semiconductor amplifiers.

Chapter 3 covers the theory of TES operation required for understanding of this
dissertation. The most detailed and authoritative reference for TES detectors is by Irwin
and Hilton [34].

2.3 Transition Edge Sensors for Passive Imaging

TES detectors have two important advantages for building passive imaging systems: they
can be photon-noise-limited, and it is straightforward to manufacture, operate, and read
out arrays containing large numbers of them.

The fundamental noise limit in bolometers is set by random thermal fluctuations
of the temperature of the absorbing element, termed “thermal fluctuation noise”. As
described in Section 5.2, the noise equivalent power (NEP) of this noise source, expressed
in units of W/

√
Hz referred to power absorbed in the bolometer, is proportional to√

kBTbPopt. In a properly designed TES, this source of noise will dominate other sources
of noise in the system (Johnson noise in the TES, SQUID noise). A sufficiently low bath
temperature Tb can reduce thermal fluctuation noise to below the noise level caused by
fluctuations in the arrival rate of photons. As described in Section 5.8, the expected NETD

for the 350 GHz Video Imager populated with 1004 detectors is 38 mK, well below the
performance benchmark established in Section 1.2.

The ability to put large numbers of TES detectors onto focal planes is due to two factors.
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First, they can be fabricated using standard lithographic clean-room techniques, which
allows development of array-scale focal planes. Second, the self-stabilizing behavior
of voltage-biased TES detectors enables array-scale operation because it greatly relaxes
requirements on uniformity of detector characteristics across a wafer in the fabrication
process.

Reading out a large number of detectors individually requires an even larger number
of wires, which complicates cryogenic designs. An important part of the success of TES

detector arrays for millimeter and submillimeter astronomy has been the development
of multiplexed SQUID readout systems. The 350 GHz Video Imager uses a time-division
multiplexed readout system, the basics of which are described in Section 4.7, and the
details of which can be found in the references cited there.

2.4 Other Cooled Detector Imaging Systems

Aside from the work described in this dissertation, three other groups are also working
on cooled detector passive imaging systems. See Table 2.1 for a summary of some
characteristics of these and other security imaging systems.

One system has been developed by a group working at the Institute of Photonic
Technology (IPHT) in Jena, Germany. The first generation of this system [35] operates
at 350 GHz with a 23 % optical bandwidth. NETD is measured at 0.4 K at 10 frames per
second over a 1 m diameter field of view. This system operates at much colder temperature
than the 350 GHz Video Imager using He3-sorption refrigerator, which would make it
more complex and expensive to deploy, without a corresponding improvement in NETD

performance. A second-generation system is currently under development [36, 37]. This
system increases the number of detectors from 20 to 64 and the frame rate from 10 to 25
frames per second. NETD is predicted to be 160 mK.

A second system is under development by a group at MilliLab in Finland, working
in collaboration with researchers at NIST. The first generation of this system operated
over a wide optical band, 200 GHz – 1000 GHz, achieving 0.6 K NETD [38]. A second
generation system is currently underway, with most changes intended to reduce the size
and power requirements of the system, while also doubling the number of detectors from
64 to 128 [39]. The system uses superconducting TES bolometers with Tc ≈ 9 K. The
readout system is entirely different than that used by the Jena system and the system
described in this dissertation. In order to eliminate the use of SQUIDs, an approach
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2.4. Other Cooled Detector Imaging Systems

based on room-temperature amplification was developed that relies on negative feedback
to keep the detectors voltage-biased [40]. While this system may be simpler and less
expensive to deploy, it will be much less sensitive.

Finally, a group based at Cardiff University in Wales is in the early stages of developing
a passive imaging system [41] based on Microwave Kinetic Inductance Detectors [42]. No
images or NETD estimates have yet been presented publicly for this system.
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Chapter 3

TES Bolometer Theory

This chapter summarizes the TES theory used in this dissertation. I start by describing
the TES electrical and thermal circuits, defining relevant parameters, and stating the
linearized TES equations. For reference, I then summarize the important consequences of
these equations, including expressions for detector responsivity, detector response to step
functions in applied power and bias current, and detector noise. I do not derive most of
these results, because excellent references are available [8, 34, 43].

I discuss the derivation of two results in more detail. First, I give an expression for
the time-domain response to a step function in applied detector bias current. Second,
I describe a new approach for measuring the natural detector time constant τ by ex-
trapolating several measurements of the effective detector time constant τe f f high in the
transition.

3.1 TES Electrical And Thermal Circuits

Figure 3.1 shows the electrical and thermal circuits for a TES bolometer. The bolometer is
voltage-biased by passing a bias current Ibias through a shunt resistor Rsh which has a
much lower resistance than the normal-state resistance Rn of the TES. The current through
the TES is inductively coupled into a SQUID for readout. The inductance L in the diagram
represents the sum of the input inductance of the SQUID, a Nyquist inductor used to
limit the noise bandwidth of the detector circuit, and any parasitic inductance present in
the circuit.

The TES itself is represented by a variable resistance R, which depends on both the
current through the TES and the temperature of the TES. The TES is thermally sunk to
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3. TES Bolometer Theory

a heat capacity C which is weakly linked to a temperature bath Tb through a thermal
conductance G. Optical power is absorbed by the heat capacity, causing the temperature
T of the heat capacity and the TES to rise above Tb. Power dissipated in any heater
resistor1 present on the TES also contributes to this temperature rise.

Because the resistance of the TES depends on the temperature of the TES, and the
temperature of the TES depends on the resistance of the TES through Joule heating, the
electrical and thermal behavior of the TES are coupled. This coupling acts as feedback,
termed “negative electrothermal feedback”, first described in the context of TES detectors
by Irwin[8]. As the optical power absorbed by the TES increases, the temperature of the
TES increases, which causes the resistance of the TES to increase as well. Because the TES

is voltage-biased, the Joule heating is inversely proportional to the resistance, so the Joule
heating decreases, which causes the temperature of the TES to decrease, opposing the
effect of the increased optical power. The negative electrothermal feedback speeds up the
response time of the detector and allows the detector to self-bias into the superconducting
transition.

1As described in Section 6.3, 31 detectors have heater resistors
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3.2. Linearized Electrical and Thermal Circuits

Ibias
Rpar

R

L

Rsh

RL ≡ Rsh + Rpar

R

IbiasRsh
RL+RL

V ≡ IbiasRsh

Popt

G

C T

Tb

Ihtr

Rhtr

Figure 3.1: Electrical and thermal TES circuits. Left Schematic of real electrical TES circuit.
The TES is biased by a stiff current Ibias shunted across a resistor Rsh that is much smaller
than the normal-state resistance of the TES. The TES is represented by a variable resistance
R, and Rpar represents any parasitic resistance in the circuit. The current through the TES
is inductively coupled into a SQUID for readout. The inductance L represents the sum
of the input inductance of the SQUID, a Nyquist inductor, and any parasitic inductance
present in the circuit. Middle Thevenin-equivalent TES circuit used in derivation of the
linearized electrical and thermal equations for the TES. Right Thermal TES circuit. The
TES is thermally sunk to a heat capacity C which absorbs optical power. The heat capacity
C is connected to a heat bath Tb by a weak thermal link G, so that its temperature is
elevated to a temperature T above Tb by applied optical power Popt, power dissipated in
a heater via Ihtr (if present), and Joule heating of the TES itself.

3.2 Linearized Electrical and Thermal Circuits

In the limit of small changes in TES current and temperature, the resistance of the TES

can be expressed as

R(T0 + δT, I0 + δI) = R0 + α
R0

T0
δT + β I

R0

I0
δI, (3.1)

where R0, I0 and T0 are the resistance of the TES, the current flowing through the TES,
and the temperature of the TES at the operating bias point, α is the TES temperature
sensitivity, β I is the TES current sensitivity, and τ ≡ C/G is the “natural” detector time
constant. Note that all terms used in these equations and the rest of this chapter are
defined in Table 3.1.

The power Pb flowing through the thermal link G is assumed to follow a power law
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3. TES Bolometer Theory

of the form

Pb = K(Tn − Tn
b ), (3.2)

which can also be written in the form

Pb =
GT
n

(
1−

(
Tb
T

)n)
, (3.3)

where
G ≡ dPb

dT
= KnTn−1. (3.4)

With these definitions it can be shown [34] that the behavior of the TES is described
by a pair of coupled first-order differential equations:

d
dt

(
δI
δT

)
= −M

(
δI
δT

)
+

(
δV/L
δP/C

)
, (3.5)

where the matrixM is

M =


1

τel

LIG
I0L

− I0R0(2 + β I)

C
1
τI

 . (3.6)

Here τel ≡ L/(R0(1 + β I) + RL) is the electrical time constant of the detector, LI ≡
I2
0 R0α/GT0 is the detector loop gain, and τI ≡ τ/(1−LI).

These coupled equations can be solved under different initial conditions and applied
forces δV and δP. Discussion of three cases follows.

TES Power-to-Current Responsivity Driving the TES with a sinusoidal δP term and
holding detector bias constant leads to the following expression for the detector power-
to-current responsivity:

sI(ω) = −

1
V0

1
γ

LI

LI + 1

1 + jω
(

τe f f −
1
γ

LI

LI + 1
L

R0

)
−ω2 L

R0

τe f f

1 + β I + RL/R0

, (3.7)

γ ≡ 1 +
β I

1 + LI
− LI − 1
LI + 1

RL

R0
. (3.8)

Here τe f f is the “effective” detector time constant and is given by

τe f f ≡
τ

1 +
1− RL/R0

1 + β I + RL/R0
LI

. (3.9)
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3.2. Linearized Electrical and Thermal Circuits

While imposing, these expressions are much simpler in the limit which generally hold
for operating TES detectors: strong voltage bias (RL � R0), and τ � L/R. In this limit
the power-to-current responsivity becomes

sI(ω) = − 1
V0

LI

1 + β I + LI

1
1 + jω τ

1+LI/(1+β I)

(3.10)

The detector response time is given by the natural detector time constant τ, sped up by a
factor of 1+LI(1+ β I); for β I � 1, this factor is typical of negative feedback, and justifies
calling LI the “loop gain” of the detector. In the further limit of strong electrothermal
feedback (LI � 1, LI � β I), the DC responsivity sI(0) is simply the inverse of the
voltage bias. This means that because of the strong electrothermal coupling, any increase
in applied optical (or heater) power is exactly canceled by a decrease in detector Joule
heating, so that the TES temperature remains unchanged.

TES Response to Step Function in Power As demonstrated in Section 6.7, our de-
tectors are always operated in a regime where τe f f � τel. Under these conditions,
Equation 3.7 simplifies to

sI(ω) = − 1
V0γ

LI

LI + 1
(
1 + jωτe f f

)−1 . (3.11)

This implies that the time-domain response to step in applied power, for example from a
heater, is

δI(t) = −δPsI(0)(1− e−t/τe f f ) (3.12)

= − δP
V0γ

LI

LI + 1
(1− e−t/τe f f ). (3.13)

This can be used to measure τe f f directly as well as the DC responsivity once the heater
power has been calibrated (Section 6.6). As described in Section 3.3, it can also be used to
measure the detector natural time constant τ. These measurements are described further
in Section 6.4.

TES Response to Step Function in Bias Current To derive the behavior of the TES

after a step function in applied bias, we solve the equations under the conditions(
δI(0)
δT(0)

)
=

(
0
0

)
(3.14)

with constant driving force starting at time zero of(
δIbiasRsh/L

0

)
(3.15)
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3. TES Bolometer Theory

Solving this system leads to the following expression for the TES current as a function of
time:2

δI(t) = −δIbiasRsh
R0

(LI − 1)

(
1−

τe f f − τI

τe f f − τel
e−t/τe f f +

τel − τI

τe f f − τel
e−t/τel

)
1 + β I + RL/R0 + LI(1− RL/R0)

. (3.16)

This expression is complex, but the behavior can be understood as follows. Immediately
after an increase in bias current the voltage across the TES begins to increase, with a time
constant of τel. As the voltage increases, the Joule power in the TES increases, which
warms the TES. This warming increases the resistance of the TES. Because the TES is
voltage-biased, this reduces Joule power in the TES, which tends to cool the detector as
well as reduce current through the detector. This negative electrothermal feedback effect
occurs with a time constant of τe f f . Whether the final current through the TES is higher
or lower than the original current depends on the loop gain. For LI < 1 the current
increases, for LI > 1 it decreases and for LI = 1 the current through the TES remains
unchanged.

Equation 3.16 depends on LI and β I in a complex way through τe f f , τI , τel, and
the prefactor. Nevertheless, if the response of a TES to a bias step can be measured
with sufficient bandwidth to track the initial fast electrical response, bias steps can be
used to measure LI and β I by performing non-linear parameter fitting to Equation 3.16.
Measurements of LI and β I using this technique are described in Section 6.7.

When the TES is superconducting, Equation 3.16 takes on a much simpler form.
Setting R0 = LI = β I = 0, the result is

δI(t) = −δIbiasRsh
RL

(
1− e−t/(L/RL)

)
. (3.17)

Similarly, when the detector is fully normal, so that LI = β I = 0, Equation 3.16 becomes

δI(t) = −δIbiasRsh
Rn + RL

(
1− e−t/(L/(Rn+RL))

)
. (3.18)

The TES response to bias steps in the superconducting and normal states can thus be
used as measurements of L and Rn.

2A Mathematica notebook which verifies this solution, as well as other solutions to the linearized TES
equations, can be found at https://gist.github.com/danbek/8591076
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3.2. Linearized Electrical and Thermal Circuits

Table 3.1: Symbols and parameters used in describing behavior of TES detectors.

Symbol Explanation

Ibias Current applied across shunt to bias TES.

R TES resistance (depends on temperature and current)

Rn TES normal-state resistance

Rsh Shunt resistance

Rpar Represents any parasitic resistance in TES circuit

RL ≡ Rsh + Rpar Load resistance used in analysis of TES circuit

T TES temperature

Tb Thermal bath temperature

I0, R0, V0, T0 TES current, resistance, voltage, and temperature at bias point

Pbath = K(Tn − Tn
b ) Total heat flow from TES island to heat bath

n Power-flow index

Popt Optical power falling onto TES heat capacity

Phtr Power applied to TES by heater resistor

PJ Joule power dissipated by TES

C Heat capacity of TES island

G ≡ dPbath
dT = KnTn−1 Weak-link differential thermal conductance

τ ≡ C
G TES natural time constant

τel ≡
L

RL + R0(1 + β I)
TES electrical time constant

τI ≡
τ

1−LI
TES constant-current time constant

τe f f ≡
τ

1 + 1−RL/R0
1+β I+RL/R0

LI
TES effective time constant

α ≡ T0
R0

∂R
∂T Logarithmic TES temperature sensitivity

β I ≡ I0
R0

∂R
∂I Logarithmic TES current sensitivity

LI ≡
I2
0 R0α
GT0

Loop gain

δV = δIbiasRsh Change in bias voltage applied to TES

δP Change in power (optical or heater) falling on TES
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3. TES Bolometer Theory

3.3 Measurement of Natural Time Constant

Near the top of the superconducting transition, LI < 1, so that τe f f > 0.5τ. The TES

detectors used for the 350 GHz Video Imager have been designed so that τ � L/Rn

(see Section 5.2), so that the response to a step in applied heater power is given by
Equation 3.12. As the fully normal state is approached, τe f f approaches τ, so that
measuring the τe f f very high in the transition will give a measurement of τ. However,
the power-to-current responsivity decreases high in the transition, reducing the signal-to-
noise of the measurement.

To avoid this problem, an expression can be obtained linking τ and τe f f that holds
independent of location in the transition, as long as the assumption τe f f � L/R0 holds.
The DC response to a step in applied power δP is given by

δI =
δP

I0R0

LI

1 + β I + RL/R0 + (1− RL/R0)LI
. (3.19)

This equation can be solved for LI , and then substituted into the expression for τe f f . This
leads to

τe f f = τ − τKIbiasδI, (3.20)

K ≡ Rsh
δP

R0 − RL

R0 + RL
. (3.21)

Here the relation

I = Ibias
Rsh

R + RL
(3.22)

has also been used.

Equation 3.20 holds independent of LI and β I . The factor K depends on the bias
point, but high in the transition this dependence is weak, so that K can be treated as a
constant.

To use Equation 3.20 to measure τ, steps in heater power are applied to the TES at
a set of bias points close to the normal state. At each bias point the DC change in TES

current δI and τe f f are measured by fitting the TES response to Equation 3.12, and the
bias current Ibias is recorded. A non-linear curve fit can then be applied to Equation 3.20
to solve for τ and K. Alternately, K can be calculated if all factors feeding into it are
known, and then Equation 3.20 can be solved directly for τ.

Section 6.4 presents measurements of τ for four detectors using this technique.
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3.4. IV Curve Analysis

3.4 IV Curve Analysis

TES detector current-vs-voltage (IV) curves contain important information about the
behavior of TES detectors. They directly yield the resistance of the TES in both the normal
state and throughout the superconducting transition. But they also allow other properties
of the TES to be measured by comparing IV curves taken under different operating
conditions, such as different bath temperatures and applied heater and/or optical power
loads.

The total amount of power flowing through the TES thermal conductance G is given
by

Ptot = K(Tn − Tn
b ) = Popt + Phtr + I2R(T, I). (3.23)

We can make the assumption that at the start of the superconducting transition, where
R ≈ Rn, β I = 0, i.e. the resistance of the TES depends only on the TES temperature,
and not on the current through the TES. This assumption has been observed to hold
empirically for many different types of TES detectors, and there are also theoretical
reasons to expect it to be true [44]. Under this assumption, near the top of the transition
the total power Ptot is current-independent, so the following relationship must hold:

PJ ≡ I2R = Ptot − Popt − Phtr = Ptot − Popt − I2
htrRhtr. (3.24)

In practice, I treat R = 0.99Rn as sufficiently high in the transition for this relationship to
hold.

Equation 3.24 is used in two different ways in this dissertation to extract information
about the TES detectors, as described in the following subsections.

Calibration of Heater Resistors

If a set of IV curves are taken at the same bath temperature but different heater biases,
Equation 3.24 allows measurement of the resistance of the TES heater by fitting for Rhtr

and (Ptot − Popt). Figure 6.2 (reproduced in this chapter for convenience as Figure 3.2)
shows how this is done using a series of IV curves, all of which were taken for a particular
detector labeled R28C0. The upper left plot shows a set of TES IV curves taken at
Tb = 1100 mK, with only the applied heater bias varying. The upper right plot shows
the same data, but in terms of TES Joule power and TES resistance. As applied heater
current decreases, the Joule power at the top of the transition decreases. In the lower
left, the Joule power at 0.99Rn is plotted vs applied heater current. A fit to Equation 3.24
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3. TES Bolometer Theory

is also plotted. Finally, the lower right plot shows R vs PJ after the heater power has
been added to each curve. This plot shows that the powers are equal very high in the
transition, where the assumption that Joule power only depends on TES resistance holds.
It also shows that this assumption breaks down deeper in the transition.

Note that in order to determine the value of Rhtr one must know the heater current.
Any error in the assumed heater current will lead to a corresponding error in the derived
Rhtr value. But because Rhtr is derived from the power dissipated in the resistor, the
product I2

htrRhtr will remain unchanged. This means that whenever the value Rhtr is used
to calculated a power, the power value will be correct even with an incorrect value for the
heater current.

Section 6.3 uses this approach to calculate Rhtr for the seven working heaters on
columns 0 and 1.

Measurement of TES Differential Thermal Conductance G

With knowledge of the heater resistances, IV curves can be taken over a wide range of
bath temperatures, which enables a measurement of the TES thermal conductance G and
transition temperature Tc. In this case Ptot will be different for each IV curve, so that
Equation 3.23 can be used in the form

Phtr + PJ + Popt =
GTc

n

(
1−

(
Tb
Tc

)n)
. (3.25)

A non-linear curve fit can then be used to find G, Tc, and n. The upper plots in Figure 6.4
(reproduced in this chapter for convenience as Figure 3.3) show an example of this fit for
the detector labeled R30C1. The fit procedure leads to correlation between the fit values
of G and n which indicated degeneracy in the fit between G and n.

Section 6.5 uses this approach to calculate G, Tc and n for the seven detectors with
working heaters on columns 0 and 1.
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Figure 3.2: Plots describing heater measurements, for the case of the detector labeled
R28C0. Upper Left IV curves. The IV curves should become vertical when the detector
becomes fully superconducting at zero voltage, but these curves shows a non-infinite
slope. The reason for this is that the readout system as configured for these IV curves
was unable keep up with the rapid change of current in the superconducting branch.
Upper Right Same data as in upper left plot, but represented in terms of TES Joule power
and resistance. As the bias current for the heaters is increased, the curves shift to the
left. Lower Left Measured PJ vs heater current at 0.99Rn, as well as fit to Equation 3.24.
Lower Right Same plot as upper right, but the heater power based on Rhtr = 23.6 Ω has
been added to each curve. This demonstrates that β I = 0 does not hold below the very
top of the transition.
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Figure 3.3: Plots showing fit to Equation 3.25 for the detector labeled R30C1. Left Plot
showing Psat vs Tb assuming Popt = 150 pW (see Section 6.5). The red line shows the
best fit to Equation 3.25. The data cover 36 data points including 25 temperatures from
995 mK – 1160 mK and 11 different heater biases. Right Scatter plot showing covariance
between the fitted values of G and n, in terms of 95 % confidence ellipses.

3.5 TES Saturation Power

Consider Equation 3.23:

Ptot = K(Tn − Tn
b ) = Popt + Phtr + I2R(T, I). (3.26)

The value of Ptot when T = Tc, is called the “saturation power” (Psat) of the detector:

Psat ≡ K(Tn
c − Tn

b ) (3.27)

=
GTc

n

(
1−

(
Tb
Tc

)n)
. (3.28)

If the power flowing across G is larger than this value the detector temperature is forced
to be higher than Tc so that the detector goes normal and no longer works. This is
an important parameter of a TES, and G must be chosen so that Popt < Psat. The ratio
Psat/Popt is called the “safety factor”.

3.6 Stability of TES Bolometers

In any physical system in which negative feedback is applied, the system response can
become unstable if the feedback is applied with a phase change that approaches 180◦.
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3.7. TES Bolometer Noise

This situation can occur in TES detectors if the inductance in the TES bias circuit is so
large that the TES electrical time constant τel = L/(R0(1 + β I) + RL) becomes too close to
the TES effective time constant τe f f . For a voltage-biased TES with RL � R0, the criteria
for stable operation is [34]

L >

[
LI(3 + β I) + (1 + β I)− 2

√
LI(2 + β I)(1 + β + LI)

]
R0τ

(LI − 1)2 (3.29)

3.7 TES Bolometer Noise

There are three sources of detector noise in TES bolometers: Johnson noise in the TES

resistance, Johnson noise in the load resistor RL, and thermal fluctuation noise across the
weak thermal link G. Additionally, intrinsic fluctuations in the number of arriving photons
leads to photon noise, which can be a significant source of noise for low-temperature TES

bolometers. Expressions for these sources of noise are shown in Table 3.2.
The function F that enters into the thermal fluctuation noise accounts for the tempera-

ture gradient between the TES and the bath. The form of F depends on whether the mean
free path of phonons crossing the thermal link is long or short compared with the length
of the link. In the case of a short mean free path, F depends on n and is given by [43]

F(T0, Tb) =
n

2n + 1
1− (Tb/T0)

2n+1

1− (Tb/T0)n . (3.30)

In the case of a long mean free path, F is independent of n and is given by [45]

F(T0, Tb) =
1
2
(1 + (Tb/T0)

5) (3.31)

For the detectors described in this dissertation, n ≈ 3.5, T0 ≈ 1.2 K, and Tb ≈ 1.1 K.
Under these conditions, both expressions for F have approximately the same value, 0.83.

For typical operating conditions of TES bolometers, thermal fluctuation noise dom-
inates Johnson noise at low frequencies. This can be see by taking the ratio of S2

TES to
S2

TFN. After some simplifying algebra the result is (ignoring factors of order unity):

S2
TES

S2
TFN
≈ 1

αLI
(1 + (ωτ)2) (3.32)

At low frequencies the TES resistor current noise is suppressed below thermal fluctuation
noise by a factor of 1/αLI . TES detectors are always biased so that LI > 1, and values for
α in the transition for our detectors are 20–400 (see Figure 6.8 in Section 6.7). Examination
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3. TES Bolometer Theory

Table 3.2: Noise in TES bolometers, referred to power absorbed in bolometer. To obtain
current noise passing through the bolometer, multiply each power spectral density by
|sI(ω)|2.

Noise Source Noise Power Spectral Density

TES Resistor S2
TES = 4kBT0 I2

0 R0ξ(I0)
(1+(ωτ)2)
L2

I

Load Resistor S2
L = 4kBTL I2

0 RL
(1+(ωτI)

2)(LI−1)2

L2
I

Thermal Fluctuation Noise S2
TFN = 4kBT2

0 GF(T0, Tb)

of Table 3.2 shows that current noise from the load resistor is lower than that from the
TES resistor by a factor of (LI − 1)2(R0/RL)(T0/TL). Therefore, intrinsic detector noise
in our TES bolometers is dominated by thermal fluctuation noise.

Another source of noise in any bolometer is Photon noise, arising due to quantum
fluctuations in the number of photons arriving during a given time interval. This noise is
expressed as [46]

S2
ph = 2hνPopt(1 + ηn̄), (3.33)

where n̄ is the photon occupation number, given by

n̄ =
1

e
hν

kBT + 1
(3.34)

Section 5.8 discusses predicted noise levels for our detectors. Section 6.11 discusses
measurements of detector noise.
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Chapter 4

System Design Overview

4.1 Cryostat Design

The cryostat for the 350 GHz Video Imager was designed with the goals of simplicity,
reliability and turn-key automated operation. It was built by Precision Cryogenics1 to
designs provided by the 350 GHz Video Imager team. The first two temperature intercept
stages are provided by a Cryomech PT407 Pulse Tube Cryorefrigerator2 (PTC). The PT407
has two cooling stages. The first stage has 25 W of cooling power at 55 K while the second
stage has 0.7 W at 4.2 K. Our PT407 uses a remote motor, so that the cold head attached
to the cryostat has no moving parts, minimizing vibration of the cryostat. Vibration of
the cryostat can lead to temperature fluctuations of the 1 K cold stage, or to microphonic
pickup either directly in the detectors themselves or in the readout circuitry, leading to
much higher detector noise (see Section 6.9).

Figure 4.1 shows a cutaway view of the cryostat, and Table 4.1 lists the temperatures
typically reached by different parts of the cryostat during operation when the cryostat
is open optically. The cryostat has two main parts: a cylinder containing both the PTC

and the He4-sorption refrigerator, and a box located at the bottom of the cylinder which
contains temperature intercept plates and the focal plane. There are three temperature
stages: the “80 K” Cold Plate, the “6 K” Cold Plate, and the Focal Plane. The PTC 1st
stage is connected to the 80 K Cold Plate by a tube of Al 1100 and a set of CDA-101 Cu
braids. The combination of this long thermal path with the high heat load on the optical
filters sunk to the 80 K stage explains the 36 K temperature differential between the 80 K

1Precision Cryogenics Systems, Inc. Indianapolis, IN. http://www.precisioncryo.com
2Cryomech, Inc. Syracuse, NY. http://www.cryomech.com
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4. System Design Overview

Table 4.1: Temperatures reached under optical load

Temperature Stage Temperature (K)

PTC 1st Stage Cold Head 48
PTC 2st Stage Cold Head 3.5
Cryostat 80 K Cold Plate 84
Cryostat 6 K Cold Plate 6.4
Sorption Fridge Condensation Plate 3.7
Focal Plane 0.970

cold plate and the PTC 1st stage. The PTC 2nd stage is connected to the 6 K Cold Plate by
a large (3.0 in diameter by 2.78 in long) cylinder of CDA-110 Cu3, followed by a tube of
alloy CDA-101 Cu, followed by a set of CDA-101 copper braids. The Cu tube is broken
into two halves, and the condensation plate (see below) of the sorption fridge is clamped
between these two halves. The 80 K Cold Plate stands off from the cryostat vacuum jacket
by four “roll wrapped” carbon fiber tube standoffs. The 6 K Cold Plate stands off from
the 80 K Cold Plate by eight supports made of G-10.

Options for reaching temperatures below the ∼ 1.2 K transition temperature of our TES

detectors include: dilution refrigerators, adiabatic magnetization refrigerators, pumped
He4 baths, and He3- and/or He4-sorption refrigerators. We chose a He4-sorption fridge
because the typical base temperature under no load of ∼ 700 mK is well-matched to our
application. He-sorption fridges are also inexpensive and easy to operate compared to
these other solutions. A He4-sorption fridge works by using a charcoal adsorber to pump
on a bath of liquid He4, reducing the He4 boiling point and thus the temperature of
the bath. The He4 is contained within a sealed reservoir so that the refrigerator acts
as a closed system requiring no He4 replenishment. While He4-sorption fridges are
commercially available, our team choose to design and build a custom fridge based on a
design that has been proven in astronomical applications [47].

Figure 4.2 shows a schematic depiction of the 350 GHz Video Imager’s He4-sorption
refrigerator. The entire refrigerator is filled with 2.07 mol of He4 gas, giving a pressure of
900 psi at room temperature. In normal operation the heat switch between the charcoal
pumping chamber (“pump”) and the He4 condensation plate is closed, keeping the
charcoal close to the condensation plate temperature of 3.7 K, in order to adsorb as much
gaseous He4 as possible, which in turn cools the 1 K cold head and focal plane.

3This cryostat was originally designed to work with a different cryocooler. The PTC currently installed
has a shorter distance between the 1st and 2nd stages; the Cu cylinder takes up this extra space.
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4.1. Cryostat Design

A

B

C

D

E

6 K Cold Plate

80 K Cold Plate

18 in

Figure 4.1: Cutaway view of the 350 GHz Video Imager. A: PT407 1st stage cold head B:
PT407 2nd stage cold head C: Cu cylinder connecting the PT407 2nd stage cold head to
a Cu tube, which then connects to the He4-sorption refrigerator condensation plate. D:
He4-sorption refrigerator E: Focal Plane. The Cu ropes that connect the focal plane to the
1 K cold plate are not visible in this view.
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A

B

C

D

3 in

Figure 4.2: Cutaway view of the He4-sorption refrigerator. A: Charcoal pumping chamber
(“pump”). The charcoal is attached to the concentric copper cylinders, used to maximize
the surface area covered by the charcoal. B: Condensation plate. This copper plate
is kept below the boiling point of He4 in order to provide a point in the refrigerator
for He4 to condense and drip into the condensation pot. C: He4 gas gap heat switch.
This heat switch is used to cool the charcoal in order to pump on the He4 bath in the
condensation pot. D: He4 condensation pot (“pot”). The condensed He4 accumulates
here. The concentric cylinders provide additional surface area for thermal contact to
the liquid He4. Not shown is a sapphire 1 mm constriction in the stainless steel tube
connecting the pump and pot, intended to restrict the flow of super-fluid He4 away from
the pot (Swiss Jewel Company, part A34.00).
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4.1. Cryostat Design

Cycling the refrigerator requires four steps. First the heat switch is opened. The He4-
sorption refrigerator uses a He4 gas-gap heat switch manufactured by Chase Cryogenics4,
which requires 5 minutes of waiting time in order for the switch to fully open. Second,
the pump is heated by applying 5 W via a 500 Ω power resistor. This power is applied
until the temperature of the pump reaches 40 K, which is high enough to drive nearly
all of the adsorbed He4 off of the charcoal. Third, the power to the pump is turned off.
Once the temperature of the condensation plate falls below the boiling point of He4,
He4 will begin to condense on its walls, dripping into the He4 condensation pot (“pot”).
Fourth, once the temperature of the pot has fallen to 4.0 K, the heat switch is turned
back on. This cools the pump, allowing He4 to again adsorb onto the charcoal, which
has the effect of pumping strongly on the pot, and cooling the He4 contained there to
the base temperature of 970 mK under optical load. This process is easy to automate,
and a LabVIEW program cycles the fridge automatically every night while the system is
operating.

A Cryo-con Model 445 temperature controller is used to control the temperature of
the stage, using a 6.4 kΩ resistor attached to the focal plane. As discussed in Section 6.8,
the temperature variations over several-minute timescales are a few parts in 104 when the
Cryo-con unit is used to hold the temperature steady.

Under optical load, a full cycle of the He4-sorption refrigerator takes approximately 4
hours, reaching a base temperature of 970 mK. When no additional load is applied the
hold time is 9 hours. When the temperature of the stage is held at the typical operating
temperature of 1100 mK the hold time is only 3:45 hours. This will need to be lengthened
in a future design iteration for practical device operation.

Table 4.2 lists contributions to the heat load on the He4-sorption refrigerator. It
excludes parasitic load inherent to the sorption refrigerator itself; we have estimated this
parasitic load as ∼ 0.5 mW.

4Chase Research Cryogenics, Ltd. Sheffield, UK
5Cryogenic Control Systems, Inc., Rancho Santa Fe, CA
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4. System Design Overview

Table 4.2: Predicted thermal load on 1 K stage. The “Ti-6Al-4V spiders” provide the
structural link between the 1 K cold stage and the 6 K cold plate; see Section 5.6 and
Figure 5.6. These calculations assume that the readout wiring and Ti-6Al-4V spiders
are running from 6.4 K to 1.0 K. All wires are AWG36 Phosphor Bronze with thermal
conductivity taken from the Lake Shore Cryogenics reference tables [48]. The load
from the readout wiring is lower when running only 251 detectors because this only
requires two of the five connectors carrying these wires to be connected to the focal
plane. Assumed thermal conductivity k of the Ti-6Al-4V alloy used for the spiders is
k(T) = (150 µW cm−1 K−1)T (William Duncan, personal communication). “LM-1 readout
wires” refers to the wires running from room temperature used to readout the position
of the secondary mirror; see Section 7.2. The heat load from these wires is high because
they are not currently intercepted anywhere between room temperature and the 1 K stage.
Intercepting them at the 6 K Cold Plate would reduce their load to 1.1 µW. “Other optical
power” refers to in-band power that reaches the 1 K stage but is not absorbed by the
detectors. The number quoted assumes that all of this power is absorbed on the 1 K stage;
this results in an overestimate because it is likely that most of this power is reflected by
the feedhorn array, rather than being absorbed. “Out-of-band optical power” is assumed
to be zero because the only warm object directly illuminating the 1K stage — the W1275
bandpass filter — is only 16 K, and is not emissive at the wavelengths at which it would
be radiating (see Section 4.3 and [49]).

Predicted Thermal Load

Heat Load Source 1004 Detectors (µW) 251 Detectors (µW)

Readout wiring 52 130
Series array SQUID modules 0.2 0.6
SQUID multiplexing chips 0.4 1.6
Shunt resistors 5 18
Ti-6Al-4V spiders 130 130
Detectors (Optical + Electrical) 0.25 1
Other in-band optical power 5.6 5.6
Out-of-band optical power 0 0
LM-1 readout wires 507 507

Total 700 794

4.2 Optical Design

The optical system is a Cassegrain design, chosen because circular symmetry makes these
systems easy to design for on-axis performance at finite distances. Figure 4.3 shows a
schematic of the optical system including the focal plane. Light enters the system from
the left in this schematic, and reflects off the primary mirror onto the secondary mirror.

40



4.2. Optical Design

Figure 4.3: Schematic showing elements of optical system. A: 1.3 m elliptical primary
mirror. B: Platform on which secondary mirror is mounted. C: High-density-polyethylene
(HDPE) cryostat window. This window acts as a lens to make the system telecentric. D:
Detector focal plane package. The lid covering the focal plane holds an optical filter
which defines the band of observation; see Section 4.3.

From the secondary mirror the light passes through a hole in the center of the primary
mirror and through a window into the cryostat. The cryostat window is a high-density
polyethylene (HDPE) lens that makes the system telecentric; this means that the focal
surface of the system inside the cryostat is planar, not curved, and simplifies the design
of the detector focal plane. Smooth-walled conical feedhorns couple the incident light
onto the detectors.

The secondary mirror’s mount allows it to pivot and change where the system is
pointing. Two LM-1 linear motors6 mounted 90◦ apart can move the mirror in arbitrary
scanning patterns. Figure 4.4 shows the secondary mirror mounted on its supporting
platform, as well as the LM-1 motors.

Scanning the secondary mirror is necessary to generate Nyquist-sampled images. A
point source in the far-field will generate an Airy intensity pattern on the focal plane with
FWHM ∼ 1.03Fλ. Here F is the F-number of the optical system, defined as the ratio of the
focal length to the aperture size. As shown in Table 4.4, F = 2.0 for the 350 GHz Video

6Bose ElectroForce, Framingham MA
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4. System Design Overview

Figure 4.4: Photographs of the optical system. Left The primary and secondary mirrors.
The secondary is mounted on the Al platform in the upper left of the photograph. The
black cables leading away from the platform go to the control system for the LM-1 linear
motors. Right Close-up view of one of the LM-1 linear motors. The secondary mirror
itself is located on the right of the photograph, while the right side of the photograph
shows the LM-1. A titanium strut connects the LM-1 to the mirror.

Imager, so that the spot size on the focal plane is ∼ 1.7 mm. By the Nyquist theorem,
detectors would need to be spaced every 1.7 mm/2 ≈ 0.9 mm on the focal plane to record
all details of the optical image. But the detector spacing is 2.71 mm (Section 4.4), so that
the focal plane is under-sampled by a factor of (2.71/0.90)2 ≈ 9. This problem can be
overcome by scanning the system so that the “in-between” locations in the images are
sampled.

Table 4.3 lists important properties and parameters for the optical elements of the
system. Figure 4.6 shows spot diagrams for the optical system generated by a ZEMAX

model for the system focused at 16 m. They demonstrate that the system’s optical
performance is diffraction-limited over the entire focal plane for mirror rotations in both
directions of up to 1◦, the maximum angle the mirror is displaced in operation.

Figure 4.5 contains a system ray-trace diagram for the system focused at 16 m. It shows
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4.2. Optical Design

Figure 4.5: Ray-trace diagram produced by ZEMAX for the system focused at 16 m. The
outermost ray is determined not by the primary mirror but by the secondary mirror, so
that the outer edge of the primary mirror is unused, which reduces the resolution of the
system. The innermost ray is also determined by the secondary mirror. Note that in this
diagram several inner rays that are actually blocked by the secondary are displayed.

that the outermost ray is determined not by the primary mirror but by the secondary
mirror; this means that the outer edge of the primary mirror is unused, slightly reducing
the resolution of the system. The innermost ray is also determined by the secondary
mirror. Table 4.4 lists important optical properties of the system obtained from the ZEMAX

model.
The HDPE window does not have an anti-reflection coating. The index of refraction

of HDPE is n = 1.525 with an absorption coefficient at 350 GHz of α = 0.044 cm−1 [50].
Using the standard formulas for Fabry-Perot fringing when light passes through a lossy
2 cm thick dielectric slab [51, Chapter 5], the band-averaged transmission through the
window is calculated to be 84 %, with 7.6 % reflection due to the change in dielectric
constant, and 9.1 % due to absorptive loss in the dielectric.
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4. System Design Overview

Figure 4.6: ZEMAX spot diagrams for the 350 GHz Video Imager’s optical system when
focused to 16 m. This represents the distribution of points on the focal plane to which
rays from a point on the object trace to. Each plot shows spot diagrams for nine points in
the focal plane covering the area over which detectors in the sub-array are located. The
four plots (moving left to right and top to bottom) are for the secondary mirror with no
tilt, 1◦ tilt about one axis, 1◦ title about other axis, and 1◦ tilt about both axes. The black
circle gives ZEMAX’s estimate of the size of the Airy disk for the optical system, which is
defined as the location of the first null in the system’s diffraction pattern. In all cases,
nearly all rays map to within the Airy disk, indicating that the performance of the optical
system is diffraction-limited.
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4. System Design Overview
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4.3. Optical Filtering

4.3 Optical Filtering

A series of optical filters located inside the cryostat serves to reduce the thermal load on
the 1 K focal plane and to define the observing band. These filters are shown schematically
in Figure 4.7. These filters include thin thermal blocking filters located at 300 K, 80 K, and
6 K; multi-layer lowpass filters at 80 K and 6 K; and a band-defining filter located at 1 K.
The transmission properties of these filter listed in this section are from measurements
made at Cardiff University, where the filters were made.

The transmission of the bandpass filter is plotted in blue in Figure 4.8. The integrated
bandwidth of the bandpass filter is 31.1 GHz, with a full-width-half-maximum (FWHM)
band of 35.0 GHz. There is some ambiguity in defining the bandwidth and efficiency of a
bandpass filter that does not have a top-hat shape. In this dissertation I have chosen to
described the filter as having a bandwidth of 35.0 GHz with efficiency 31.1/35.0 = 88.5 %.
I chose this definition because the concept of a “full-width-half-maximum” bandwidth is
familiar and easy to physically interpret, and because the non-unity efficiency emphasizes
the fact that the filter does not have perfect transmission at any frequency.

300 K

80 K

6 K

1 K

HPDE Lens
THERM1

THERM2
Aperture Stop

W1428
THERM3

THERM4
W1266
W1269

W1275 (bandpass)

Figure 4.7: Schematic showing locations of all filters in the 350 GHz Video Imager.
Everything shown here is internal to the cryostat. On the left the nominal temperatures
for each stage are listed, and on the right the names and cutoff wavelengths are listed.
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Figure 4.8: Plot showing transmission of the bandpass filter.

The thermal blocking filters are sheets of 3.3 µm polypropylene with capacitive metal
grids printed on each side. Because they are so thin, these filters have little emission even
at the infrared wavelengths at which polypropylene is highly absorptive [49]. The cutoff
wavelengths of these filters are listed in Table 4.5.

The 350 GHz Video Imager also contains thicker multi-layer filters that act as lowpass
filters at wavelengths closer to the observing band. These filters are also made of metal
meshes and polypropylene, but many meshes and polypropylene layers are sandwiched
together to form filters that are ∼ 1 mm thick. These filters have excellent transmission
in-band as well as good out-of-band rejection [52], but the thick polypropylene substrates
mean that they are also highly absorptive — and thus also emissive – in the near-infrared.
Additionally, polypropylene has poor thermal conductivity. This means that unless they
are heat-sunk very well, the centers of the filters will be much warmer than the stage at
which they are anchored, and so they will re-radiate infrared power into the cryostat.
The filters in the 350 GHz Video Imager are clamped in place using spiral springs, using
a design that is similar to that used by the Atacama Cosmology Telescope receiver [53].

Table 4.5 lists all filters in the system and gives temperatures for the centers of some
of the filters, taken while the cryostat was open optically. The outermost multi-layer filter
is very warm (190 K), and this is a significant source of loading on the 6 K stage, which
also warms the 6 K multi-layer filters, leading to a level of loading on the 1 K stage that
prevents it from being cooled below 1.2 K unless the aperture is stopped down to reduce
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Table 4.5: Details of filters installed in the 350 GHz Video Imager. The filters are listed
in order from the outside of the cryostat to the inside. “Stage” refers to the cryostat
temperature stage at which the filter is located. “Cutoff” refers to the point at which the
filter transmission falls to ∼ -10 dB. “Transmission” gives the band-averaged transmission
of the filter. “Temperature” gives the temperature at the center of a filter as measured
by embedding a diode in a blob of Apiezon-N thermal grease placed on top of a layer
of Kapton tape (which prevents applying grease to the filter itself). The temperature of
W1428 was measured without the aperture stop in place and while it was located after
THERM3 rather than before. The current placement of this filter between two thermal
blocking filters prevents measuring its temperature in the current configuration. The
temperatures for W1269 and W1275 were measured both with and without a (2.25 in)2

aperture stop, which covers 40 % less area than the stop used in all other measurements
in this dissertation. Temperature measurements are not available for the other filters.

Stage Filter Label Cutoff
(µm)

Cutoff
(THz) Transmission Temperature

(K)

300 K THERM1 1.9 µm 1.9 158 1.00
80 K THERM2 4 µm 4 75 1.00

W1428 18 cm−1 556 0.54 0.96 193
THERM3 6 µm 6 50 1.00

6 K THERM4 1.00
W1266 14 cm−1 714 0.42 0.94
W1269 32 cm−1 313 0.96 0.98 14–37

1 K W1275 N/A N/A 0.885 3.7–7.8

IR loading. This has been accomplished by installing an aperture between the thermal
blocking and multi-layer filters on the 80 K stage. With a 2.25 in× 2.25 in aperture, the
bandpass filter center reaches a temperature of 3.7 K. The aperture stop used for all
optical measurements in this dissertation was 2.875 in× 2.875 in. Table 4.5 also lists the
in-band transmission of each filter. The total transmission of the filter stack excluding the
bandpass filter is 88.4 %.

4.4 Feedhorn Design

Millimeter and submillimeter astronomical instruments using TES detectors use many
different strategies for coupling light onto detectors, including filled arrays of absorbers
[11, 53], antennas with lenslets [54], phased antenna arrays [55], corrugated feedhorns
[56, 57], and smooth-walled conical feedhorns [58, 59]. The 350 GHz Video Imager uses
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smooth-walled conical feedhorns because they are easy to design and easy to machine.
Smooth-walled feedhorns do not have the low cross-polarization properties of corrugated
feedhorns [60], but this is not a concern here because the 350 GHz Video Imager’s
detectors are polarization-insensitive.

Although the 350 GHz Video Imager is always receiving radiation, never transmitting,
this dissertation often refers to the transmitting beam pattern, because in some cases
this is easier to conceptualize. Beams in transmission and reception are the same, a
consequences of the reciprocity relationships obeyed by the Maxwell equations (see, e.g.
[61]).

Figure 4.9 depicts a smooth-walled conical feedhorn and its interaction with the
optical system. Although the optical system has a secondary mirror as well, for the
purposes of feedhorn design an equivalent optical system with only one mirror can be
used, with the same focal length [62].

If a feedhorn is observing a temperature distribution Ttarget(θ, φ), and is pointed in a
direction (θ0, φ0), then the temperature observed by the feedhorn will be

Te f f (θ0, φ0) =
∫

dΩ Ttarget(θ − θ0, φ− φ0)P(θ, φ). (4.1)

The function P is called the “beam” or “beam pattern” of the feedhorn, and describes
the angular pattern of radiation to which the feedhorn is sensitive. When using this
expression one must keep in mind that the fraction of the beam that spills off the primary
mirror (e.g. the unshaded region in Figure 4.9) will see not the temperature distribution
of the target, but a temperature distribution determined by what is beyond the primary
mirror7. The fraction of the beam that strikes the primary mirror and proceeds to the
target is called the spillover efficiency ηs.

The important design parameters for a smooth-walled conical feedhorn are the
opening diameter D and the opening half-angle α0. The feedhorn opening diameter D is
chosen to minimize the total NETD of the system. The total NETD was given in Section 1.2
as

NETD =
NEPtot

2kB∆νηtot
√

2τ
. (4.2)

To make the factors depending on the size of the feedhorns more clear we can break the
optical efficiency ηtot into a product of two factors, ηs and ηother = ηtot/ηs. We then note
that the integration time per pixel τ is proportional to the number of detectors N. This

7Because of the presence of the secondary mirror, some of this temperature distribution will be in front
of the system, and some will be behind.
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Figure 4.9: Schematic showing important parameters of a feedhorn and its beam. The
beam appears to emerge from the phase center, a distance lc behind the mouth of the
feedhorn in this diagram. The main lobe of the beam is approximated well by a Gaussian,
here characterized by a full-width-half-maximum (FWHM) beam width. The shaded
fraction of the Gaussian represents the part of the beam that falls onto the primary mirror
and reaches the target. As discussed in the text, for the purposes of feedhorn design
the secondary mirror can be ignored and the system treated as a system of feedhorns
illuminating only a primary mirror with a hole in its center.
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leads to
NETD ∝

NEPtot√
Nηs

. (4.3)

The critical relationship is that as a feedhorn’s opening diameter increases, the width
of the beam becomes smaller. Small beam angles increase ηs, which improves NETD.
However, the diffraction-limited area on the focal plane that can be covered by feedhorns
is fixed, so that increases in the horn opening diameter reduce the number of detectors
N, which worsens NETD. Choosing an optimal feedhorn size requires trading these two
effects off against each other to minimize NETD.

There are four additional factors to consider. First, NEPtot is not independent of
ηs. In a system that is photon-noise-limited, NEPtot may worsen, stay the same, or
improve, depending on the temperature seen by the spilled over portion of the beam.
Indoors, all of the beam will see roughly the same temperature as the target, so that total
photon noise will stay the same. Outdoors the situation is more complicated because the
temperature seen by the spilled over beam will depend on the local scenery and weather
conditions. For simplicity, the analysis of optimum feedhorn size in this chapter makes
the assumption that the noise seen by a detector is independent of the beam size.

Second, for a Cassegrain optical system, ηs is not a monotonic function of D, because
the secondary mirror obstructs the central part of the beam, preventing it from reaching
the target. This means that narrow beams can have poor ηs because a large fraction of the
main lobe of the beam will be blocked.

Third, the dependence of the number of detectors N on the feedhorn diameter D is
not a smooth function, because it is not possible to have, e.g., 1/3 of a feedhorn. As
explained in Section 5.5, the 350 GHz Video Imager’s detectors are laid out on a square
grid. So it is more helpful to think of the feedhorn diameter as taking on a discrete set of
values that depends on the number of feedhorns per each side of the grid.

Finally, the choice of readout system and wiring places a firm upper limit of 1024 on
the number of detectors in the system.

A MATLAB program was used to find the optimum feedhorn size. The program uses
an analytic expression for the beam pattern developed in [63, 64]. The far-field electric
field pattern takes the form

~E(θ, φ) = Eθ(θ) sin φθ̂ + Eφ(θ) cos φφ̂. (4.4)

Here Eθ and Eφ are functions depending the horn diameter D and opening half-angle α0,
and involving definite integrals of Bessel functions, given in [63, 64]. This expression is
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for the waveguide mode polarized along the π/2 direction. The 350 GHz Video Imager’s
detectors are unpolarized, so they detect both waveguide polarizations equally; see
Section 4.5 for confirmation of this via simulations. The total power beam map is thus
given by the incoherent sum

P(θ, φ) = |~E(θ, φ)|2 + |~E(θ, φ + π/2)|2, (4.5)

which simplifies to

P(θ) = |Eθ(θ)|2 + |Eφ(θ)|2, (4.6)

which is independent of φ, as expected for an unpolarized detector.

To calculate the spillover efficiency of an individual feedhorn, the MATLAB program
integrates P over the angles θ that illuminate the primary mirror and reach the target: 5.2◦ –
14.0◦ at 17 m8. Figure 4.10 shows a contour plot of spillover efficiency for an individual
conical feedhorn as a function of D and α0. The black dot shows the parameters for
the feedhorns chosen for the 350 GHz Video Imager. This plot shows that ηs depends
much more strongly on D than on α0. α0 = 9.4◦ was chosen as a value that is easy to
machine, keeps the thermal mass of the feedhorn array low (small values of α0 lead
to long feedhorns and higher thermal mass), and is not too far from the maximum
achievable ηs for any fixed feedhorn diameter D.

To find the number of horns per array size that minimizes NETD the program assumes
that the feedhorns must cover a square 43.9 mm per side. It allows for 1 mil spacing
between the edges of the feedhorns, and also accounts for a thermal contraction factor
of 4.14 parts per thousand [65, Appendix A6.4]. Four horns from each sub-array are
assumed to be missing in order to accommodate other features on the detector wafer.
The resulting NETD estimates — normalized to the NETD for the actual feedhorns chosen
— is shown in Figure 4.11. The optimal number of feedhorns per array side is 19, for a
total (across all four sub-arrays) of 1428 feedhorns of diameter 2.25 mm cold. Because
of readout limitations, the actual number of detectors per side is 16, for 1004 feedhorns
with diameter 2.68 mm (108 mils at room temperature)9. The loss in NETD from this
sub-optimal choice is only 1.7 %.

Figure 4.12 contains plots of both the beam pattern for the conical feedhorn and the
far-field beam pattern of the entire optical system (also called the “point spread function”).
The feedhorn beam pattern follows the model described above, and is well-approximated

8see Section 4.2
9Five locations in the 16× 16 grid are missing detectors; see Section 5.5.

53



4. System Design Overview

2 4 6 8 10 12
1

2

3

4

5

6

0.59

0.59

0.57
0.57

0.57
0.57 0.55

0.550.55

0.55
0.55

0.55

0.50.50.5

0.5 0.5 0.5

0.450.450.45

0.45
0.45

0.40.40.4

0.4

0.30.30.3

0.20.20.2

Horn Half-Angle (◦)

H
or

n
D

ia
m

et
er

(m
m

)

Feedhorn Spillover Efficiency

Figure 4.10: Plot showing feedhorn spillover efficiency ηs as a function of horn diameter
D and horn flare half-angle α0. The blue dotted line is for α0 = 9.4◦, the value assumed
during optimization. The black dot shows the feedhorn parameters used in the 350 GHz
Video Imager: D = 2.68 mm (cold) and α0 = 9.4◦

over the primary mirror by a Gaussian with FWHM of 21.2◦, or 929 mm in terms of
radial distance on the primary. To calculate a theoretical far-field beam, we can make the
simplifying assumption that the primary mirror is illuminated by an electric field with a
circularly symmetric Gaussian profile, with a FWHM of

√
2× 929 mm = 1313 mm, where

the
√

2 converts from power to electric field. This assumption ignores the ellipticity of
the feedhorn beam for a single polarization, but since the detectors are sensitive to both
polarizations equally, the approximation should be accurate.

The far-field angular power pattern is then given by [17]

P(θ) =

[∫ ρout

ρin

e
− 1

2
ρ2

(560 mm)2 J0(
2π

λ
ρ sin(θ))ρdρ

]2

, (4.7)

where J0 is a Bessel function of the first kind, λ is the central wavelength of the optical
band, and ρin and ρout are taken from Table 4.4. This formula accounts for the edge
taper of the feedhorn pattern, the obstruction caused by the secondary mirror, and the
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Figure 4.11: Plot showing how NETD depends on the number of feedhorns in each
sub-array. As discussed in the text, due to the square array the important parameter
determining the total number of feedhorns is the number per side of the grid. The NETD
is plotted relative to the NETD for an array with 16 feedhorns per side, which is the value
chosen for this system. NETD is minimized with 19 feedhorns per side, giving a total
of 1428 feedhorns of diameter 2.25 mm (cold), but the 350 GHz Video Imager uses 1004
feedhorns of diameter 2.68 mm (cold) because of readout limitations. The cost in NETD is
only 1.7 %.

under-illumination of the primary mirror. The result is a FWHM of 1.2 cm for a point
source when focused at 17 m.

Chapter 7 presents maps of both a 0.2 in and 1.791 cm sources. After convolution with
a 0.2 in circle the predicted FWHM is still 1.2 cm, and after convolving with a 1.791 cm
circle the predicted FWHM is 1.7 cm.

A final important parameter of the feedhorn is its phase center, defined as the point
along the axis of the horn from which the far-field spherical wavefront appears to emerge.
In order to achieve optimum performance from a system, the focal plane of the optical
system should coincide with the phase centers of the horns. For the 350 GHz Video
Imager I used published tables to estimate the location of the phase center for our
feedhorns, which give a distance of 0.9 mm behind the opening of the feedhorn as the
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Figure 4.12: Plots showing theoretical beam pattern for the design feedhorns. Left The
unpolarized power pattern for a conical feedhorn with diameter 2.68 mm and opening
half-angle α0 = 9.4◦, at the center frequency for our band. The region between the vertical
blue lines indicates the part of the beam that strikes the primary mirror and reaches the
far-field focal plane. Also plotted is the best-fit Gaussian within the blue lines, which has
a FWHM beam width of 21.2◦. Right 17 m theoretical far-field unpolarized power pattern.
The plot includes the effect of blockage by the secondary mirror as well as the edge taper
of the beam on the primary. The FWHM beam width is 1.2 cm. The side-lobe is caused by
the secondary mirror, and is ∼ 5 % high.

phase center averaged over both polarizations [66, Page 353].
The feedhorns were machined out of Al 6061 and then Au-plated. An estimate of the

insertion loss of the feedhorns requires the conductivity of this plated Au at 1 K, but this
quantity is not known. I assumed that the Au has the standard value for conductivity
at room temperature of 41× 106 S/m, with a residual resistivity ratio of 3. Using this
value, and assuming a surface roughness of 5 µm, HFSS simulations predict an insertion
loss of −10.5 dB, including both the feedhorn and the waveguide. This corresponds
to a feedhorn efficiency of 91 %. HFSS simulations indicate that the return loss for the
feedhorns is −28 dB, so I ignore return loss.

4.5 Optical Coupling to Detectors

The feedhorns described in Section 4.4 couple incoming light into circular waveguide.
The waveguide carries the light to the bolometer, where it is absorbed by a Palladium
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Gold (PdAu) mesh. This section describes the waveguide and absorbing structures.
The diameter of the circular waveguide was chosen to place the cutoff frequency of

the first propagating mode (TE11) below the optical band of the 350 GHz Video Imager.
The cutoff frequency of this mode is given by [67, Chapter 5]:

fc =
1.841c
2πa

, (4.8)

where c is the speed of light in free space and a is the radius of the waveguide. For our
waveguide I chose a diameter of 0.6 mm, which gives a cutoff frequency of 292 GHz, well
below the lowest frequency in the band. This choice was made so that the waveguide
impedance was more uniform across the waveguide, which makes designing an efficient
absorbing structure easier.

The ideal absorbing structure for unpolarized light would be to cover the entire
area of the waveguide with a sheet having a surface impedance equal to the waveguide
impedance. The characteristic impedance at frequency f for a TE mode in waveguide is
[67, Chapter 2]

Z( f ) =
η f√

1− ( fc/ f )2
, (4.9)

where η f ≈ 377 Ω is the impedance of free space and fc the cutoff frequency for the mode.
For our waveguide, the impedance at the band-center frequency of 347 GHz is 700 Ω.
The highest-resistance material available in the fabrication process for the 350 GHz Video
Imager’s detectors is a 20 nm thick layer of PdAu, which for our fabrication process has a
surface impedance of 12 Ω/sq, far too low to serve as an effective full-width waveguide
absorber.

However, the 12 Ω/sq PdAu can still be used to create an absorbing structure with
an effective sheet impedance of ∼ 700 Ω by reducing the filling factor of the material,
by, for example, making an absorber that consists of a grid of narrow strips. A design
rule-of-thumb for grid absorbing structures is that the effective sheet impedance of the
absorber is given by

Ze f f = Rs
Atot

Aabs
, (4.10)

where Rs is the impedance of the absorbing material, Aabs is the area covered by the
absorbing material, and Atot is the total area of the waveguide. This rule-of-thumb has
been justified via semi-empirical means [68, 69] for free-space absorbing grids. Theoretical
and empirical support for its accuracy for a single strip in waveguide has also been given,
provided that an additional factor of 2 is inserted in front of Atot [70].
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For the 350 GHz Video Imager, I used this rule-of-thumb as a starting point, but to
design the final absorbing structure I ran simulations using HFSS10. The HFSS model has
the following features:

• 0.6 mm diameter circular waveguide leading to the detector. The waveguide walls
are treated as lossless; insertion loss of the feedhorn is calculated separately in
Section 4.4.

• 135 µm “air gap” between the bottom of the feedhorn array and the back of the
detector wafer; see Figure 5.3.

• Proper backshort diameter of 844 µm and backshort height of 275 µm.

• To keep the design simple, the backshort walls are not metalized. Rather, the
detectors were fabricated on degenerate (Boron P-type) Si wafers with resistivity
4 mΩ cm. The fields inside the Si are not solved for in this model. Instead, the Si is
treated as a conductor with a surface impedance appropriate for its conductivity.
The skin depth in this Si is 350 GHz is 5.5 µm, justifying this approximation. At low
temperatures the electrical resistivity of this type of Si is expected to fall slightly
[71], but I have assumed the room-temperature value of 4 mΩ cm in the simulations.

• The exact PdAu mesh used in the fabrication was included, using 12 Ω/sq as the
surface impedance of the PdAu itself.

• The Au heat-capacity ring (see Section 5.3) and the Al TES are included as well,
treated as perfectly conducting surfaces.

• The bottom surface of the backshort is assigned a surface impedance appropriate
for Au with RRR = 20, which is typical for thick Au layers fabricated in the NIST

cleanroom.

Figure 4.13 shows a schematic of the HFSS model, including the fields propagating
through the waveguide. It also shows a close-up view of the current distribution on a
portion of the PdAu mesh.

The results of these simulations are shown in Figure 4.14. The band-averaged coupling
efficiency of the mesh for unpolarized light is 87 %. Although the two polarizations have

10ANSYS, Inc., Canonsburg, PA

58



4.5. Optical Coupling to Detectors

Figure 4.13: Screen-shots taken from the HFSS model used to simulate the absorbing
grid. Left View of the full model, with the magnitude of the electric field plotted on a
plane bisecting the model. Right Close-up view of the absorbing grid, with the surface
current density plotted. The waveguide mode being excited is polarized in the up/down
direction. Because the wires are thin compared to the width of the waveguide (2 µm vs
600 µm), the current distribution is difficult to see in this plot. But close examination
shows that the wires perpendicular to the excited polarization have very low current,
while those parallel have higher current. The current decays towards the edges of the
waveguide as expected.

different absorption curves, with peak absorption at different frequencies, after averaging
over the band their difference in efficiency is only ∼ 1 %.

Also shown in Figure 4.14 is the frequency at which the TM01 waveguide mode turns
on: 383 GHz. Only 0.9 % of the optical bandwidth is located above this frequency, so I
have ignored any coupling to TM01 and all higher order modes.

Figure 4.15 shows the effect of misalignment between the feedhorns and the detectors.
For small misalignment (less than 100 µm ≈ 4 mils) the loss in coupling efficiency is small.
But for large misalignment the loss is efficiency will be large, and one mode will couple
much worse than the other. Because the beam for each individual mode is elliptical,
this differential mode-coupling will lead to elliptical beams. This could be part of the
explanation for the combination of poor optical efficiency and elliptical beams described
in Chapter 7.
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Figure 4.14: Plot showing coupling efficiency of the detectors. The blue line is the
transmission of the bandpass filter. The red and brown lines show the fractional power
absorbed in the grid absorber. Although theses curves have different shapes, their
integrated absorption over the band is within 1 % of each other. The band-averaged
absorption for unpolarized light is 87 %. The blue dashed vertical line at 383 GHz indicates
the cutoff frequency of the next-highest-order mode, TM01; 0.9 % of the bandwidth is
above this frequency.
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Figure 4.15: Plots showing impact of misalignment between feedhorns and detectors. The
left plot shows band-averaged coupling efficiency vs misalignment, for misalignment
in both x and y directions. The right plot shows the ratio of band-averaged coupling
efficiency of the x-polarized mode to the y-polarized mode, again for misalignment in
both x and y directions. For misalignment up to 100 µm loss in coupling efficiency is
small. But for large misalignment the efficiency drops substantially, and the modes couple
with different strengths, which will lead to an elliptical beam.
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4.6 Predicted Optical Efficiency and Optical Loading on

Detectors

The waveguide behind the feedhorns in the 350 GHz Video Imager causes the detectors
to be sensitive to only the two degenerate TE11 waveguide modes over 99 % of their
bandwidth. Because some of the light detected by the 350 GHz Video Imager is reflected,
we expect the light to be polarized to some extent. But to simplify the analysis, I assume
here that the light is unpolarized, so that the detectors are sensitive to two uncorrelated
waveguide modes.

The optical power from a source of temperature T in a single mode detected by a
detector with efficiency η(ν) is given by [46]

Popt(T) =
∫

η(ν)hνn(ν, T)dν, (4.11)

where n is the photon occupation number given by the Bose-Einstein factor

n(ν, T) =
1

e
hν

kBT − 1
. (4.12)

For 350 GHz light emitted by a 300 K source, n ≈ 17, so the Rayleigh-Jeans limit hν� kBT
holds, and Equation 4.11 simplifies to

2kBT
∫

η(ν)dν = 2kBTηtot∆ν, (4.13)

where ηtot is the total optical efficiency of the system and ∆ν is the optical bandwidth. My
calculations below assume the exact from of Equation 4.11, but Equation 4.13 is useful for
quick calculations and checks.

Photon NEP is given by [46, Equation 51]

NEP2
ph = 4

∫
(hν)2η(ν)n(ν, T)(1 + η(ν)n(ν, T))dν. (4.14)

Here the second term represents “photon bunching”, which only becomes important
when many photons are occupying a spatial mode. For millimeter and submillimeter
astronomy observing cold sources such as the Cosmic Microwave Background Radiation,
this second term is often negligible, but it is important for the 350 GHz Video Imager
because we are observing ∼ 300 K targets.

The 350 GHz Video Imager is not viewing a single temperature T that reaches the
detectors with efficiency η. Rather, the 350 GHz Video Imager is viewing a ∼ 300 K source
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that is attenuated by a series of lossy elements, each of which is at non-zero temperature
and so emits power itself. Because of the photon bunching term, it is not correct to
calculate NEPph for each optical component separately and then sum all values; doing so
will underestimate the noise due to photon bunching.

The correct generalizations of Equation 4.11 and Equation 4.14 are to treat the term
η(ν)n(ν, T) as a total photon occupation number that includes contributions from all
sources. I make the simplifying approximation that the frequency-dependence of the
efficiency ην is the same for all source of optical power; i.e., it is set by the bandpass filter
alone. The total occupation number absorbed in the detectors is then given by

η(ν)n(ν, T) ≡ τbp(ν)∑
k

ηkεknk(ν, Tk). (4.15)

Here τbp(ν) is the transmission of the bandpass, ηk = ∏k′≤k εk′ is the cumulative efficiency
for light from source k to be absorbed in the detector, εk is the emissivity of source k and
n(ν, Tk) is the Bose-Einstein factor Equation 4.12 for source k, which is at temperature Tk.

Under these assumptions the expression for optical power becomes

2
∫

hντbp(ν)

(
∑
k

ηkεkn(ν, Tk)

)
dν. (4.16)

Note that in this case the optical powers from each source can be calculated separately
and then summed. NEPph is given by

NEP2
ph = 4

∫
(hν)2τbp(ν)

(
∑
k

ηkεkn(ν, Tk)

)(
1 + τbp(ν)

(
∑
k

ηkεkn(ν, Tk)

))
dν. (4.17)

Table 4.6 lists all components of the 350 GHz Video Imager that contribute to optical
loading. For each component Equation 4.16 is integrated over the 350 GHz Video Imager’s
optical band. The temperatures listed for the filters inside the cryostat are estimates based
on measurements described in Table 4.5. Also listed are the photon occupation quantities
εkηkn(ν0, Tk) at the band-center frequency of ν0 = 347 GHz. The predicted total optical
loading on each detector is 180 pW, and the predicted optical NEPph = 0.85 fW/

√
Hz.
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Table 4.6: Optical load and photon noise from all components in the 350 GHz Video
Imager. Popt for each component is calculated according to Equation 4.16. εηn is calculated
at the center frequency of the band (347 GHz) and also includes the transmission of the
bandpass filter at that frequency. All powers are the power absorbed in the bolometer,
and the NEPph value is referred to power absorbed in the bolometer. The efficiency of
the lens accounts for losses due to both reflection from the lens and absorption in the
lens. “Beam” refers to power from the far-field that reaches detectors, while “Spillover”
refers to power that reaches the detectors due to the portion of the beam that misses the
primary mirror.

Component Temperature
(K) Efficiency Emissivity Popt

(pW) εηn Cumulative
Efficiency

Bolometer 1 0.87 0.87
Feedhorn 1 0.91 0.79

W1275 5 0.89 0.70
W1266 16 0.98 0.02 0.1 0.0 0.69
W1269 85 0.94 0.06 2.9 0.2 0.65
W1428 200 0.96 0.04 4.7 0.3 0.62
Lens 295 0.84 0.16 27.7 1.5 0.52
Beam 295 0.52 0.48 69.5 3.8 0.27

Spillover 295 0.00 1.00 75.3 4.1 0.00

Total 180.2 9.8 0.27

Total NEPph 0.85× 10−15 W/
√

Hz

4.7 Detector Readout

As described in Chapter 3, the 350 GHz Video Imager’s detectors are voltage-biased,
so that the detector output signal is a changing current. To read out the detectors a
low-noise current amplifier is required. The 350 GHz Video Imager uses a multiplexed
SQUID readout system to accomplish this.

A SQUID is a Superconducting Quantum Interference Device [72]. For the purposes
of understanding the operation of the 350 GHz Video Imager, it suffices to know that a
SQUID is a very sensitive magnetometer, and by coupling the magnetic field produced by
a current into the SQUID, the SQUID can also be used to read out a current signal.

An important aspect of the response of a SQUID to an input current is that the response
is not linear; it is periodic. Figure 7.1 and Figure 7.2 show examples of this behavior for
the SQUIDs used in the 350 GHz Video Imager. This periodic response means that the
readout system is not measuring the absolute current passing through the detectors, but
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4.7. Detector Readout

rather changes in the current from some offset value, an offset value which is not known
and can be different for each detector. When processing a set of detector outputs into
a video, these detector offsets must be accounted for. The algorithm used to do this is
described in Section 7.8.

To reduce the number of wires running into the cryostat, the 350 GHz Video Imager
uses a time-division multiplexed (TDM) readout system [9, 73, 74]. Figure 4.16 shows
a schematic of this readout system. The detectors are divided into a columns, each
column containing 32 rows. Each detector output is coupled into the input coil of its own
“1st-stage” SQUID(SQ1). Row address lines bias the 32 rows sequentially, so that at any
given time only one detector per column is being read out by the system. This sequential
addressing means that the current noise power spectral density of the SQUIDs is increased
by a factor of 32 due to aliasing, but the current noise in the 350 GHz Video Imager’s
SQUIDs is low enough that SQUID noise is not a significant contribution to the total noise
of the detectors. See, e.g., Figure 6.1 and Figure 6.15 for a demonstration that SQUID

noise (∼ 1× 10−10 A/
√

Hz) is below the typical noise level of a detector biased into its
standard operation conditions (∼ 1× 10−9 A/

√
Hz). To linearize the SQUID amplifier

chain, feedback in the form of magnetic flux is applied to the SQ1 SQUIDs.

A set of electronics is required to control the multiplexed readout system and provide
data to a computer for further analysis. The 350 GHz Video Imager uses the Multi-Channel
Electronics (MCE) as the electronics control system [75–77]. The MCE was developed
in order to allow simple, remote operation of TDM readout systems for submillimeter
and millimeter astronomy. It comes equipped with a software suite for controlling the
electronics itself. The entire electronics system for reading out 1024 detectors is contained
within a single 15 in× 14 in× 14 in crate drawing 175 W. All communication with the
controlling data acquisition computer is via a pair of fiber optic cables. See Figure 4.17
for a photo of the MCE.

The MCE supports extensive configuration options ranging from SQUID bias current
values to multiplexing speed, to the order in which rows should be reported to client
software [77]. This dissertation does not describe the process of choosing most of these
parameters. The exceptions are the feedback control parameters, discussed in the next
section, and the parameters that control the readout rate of the system, listed in Table 4.7.
The table also gives the value of these parameters used by the 350 GHz Video Imager
when taking videos. The rate at which data is reported to the data acquisition computer
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4. System Design Overview

Figure 4.16: Schematic of the Time-Division Multiplexing (TDM) readout system used
by the 350 GHz Video Imager. The detectors are divided into rows and columns (2 each
shown here). Each detector is coupled to its own 1st-stage SQUID(SQ1). At any given
time, only one row of SQUIDs is biased, indicated via the “Row address currents” on the
left.

Figure 4.17: Photograph of the MCE unit used to readout the 350 GHz Video Imager’s
detectors. The MCE is 15 in wide.

66



4.8. MCE Servo Gain Parameters

Table 4.7: A few important configuration parameters for the MCE.

Parameter Typical Value Explanation

row len 100 Number of 50 MHz clock cycles spent on each row.
num rows 32 Number of rows to cycle over.
data rate 5 The MCE only reports every data rate-th sample to

the data acquisition computer.

is given by

fro =
50 MHz

row len× num rows× data rate
(4.18)

Using the values in Table 4.7 the readout rate is 3125 Hz.

Using any value for data rate other than 1 will lead to aliasing of noise. As discussed
in Section 6.10, this raises the total amount of noise in the 350 GHz Video Imager’s
detectors by 16 % on average. This noise aliasing penalty can be reduced by configuring
the MCE to internally apply a digital 4-pole lowpass filter prior to reporting data to the
data acquisition computer [78].

4.8 MCE Servo Gain Parameters

The feedback applied to an SQ1 during frame n + 1 is defined as [79]

FBn+1 =
1

212

[
PFBqn + IFB

n

∑
i=1

ei + DFB(en − en−1)

]
. (4.19)

Here en is the error observed during frame n, qn ≡ en + bqn (where b is some number
small than 1), and PFB, IFB, and DFB are the proportional, integral, and derivative terms
of the PID loop, respectively. The FB values are expressed in terms of DAC counter units
applied to the SQ1 feedback, and the errors e are in terms of ADC values for the output of
the readout chain. The 350 GHz Video Imager is operated with PFB = DFB = 0, so that
the feedback simplifies to

FBn+1 =
IFB

212

n

∑
i=1

ei. (4.20)

Using only IFB, the MCE servo loop acts like a 1-pole filter. Higher values of IFB

increase the bandwidth of this filter until a “critical gain” is reached, at which point the
feedback loop becomes unstable and begins to oscillate. IFB should be chosen so that the
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Figure 4.18: Plots summarizing requirements on τservo for accurate measurements of
detector time constants. Left Plot showing exact response to step function of a detector
with τ = 4 ms, the response as filtered by a servo with τservo = 1 ms, and the best fit to
the filtered response. The estimated τ is 23 % too high. Right Plot showing fractional
overestimate of τ vs. relative size of τservo. For less than 2 % error, τservo/τ < 0.05 is
required.

bandwidth of this filter is greater than that of the detectors themselves, but IFB should
not approach the critical gain too closely.

The servo IFB parameter was chosen to minimize SQUID noise and allow sufficient
bandwidth to read out the full bandwidth of the detectors. The target servo bandwidth
depends on the measurement being made. When operating the array in normal conditions,
the data readout rate is either 3125 Hz or 3030.3 Hz, depending on whether the dark
SQUID is read out. The time constant for the associated Nyquist frequencies are ∼ 0.1 ms,
so there is no need to use IFB values with more bandwidth than this11. Electrical detector
time constants are ∼ 4 ms in the superconducting state, and ∼ 0.14 ms in the normal state.
While biased into the transition, τe f f is in the range 1 ms – 4 ms.

Figure 4.18 shows the impact of the servo roll-off on estimation of time constants
from single-pole response functions. To reduce the error in the estimated time constant
below 2 %, the servo time constant should be below 5 % of the time constant to be
measured. This criteria corresponds to 2× 10−4 s for the superconducting state and as
fast as 5× 10−5 s for detectors operating in the transition.

11Doing so is counter-productive, because it will alias SQUID noise into the detector band
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4.8. MCE Servo Gain Parameters

Measuring the bandwidth of the servo loop is challenging because roll-offs due to the
L/R filter of the detector circuit itself make it difficult to identify the servo roll-off from
power spectra. However, if the bath temperature is raised above Tc for the Al wire bonds
connecting the TES circuit to the input coils of the 1st stage SQUIDs, the total resistance of
the TES circuit is raised from 150 µΩ to 20 mΩ – 50 mΩ. This high resistance drives the
Johnson noise of the load resistor below the SQUID noise, and pushes the L/R roll-off of
the Johnson noise to 3× 10−5 s or faster (3 dB frequency of 5 kHz or higher), making a
measurement of the servo bandwidth much easier.

To choose IFB values, I acquired data at the fastest multiplexing rate possible for 33
rows12, 15,151.5 Hz while the system was at a temperature of 1.3 K. For every row and
column that has a detector that responds in the superconducting state, I fit the resulting
noise power spectrum to an equation of the form

NSQ

1 + (2πτservo)2 (4.21)

Where NSQ is the white noise level and τservo gives the bandwidth of the servo loop.
Figure 4.19 shows the resulting white noise levels and τservo values for a range of

servo gain values IFB. The SQUID white noise level is higher when operating with
negative IFB values, so we have chosen to use positive IFB values. When measuring time
constants I = 50 has been used for all columns, to maximize the number of detectors
below τservo = 2× 10−4 s. This places most detectors in a region where SQUID noise
will be aliased into the measurement band, but because I always average over many
measurements, the accuracy of these types of measurements is not affected by this noise
aliasing.

For taking video images, the servo does not need to be run as aggressively. As shown
in Figure 6.11, most detectors have τe f f close to 1.25 ms, with only a few slower than this.
A servo gain IFB of 20 puts τservo below 0.6 ms for all detectors, so there is no need to
operate at a higher IFB when taking video images. Even operating with IFB of 10 puts
95 % of the τservo below 1 ms, so operating at IFB of 10 is also acceptable.

12This rate is achieved by only reporting one of the eight columns to the readout computer. The limiting
factor in how fast the entire array can be multiplexed is packaging and sending the data to the readout
computer.
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Figure 4.19: Plots summarizing behavior using different servo gains IFB. In the two box
plots, the boxes represent the 5 % – 95 % quantiles, the middle line represents the median,
and the upper/lower whiskers represent the maximum/minimum values. All detectors
that respond in the superconducting state are included. Upper Plot of SQUID τservo vs
servo gain IFB. Servo bandwidth increases with IFB. At IFB ≥ 60, very small τservo begin
to appear. This indicates either a roll-off above the bandwidth of the measurement, or
an unstable servo loop. The few high τservo values at gains of 80 and 100 are a result of
the fitting routine failing due to an unstable servo loop. Lower Left Close-up view of
upper plot for gains from 10 to 50. Lower Right Plot of median SQUID white noise level
vs. servo gain IFB. Positive gains consistently give lower SQUID noise levels.
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Chapter 5

Detector and Focal Plane Design

This chapter describes the design of the 350 GHz Video Imager’s detectors and focal plane.
Prior to fabrication of the 251-detector sub-array that is discussed in this dissertation,
prototype detectors were fabricated and characterized. Because the measured properties
of the prototype detectors are relevant to some of the parameter choices made for the
sub-array detectors, this chapter begins with a short summary of the measured properties
of those detectors. I then discuss the choice of parameters G, C, Tc and Tb for the sub-array
detectors, the choice of shunt resistor value Rsh and Nyquist inductor L, followed by
details of the detector design used to achieve these parameters. I then briefly describe the
design of the focal plane, and end with the predicted detector noise and NETD for the
system.

5.1 Prototype Detectors

The basic design and layout of the prototype detectors was the same as described in
Section 5.3 for the sub-array detectors. Four prototype detectors were tested both in
the dark and while open optically, and also used to take still images. The techniques
used to characterize the prototype detectors were the same as those use to characterize
the sub-array detectors, as described in Chapter 6. Table 5.1 lists parameters of these
detectors, and Figure 5.1 contains plots showing LI , β I , τe f f and Lcrit for these detectors,
measured at a range of bias points.
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Figure 5.1: Plots showing LI , β I , τe f f and Lcrit vs bias point for four prototype detectors.
LI , β I , and τe f f were measured using the same techniques described in Chapter 6. The
values of Lcrit were calculated using Equation 3.29.
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Table 5.1: Measured Properties of Prototype Detectors. The methods and procedures used
to measure these properties were the same as described for the sub-array in Chapter 6.

Detector Property Value

Tc 1.2 K
Rn 3.4 mΩ
n 3.9
G 5 nW K−1

τ 12 ms
τe f f (typical) 4 ms
C = Gτ 60 pJ K−1

Popt 150 pW K−1

ηtot 0.25
Psat|970 mK 920 pW

5.2 Bolometer Design Parameters

The primary parameters to be chosen when designing a TES bolometer are the super-
conducting critical temperature Tc, the thermal conductance G, and the TES island heat
capacity C. These parameters are interrelated, and so cannot be chosen independently of
each other. Some of the factors to consider are:

• Detector noise scales with
√

T2
c G, so that lower values of G and Tc improve noise.

• As discussed in Section 3.5, the saturation power of the TES detector scales roughly
like GTc, so that if G and Tc are too small, the optical power falling on the detector
will raise the temperature of the membrane above Tc, saturating the device and
rendering it inoperable.

• Tc must be chosen to be higher than the achievable bath temperature, and the bath
temperature also affects the saturation power through Equation 3.2.

• The detector time constant τe f f is proportional to the detector natural time constant
τ = C/G.

The following subsections outline the choice of Tb, Tc, G and C for the detectors in the
first 251-detector sub-array.
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Choice of Tb and Tc

The relationship between detector noise and saturation power can be examined in more
detail. From Equation 3.28 we have

Psat =
GTc

n

(
1−

(
Tb
Tc

)n)
. (5.1)

This can be solved for G and substituted into the expression for TES thermal fluctuation
noise in Table 3.2, leading to

S2
TFN =

nF(Tc, Tb)
Tb
Tc
(1− (Tb/Tc)n)

4 kBTbPsat. (5.2)

The TES temperature Tc appears only in the pre-factor, which depends only on the power-
flow index n, the ratio Tb/Tc, and the form of F. This means that for fixed Psat and Tb,
the ratio Tc/Tb that gives the lowest detector noise depends only on n and the form of
F. For values of n in the range 3–4, this optimal ratio is Tc ≈ 1.8Tb, while the pre-factor
itself is ∼ 3.7.

As discussed in Section 4.6, the predicted loading on the 350 GHz Video Imager’s
detectors is 180 pW and the photon noise from this load is 0.85 fW/

√
Hz. Choosing a

safety factor of 3 so that Psat = 3× 180 pW, and targeting detector noise equal to 50 % of
the photon noise (so that total noise is a factor of

√
1.5 = 1.22 higher than photon noise),

we find the requirement on Tb to be

Tb <
1

3.7

NEP2
ph

4kBPsat
=

1
3.7

0.5× (0.85× 10−15)2

4× 1.38× 10−23 J K−1 × 3× 180 pW
= 3.6 K (5.3)

A 3.6 K bath temperature can be reached through the use of solely a mechanical
cryocooler, which would simplify the design of the cryostat. However, this leaves little
margin for error in the design and implementation of the system, so for the 350 GHz
Video Imager we chose to use a He4-sorption fridge to allow setting the bath temperature
well below 3.6 K.

The initial hopes for performance of the He4-sorption fridge were that its base
temperature would be ∼ 650 mK, implying an ideal Tc of ∼ 1.2 K. This is a convenient Tc

because it is the critical temperature of elemental Al [80], so Al was chosen as the TES

material.
In practice, it was discovered during testing of the prototype detectors that the

base temperature of the system was 950 mK under optical load, not 650 mK. With a
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bath temperature of 950 mK, the optimal choice of Tc would be ∼ 1.7 K; this higher Tc

would allow a lower G to be used so that thermal fluctuation noise of the detectors
would decrease. However, in order to change as little as possible between the prototype
detectors and the first sub-array, I decided to continue using Al as the TES material.

Choice of G

Table 5.1 lists the measured properties and parameters of the prototype detectors. These
detectors had Psat at Tb = 970 mK, 5.1 times higher than the predicted optical load and
6.1 times the measured optical load. A safety factor of 5–6 is overly conservative, so for
the sub-array I decided to target a G value of 3.8 nW K−1, for a safety factor of 3.9 – 4.7.

Choice of C

The detector’s heat capacity C is chosen to target a specific detector time constant τe f f

once G is chosen. G and C do not set τe f f directly, rather they set the natural time
constant τ, to which τe f f is proportional via Equation 3.9. τe f f must be fast enough to
avoid blurring of video-rate images, but should be much larger than τel to avoid detector
instability; see Section 3.6.

We can estimate the required value of τe f f by considering the speed with which
detectors move on the far-field focal plane and the size of the far-field beam. If v is the
speed with which the detector far-field beam moves, and b f whm is the FWHM far-field
beam width, then scanning over a point source will result in a timestream with a Gaussian
“bump” with FWHM qraw ≡ b f whm/v. The TES acts like a lowpass filter on this timestream
with time constant τe f f . The timestream after filtering is given by the convolution1

d f ilt(t) =
∫ t

−∞
exp

[
− (2
√

2 ln 2)2

2
t′2

(b f whm/v)2

]
exp

[
−(t− t′)/τe f f

]
dt′. (5.4)

The FWHM of the bump after filtering will be q f ilt. We can quantify the amount of
blurring with a fractional blurring factor (q f ilt − qraw)/qraw.

As shown in Section 5.7, when scanned circularly the detectors trace out a circle of
radius 18.7 cm. If FPS is the video frame rate, then v will be given by (2π)(18.7 cm)FPS.
From Section 4.4, the predicted beam FWHM is 1.4 cm. Figure 5.2 shows what value of

1The factor 2
√

2 ln 2 converts the FWHM of the timestream bump to the “standard deviation” term for
the Gaussian.
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Figure 5.2: Plot of maximum allowed τe f f as a function of fractional blurring factor,
defined in the text, for three different video frame rates.

τe f f is required in order to achieve a given blurring factor, for three different frame rates
(6, 10, and 20 frames per second).

If we take 10 % as the maximum desired fractional blurring factor, then τe f f must be
0.14 ms or faster to avoid blurring at 20 frames per second. From Table 5.1 this is ∼ 30
times faster than the measured values for the prototype detectors. At 6 frames per second
the requirement on τe f f is 0.5 ms, ∼ 8 times faster than the prototype detectors.

Either of these target values for τe f f could be reached by reducing the thickness of
the Au ring. However, such a large decrease in the detector time constant risks detector
instability, and I did not want to risk losing an entire wafer of detectors due to instability.
For that reason I decided to reduce C by a factor of only 2, by cutting the thickness
of the Au ring in half. Given the design G = 3.8 nW K−1, and the prototype value of
C = 60 pW K−1, this should give τ = 7.9 ms, assuming the same properties for Au in the
prototype detectors and the sub-arrays. As long as LI and β I at the operating bias point
did not change from the prototype detectors, this would reduce τe f f to 4 ms× 7.9

12 = 2.6 ms.
C for subsequent sub-array fabrications can be adjusted lower based on the measurements
of the first fabricated sub-array.
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Figure 5.3: Left Cross-sectional schematic of a 350 GHz Video Imager detector. Other
than the thickness of the TES, SiN membrane and Au Heat Capacity Ring, the schematic
is to scale. Right Photograph of a prototype detector. The detectors fabricated for the
sub-array are identical except for the length of the legs and the thickness of some of the
layers; see Table 5.2. The labeled parts of the detector are A: Al TES B: Au heat capacity
ring C: SiN leg connecting detector to substrate D: PdAu absorbing mesh E: PdAu heater
resistor.

5.3 Detector Geometry

The 350 GHz Video Imager’s detectors are fabricated using standard lithographic clean-
room techniques on Si wafers. In order to achieve the targeted G and C values, the
detectors are located on a suspended SiN membrane which is connected to the rest of the
Si wafer by a set of thin SiN “legs”. Figure 5.3 shows a cross-sectional schematic of the
detectors, showing that they are suspended with no Si beneath them, as well as a labeled
photograph of a prototype detector. The sub-array detectors are identical except for the
length of the legs and the thickness of some of the layers; see Table 5.2.

The detectors are fabricated on 275 µm thick double-side-polished degenerate (Boron
P-type) Si wafers. A layer of SiO2 is grown on top of the Si, followed by a layer of
SiN, prior to the main fabrication steps. During fabrication the Nb wiring leads, Al
TES, PdAu absorber, and Au heat-capacity ring are deposited, as well as an additional
layer of insulator to allow wiring layers to cross over each other. The SiN and SiO2 is
removed from the areas between the legs, and then a Deep Reactive Ion Etch process is
used to remove all silicon from behind the detector membrane. This etch process does
not remove SiN or SiO2, so that the legs, which still have SiN, are left in place. The result
is a suspended membrane connected to the rest of the wafer by a set of “legs” which
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Table 5.2: Dimensions of prototype and sub-array detectors. For the sub-array, only values
differing from the prototypes are shown.

Detector Dimension Prototype Sub-Array

TES Size (l × w) 64 µm× 70 µm
TES Thickness 250 nm 180 nm
SiN Thickness 500 nm
SiO2 Base Thickness 120 nm 250 nm
SiO2 Cover Thickness 120 nm 200 nm
Number of Legs 8
Leg Length 40 µm 67 µm
Leg Width 11 µm
Au Ring Area (393 µm)2

Au Ring Thickness 2000 nm 1000 nm
Nb Lead Width 6 µm
Nb Lead Thickness 200 nm
PdAu Thickness 20 nm

provide the thermal conductance G.
Table 5.2 lists dimensions for both the prototype and sub-array detectors.
The leg geometry of the prototype detectors was chosen based on a set of measure-

ments taken at NIST on SiN membranes at temperatures near 1 K. The leg geometry for
the sub-array detectors was based on simple scaling of the prototype detectors to the
target G of 3.8 nW K−1. This scaling was slightly complicated by the change in thickness
of the SiO2 layers, which was made in order to add additional protection to the wiring
layers and better balance stress on the relieved membranes. Assuming that G scales
linearly with the A/L of the legs, the sub-array G should be

Gsub = Gproto
Asub

Aproto

lproto

lsub
(5.5)

= 5.0 nW K−1 (500 + 250 + 200)(11)
(500 + 120 + 120)(11)

40
67

(5.6)

= 3.8 nW K−1 (5.7)

Table 5.3 shows contributions to the heat capacity from all components of the bolome-
ter. The membrane and Al TES alone have insufficient heat capacity, so an Au ring was
added to provide the targeted heat capacity. The total heat capacity is dominated by the
Au ring.
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Table 5.3: Predicted contributions to total heat capacity of sub-array detectors. Note that
the Debye T3 contribution for Au is still significant at 1.2 K, so must not be ignored. All
values listed are at 1.2 K.

Component Volume (10−9 cm3) CV (µJ/K/cm3) Ctot (µJ K−1) Source

SiN 203.6 1.0 0.2 [81]
SiO2 183.2 3.1 0.6 [82, 83]
Al 0.8 196.8 0.2 [34]
Au 154.4 161.3 24.9 [84]

Total 25.8

5.4 Shunts and Nyquist Inductors

The 350 GHz Video Imager uses spare shunt resistors and Nyquist inductors originally
made for the Atacama B-Mode Search (ABS) project [85]. The design value for the shunt
resistors was 180 µΩ and for the inductors 609 nH. These chips were already fabricated
and available, and the values of Rsh and L are appropriate for the 350 GHz Video Imager’s
detectors.

The measured normal-state resistance of the prototype detectors was 3.4 mΩ, but the
thickness of TES material was reduced for the sub-array by ∼ 30 %, for a target sub-array
normal-state resistance of 3.9 mΩ. This allows Rsh to be more than five times smaller
than R0 at bias points as low as R0 = 0.25Rn, allowing a robust voltage bias.

As shown in the lower right plot of Figure 5.1, the smallest value of Lcrit for any of the
four prototype detectors across all bias points was 2000 nH. This value drops to 1300 nH
given the faster design value of τ for the sub-array detectors. Therefore, L = 609 nH is
low enough to ensure that the sub-array detectors are stable, with a large safety margin
in case the values of LI β I , or τ changed between the prototype and sub-array. Lower
values of Lcrit would work as well, and may be considered if faster detector response
times are targeted in a future iteration of this system.

5.5 Detector Wafer Layout

Figure 5.4 shows a photograph of the entire sub-array; the figure caption contains a
detailed description of the features present on the sub-array. In addition to the detectors,
the wafer includes Au pads for attaching Au heat-sinking wire bonds and holes used
for gluing the detector wafer to an Au-covered backshort wafer (see Section 5.6). Note
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that all detectors have heater resistors on their membranes, but only a subset have the
resistors connected to traces that lead to bond pads due to space limitations on the wafer.

The detectors are laid out on a square grid, chosen over a hexagonal close-packed
layout because of the simpler wiring layout. The choice of a square grid does slightly
compromise the system NETD by ∼ 5 %, due to lower packing efficiency compared to
a hexagonal array. Higher packing efficiency allows larger feedhorns, which for the
350 GHz Video Imager leads to higher spillover efficiency; see Figure 4.10.

Five locations in the 16× 16 grid are missing detectors. The detector in the upper
rightmost corner of Figure 5.4 was removed to allow placement of a central post in the
focal plane, to which the feedhorn array is bolted. This provides an additional thermal
link at the center of the feedhorn array for better heat sinking. Four detectors in the lower
left were removed to allow placement of alignment features on the detector wafer. In
practice these alignment features were not used, so some or all of these detectors could
be recovered in a future design iteration.
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5. Detector and Focal Plane Design

48.5 mm

Figure 5.4: Photograph of the 251-detector sub-array. Bond pads for connecting to
the detectors run along the left and bottom sides. In the upper left, lower right, and
upper right corners are Au pads for connecting Au wire bonds to allow the wafer
to be heat-sunk to the rest of the 1 K stage. The upper left and lower right corners
also contain small bond pads for connecting to detector heaters. While all detectors
have heater resistors on their membrane, only the detectors along the upper and right
edges have these resistors wired to bond pads. The 26 small holes spaced throughout
the wafer are used to glue the detector wafer to a backshort wafer (see text). The
three larger holes in the middle of the wafer are detector sites where the membrane
was broken during fabrication. The large hole in the lower left, as well as the “bulls-
eye” feature to its immediate upper right, are alignment features, although they were
not actually used. Photograph credit Dan Schmidt; full-resolution version available at
http://www.flickr.com/photos/quantumsensors/8592792487.

5.6 Focal Plane Design

The 350 GHz Video Imager’s detector arrays are mounted on an Al platter that is ther-
mally sunk to the cold head of the He4-sorption fridge via a set of braided CU cables.
Mechanically the focal plane is attached to an Al frame via four Ti-6Al-4V “spiders”. The
frame itself is bolted to the 6 K cold plate. See Figure 5.5 and Figure 5.6.

Figure 5.7 shows a cross-sectional view of the focal plane. Each sub-array is glued
to a 275 µm thick Si “backshort” wafer that has been micro-machined to have the same
outline as the sub-array and then covered with Au. The glue used was Stycast 2850 with
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5.6. Focal Plane Design

Figure 5.5: Schematic top view of the focal plane.

the LV 23 catalyst2. The glue was applied to the set of 26 holes in the detector wafer
shown in Figure 5.4. This wafer stack is then attached to a 0.125 in thick Invar plate. Invar
was chosen because its thermal contraction upon cooling is well-matched to Si [65]. The
wafer stack is attached to the Invar plate with a thin layer of Apiezon-N thermal grease.
Upon cooling to cryogenic temperatures Apiezon N grease solidifies, so that the detector
wafer will not slip along the Invar. Even at room temperature the grease is very viscous,
so that if the back of the wafer stack is entirely covered with a layer of grease the wafer
will not slip under the influence of gravity if, e.g., it is stored facing horizontally in the
cryostat while at room temperature.

The Invar plates must be attached to the Al platter in a way that accounts for the
differential thermal contraction between Al and Invar, while ensuring that the detectors

2Henkel Emerson & Cuming, Billerica, MA
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D

E
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Figure 5.6: Photographs showing how the focal plane is attached to the 6 K Cold Plate.
Left Back view of the focal plane. A: Ti-6Al-4V “spiders” which provide the thermal and
mechanical link between the focal plane and the 6 K Cold Plate. A spider is located at
each corner of the focal plane, where it is clamped into an Al block. The Al blocks are
then bolted to an Al frame. B: One of the 100-pin MDM connectors that the wires from
the MCE plug into. C: It is better for stray infrared light to be absorbed on the 6 K cold
stage rather than the focal plane, so the Al frame has Berkeley Bock Black [86] applied to
it for IR light absorption. Right Photograph of the Al frame and focal plane bolted onto
the 6 K Cold Plate. The copper-colored area is the W1275 bandpass filter. D: Al frame.
This photograph was taken prior to the application of the Berkeley Bock Black. E: The
80 K plate. Visible to the right of the E rectangle are the end-points of the Cu ropes that
connect the PTC 2nd-stage cold head to the 80 K plate.

are correctly aligned to the feedhorns. This is done by aligning the Invar, feedhorns, and
Al platter to each other using stainless steel dowel pins. Two pins align the feedhorns to
the Al platter. The dowel pins are inserted into the Al platter, with one matching hole
and one matching slot in the feedhorn array; a slot is used for one of the holes to avoid
over-constraining the mechanical system. Two additional pins align each Invar plate to
the Al platter. Again a matching hole and slot are present in the Invar, but in this case
the slot is necessary not only to avoid over-constraining the system but also to account
for the differential thermal contraction between Invar and Al.

The detector wafer is placed in the proper location on the Invar platter using an
alignment jig, and while the Invar and grease have been warmed to ∼ 30 ◦C, a temperature
at which the thermal grease becomes less viscous, making it easier to adjust the position
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5.6. Focal Plane Design

Figure 5.7: Schematic cross-section of the focal planes. The detector and backshort wafers
are glued to each other and then attached to the Invar plate using thermal grease. The
Invar plate and feedhorn array are aligned to the focal plane platter — and therefore each
other — using brass dowel pins. The feedhorns and detectors are misaligned in this view
because it depicts the positions of these components at room temperature. When cooled
to 1 K, the Al feedhorn array and focal plane platter contract relative to the Invar plate
and detector wafers, resulting in alignment between the feedhorns and detectors.

of the wafer. See Figure 5.8. This approach to mounting Si detector wafers on Invar and
aligning to a feedhorn has been used by other instruments in the past, e.g. [58].

Four 100-wire woven Phosphor Bronze wire harnesses run from 300 K to the focal
plane, heat sunk along the way at the 80 K and 6 K stages. These wires carry the readout
signals to and from the MCE. Once they reach the focal plane a circuit board routes the
wires to each sub-array. One 100-wire harness carried the row-address wires and the
circuit board routes the wires to all multiplexing chips in series (32 chips for the full
array). The other four 100-wire harnesses each carry SQUID bias and feedback wires for a
single sub-array.

To aid in routing of the wires, each sub-array has two “wiring chips” associated with
it, visible in Figure 5.10, and shown in schematic form in Figure 5.9. These chips aid
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2 in

Figure 5.8: Photograph of the alignment jig used to align the 350 GHz Video Imager’s
sub-array to the Invar plate. The Invar plate and the metal bar are aligned to each other
with dowel pins. The metal bar has conical cut-outs placed so that when detectors are
aligned with them, the wafer is aligned properly to the Invar. In order to make it easy to
move the detector wafer stack to the proper location, the entire assembly is warmed to
30 ◦C; at this temperature the thermal grease thins.

in routing row-address and detector bias wires. On top of each wiring chip are four
multiplexing chips as well as four “interface” chips which contain Nyquist inductors and
shunt resistors for the detectors.
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MUX11C MUX11C

MUX11C MUX11C

interface interface

interface interface

Wiring Chip

Detector Wafer

2 cm

Figure 5.9: Schematic showing close-up view of the wiring chips with multiplexing and
interface chips on top.
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A

A
B

9.5 in

Figure 5.10: Photograph of the focal plane platter while being assembled. The platter
was machined out of Al 6061 and then Au-plated. The green circuit board routes the
500 PhBr wires running from room temperature to the multiplexing and interface chips.
The wiring chips (with multiplexing and interface chips on top) are labeled A, while the
251-detector sub-array is labeled B.
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5.7. System Field of View

5.7 System Field of View

We have now have enough information to calculate the total field of view of the 350 GHz
Video Imager. As discussed in Section 7.3, although the system is configured to focus at
16 m, the actual focal distance is 17 m, so I used values for that distance from Table 4.4. A
1 mm movement of the actuator produces a rotation of the secondary mirror of 0.276◦;
a 1.0◦ rotation of the secondary mirror displaces the beam of an on-axis detector by
19.33 cm at the far-field focal plane.

To convert actuator displacements into locations in the far-field, three additional factors
should be considered. First, the Cassegrain optical system inverts images that it views, so
that a beam from a detector in the lower left of the focal plane (as viewed from behind the
detector focal plane) is pointed to the upper right on the far-field image (again as viewed
from the system). Second, tilting the mirror displaces the beams in the same direction
as the mirror is tilted; this is easily seen by thinking of the system in transmission, and
imagining the way a ray of light is reflected off of a rotated mirror. Third, the actuators
are oriented so that their rotation axes are rotated from horizontal/vertical by 45◦. This
all means that — as viewed from the cryostat — positive displacements of the DISP1

actuator shift beams up and to the right, while positive displacements of the DISP2

actuator shift beams up and to the left. If we consider an x-y coordinate system in the
far-field, this means that the x and y displacement of the beams due to mirror movements
are calculated as

∆x =

√
2

2
(dDISP1 − dDISP2)×

0.276◦

1 mm
× 19.33 cm

1◦
(5.8)

∆y =

√
2

2
(dDISP1 + dDISP2)×

0.276◦

1 mm
× 19.33 cm

1◦
(5.9)

Here dDISP1 and dDISP2 are the displacements of the two actuators in mm.

The maximum displacement of the LM-1 actuators is 3.5 mm. Assuming a circular scan,
the maximum far-field displacement of the on-axis point will be 3.5 mm× 0.276 ◦/mm×
19.33 cm/◦ = 18.7 cm. When fully populated with 1004 detectors, the four sub-arrays
cover an area 86 mm× 86 mm, so the far-field radius of the circle covered by the detectors
will be

√
2× (86 mm/2)× 6.638 mm mm−1 + 18.7 cm = 55.8 cm, for a total area covered

of 0.98 m2. With a single 251-detector sub-array populated, the field of view will drop
to 0.42 m2. If the scan is elliptical the areal field of view will be smaller still, though the
elliptical shape may be more useful for some imaging scenarios.
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5.8 Predicted Noise

Using the targeted value of G we can predict the total noise on the detectors as well as
the expected NETD in video images. As discussed in Section 3.7, intrinsic detector noise
should be dominated by thermal fluctuation noise, given by

S2
TFN = 4kBT2

0 GF(T0, Tb). (5.10)

Using G = 3.8 nW K−1, T0 = 1.2 K, and F = 0.83 leads to STFN = 0.5 fW/
√

Hz. This is
60 % of Section 4.6’s predicted photon noise of 0.85 fW/

√
Hz. Summing the two noise

sources in quadrature gives for the total noise (referred to power absorbed in the detector)
Stot = 1.0 fW/

√
Hz.

To estimate the NETD achieved by the 350 GHz Video Imagerwe use Equation 1.13:

NETD =
NEP

ηtotMkB∆ν

1
s

√
A FPS

2N
. (5.11)

With a fully-populated system of 1004 detectors sensitive to M = 2 polarization modes,
20 frames per second, A = 1 m2 from Section 5.7, and s = 1 cm resolution this leads to
NETD = 38 mK. With a single sub-array populated NETD would increase to 50 mK, with
the smaller number of detectors increasing NETD but the smaller field of view improving
it.
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Chapter 6

Sub-array Characterization

In order to produce calibrated images, various properties of the sub-array detectors must
be measured. In particular, to establish the image temperature calibration, we must know
the detector power-to-current responsivity SI(0), which allows us to turn detector current
into optical power, and the total optical efficiency, which allows us to turn the optical
power into the temperature of an emitting object. Other measurements will also help us
to improve the detectors for future generations of the system.

This chapter presents a series of detector measurements culminating in predictions
of SI(0) for all working detectors, while Chapter 7 presents measurements of optical
efficiency and establishes the temperature scale. This chapter also describes measurements
of detector noise, showing that the noise is higher than the design value of Chapter 5
by a factor or ∼ 2.5. A section discussing measurements of detector G, which is relevant
to predictions of detector noise, is also included, as are sections discussing common
mode noise, microphonic pickup and noise aliasing. Table 6.1 summarizes all of the
measurements described in this chapter.

Several measurements are taken at “standard operating conditions” (SOC), which are
the conditions under which the array is operated while acquiring video images. These
conditions are bath temperature Tb = 1100 mK and detector bias value DAC = 27,0001,
corresponding to Ibias ≈ 8 mA. No heater bias is applied to any detectors under SOC.
When referring to individual detectors, I use the notation RnCm. This notation refers to
the detector read out on row n of column m, where the indices are zero-based.

1The detector bias lines are controlled by digital-to-analog converter (DAC) units as described in
Section 4.7. Bias values in this chapter are in terms of DAC units, where DAC = 215 = 32768 is the
maximum bias that can be applied, and corresponds to Ibias ≈ 10 mA
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6. Sub-array Characterization

Table 6.1: Summary of measurements made on first 251-detector sub-array

Measurement Section Detectors Subset

Rsh and Lny 6.2 All working detectors
Heater Resistors 6.3 Seven detectors with working

heaters on column 0 and 1
τ 6.4 Four detectors with working

heaters on column 0
G, Tc, n, Psat 6.5 Seven detectors with working

heaters on column 0 and 1
τe f f and DC responsivity 6.6 Seven detectors with working

heaters on column 0 and 1
LI , β I , R at a range of bias values 6.7 Seven detectors with working

heaters on column 0 and 1
LI , β I , R at SOC 6.7 All working detectors
Detector noise at a range of bias
values

6.11 Four detectors with working
heaters on column 0 and 1

6.1 A path to DC responsivity

The DC detector responsivity under the desired operating condition of strong electrother-
mal feedback is given by Equation 3.7:

SI(0) =
1

V0(1− Rsh/R0)
, (6.1)

where V0 is the voltage across the TES at the bias value, R0 is the resistance of the TES at
the bias value, Rsh is the bias circuit shunt resistance, and the assumption of zero parasitic
resistance has been made.

Rsh can be measured directly or, as described in this chapter, through Johnson noise.
If full IV curves for the detectors are available — including enough of the normal branch
to allow calibrating the normal-state resistance — then V0 and R0 are also known, and
Equation 6.1 can be used to predict SI(0).

Unfortunately, this simple approach to SI(0) is not available for the 350 GHz Video
Imager’s detectors. The reason is that, as described in Section 6.5, the saturation power
of the detectors is ∼ 2 times higher than expected, which means that only some detectors
can be driven into the normal state using bias current alone — even under optical load —
and then only at bath temperatures very close to Tc. In particular, none of the detectors
can be driven normal at the operating bath temperature of 1100 mK. This means that we
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6.2. Shunt Resistance Measurements

do not have IV curves for any detectors under SOC, and thus no simple measurement of
V0 and R0.

Instead, the approach taken here is to measure the response of the detectors to a step
function in the applied detector bias current, referred to throughout this chapter as “bias
step” measurements. Through Equation 3.16 this allows a measurement of R0, LI , and β I .
Once R0 is known, V0 can be calculated from the known parameters of the bias circuit,
and Equation 6.1 can be used to calculate sI(0).

However, because this approach yields values for LIand β I , we are not limited to
calculating sI(0) under the assumption of strong electrothermal feedback. Instead this
chapter uses the full expression for the DC responsivity,

sI(0) =
1

V0
LI

1 + β I + Rsh/R0 + LI(1− Rsh/R0)
, (6.2)

A small subset of the detectors used in taking images have working heaters. Once
calibrated, these heaters allow a direct measurement of detector responsivity, which can
be used as a check that the above procedure yields accurate predictions for sI(0).

6.2 Shunt Resistance Measurements

Measurements of the shunt resistors are required in order to calculate the current passing
through the TES when taking IV curves. Knowledge of the shunt resistances also help
us to verify that the detectors are operating under a robust voltage bias. Measurements
of the Nyquist inductors allow us to calculate the detector electrical time constant τel,
which aids in determination of detector stability as well as measurements of R0, LI , and
β I through “bias step” measurements.

Our shunt resistors are located on interface chips that contain both shunt resistors
and Nyquist inductors. The design resistance of the shunts was 180 µΩ, and the design
inductance was 609 nH. Each chips contains 32 shunt resistors and 32 inductors.

To measure Rsh and L for these chips I took noise measurements using zero detector
bias current at two different bath temperatures: 980 mK and 1160 mK. At these bath
temperatures and at zero detector bias the detectors are superconducting, so that mea-
sured noise is due to the shunt resistor, any parasitic resistance, and SQUID noise in
the multiplexed readout system itself. Data was collected at 3030.3 Hz, and 20 data
acquisitions lasting 33 seconds were taken at each bath temperature.
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6. Sub-array Characterization

A power spectrum was estimated for each detector for each data acquisition using
MATLAB’s pwelch function, using a FFT size of 212. Each resulting power spectrum was
fit to a function of the form

4kBTb
Rsh

1
1 + (2π f (L/Rsh))2 + SQ, (6.3)

where kB is Boltzmann’s constant, Tb is the bath temperature for the measurement, and f
is the frequency. The shunt resistance Rsh, inductance L, and readout chain white noise
level SQ are the fit parameters.

Figure 6.1 shows histogram plots of the resulting Rsh and L values for 210 shunts and
inductors. Rsh has a mean of 149 µΩ with standard deviation 6 µΩ. This uncertainty is
equal to the measurement noise, although there are three shunts with values more than
three standard deviations from the mean, suggesting that they may have a statistically
significant different value than 149 µΩ. The values for Rsh include any parasitic resistance
in the circuit, but no evidence for significant parasitic resistance has ever been seen, so
this parasitic resistance is assumed to be zero throughout this dissertation.

The value for L includes the Nyquist inductance on the interface chip, the input
inductance of the first-stage SQUID of the multiplexed readout system, as well as any
parasitic inductance in the circuit. Using this approach it is not possible to extract the
inductance of the Nyquist inductor itself, but this is not a problem because the total
inductance is the relevant quantity for understanding the behavior of the detector and its
circuit.

L has a mean of 568 nH with a standard deviation of 86 nH. However, this mean
includes two sets of clear outliers: all values for multiplexing row 4 are clustered around
200 nH, and all values for multiplexing row 25 are clustered around 440 nH. The outlier
L values are more clearly visible in the lower left plot in Figure 6.1. The reason for these
low inductances is not understood, but the correlation with rows suggests that a problem
with the fabrication mask is a possible explanation. Excluding rows 4 and 25, L has a
mean of 587 nH with a standard deviation of 44 nH. This uncertainty is three times larger
than the typical measurement uncertainty, so much of the remaining scatter indicates real
variations in the inductance.
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Figure 6.1: Plots summarizing results of measurements of shunts and Nyquist inductors.
Upper Left Histogram of shunt resistance Rsh. Upper Right Histogram of total induc-
tance in circuit, which includes the interface chip Nyquist inductor, the inductance of the
SQ1 input coil, and any parasitic inductance. Lower Left Scatter plot showing all Rsh
and L values. A correlation is apparent, the reason for which is not understood. Lower
Right Plot showing current noise power spectrum for a single data acquisition for R19C5,
along with predicted power spectrum based on best fit to Equation 6.3 across all data
acquisitions. The best fit values are Rsh = 155 µΩ, L = 616 nH, and SQUID white noise
level of 1.2× 10−10 A/

√
Hz.
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6.3 Calibration of Heater Resistors

Calibrating the heater resistors is important because the heaters allow direct measure-
ments of the detector responsivity SI(0). They also allow us to take full IV curves at
all bath temperatures, which allows measurements of detector thermal conductance G
and superconducting critical temperature Tc, which in turn can aid understanding of
measurements of detector noise.

Thirty-one detectors have heater resistors. Twenty-three of these have the heater wire
bonded to the heater bias line. Of these 23, there are nine detectors which show no
response to applied heater power. This leaves 14 working detectors that show a response
to applied heater power.

However, a short between one of the TES bias lines and the heater bias line means that
ramping the current bias for columns 6 and 7 also ramps the heater bias for all detectors.
This means that for the seven working heaters on columns 6 and 7, interpreting IV curves
is difficult because a different amount of heater power is applied at each detector bias
value. This means that for these seven detectors it is not possible to measure G or to
calibrate the power being applied by the resistors.

This leaves seven detectors on columns 0 and 1 with heaters for which good IV curves
can be taken, and G measured. The heaters on these seven detectors can be used to
directly measure the detector responsivity, noise referred to input optical power, time
constants and thermal conductance G. But these measurements require knowing the
heater resistance.

Following the procedure outlined in Section 3.4, I took IV curves at Tb = 1100 mK
using a range of heater biases. Figure 6.2 shows the results for R28C0. The upper left
plot shows the TES IV curves. The upper right plot shows the same data, but transformed
into TES Joule power and TES resistance. As applied heater current decreases, the Joule
power at the start of the transition decreases. In the lower left, the Joule power at 0.99Rn

is plotted vs applied heater current. A fit to Equation 3.24 is also plotted. Finally, the
lower right plot shows the R vs PJ plots after the heater power has been added to each
curve. This plot shows that the powers are equalized very high in the transition, where
Joule power depends only on TES resistance. It also shows that this assumption breaks
down deeper in the transition.

Table 6.2 lists all measured heater resistors. The seven heaters for columns 0 and 1
have a mean of 23.1 Ω with a standard deviation of 1.2 Ω.
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Figure 6.2: Plots related to heater measurements, for the case of R28C0. Upper Left IV
curves. The IV curves should turn vertical when the detector becomes fully supercon-
ducting at zero voltage, but these curves shown a non-infinite slope. The reason for this
is that the readout system as configured for these IV curves was unable keep up with the
rapid change of current in the superconducting branch. Upper Right Same data as in
upper left plot, but represented in terms of TES Joule power and resistance. As the bias
current for the heaters is increased, the curves shift to the left. Lower Left Measured PJ
vs heater current at 0.99Rn, as well as the fit to Equation 3.24. Lower Right Same plot as
upper right, but the heater power based on Rhtr = 23.6 Ω has been added to each curve.
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Table 6.2: Measured detector properties. Popt = 150 pW is assumed everywhere. Uncer-
tainties are 95 % confidence intervals after marginalizing over other fit parameters, and
do not include systematic uncertainties due to the unknown value of Popt, uncertainty
in the value of the shunt resistors, or possible errors in the calibration of the focal plane
thermometer. The value of C is calculated using C = τG.

Detector Rhtr
(Ω)

G
(nW K−1)

n Tc
(mK)

τ
(ms)

Rn
(mΩ)

C
(pJ K−1)

R28C0 23.9 7.78 ± 0.08 3.55 ± 0.10 1209.0 ± 0.6 8.94 ± 0.1 4.39 70 ± 1.1
R29C0 23.5 7.73 ± 0.07 3.57 ± 0.09 1213.8 ± 0.6 8.82 ± 0.2 4.35 68 ± 1.4
R30C0 23.4 7.56 ± 0.10 3.67 ± 0.13 1215.4 ± 0.8 9.45 ± 0.1 4.32 71 ± 1.1
R31C0 23.0 6.89 ± 0.36 3.35 ± 0.50 1212.4 ± 3.2 10.22 ± 0.1 4.28 70 ± 3.7
R28C1 23.8 7.71 ± 0.08 3.58 ± 0.10 1213.6 ± 0.7 9.01 ± 0.1 4.36 69 ± 1.1
R30C1 20.4 6.35 ± 0.16 3.41 ± 0.24 1214.5 ± 1.6 9.51 ± 0.1 3.78 60 ± 1.6
R31C1 23.5 7.41 ± 0.25 3.70 ± 0.32 1215.8 ± 2.1 10.98 ± 0.1 4.38 81 ± 2.7

Mean 23.1 7.35 3.55 1213.5 9.56 4.27 70

6.4 Measurement of Natural Time Constant τ

Measurements of the detector natural time constant are useful because they directly effect
the effective detector time constant τe f f , which impacts the amount of blurring in video
images. Knowledge of τ is also necessary in order to extract the parameters R0, LI , and
β I from the “bias step” measurements which are then used to predict the DC detector
responsivity SI(0).

The approach described in Section 3.3 was used to measure the natural time constant
τ. The response to a step-function change in applied heater power was measured at bias
values near the top of the transition at Tb = 1100 mK. The response to multiple steps was
averaged together prior to making a fit. For each bias value the time constant τmeas and
change in TES current δI was obtained from curve fits to Equation 3.12. A fit was then
performed to Equation 3.20:

τmeas = τ − τK(IbiasδI). (6.4)

In this fit, τmeas is considered the dependent variable, the product (IbiasδI) is the indepen-
dent variable, and the variables that are fit for are τ and K.

Figure 6.3 shows an example of fitting to Equation 6.4, and the measured values of
τ are listed in Table 6.2. The average value of 9.6 ms is ∼ 20 % slower than the design
value of 7.9 ms. However, as shown in Section 6.7, the predicted values of τe f f across
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Figure 6.3: Plot showing measurement of natural time constant τ for R30C0. The fit is to
Equation 6.4. The y-intercept at IbiasδI = 0 gives τ = 9.45 ms.

all detectors are somewhat faster than the design value, so that the slower natural time
constant does not pose any problems for operation of the array.

6.5 Measurement of TES G

With knowledge of the heater resistances, IV curves can be taken over a wide range of
bath temperatures, which enables a measurement of the TES thermal conductance G,
critical temperature TC and power-flow index n. I took IV curves at bath temperatures
ranging from 995 mK – 1160 mK, while adjusting the applied heater power so that each
IV curve had a clear normal branch. Fits were performed against Equation 3.25:

Phtr + PJ + Popt =
GTc

n

(
1−

(
Tb
Tc

)n)
. (6.5)

The parameters to be fit to are G, Tc, and n.
A problem arises because the data described in this section were taken when the

cryostat was open, so that Popt was non-zero, with an unknown value. Because Popt is a
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6. Sub-array Characterization

simple additive constant, it is not possible to fit for this value unless another constraint
is known, such as the value of Tc. Unfortunately, the TES circuit bias loop contains Al
wire bonds, which have a Tc close to that of the detectors themselves, making a direct
measurement of the detector Tc difficult2.

However, the value of Popt can be estimated in two different ways. First, the predicted
optical load of 180 pW from Section 4.2 can be used. Second, optical load on the prototype
detectors was estimated to be in the range 135 pW – 165 pW using IVcurve measurements.
In this analysis I assume Popt = 150 pW, while also showing how different assumptions
change the values of G, Tc, and n.

Table 6.2 lists the resulting values for G, Tc and n. Figure 6.4 contains a plot of the
data and fit for R30C1, as well as scatter plots showing measurements of G, Tc and n.
Figure 6.5 shows the effect of different assumptions for Popt on measurements of G and
Tc. The uncertainty of G due to varying Popt is about the same size as the statistical
uncertainty due to the fit, while the uncertainty of Tc is much larger than the statistical
uncertainty. The uncertainty of n shows no apparent trend with Popt. Specifically, a
change in Popt from 100 pW to 300 pW increases G by 5.7 %, increases Tc by 2.2 %, and
leaves n unchanged.

As discussed in Section 5.2, the target G value for these detectors was 3.7 nW/K. The
mean value for the seven measured detectors is 7.35 nW K−1, ∼ 2 times larger than the
target. The reason for this discrepancy is not known.

2Because the Al wire bond material contains approximately 1 % Si, their Tc is expected to be higher
than that the of the elemental Al TES itself. I nevertheless find that the resistance in the TES loop rises to
20 mΩ – 50 mΩ at temperatures above 1175 mK, which is much larger than the normal-state resistance of
the TES itself. I interpret this as indicating the Al wire bonds go normal at lower temperatures than the
TES.
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Figure 6.4: Plots summarizing results of G, Tc and n measurements for seven detectors
with working heaters. All error bars and ellipses are 95 % confidence intervals for
statistical error; any systematic error is not included. Left Plot showing Psat vs Tb for
R30C1, assuming Popt = 150 pW. The red line shows the best fit to Equation 6.5. The data
covers 25 temperatures from 995 mK – 1160 mK, and 11 different heater biases. Center
Scatter plot showing correlation between G and n, as well as error ellipses showing
covariance between the estimated G and n vales. Right Scatter plot showing correlation
between G and Tc, as well as error ellipses showing covariance between the estimated G
and Tc vales.
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Figure 6.5: Plots showing effect of Popt assumptions on G and Tc measurements. Left Plot
showing variation of G for R30C1 vs assumed value of Popt. The statistical uncertainty
in G for this detector is approximately the same as the systematic uncertainty that
results from the estimation of Popt. Right Plot showing variation of Tc for R30C1 vs
assumed value of Popt. In this case the systematic uncertainty is larger than the statistical
uncertainty, although the change is only 2.2 % as Popt increases from 100 pW to 300 pW.
The value of n shows no trend with Popt.
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6. Sub-array Characterization

6.6 Direct Measurement of Detector Responsivity and τe f f

As discussed in the introduction to this chapter, the detector responsivity sI(0) is required
in order to turn a set of detector timestreams (which area measured in terms of current)
into a video image (which is presented in terms of the temperature of the observation
target). Knowing the value of the effective detector time constant τe f f can aid in under-
standing whether or not blurring is a problem in video images, as well as understanding
any problems related to instability of a detector.

This section gives direct measurements of sI(0) and τe f f for the seven detectors with
working heaters. In addition to their intrinsic interest, these measurements are used
in Section 6.7 as a check on the procedure used to estimate sI(0) and τe f f for detectors
without heaters.

Knowledge of Rhtr allows a direct measurement of the DC responsivity and τe f f for
the seven detectors with heaters. Steps in heater bias current were applied to these
detectors under SOC. The step size was made small so as to keep the detector response
linear, and the response to many steps was averaged together to reduce noise. The result
was fit to Equation 3.12:

δI(t) = −δPhtrsI(0)(1− e−t/τe f f ). (6.6)

Figure 6.6 shows a sample fit to Equation 6.6. Table 6.3 lists the best-fit values of sI(0)
and τe f f .
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Figure 6.6: Plot showing response of detector R29C0 to step in applied heater power of
1.41 pW. Plots are for R29C0 biased into SOC. The data averaged over 32 steps (16 up
and 16 down), along with best fit to Equation 6.6, are plotted. The step in applied power
begins at t ≈ 0.6 ms, not t = 0 ms.

Table 6.3: Detector properties while biased into transition. Popt = 150 pW is assumed
everywhere. Values are for detectors under SOC. “N/A” indicates a property that has not
been measured for that detector.

Detector sI(0) (µV−1) τe f f (ms) R (mΩ) R/Rn LI α β I

R28C0 0.612 3.17 3.51 0.80 2.6 59 0.32
R29C0 0.691 2.44 3.34 0.76 4.0 90 0.45
R30C0 0.605 3.25 3.25 0.71 2.9 66 0.44
R31C0 0.687 2.81 2.72 0.62 8.9 155 1.98
R28C1 0.663 2.83 N/A N/A N/A N/A N/A
R30C1 0.731 2.44 N/A N/A N/A N/A N/A
R31C1 0.681 3.24 N/A N/A N/A N/A N/A
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6. Sub-array Characterization

6.7 Measurements of Loop Gain and TES Current

Sensitivity

As described in Section 3.2, steps in the applied bias current (“bias step” measurements)
can be used to measure the detector parameters loop gain LI , current sensitivity β I and
bias value resistance R0 for a detector. These parameters are then used to predict sI(0)
and τe f f . In order to make this measurement, the data acquisition rate must be fast
enough to track the fast electrical response of the TES. In addition, the servo roll-off must
be either fast enough not to affect the electrical response, or the effect of the servo roll-off
must be included in the fit.

I took measurements at 15,625 Hz, which is fast enough to track the electrical response.
I found that the servo roll-off was too slow to be ignored for many detectors, so the
function to be fit to is Equation 3.16 after being passed through a single pole lowpass
filter and including τservo as an additional fit parameter. The data was taken at eight bias
DAC values.

Figure 6.7 and Figure 6.8 show the results of these measurements for the four detectors
on column 0 with working heaters. The response to many steps is averaged together. The
fits are generally good, but at some bias values a damped oscillatory response is present
on top of the expected Equation 3.16 response. The source of this is not understood; two
possible explanations are the presence of an additional “dangling” heat capacity in the
electrothermal circuit of Figure 3.1 [87–89], or non-smooth structure in the detector’s
R(T, I) curve.

Once values for LI , β I and R are known, the DC responsivity sI(0) and τe f f can be
calculated from Equation 3.7 and Equation 3.9 respectively. To check the accuracy of these
calculations, I also measured the response of the detectors to steps in applied heater power
at the same bias values for four of the seven detectors. The results of these measurements,
as well as the ratio of the calculated to measured values, are shown in Figure 6.9. The
agreement between the calculated and measured values is good, indicating that response
to detector “bias step” measurements can be used to predict sI(0) and τe f f with good
accuracy. This is important because only a few detectors have working heaters, making
direct measurements of sI(0) and τe f f impossible for most detectors.

“Bias step” measurements were also taken for all working detectors at SOC. Figure 6.10
summarizes these measurements of LI , β I , and R, both in terms of histograms for each
parameter as well as scatter plots showing covariance between them. Figure 6.11 shows
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Figure 6.7: Plots showing response of a detector to a step function in applied bias current.
Left Response of R30C0 as a function of time to step function in applied bias current, at
a range of bias values. In all cases there is a rapid increase in the TES current followed
by a slow decay to the final current, which for these bias values is always less than
the initial current. This drop in current is a result of electrothermal feedback. As the
detector is biased deeper into the transition the decrease in current becomes larger, as a
consequence of increasing loop gain and decreasing bias voltage; see Equation 3.7. Upper
Right Close-up view of initial stage of detector response. Both the data and the best-fit
curve to Equation 3.16 are shown, and the responses are offset vertically for clarity. At
some bias values a damped oscillatory response is present on top of the Equation 3.16
response; the source of this is not understood.
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in this section. The circled points are for SOC.
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Figure 6.9: Plots showing measurements of detector response times τe f f and responsivity
sI(0) for the four detectors of column 0 with working heaters. The circled points are
for the SOC. Upper Left Measurements of τe f f for a range of bias value. Upper Right
Measurements of sI(0) for a range of bias values. Lower Left Comparison of predicted
and measured τe f f for the same detectors. Lower Right Comparison of predicted and
measured sI(0) for the same detectors.
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histograms of the resulting predictions for τe f f and sI(0). The predicted values of sI(0)
are used in Section 7.7 to establish a temperature scale for imaging. 78 % of the working
detectors have τe f f < 2 ms. The detectors are, on average, somewhat faster than the
2.6 ms design value — due to somewhat higher than anticipated values of LI at SOC —
but not fast enough to eliminate blurring as a concern. The measurements of this chapter
will allow more aggressive τe f f design decisions for future detector fabrications, reducing
the problems of blurring.
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Figure 6.10: Plots summarizing results of “bias step” measurements for all working
detectors. All data taken at SOC. Left Plots Histograms showing measured values of
LI , β I and R. Right Plots Scatter plots showing how the three parameters LI , β I and R
correlate with each other. Note that R is plotted, not R/Rn. This is because Rn is known
only for those detectors on columns 0 and 1 with working heaters (see Section 6.3).
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Figure 6.11: Plots showing distribution of predicted τe f f and sI(0). The predictions use
Equation 3.9 and Equation 3.7, with the values for R, LIand β I shown in Figure 6.10, and
Rsh values from Section 6.2. Rp is assumed to be zero in all cases.

6.8 Common Mode Signal and 1/ f noise

Our detectors have significant 1/ f noise, with a 3 dB knee of ∼ 0.7 Hz. Most of this
noise is due to bath temperature fluctuations which are uncontrolled by the Cryocon
PID loop. Figure 6.12 contains plots summarizing this common-mode signal and 1/ f
noise. The upper left plot shows raw 10 minute detector timestreams for 15 detectors.
The common mode signal is evident in these plots, and is much stronger than the white
noise at frequencies of 1 Hz and slower. The upper right plot shows the same detector
timestreams after removal of the mean of all “good” timestreams for columns 0 and 1
(the only columns which were biased for this test). The large reduction of 1/ f noise is
evident in this plot. The lower left plot shows direct evidence for this via the current
noise power spectral density both before and after subtracting the common mode. Also
plotted is the power spectral density after subtracting first the common mode and then
the best-fit 4th order polynomial from the raw detector timestream. Subtracting the 4th
order polynomial does reduce noise at very low frequencies, but the effect is small.

The power spectral density plot has two important features. First, a strong noise
peak is located at 1.411 Hz. This is caused by the ∼ 1.4 Hz cycle of the PTC; the physical
mechanism could either be microphonic pickup of the vibrations caused by the PTC cycle,
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or variation in bath temperature induced by the cycle. This signal can be removed either
through a common-mode subtraction scheme or a notch filter. Second, the detector noise
signal is unaffected by the common mode signal at frequencies faster than 2 Hz. Because
the frame rate of the video system is 6 FPS or faster, this indicates that the only impact of
the strong common-mode noise signal on videos is the need to account for a time-varying
detector offset. Our approach to dealing with this offset is covered in Section 7.8.

The lower right plot in Figure 6.12 shows the detector timestream for R28C0, translated
into variation in bath temperature. We can define a differential thermal conductance
relative to changes in bath temperature Gb via

Gb ≡
dPb
dTb

= G
(

Tb
T

)n−1

. (6.7)

Then the equivalent bath temperature change for a given TES current change will be
given by

∆Tb =
δI

sI(0)Gb
. (6.8)

For this test the bath temperature was set to 1100 mK, so the implied temperature
variations over several-minute timescales are a few parts in 104.
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Figure 6.12: Plots summarizing common mode signal and 1/ f noise. Upper Left Plot
showing raw detector output for 15 detectors over a 10-minute data acquisition. The data
was acquired at 312.5 Hz, but only every 100th data point is plotted. Upper Right The
same data after removal of the common mode signal (as defined in the text). Lower Left
Current noise power spectral density for the raw data, the raw data minus the common
mode (“No CM”), the raw data minus the common mode and the best-fit 4th-order
polynomial (“No CM, Poly”), and the common mode itself (“CM”). The strong noise
peak at 1.411 Hz is due to the PTC, as explained in the text. Lower Right Raw timestream
for R28C0, after conversion to an equivalent bath temperature variation, as described in
the text.
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6.9 Microphonic Pickup

TES detectors can be prone to microphonic pickup. The earliest version of the cryostat
used for this project used a Gifford-McMahon (GM) cryocooler, which vibrates the cryostat
significantly more than a PTC does. The prototype detectors had significantly higher noise
levels with the GM cooler running than when it was off; in addition, the detector noise
could be directly increased by striking the side of the cryostat with a soft mallet while
the GM cooler was turned off. I interpreted this behavior as evidence for microphonic
pickup, and as a result replaced the GM cooler with a PTC.

To check whether microphonic pickup was present for the production detectors and
the PTC, I took noise data both with the PTC running and turned off. In both cases the
bath temperature was held steady at 1100 mK using the Cryocon temperature controller.
Common mode noise was removed and power spectra for each detector were calculated.
Then the excess noise for each detector was calculated as√√√√√√√

∑
f≥6

S2
I,ptc

( f )

∑
f≥6

S2
I,No ptc

( f )
(6.9)

where S2
I,ptc

and S2
I,No ptc

are the measured current noise power spectral densities with
the PTC turned on and off, expressed in units of A2 /Hz.

Figure 6.13 shows a histogram of this excess noise. Most detectors have higher noise
with the PTC on, but the mean excess noise is only 1 %. The figure also contains a plot of
the power spectral density for R28C0 with the PTC on and off.
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Figure 6.13: Plots showing impact of PTC on noise. Left Histogram showing excess noise
due to the PTC, defined as ratio of total noise above 6 Hz (see text for precise definition).
More detectors have higher noise with the PTC on than off, but the mean excess noise is
only 1 %. Right Current noise for R28C0 with PTC on and off, after subtracting common
mode noise. The noise below 30 Hz is 1.5–2.5 times higher with the PTC on, but the total
noise at the relevant frequencies of f >= 6 Hz is only 2.9 %.

6.10 Noise Aliasing

As explained in Section 4.7, the MCE takes data at 15,625 Hz, but is only capable of
sending data for the 251-detector sub-array to the readout computer at 3125 Hz. To
reduce noise aliasing, the MCE can be configured to apply a 4-pole digital lowpass filter to
the 15,625 Hz data stream prior to sampling at data rate [78]. I have not yet implemented
this filter, but plan to do so for future operation of the system.

To investigate how much noise is aliased from the 3125 Hz – 15,625 Hz band to below
3125 Hz in the absence of the MCE’s digital lowpass filter, I acquired data under SOC

for column 0 at the normal rate of 3125 Hz as well as at 15,625 Hz. Five data files were
acquired for each case. For each row in column 0 and for each data file a power spectrum
was taken after subtracting the common mode signal, and the excess noise was calculated
as √√√√√√√

∑
6≤ f≤1562.5

S2
I,3125( f )∆ f

∑
6≤ f≤1562.5

S2
I,15625( f )∆ f

(6.10)
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Figure 6.14: Plots showing impact of noise aliasing. Left Plot showing fractional excess
noise (see text for definition) due to noise aliasing for all rows of column 0. The error
bars are for 95 % confidence intervals, and the median excess noise is 12 %. Right Sample
power spectra at 3125 Hz and 15,625 Hz for R4C0. For this detector the excess noise is
17 %.

where S2
I,3125 and S2

I,15625 are the measured current noise power spectral densities at the
two different multiplexing rates, averaged over all 5 data files, expressed in units of
A2 /Hz. The sums are performed only over those frequency components in the range
6 Hz – 1562.5 Hz, and note that ∆ f is different for the two sampling rates.

Figure 6.14 summarizes the results. The average excess noise due to aliasing is 16 %,
but some detectors have statistically significant higher levels of aliased noise; for example,
R19C0 has 29 % excess noise.

The servo feedback parameter for these acquisitions was IFB = 50, but when taking
video images IFB is typically set to 10 or 20. Because the slower servo feedback will roll
off noise above 3125 , the level of aliased noise will be lower under these configurations.

6.11 Detector Noise

While taking the LIand β I measurements described in Section 6.7, I also took noise data
for the four detectors with working heaters on column 0. For each data acquisition the
common mode signal was subtracted and the power spectra calculated using MATLAB’s
pwelch function. Figure 6.15 shows the resulting power spectra, both in terms of the
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directly measured current noise S2
I , as well as in terms of noise referred to power absorbed

in the bolometer, S2
P. S2

P is calculated via

S2
P = S2

I /sI(0), (6.11)

where here the DC detector responsivity sI(0) is calculated using the measurements
described in Section 6.7.

Also plotted is the predicted detector noise level for each detector at each bias value,
using a “basic” noise model. This basic noise model uses the values of τe f f and sI

calculated in Section 6.7, and the values of G and Tc measured in Section 6.5, assuming
150 pW of optical power. All three sources of detector noise from Section 3.7 are included.
The predicted photon noise level of 0.85 fW/

√
Hz from Section 5.8 is also included.

Several features are visible in these plots. First, R29C0 shows several noise lines, the
origin of which is not understood. Second, for all four detectors the spread of noise
levels in the range 1 Hz – 20 Hz is much smaller when referred to power absorbed on the
bolometer than in terms of current noise. This is the expected behavior for a noise source
that adds power directly to the bolometer. When expressed in terms of power absorbed
in the bolometer, such noise will be the same at all bias values. But because detector
responsivity changes with bias value, the noise level will be different when expressed in
terms of current. Third, the shape of the noise curves are roughly as expected, with noise
roll-offs happening at approximately the correct frequencies. Fourth, the measured noise
levels are much higher than the predicted noise levels. R28C0 is 1.9 times higher, R29C0
is 5.8 times higher (dominated by the noise spikes), R30C0 is 1.7 times higher and R31C0
is 1.6 times higher.

The reason for this high level of noise is not known. One possible culprit is a higher
than expected level of photon noise. Figure 6.16 plots the measured noise spectrum for
R30C0 at SOC, along with the basic noise model and a noise model that includes enough
additional photon noise to match the measured white noise level at low frequencies
(photon noise level that is 1.9 times higher than predicted). A problem with explaining
the noise spectra this way is that the measured spectrum shows a shelf at 100 Hz – 1000 Hz
which is not present in any of the models.

Excess photon noise could be due to IR power leaking onto the detectors. Even a small
amount of IR power can increase noise levels through the ν factor in Equation 3.33. It is
also possible that a much higher level in-band optical power is falling on the detector
than predicted. This would both increase the photon noise directly, and increase the
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6. Sub-array Characterization

predicted thermal fluctuation noise because of the link between assumed optical power
and my measurements of G and Tc as discussed in Section 6.5.

Another possible explanation is a poor calibration of the readout system, so that
the “real” current noise is ∼ 2 times lower than measured. However, this would reduce
the measured values of Rsh and Lny by a factor of 22 = 4. This is unlikely, because
the measured values are close to the design values, and these design values have been
confirmed by measurements of other interface chips of the same design3.

I therefore conclude that the high level of detector noise is real, but I do not yet have
a full explanation for the high values. Section 8.1 describes steps that can be taken to
understand the source of this excess noise.

3John Appel, personal communication
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Figure 6.15: Plots showing detector noise for the four detectors with working heaters
on column 0. The left column plots the directly measured current noise, after removing
a common mode signal, at eight bias values from 25k to 32k. The right column shows
the same noise spectra, but referred to power absorbed in the bolometer. For all four
detectors, there is less spread in the low-frequency power noise than in the current noise,
suggesting that the dominant source of noise at these frequencies deposits power on
the bolometers. This behavior is expected of either thermal fluctuation noise or photon
noise. Also plotted in the right column is the predicted noise spectrum, using parameters
taken from Section 6.7, including 0.85 fW/

√
Hz of photon noise. For all four detectors,

the measured noise is higher than predicted by the noise model.
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Figure 6.16: Plot showing measured noise for R30C0, referred to power absorbed in
bolometer, along with two noise models. The red line is the basic detector noise model
using measured values for all detector parameters as described in this chapter, including
predicted 0.85 fW/

√
Hz of photon noise. The black line is for a noise model that include

enough excess photon noise to match the measured white noise level at low frequencies
(1.9 times higher than predicted).
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Chapter 7

Imaging

This chapter describes the process of producing videos from detector timestreams, as
well as measurements required to support that process. I start with a brief description
of which detectors are not used due to problems with their performance (Section 7.1). I
then describe how we read out the position of the secondary mirror (Section 7.2), which
controls where detectors are pointed at a given time, followed by a description of how we
determine the focal distance, determine where each beam is pointing in the far-field, and
the distance scale (Section 7.3–Section 7.5). I also present measurements of the optical
efficiency of the system (Section 7.6) and a temperature scale calibration (Section 7.7).
The algorithm used to produce video (and still) images is described in Section 7.8, and a
discussion of the NETD in the images is in Section 7.9.

7.1 Detector Cuts

Approximately 16 % of the detectors in the first sub-array can not be used to generate
images. For some detectors, the membranes are broken. Others appear intact upon visual
inspection, but show no response to applied current even in the superconducting state.
Others work as expected while superconducting, but can not be biased so as to show a
response to changes in optical power. And some are extremely noisy or consistently show
other problems in the data stream. Figure 7.3 and Figure 7.4 contain plots summarizing
this information graphically, organized by detector position on the wafer and by readout
row/column respectively.

To determine which detectors show no response in the superconducting state, the
temperature of the focal plane was set to 975 mK, well below the Tc of the detectors. The
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7. Imaging

TES bias current was ramped, and data was acquired while running the readout system
open-loop. As an example, Figure 7.1 shows the resulting data for rows 0 – 4 of all
columns. Most row/column combinations show a response that maps out the V-Φ curve
for the SQUID amplifier chain. The row/column combinations that show no response
indicate either a broken detector line, a broken SQUID on a multiplexing chip, broken
wire bonds, or some other problem in the readout system.

Another group of detectors remain superconducting at the chosen bias point and
operating temperature of 1100 mK. This could be caused by an abnormally high G and/or
Tc value, or by a short between the TES leads after the shunt resistor. Figure 7.2 shows
the result of ramping the TES bias current over a small range while running the readout
system open-loop, and while the detectors are biased at SOC.
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7.1. Detector Cuts

Figure 7.1: Plot showing response of SQUID amplifier chain to a ramp in the TES bias
current, while TES is superconducting. Data is shown for rows 0–4 for all eight columns.
R0C2, R0C3, R1C3, R1C7 all show no response, only noise (note the change in vertical
scale for these rows/columns). The vertical axis is in Analog-to-Digital-Converter units
for the output of the SQUID amplifier chain. The horizontal axis is the applied TES bias
current in DAC units.
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7. Imaging

Figure 7.2: Plot showing response of SQUID amplifier chain to ramp in TES bias current,
while TES is biased into transition. The total change in applied bias current is the
same as in Figure 7.1. Data is shown for rows 0–4 for all eight columns. R0C2, R0C3,
R1C3, R1C7 all show no response, only noise (note the change in vertical scale for these
rows/columns). R0C1, R2C5 and R3C4 all respond as if they were still superconducting
(see Figure 7.1). For the other detectors, the much slower mapping of the V-φ curve
indicates a much higher resistance in the TES circuit loop, due to the TES sitting in the
transition to the normal state. The axis units are the same as in Figure 7.1.
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Figure 7.3: Figure showing detector layout on the wafer, highlighting which detectors have
problems and which are working. Each detector is labeled (below) with its row/column.
The x and y position indices of the detectors on the wafer are also shown.
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Figure 7.4: Figure showing same information as Figure 7.3, but organized in term of
readout rows/columns. Each detector is labeled (below) with its position on the detector
wafer. The row/column numbers are labeled on the left and top. Unused rows/columns
as well as the rows/columns used to read out the position of the secondary mirror are
also indicated.
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7.2. Readout of Mirror Position

7.2 Readout of Mirror Position

The 350 GHz Video Imager produces a time-ordered data stream (“timestream”) contain-
ing the output of each detector as a function of time. In order to turn this timestream
into a video, we must know where the optical system is pointing at all times. This
section describes how this pointing information is recorded in the timestream data by
the 350 GHz Video Imager. It is also necessary to know where each detector is pointed
relative to the optical boresight position; this relative detector pointing information is
extracted from beam maps, as discussed in Section 7.4.

The pointing of the optical system is determined by the positions of the two LM-1
actuators — DISP1 and DISP2 — that move the secondary mirror1. The actuator control
hardware provides two voltage signals which are proportional to the positions of the
actuators. This voltage signal is sent into the 350 GHz Video Imager cryostat by a pair
coaxial cables. Inside the cryostat two 1 m long Phosphor Bronze AWG36 twisted pair
wires carry the signal to the focal plane, where the signal is fed into the input coil of a 1st
stage SQUID. Series resistors at room temperature (4.23 MΩ for DISP1, 4.36 MΩ for DISP2)
are used to reduce the maximum current flowing through the wires to ∼ 2 µA, which is a
value appropriate for the 1st stage SQUID input.

This approach synchronizes the actuator position readout with the detector response,
and allows both types of information to be read out by the same warm and cold electron-
ics.

To convert the mirror output current to actuator displacement I configured the LM-1
actuators to move in sine-wave patterns with a frequency of 0.1 Hz. I fit the amplitude
of the mirror output current to a sine wave; the ratio of the command displacement
amplitude to the mirror output current amplitude gives the desired conversion factor.
This procedure was carried out for eight different actuator displacement amplitudes
ranging from 0.25 mm – 3.5 mm. The results are conversion factors of 2.93 mm µA−1 for
DISP1 and 3.02 mm µA−1 for DISP2, with results for the different command amplitudes in
excellent agreement.

To convert actuator displacement to displacements in the far-field of the system, we
use Equation 5.8 and Equation 5.9, substituting d = I × conversion factor:

∆x = Fd

√
2

2

(
IDISP1 ×

2.93 mm
1 µA

− IDISP2 ×
3.02 mm

1 µA

)
× 0.276◦

1 mm
× 19.33 cm

1◦
(7.1)

1See Section 4.2
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∆y = Fd

√
2

2

(
IDISP1 ×

2.93 mm
1 µA

+ IDISP2 ×
3.03 mm

1 µA

)
× 0.276◦

1 mm
× 19.33 cm

1◦
(7.2)

Here I have also introduced a fit parameter Fd, which allows us to account for any error
in manufacturing of the optics, errors in the ZEMAX model, or errors in the actual vs
command displacement of the LM-1 actuator. The direct measurements of distances in
the far-field described in Section 7.5 show that Fd = 1.098, and this value is used in all
analysis for the remainder of this chapter.

I also tested whether cross-talk appears between the actuator readout and the detectors.
To test this both actuators were moved in a 6 Hz sine-wave pattern over their maximum
displacement range of ±3.5 mm, while the detectors were biased at SOC. Both actuators
were moved at the same time, roughly 135◦ out of phase. The level of cross-talk present
can be quantified by performing a least-squares fit of each detector timestream ~drc to the
model

~drc = A1~dDISP1 + A2~dDISP2. (7.3)

Here ~dDISP1 and ~dDISP2 are the measured outputs for each actuator.
The fit values for A1 and A2 were clustered near zero, and were small compared to

the noise in the detector timestream. As a more stringent test, I calculated the cross-talk
amplitudes A1 and A2 for each detector twice: once for the first half of the data acquisition
and once for the second half. If cross-talk is present to a statistically significant level, a
scatter plot of the cross-talk amplitudes for the two halves of the data acquisition should
show signs of correlation. As can be seen in Figure 7.5, the points are clustered about the
origin and no correlation is apparent.
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Figure 7.5: Plot showing cross-talk amplitudes. The left plot is for DISP1, the right for
DISP2. Each actuator was moved +/- 3.5 mm at 6 Hz while the detectors were biased at
SOC. The best-fit cross-talk amplitude for each actuator and detector were calculated for
both the first half and the second half of the data acquisition, and these amplitudes are
plotted against each other in these plots. The lack of correlation in the scatter plots, as
well as the clustering around the origin, indicate that any cross-talk present cannot be
distinguished from noise in the detectors.

7.3 Focus Distance

As described in Section 4.2, the 350 GHz Video Imager is designed to focus at distances
of 16 m – 28 m. All results described in this chapter were with the 350 GHz Video Imager
configured to focus at 16 m. To check the actual distance to the target focal plane, beam
maps as described in Section 7.4 were performed with the black-body source located at
different distances from the cryostat. The focus distance was found to be 17 m in front
of the vertex of the primary mirror. Figure 7.6 shows beam maps for the same detector
taken at 17 m and at 15.8 m. At 17 m the black-body aperture is well defined and much
warmer than its surroundings. At 15.8 m, the black-body aperture is visible, but poorly
defined with significant side-lobes. The temperature of the aperture is much closer to the
background than in the 17 m case.

The reasons for the difference between the measured focus position and the focus
position predicted using ZEMAX are not understood. It is possible that the cryostat is
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Figure 7.6: Plots showing impact of observing objects not located at the far-field focal
plane. In both cases the 1030 ◦C black-body source with aperture diameter set to 0.4 in
(1.0 cm) was observed. The acquisitions were taken 2.5 minutes apart, with the only
change being the distance between the black-body and the primary mirror. Left Still
image taken with the black-body located 17 m from the primary mirror. The aperture is
clearly defined and 80 K warmer than its surroundings. Right Still image taken with the
black-body located 15.8 m from the primary mirror. The black-body aperture is poorly
defined with prominent side-lobe features, and a temperature no more than 5 K – 10 K
warmer than the surroundings.

located incorrectly relative to the mirrors, or that there were errors in the manufacturing
or assembly of the optical components.

7.4 Beam Maps

As discussed in Section 4.4, the 350 GHz Video Imager feedhorns are predicted to have
beams that are circularly symmetric and well-approximated by Gaussians with FWHM

of 1.2 cm at the target. To verify these predictions beam maps were performed by raster
scanning the beams over a stationary 1030 ◦C black-body source.

The source used was an IR Labs IR-563/3012 black-body. This source reaches a

2IRLabs, Inc. Tucson, AZ. USA
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maximum of 1030 ◦C and has apertures ranging in size from 0.0125 in – 0.6 in. Best
results were achieved by covering an area around the black-body source with Al foil; this
eliminated hot spots in the image due to the warmth of the housing of the black-body
source itself. The aperture diameter was set to 0.2 in (0.51 cm), which is smaller than the
predicted beam and will have a minimal effect on the measured beam width.

The 350 GHz Video Imager beams were raster scanned over the black-body source by
moving one actuator at 6 Hz while the other actuator moved much more slowly at 0.1 Hz.
Scans were taken with the black-body in two different locations to ensure coverage of the
entire sub-array. At each black-body position two scans were taken with DISP1 as the fast
actuator and two with DISP2 as the fast actuator, for a total of eight scans.

For each scan, the data stream for each detector was “binned” as described in Sec-
tion 7.8 to produce a beam map for each detector. No common mode or polynomial
was removed from the timestreams. Actuator displacements were converted to distances
in the far-field using the conversion factors discussed in Section 7.2. The following 2-D
elliptical Gaussian profile was then fit to each beam map:

P(x, y) = O + A exp

[
−1

2

(
(x− x0) cos θ + (y− y0) sin θ

σ1

)2

−1
2

(
−(x− x0) sin θ + (y− y0) cos θ

σ2

)2
]

. (7.4)

Here x and y represent the position in the beam map, while x0, y0, σ1, σ2, θ, A, and O
are the parameters to be fit. O represents an overall DC offset in the map level. Only the
points within 3 cm of the map peak were included in the fit. Beam maps at the edge of
the scan were discarded, as were beam maps where the fitting routine performed poorly.
The θ, σ1, and σ2 parameters were all defined such that σ1 > σ2 and 0 < θ < 180◦. The
beam parameters across the eight scans were then averaged together to produce final
beam maps. Figure 7.7 summarizes the final fit parameters for all the beams. As can be
seen from the width of the fit parameter histograms, the beam ellipticity and angle offset
from the x-axis are statistically significant.

Figure 7.8 shows the final beam maps. The beams are elliptical, with a mean σ1/σ2 =

1.6. The mean beam angle is 70◦ counter-clockwise from the x-axis. The beam size FWHM

is 1.4 cm, and is calculated from
2
√

2 ln 2
√

σ1σ2 (7.5)

where the prefactor 2
√

2 ln 2 converts from the Gaussian parameters σ1,2 to the FWHM of
the Gaussian.
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In Section 4.4, it was shown that the expected FWHM beam width from this mea-
surement is 1.2 cm, only about 15 % smaller than observed. The close match between
the measured and predicted FWHM beam widths is encouraging, but the beams should
be circular rather than strongly elliptical as observed. Another discrepancy between
the measured and predicted beams is the distance between the beams. The best-fit grid
spacing between detector beams in the far field is 2.0 cm. Using the plate scale extracted
from ZEMAX in Section 4.2, this is equivalent to a 3.0 mm detector spacing on the focal
plane array, which is 8.6 % larger than the design spacing of 2.73 mm.

The reasons for these discrepancies are not known. Possible explanations for the
error in plate scale are misalignment of the feedhorns with the primary and secondary
mirrors, and errors in fabrication of the mirrors or feedhorns. Either of these problems
could also lead to elliptical beams, as could diffraction off the aperture stop located in
the 50 K radiation shield. Another possible explanation for the elliptical beams could be
misalignment between the detectors and the feedhorns. As described in Section 4.4, such
misalignment leads to differential coupling between the two polarizations, and because
the polarized beams from smooth-walled conical feedhorns are elliptical, misalignment
could lead to elliptical measured beams.

To show the instantaneous field of view of the array compared to the area of the
scanned image, Figure 7.12 shows the locations at which the beams are pointing when
the LM-1 actuators are set to their zero positions.

Although the ellipticity of the beams is puzzling, the resolution is close to target, and
the ellipticity is not a barrier to using the system to take video images.
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Figure 7.7: Plots summarizing final fit parameters for all beams. The histogram in the
lower right shows that there is ∼ 3 times more scatter in σ1 than in σ2.

131



7. Imaging

−15 −10 −5 0 5 10 15

−15

−10

−5

0

5

10

15

Horizontal offset (cm)

Ve
rt

ic
al

of
fs

et
(c

m
)

Beam Maps

Figure 7.8: Plot showing final beam maps. The ellipses represent the full-width-half-
maximum (FWHM) of the best-fit 2-D Gaussian for each beam. The beams are elliptical,
with a mean σ1/σ2 of 1.6, mean beam angle to the x-axis of 70◦, and beam FWHM of
1.4 cm. The four grid locations in the extreme upper right corner, as well as the extreme
lower left grid point, have no detectors and therefore no beams. All other missing beams
are for cut detectors, as discussed in Section 7.1. The offset is relative to detector R17C3.
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7.5. Direct Measurement of Distance Scale and Image Resolution

7.5 Direct Measurement of Distance Scale and Image

Resolution

To measure the factor Fd described in Section 7.2, I placed a Styrofoam cooler filled with
liquid Nitrogen (LN2) in the far-field of the system and scanned it with the system, using
the data acquired to create still images. A sheet of Eccosorb AN723 was placed in the
cooler to serve as a cold black surface for the system to observe. Images were acquired of
the cooler itself, as well as the cooler with Al foil strips taped to the outside. Each strip
was ∼ 4 cm tall, and the strips were 14.5 cm, 29 cm, and 47.2 cm long. The interior of the
cooler is 67.7 cm wide. For each image the FWHM width of the strip — or the cold space
inside the cooler — was calculated by taking a cut through the still image centered on
the strip or cooler (see Figure 7.9).

The result of these measurements is that Fd = 1.098.

Using the same cooler filled with LN2, a dime (diameter 17.91 mm) was taped to the
outside of the cooler and a still image was taken. Figure 7.10 shows the resulting still
image, as well as a close-up of the are with the dime. A 2-D Gaussian was fit to the

3Emerson & Cuming Microwave Products, Inc.
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Figure 7.9: Plots explaining measurement of distance scale. The left plot shows a close-up
of the Styrofoam cooler filled with LN2, with a 14.5 cm by 4 cm strip taped to the outside.
A cut of this image through the middle of strip (identified by the thin black line) is shown
on the right. The FWHM of this cut is shown as the red line. This measurement was
repeated for two other Al foil strips, as well as the cooler without any Al foil strips, in
order to establish the distance scale.
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Figure 7.10: Plots showing still image of Styrofoam cooler filled with LN2, with a dime
(diameter 1.791 cm) taped to the outside. Red is warm, blue cold; the temperature scales
are different in the two plots. Left The full map of the cooler. The white rectangle
shows the area of the detail on the right. Right Detail of area within white rectangle: the
dime. The black ellipse shows the FWHM of the best-fit ellipse to the map. The ellipticity
is 1.2, the FWHM of the principal axes are 1.8 cm and 2.2 cm, for an overall FWHM of√

1.8× 2.2 = 2.0 cm.

resulting map. The best-fit Gaussian has ellipticity 1.2 — smaller than the individual
beams — and the FWHM of the dime map is 1.95 cm — larger than the beams. Both
differences are expected from convolution of the beam with the dime, which is not a point
source. The FWHM of the dime map is 2.0 cm, which is 15 % larger than the expected
value of 1.7 cm. This serves as a rough confirmation of the beam size and locations as
determined in Section 7.4.

7.6 Optical Efficiency

To measure the total optical efficiency of the system, IV curves can be taken while a
detector’s beam is pointing at two known temperature loads. As discussed in Section 3.4,
the difference in Joule power at 0.99Rn gives the difference in total power dissipated in
the bolometer. In this case, the power difference will be caused by the different amount
of power absorbed in the bolometer while observing the two temperatures. If the two
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7.6. Optical Efficiency

temperatures are T1 and T2, then the total optical efficiency ηtot is given by

ηtot =
Piv,1 − Piv,2

Popt(T2)− Popt(T2)
, (7.6)

where PIV is the Joule power in the detector at 0.99Rn and Popt(T) is the optical power in
both polarizations emitted by the source in a single spatial mode, given by Equation 4.11.

For a good measurement the load temperatures T1 and T2 should be as far apart as
possible, and the detector’s far-field beam should be filled by the load in each case. I used
the same “Eccosorb AN72 submerged in LN2” setup as described in Section 7.5 for the
cold temperature load. For the warm temperature load I used a sheet of Eccosorb AN72
backed by a thin sheet of Al. “Room Temperature” here is assumed to be 295 K (71.3 ◦F).

The boiling temperature of LN2 is 75.6 K in Boulder, CO, where these measurements
were made4, but this does not mean that the temperature seen by the beams when pointed
at the cooler is exactly 75.6 K.

• The beams are looking through the 1.625 in thick Styrofoam walls of the cooler,
which may have some emission themselves.

• Although the Eccosorb AN72 sunk in LN2 is opaque at 350 GHz, it may reflect
some amount of light from the surrounding room.

• It is possible that a small amount of water vapor could condense on the outside of
the cooler, leading to further emission.

For the purposes of this measurement I assumed that the cold Eccosorb AN72 was black
and that no water vapor was condensed on the cooler, which is consistent with a visual
examination. However, I do allow for a non-unity transmittance τ for the Styrofoam in
the analysis below.

For each of eight detectors, four IV curves were taken under three conditions: pointing
at the room-temperature Eccosorb AN72 (“ecco”), pointing at the cold Eccosorb AN72
in the cooler (“LN2”), and looking at the Eccosorb AN72 with the cooler’s lid placed
directly in front of the cooler (“lid”). The lid is 2 in thick and the cooler’s side is 1.625 in
thick. I assume that the transmittance takes the form e−dκ, where d is the thickness of the
material and κ is some constant which characterizes the attenuation length of 350 GHz

4Assuming typical atmospheric pressure of 82.2 kPa (Noah Newman, Colorado Climate Center, personal
communication) and using standard values for LN2 vapor pressure [90]
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light in Styrofoam. Given this assumption, if the transmittance through the cooler’s wall
is τ, then the transmittance through the lid is given by τ2/1.625 = τ1.23.

The optical powers viewed under these three conditions is then given by (with
Th = 295 K and Tc = 76 K)

Popt,ecco = Popt(Th) (7.7)

Popt,LN2 = τPopt(Tc) + (1− τ)Popt(Th)

= Popt(Th)− τ(Popt(Th)− Popt(Tc)),
(7.8)

Popt,lid = τ1.23Popt,LN2 + (1− τ1.23)Popt(Th)

= Popt(Th)− τ2.23(Popt(Th)− Popt(Tc)).
(7.9)

Here these optical powers include both polarizations and are referred to power emitted
at the target. The differences in optical power absorbed in the bolometer will then be

∆Pb,ecco−LN2 = ηtotτ(Popt(Th)− Popt(Tc)) (7.10)

∆Pb,lid−LN2 = ηtotτ(1− τ1.23)(Popt(Th)− Popt(Tc)). (7.11)

These last two equations can be solved for ηtot and τ. The results are

τ = 1.23

√
1− ∆Pb,lid−LN2

∆Pb,ecco−LN2
, (7.12)

ηtot =
∆Pb,ecco−LN2

τ(Popt(Th)− Popt(Tc))
. (7.13)

The full set of three IV curves was repeated three times over the course of several
hours. The transmittance τ of the cooler wall was found to be ∼ 90 % and the optical
efficiency ηtot was 13.5 %. Table 7.1 gives the results of these measurements averaged over
all detectors and all repetitions.

This optical efficiency is roughly half of the value predicted in Section 4.6. It is not
clear where the optical power is being lost. Chapter 8 describes future measurements
that could help troubleshoot this problem.
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Table 7.1: Results of optical efficiency measurements. The values are medians and the
uncertainties give the 25 % – 75 % range of measured values.

Quantity Value

ηtot 13.5± 0.9 %
τ 90.6± 4.8 %
Pb,ecco−LN2 25.6± 0.5 pW
Pb,lid−LN2 2.0± 1.0 pW

7.7 Temperature Scale Calibration

The output of the readout system gives changes in current passing through the detectors.
In order to convert this current change to a temperature change we must first convert
the current changes to changes in power absorbed in the bolometer by dividing by the
power-to-current responsivity sI . To convert this to temperature changes in the far-field
of the system, we must use the total optical efficiency ηtot, as well as the Rayleigh-Jeans
limit of the optical power per spatial mode from a blackbody with a uniform temperature
(see Section 4.6). The result is that the conversion from current to temperature is given by

∆T =
∆I

sI(0)2kBηtot∆ν
. (7.14)

Ideally this temperature scale would be measured directly by allowing the detectors
to observe two known temperature loads and measuring the resulting change in current.
However, several difficulties arise in practice. As the amount of optical power absorbed
in a detector changes, the point occupied by the detector on its R(T, I) surface changes,
so that LI β I , and the bias voltage V0 all change. This leads to a changing responsivity
with optical load through Equation 3.7, resulting in a non-linear detector response. For
small changes in load (such as we expect in images taken with the system) the changes
will be small and can be ignored. But in order to obtain an accurate measurement of
the temperature scale, it is desirable to use a large change in temperature, such as the
difference between room temperature and LN2. For these larger temperature changes the
change in responsivity may be significant.

To check for detector non-linearity with varying optical load, I measured the detector
responsivity directly using heaters both when the system was observing Eccosorb AN72
and when the cryostat window was covered with Al foil. Covering the window with foil
reduces the optical power reaching the detectors from outside the cryostat by ∼ 38 pW.
For two of the detectors this led to an increase in responsivity of ∼ 1 %, while for the
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other two the increase was ∼ 6.5 %. This makes it difficult to calibrate the temperature
scale of the detector response more accurately than 10 % when using a LN2 load.

Stable, uniform temperature distributions using stirred liquid water are available [91]
and should be used if a more accurate temperature scale is desired in the future.

For this dissertation, however, I have not made these measurements. Instead I have
assumed that all detectors have the same optical efficiency as was measured for eight
detectors in Section 7.6, ηtot = 0.136. For sI(0) I have used the predicted values at SOC of
Section 6.7, with the exception of three detectors (R24C3, R25C1, R25C3) for which the
predicted sI(0) was clearly incorrect, as judged from inspecting detector timestreams and
still images. For these three detectors I have assumed a responsivity equal to the mean of
all other predicted responsivities.

As a check on the accuracy of this temperature scale, the still image on the left of
Figure 7.10 has ∼ 180 K of contrast between the coldest section at the middle of the cooler
and the warm area to the left of the cooler. Using the estimate for transmittance τ of the
cooler walls of 0.9, the expected temperature differential is 0.9(295− 76) = 197 K. Given
the fact that responsivity will increase with optical loading, which leads to underestimates
of temperature difference via Equation 7.14, these numbers are in reasonable agreement,
indicating that the temperature scale is accurate to within ∼ 20 %.

7.8 Image Processing Algorithm

This section describes the algorithm used to turn raw detector timestreams into video im-
ages. The algorithm currently used is simple, processing each video frame independently.

The algorithm’s steps are as follows:

1. The MCE channels containing the actuator displacement (R31C4 for DISP1 and
R31C5 for DISP2) are converted to displacements in the far-field as described in
Section 7.2.

2. Determine full range of far-field displacements, accounting for all detectors. Define
a 1 cm grid that covers this range in both x and y directions.

3. Each detector’s output is multiplied by its “current-to-temperature” calibration
factor (see Section 7.7). At this point the units for all detector timestreams should
be the same, but each detector timestream will have some unknown offset.
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4. Divide detector timestreams into sections for each video frame based on MCE

readout rate and frequency at which the secondary mirror is rotating. If the mirror
frequency is fm and the readout frequency is fro, then each video frame will cover
d fro/ fme samples. Example: If the readout frequency is 3125 Hz and the mirror
frequency is 6 Hz, then each video frame will cover d3125

6 e = d520.83e = 521
samples.

5. For each video frame

a) Perform the following processing for each detector that is not on the cut list
described in Section 7.1:

i. If the detector’s timestream shows evidence of glitches, do not include that
detector’s timestream for this video frame. The algorithm used to identify
glitches is the following:

A. Calculate the differences ∆ f j = f j+1 − f j between each consecutive
value in the timestream.

B. Calculate the standard deviation of the differences ∆ f j.

C. If the absolute value of any ∆ f j is greater than five times the standard
deviation, identify this detector as having a glitch, so that it will be
ignored for this video frame. On average this affects 3.2 detectors per
frame.

ii. Subtract the median value of this detector’s timestream for this video
frame. The advantages and disadvantages of this approach to removing
detector offsets is discussed below.

iii. If the detector does not have a glitch, determine which image pixel the
detector is pointing to at each point in time, using both the pointing
position from the actuator readout described in Section 7.2 and the beam
pointing information from Section 7.4.

iv. Add the detector’s value to that pixel for the frame.

v. Keep track of the total number of samples that have been added to each
pixel.

b) After each detector has been processed for the frame, divide the total value for
each pixel by the number of samples across all detectors that have been used
for that pixel.
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6. To improve contrast, clip the temperature scale to the range −3 K to −3 K. Any
pixels in the image with no data were assigned a temperature of −3 K.

7. After all video frames have been processed, convert the resulting 3-dimensional
array to a video using MATLAB’s VideoWriter object.

Discussion of Videos Taken With the 350 GHz Video Imager

Figure 7.11 shows four still images from a video that was processed according to this
algorithm. This video can be viewed online at http://www.youtube.com/watch?v=ul_
fd-KWH38. They show the author with a ceramic knife hidden beneath a button-down
cotton shirt. The ceramic knife is visible as a dark area on the left of the shirt. A darker
line running down the center of the shirt is due to the extra layer of cotton backing the
buttons; this additional cloth produces more attenuation of the warm light from the body,
and so appears cooler.

The total temperature contrast in the images of Figure 7.11 is 6 K, but as described
above higher and low values of temperature have been clipped to improve contrast. In
the raw images, the mean total contrast across all frames with the person present is 8.2 K.

To estimate the expected contrast we can take the following into account:

• Human skin temperature is typically in the range 33 ◦C – 35 ◦C = 306.2 K – 308.2 K
[92].

• The emissivity of human skin has been reported as 0.65 at 100 GHz and 0.93 at
500 GHz [16]. Interpolating between these values leads to an emissivity of 0.825 at
350 GHz.

• The temperature the room in which theses images were taken was ∼ 295 K.

If the coldest temperature in the images is given by the room temperature, then the total
contrast in the image is predicted as

0.825× 307 K + (1− 0.825)× 295 K− 295 K = 9.9 K. (7.15)

This is 1.7 K larger than observed. Given uncertainties in the actual skin temperature of the
person in the image, the true emissivity of human skin at 350 GHz, the true background
temperature and the true temperature of the illuminating light, the near agreement
between the predicted and observed values gives confidence that the temperature scale is
roughly correct.
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Figure 7.11: Sample still images from a video taken with the 350 GHz Video Imager. Time
proceeds left-to-right and top-to-bottom. The stills are 20 frames (3.33 s) apart. The person
in the images is the author. A ceramic knife hidden beneath a button-down cotton shirt is
visible on the left of each image. The darker line running down the center of the shirt is
due to the extra layer of cotton backing the buttons; this additional cloth produces more
attenuation of the warm light from the body. As discussed in the text, the temperature
range in these images was clipped to ±3 K for better contrast. The total contrast in the
raw images is 8.2 K, about 1.7 K lower than expected. See text for discussion.
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Figure 7.12: Plot showing where beams are pointed in far-field. The background image is
frame 25 from the video discussed in Section 7.8. The beam FWHM ellipses are in blue.

Discussion of Median-Subtraction

As discussed in Section 4.7, the output of the readout system does not give the absolute
current passing through each detector. Instead it gives the change in current relative to
some offset, which is not a-priori known. My approach for dealing with this offset is,
for each video frame, to subtract from each detector’s timestream the median of that
detector’s timestream during that video frame. Although crude, this approach does a
good job of accounting for the offsets in the detector timestreams, as well as accounting
for the common-mode drift described in Section 6.8. However, elliptical scanning artifacts
are still visible in the images of Figure 7.11. These artifacts arise in part because the
median-subtraction scheme will work “perfectly” only in the case where the median
temperature viewed by each detector during the frame is the same. If this is not true for a
particular detector, the ellipse traced out by that detector in the image will appear warmer
or cooler than its surroundings (depending on whether the distribution that it viewed
was cooler or warmer than its surroundings), leading to elliptical scanning artifacts.

An additional consequence of this approach is that the median color in each video
frame will be the same; i.e., a particular color in frame 1 may not represent the same
temperature in frame 10. This effect can be see in the early frames of the video available
online. In that video the early frames of the image are looking at the background of the
lab, and only later does a person move into the frame. As the person moves into the
frame, some areas of the background become darker, not because they are changing to a
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lower temperature, but because they are now lower relative to the median temperature in
the frame. Although surprising when first seen, this effect does not prevent the system
from being effective in detecting concealed weapons.

Other image processing algorithms could be used to deal better with the detector
offsets. One method would be to take a “flat” image of a uniform temperature distribution
prior to taking videos, and use this image to normalize all detector offsets relative to each
other. However, an approach would still be needed to deal with common-mode drift, as
well as other sources of low-frequency 1/ f noise which could cause detector offsets to
drift independently of each other.

Another method is to use the fact that the ellipse mapped out by each detector during
a video frame overlaps with the ellipses of many other detectors. It should be possible to
take advantage of this to set the offsets for each detector correctly on a frame-by-frame
basis. It is possible that an approach like this could also be used to normalize the
responsivity of all the detectors relative to each other.

An iterative approach is also possible, based on the fact that median-subtraction
evidently comes close to properly removing detector offsets. An algorithm could be
developed which checks whether the points mapped out by each detector’s ellipse are
different than the neighboring points. If the difference crosses some threshold, the offset
could be adjusted and the frame processed with a new set of offsets. This process could
be repeated until a self-consistent image is created.

Other algorithmic approaches are certainly possible as well, and should be a focus of
future work.

7.9 Image Noise Model

The temperature scale established in Section 7.7 allows us to convert the measured
detector white-noise level of ∼ 2.4× 10−15 W/

√
Hz to a temperature noise via

ST =
SP(0)

2kBηtot∆ν
. (7.16)

This results in a temperature noise level of ∼ 15× 10−3 K/
√

Hz, referred to the tempera-
ture viewed in the far-field of the system.

To use this noise level to make a prediction for the NETD in the image we can use the
radiometer equation [93]:

NETD =
ST√

2tdwell
, (7.17)
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where tdwell is the total integration time including all detectors for each pixel in the
image5.

All images in this chapter contain ∼ 4030 pixels, each 1 cm2 in area6. Each video frame
lasts 1

6 s, and there are ∼ 210 good detectors contributing. tdwell is thus given by

tdwell =
210× 1

6 s
4030

= 8.7 ms. (7.18)

Plugging this into Equation 7.17 gives an NETD of ∼ 115 mK.

Verifying this noise level in a video image is difficult because we do not know a-priori
whether there are any regions in the image which have a flat temperature distribution.
However, if we place a sheet of Eccosorb AN72 directly in front of the cryostat window,
where all detector beams are large and covering similar areas, then all detectors should be
viewing close to the same temperature distribution. If data is acquired in this state, while
the secondary mirror is moving, and the resulting timestreams are run through the same
software used to create “real” videos, then the standard deviation of the temperature in
each frame should give a good estimate of the NETD.

I carried out this procedure, creating a “flat” video with 19 frames. The mean NETD

across the 19 frames is 101 mK. Figure 7.13 shows a histogram of the NETD distribution
from all 19 frames, a histogram showing the temperature offset distribution for the second
frame (which has NETD = 100 mK), the second frame itself, and one of the still images
from Figure 7.11. Both still images use the same temperature-difference-to-gray-scale
mapping.

Comparing the two frames visually, it is clear that NETD in the true video frame is
dominated not by detector noise, but by artifacts of the scan, visible as elliptical arcs in the
image. These artifacts are likely caused by the median-subtraction scheme of Section 7.8
not properly accounting for the detector offsets. Nevertheless, in areas of the video still
where there appear to be few scan artifacts (such as the arm on the lower right), the level
of noise in the video still appears comparable to the flat still, indicating that 100 mK is a
reasonable estimate of the NETD in the image caused by detector noise.

The agreement between the predicted NETD of 115 mK and the observed flat image
NETD of 100 mK is an encouraging sign that we understand the behavior of the system.

5In this equation the factor of 2 accounts for the fact that the noise power spectral density is defined so
that the total variance in the signal is given by the integral of the power spectral density up to the one-half
of the sampling frequency, i.e. up to the Nyquist frequency.

6 Although the images shown are all rectangular, due to the elliptical scanning pattern the actual area
of the images that contains data is smaller than the rectangle.
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Figure 7.13: Plots relating to measurement of NETD in flat frame images. Upper Left
Histogram of NETD for each of 19 frames taken from a “flat” video image. This NETD is
defined as the standard deviation of the temperatures across all pixels which were visited
by at least one detector. Upper Right Histogram showing distribution of temperature
offsets within the second video frame, which has an NETD of 100 mK. The far left and far
right bins include outliers that extend all the way to −1 K on the left and 1.5 K on the right.
Removing these outliers results in NETD values that are roughly 15 % smaller. Lower
Left The second frame of the flat video. Lower Right Frame 25 of the video discussed is
Section 7.8. These two frames use the same temperature-offset-to-color mapping to aid in
visual comparison.
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Figure 7.14: Distribution of samples per pixel for flat field image shown in Figure 7.13.
Different video frames have slightly different distributions, but the overall features are
all similar to what is shown here. The bins in the histogram on the right are one sample
wide, so that it can be seen that a handful of pixels around the outer edge receive only
one sample.

However, there are several ways in which the noise modeling used in this section simplifies
matters:

• The white noise level for each detector is different.

• The total integration time per pixel is not uniform. Some pixels end up receiving
more detector samples than others, as shown in Figure 7.14.

• The detector noise is not white. Equation 7.17 is strictly only true for a noise
spectrum that is white, while the detector noise spectrums have roll-offs due to the
detector time constant τe f f , SQUID noise, a roll-off due to the SQUID servo loop,
and other features. Because the noise roll-offs reduce the variance of the detector
timestream, this should tend to reduce noise in the map. However, the roll-offs
also mean that consecutive samples in a detector timestream are correlated, so that
averaging them will not reduce noise by the full “square-root of the number of
samples” factor that is appropriate for uncorrelated noise.

A more careful analysis of these factors would be useful, but has not yet been performed.
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Chapter 8

Summary and Future Work

This dissertation has described the motivation for, the design of, and the operation of a
350 GHz video imaging system intended for concealed weapons detection. The system
uses superconducting Transition Edge Sensor (TES) bolometers to detect the 350 GHz
light, and the first of four planned 251-detector sub-arrays has been installed into the
system. The spatial resolution is 1.4 cm FWHM at the system focus distance of 17 m, and
the system has sufficient sensitivity to take video images that reveal the presence of a
knife concealed under a cotton shirt. At 6 frames per second, observing a 0.78 m× 0.55 m
field of view with 1 cm pixels, the Noise Equivalent Temperature Difference (NETD) of
video frames observing a uniform temperature distribution is 100 mK. This meets the
requirements on NETD outlined in Section 1.2 for challenging passive imaging scenarios.
Video images of realistic scenes have higher NETD due to artifacts of the scanning process,
but algorithmic approaches to eliminating these artifacts have been outlined.

8.1 Future Work on This System

Future work on this system should focus on improving image processing algorithms,
solving the existing technical problems and using the system to perform studies of passive
imaging phenomenology. Image processing was addressed in Section 7.8.

There are three technical problems with the system that should be addressed: the
elliptical beams, the low optical efficiency, and the high detector noise. It is not known
whether the beam ellipticity is caused by a problem inside the cryostat (such as poor
alignment between detectors and feedhorns) or outside the cryostat (such as poor align-
ment of the cryostat and beams with the primary and secondary mirrors). One approach

147



8. Summary and Future Work

for distinguishing between these two possibilities is to measure the beam shapes immedi-
ately outside the cryostat window. Manufacturing errors in one or more of the optical
components are also a possibility.

Solving the optical efficiency problem requires understanding where in the optical
chain the efficiency loss occurs. A first step towards understanding this would be to
measure the optical efficiency at the cryostat window by chopping between warm and
cold loads. If this efficiency is higher that the efficiency at the far-field focal plane, this
would be a sign that the lost efficiency is due to optical spillover. If the efficiency is that
same, this would indicate that the optical power is lost inside the cryostat. Measurement
of the far-field optical efficiency of all working detectors might reveal a trend across the
focal plane, which could point to a fabrication problem with either the detectors or the
feedhorn array.

Determining the source of the excess detector noise could be more challenging. If the
noise drops significantly when the cryostat is closed optically, that will be an indication
that the problem is caused by excess photon noise. Because the optical efficiency is poor,
this photon noise would likely be caused by stray light reaching the detectors, so the 1 K
focal plane should be checked carefully for this. If high noise persists when the cryostat
is optically closed, that could be a sign that the noise originates in the detectors, possibly
due to dangling heat capacity.

A second 251-detector sub-array was fabricated simultaneously with the sub-array that
is currently installed in the 350 GHz Video Imager. This sub-array was designed to have a
G value 16 % lower than the sub-array that is currently installed, but should be otherwise
identical. If the detector noise, optical load, or optical efficiency are significantly different
between these two sub-arrays, this could indicate a problem in fabrication.

Installation of the second sub-array will also improve system performance. The
additional detectors could be used to reduce image NETD, increase the field of view, or
increase the video frame rate.

Studies of phenomenology will focus on different sizes, shapes, and types of concealed
objects, combined with different types of clothing. Because the 350 GHz Video Imager has
been built by a team with little prior experience in the area of passive security imaging,
we should identify partners among potential users of standoff passive imaging systems.
This will help us to ensure that the tests that we carry out will lead to results that are
applicable to realistic operational scenarios, and can be compared to results using other
imaging techniques.
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8.2. Polarization and Multi-band Imaging

8.2 Polarization and Multi-band Imaging

Following phenomenology studies using the existing system, there will be an opportunity
to use it to test polarization-sensitive detectors as well as detectors that are sensitive to
more than one optical band (i.e., multiple colors). Polarization-sensitive and multi-color
TES detector technology already exists and could quickly be deployed into the existing
system for testing.

Development of polarization-sensitive TES bolometers has been driven by the desire
to measure the polarization of the Cosmic Microwave Background radiation. Polarization-
sensitive focal planes have been installed in a number of telescopes and are currently
taking data [54–57, 85]. Figure 8.1 shows a photograph of a polarization-sensitive detector
developed by a collaboration of which I am a member [94]. Ring-loaded feedhorns direct
light onto a pair of orthogonal “fins” which couple light onto microstrip transmission
lines. The light is then split into two frequency bands defined by quarter wave stub filters.
Each polarization in each frequency band is detected by a separate TES bolometer. This
allows a single feedhorn on the focal plane to detect not only two polarizations, but also
two colors.

It is not clear whether polarization-sensitive detectors, or multi-color detectors, will
provide advantages for passive security imaging. Reflected light will be polarized to
some extent, but since the concealed objects are illuminated from all directions, one
would expect the net polarization to be low. Nevertheless, there may be scenarios where
uneven illumination is expected, and in such cases polarization may provide additional
information. Models addressing the usefulness of polarization for security imaging do
exist, and should be used when deciding whether or not to build a polarization-sensitive
system [95].

The primary advantage of multi-color detectors is that they allow higher optical
bandwidth while avoiding atmospheric absorption lines. It may be that implementing
band-stop filters could achieve the same benefit at lower cost. An intriguing idea would
be to attempt to use color information to identify different materials. For example,
many explosive materials have absorption features in the 0.6 THz – 3 THz region [2, 3].
Unfortunately most of these features are above 1 THz, where clothing and the atmosphere
are much less transparent than at 350 GHz.

149



8. Summary and Future Work

Figure 8.1: A multi-color, polarization-sensitive detector. This detector is sensitive to
both polarizations in bands centered at 90 GHz and 150 GHz. Light is coupled onto
the detector by a ring-loaded feedhorn. On the left is a schematic of the feedhorns, in
the middle is a cross-sectional photograph of a prototype feedhorn. The feedhorns are
assembled from micro-machined silicon wafers that are then Au-plated. On the right is a
prototype pixel. Two pairs of fins (“OMT”) couple each polarization onto microstrip. A
diplexer separates the 90 GHz and 150 GHz signals. The “hybrid tee” rejects unwanted
waveguide modes. This figure is taken from [94], which contains more details on these
detectors.

8.3 Directions for Future Systems

Following resolution of the remaining technical issues, and investigation of imaging
phenomenology, we will be ready to design a second-generation system. Such a system
would be designed with a specific operational scenario in mind, which would set require-
ments for standoff distance, resolution and image NETD. But regardless of the details of
the specifications, areas to focus on for such a system are likely to include size/portability
and cost.

The overall system size is set by the standoff distance and desired spatial resolution,
which directly determine the size of the optical aperture via Equation 1.1. Moving to
higher frequencies can reduce the size of the required optical aperture, but at the cost of
lower image contrast due to decreased transmission through clothing and the atmosphere.
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Nevertheless, this trade-off may be worthwhile for some applications. There are no
technical reasons why TES bolometers could not work well at frequencies of 1 THz.

If the target application requires the aperture size to remain at 1.3 m, or even become
larger, it may be desirable to use a different focusing element than that used in this
system. Possibilities include segmented mirrors (which have proven successful for larger
apertures [96]), aluminized plastic mirrors, or a large-diameter Fresnel lens [97].

Reducing the size of the optical aperture or moving to a Fresnel lens will likely reduce
the cost of the system. Three other ways to potentially reduce cost are to eliminate
the need for scanning, operate at a higher bath temperature, or migrate to a detector
technology that is easier to fabricate.

Eliminating the need for scanning will reduce cost by simplifying the design of the
optical components and removing the need for motors to move those components. But
in order to maintain the same field of view, as well as ensure a Nyquist-sampled focal
plane, many more detectors are required. The cost and number of required detectors
will depend on the desired field of view, optical design, and target wavelength. Work on
multiplexing techniques capable of reading out 10,000 or more TES detectors has begun
[98], but this technology is not as mature as the TDM readout system used for the 350 GHz
Video Imager. A careful cost analysis of all of these factors will need to be performed.

Operating at higher bath temperatures can reduce cost if the new bath temperature
can be achieved without the use of a secondary cooling system such as the He4-sorption
refrigerator used for the 350 GHz Video Imager. As described in Section 5.2, it should be
possible to make photon-noise-limited TES bolometers operating at a bath temperature of
3.6 K. This bath temperature can be reached through the use of a cryocooler only, with no
other refrigeration stages needed. The ideal Tc for this bath temperature would be ∼ 6.5 K.
However, to-date little work has been done on making voltage-biased TES bolometers
work at such (relatively) high temperatures, so it is not clear what problems might appear
that would need to be solved. Again, a careful cost analysis is required.

Finally, voltage-biased TES bolometers are not the only low-temperature detectors that
can be fabricated in large quantities, read out with a reasonable number of wires, and
achieve photon-noise-limited performance. One promising detector technology is the
Microwave Kinetic Inductance Detector (MKID). As mentioned in Section 2.3, one group
is already working on a passive imaging system that will use these detectors.

Like TES detectors, MKIDs use superconducting materials at low temperatures, but the
principle of operation is different. The superconducting material is chosen so that its gap
energy 2∆ = 3.5kbTc is below the energy hν of the photons to be detected. Light is focused
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directly onto the superconducting film, so that it breaks Cooper pairs, which induces a
change in the inductance of the superconductor. By making the superconductor a part of
a resonant circuit, this change in inductance can be detected as a change in the resonant
frequency. The detector operating temperature is at or below Tc/5 to suppress thermal
generation of quasiparticles. This approach to detection of light offers a natural way to
multiplex many detectors on a single readout line, because the resonant frequency can be
placed at GHz frequencies where large amounts of readout bandwidth are available.

The −10 dB lower band edge for the 350 GHz Video Imager is 318 GHz, so the maxi-
mum Tc for an MKID detector is 4.3 K, a value that can be achieved using TiN or Ti-TiN-Ti
films [99, 100]. The operating temperature would be 4.3 K/5 = 0.86 K, which should be
achievable with an improved 1 K cryogenic design.

MKID detectors reduce fabrication cost because fewer material layers and fabrication
steps are required. They also reduce wiring cost because a single coaxial cable can bias
and read out many detectors. But they also require more complicated room-temperature
electronics to perform the readout, as well as low-noise amplifiers inside the cryostat. The
technology is also not yet as mature as TES detectors with multiplexed SQUID readout.
Once again, a careful evaluation of the costs and benefits of MKID detectors will need to
be performed.

In summary, several promising approaches for reducing system portability, cost,
and complexity are available. The 350 GHz Video Imager described in this dissertation
demonstrates that 100 mK NETD video images at 17 m standoff distances are achievable
using large-format arrays of cryogenic detectors. Following resolution of the remaining
technical issues and investigation of imaging phenomenology, we will be ready to
design a second-generation system. The second-generation system will start to bring the
advantages of practical, cost-effective, high-sensitivity passive imaging to the security
community.
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